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ICSEA 2025

Forward

The Twentieth International Conference on Software Engineering Advances (ICSEA 2025), held
on September 28 – October 1, 2025 in Lisbon, Portugal, continued a series of events covering a broad
spectrum of software-related topics.

The conference covered fundamentals on designing, implementing, testing, validating and
maintaining various kinds of software. The tracks treated the topics from theory to practice, in terms of
methodologies, design, implementation, testing, use cases, tools, and lessons learnt. The conference
topics covered classical and advanced methodologies, open source, agile software, as well as software
deployment and software economics and education.

The conference had the following tracks:

 Advances in fundamentals for software development

 Advanced mechanisms for software development

 Advanced design tools for developing software

 Software engineering for service computing (SOA and Cloud)

 Advanced facilities for accessing software

 Software performance

 Software security, privacy, safeness

 Advances in software testing

 Specialized software advanced applications

 Web Accessibility

 Open source software

 Agile and Lean approaches in software engineering

 Software deployment and maintenance

 Software engineering techniques, metrics, and formalisms

 Software economics, adoption, and education

 Business technology

 Improving productivity in research on software engineering

 Trends and achievements

Similar to the previous edition, this event continued to be very competitive in its selection process
and very well perceived by the international software engineering community. As such, it is attracting
excellent contributions and active participation from all over the world. We were very pleased to receive
a large amount of top quality contributions.

We take here the opportunity to warmly thank all the members of the ICSEA 2025 technical program
committee as well as the numerous reviewers. The creation of such a broad and high quality conference
program would not have been possible without their involvement. We also kindly thank all the authors
that dedicated much of their time and efforts to contribute to the ICSEA 2025. We truly believe that
thanks to all these efforts, the final conference program consists of top quality contributions.
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This event could also not have been a reality without the support of many individuals, organizations
and sponsors. We also gratefully thank the members of the ICSEA 2025 organizing committee for their
help in handling the logistics and for their work that is making this professional meeting a success.

We hope the ICSEA 2025 was a successful international forum for the exchange of ideas and results
between academia and industry and to promote further progress in software engineering research. We
also hope that Lisbon provided a pleasant environment during the conference and everyone saved some
time for exploring this beautiful city
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Japan
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Abstract—Increasing number of organizations are adopting
Green Information and Communication Technology (Green ICT)
practices for their service operations. There are two main types
of Green ICT in the organizational context. First, Green for ICT
where ICT aims at reducing its own footprint and second, Green
by ICT aiming at offering digital tools that reduce the envi-
ronmental footprint of all business activities in the organization.
In this paper, we present two digital experiments where green
by ICT solutions for a forest machine operator company were
engineered by software development practices. In this study, we
aim to answer the research problem: How digital experiments
support sustainability in a forest machine operator company?
This embedded case study is based on two consecutive digital ex-
periments conducted in Finland with a large scale forest machine
operator company. The first digital experiment focused on tank
level monitoring and the second experiment on mass monitoring.
Our results highlight the challenges in receiving sustainability
data from subcontractors and IT providers. Additionally, IoT-
enabled monitoring services can eliminate traveling to remote
storage areas and thus may reduce CO2 footprint remarkably.

Keywords—Green ICT; software system; Internet of Things;

I. INTRODUCTION

An increasing number of organizations are adopting green
computing practices to transition their operations toward
greater environmental sustainability. Green computing includes
actions such as decreasing energy consumption, recycling e-
waste and environmental friendly usage of devices [1]. A
recent study [2] conducted in Finland showed that compa-
nies’ awareness and understanding of green ICT varies a lot.
According to Raja, green computing refers to sustainable,
environment-friendly computing [3]. Chaudhari and Kothoke
[4] have identified challenges in green ICT including inad-
equate ICT-based informed decision-making, low ICT and
the least Green ICT awareness, lack of matured inter/multi-
disciplinary software tools and issues related to availability
and reliability of data. Cater-Steel and Tan [5] have established
green IT service management (ITSM) framework that contains
four pillars: Green procurement, consolidation of IT resources,
power management of IT equipment, decommissioning of
unused/obsolete equipment.

Widdicks et al. [6] report that ICT can enable reductions
in global emissions in other sectors but there are continuous
uncertainties regarding ICT’s carbon impacts. The study of
Dubey and Hefley [7] proposes green extensions to IT In-
frastructure Library (ITIL). In supplier management, service

vendors can be evaluated by using various green metrics. For
example, when an organization decides to purchase datacenter
services, one can use metrics, such as datacenter power usage
effectiveness (PUE) and data center infrastructure efficiency
(DCIE). Singh et al. [8] present a green and sustainable
software model that can be used in green ICT practices. Cloud
computing plays an important role in green computing by
enabling more efficient and sustainable use of computing re-
sources [9]. Cloud computing utilizes virtualization techniques
that allow cloud providers run multiple virtual machines on a
single physical server. Additionally, cloud computing enables
on-demand usage of computing resources where resources are
allocated only when needed. One of the key challenges in green
ICT from IT company’s perspective is that IT customers do not
want to pay extra for greener services. Often, companies have
to make trade-offs between costs and gains when they make
decisions on implementing green and sustainable information
systems [10]. If companies could assess and report their
positive environmental contributions, it would provide more
accurate knowledge and support for green initiatives [11]. The
Internet of Things (IoT) represents a rapidly evolving network
of interconnected devices that communicate and exchange
data, offering huge transformation potential across various
business domains. An IoT-based system consists of multiple
configuration items, such as sensors, IoT devices, applications,
cloud services, data networks and gateway devices. According
to the definition by Dorsemaine et al. [12], IoT is ”a group of
infrastructures interconnecting connected objects and allowing
their management, data mining and the access to the data they
generate”. Hatzivasilis et al. [13] discuss how IoT technology
can be used for circular econonomy purposes, such as to
administrate the lifecycle of the deployed electronic equipment
and manage related supply chains. IoT provides significant
improvement opportunities from green by ICT perspective.
Tran et al. [14] have used IoT to collect vibration signals
on engines of ships. Additionally, Gantert et al. [15] collect
and use sounds produced by machine components to improve
corrective maintenance of machinery.

Concerning the research gap, although IoT technologies
have been widely used in several domains, existing research
has not dealt with how forest machine operator companies are
using IoT to increase automation and productivity. The novelty
of our research lies in demonstrating how we applied IoT in
our digital transformation experiments within a new business
context—monitoring forestry assets as well as showing how
these experiments supported the sustainability goals of the case

1Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-296-8

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org
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organization.

The remainder of the paper is organized as follows: In
Section 2, research methodology of the study is presented. In
Section 3, case study results are provided. Section 4 is the
analysis and finally, the conclusions are given in Section 5.

II. RESEARCH PROBLEM & METHODOLOGY

This exploratory case study aimed at answering the fol-
lowing research problem: How digital experiments support
sustainability in a forest machine operator company? The case
study can be defined as ”an empirical inquiry that investi-
gates a contemporary phenomenon within its real-life context”
[16]. Our research problem was divided into following three
research questions:

• How sustainable and green practices are addressed
by the forest machine operator’s staff during digital
experiments?

• How are the sustainability concepts visible in the
service operation of the forest machine operator?

• What type of challenges are related to sustainability
& green ICT from the perspective of a forest machine
operator?

Regarding the case selection, the case organization was se-
lected from the pool of industry partners and the university
has collaborated several years with the case organization
in EU funded projects. Additionally, the case organization
participated in the green ICT research project carried out by the
university. Thus, the project enabled an easy access to the case
organization. While this case study was exploratory in nature
and our first attempt to study green ICT, we used high level
research questions focusing on green practices, visibility of
sustainability concepts and challenges to answer our research
problem.

A. Case Organization

Motoajo is one of the leading forest machine providers
in Finland. The company is as a family-owned business with
around 80 employees. The company operates almost 60 forest
machines in North Karelia. Motoajo has a long expertise in the
management and maintenance of forestry machinery, Motoajo
provides professional services that enhance the efficiency and
sustainability of forest operations. The services provided by
Motoajo include harvesting, wood transportation, heavy ma-
chinery maintenance and repair; and excavator services, such
as soil tilling. The company takes environmental responsibility
into account, supports the circular economy, and has an up-
to-date carbon footprint calculator. Motoajo is committed to
providing logging services sustainably and profitably while
respecting the environment and laws.

Motoajo was selected as a case organization because the
Digital Innovation Hub network DIH World had announced
the call for digital experiments and smart forestry was one the
topics of that call. Together with Motoajo, our DIH applied
funding for the tank level monitoring experiment The 2nd
experiment focused on monitoring the mass of forestry assets
(how many litres/kg of liquid remain in the container) by using
industrial scale and IoT technologies. .

B. Data Collection Methods

Data for this study were collected from multiple data
sources and multiple researchers between August 2021 - May
2025 by the university research team. Data was collected from
two digital experiments related to applying IoT technologies.
According to Eisenhardt [17] triangulation and usage of mul-
tiple data collection methods provides stronger substantiation
of constructs and hypotheses. The following data sources,
recommended by Yin [16] were used:

• Documentation: The sustainability report of the case
organization, Tekelek tank level sensor product sheet,
safety instruction documents, PCE RS 2000 specifica-
tions document

• Archival records: the public website of the case orga-
nization, a job onboarding questionnaire designed for
case organizations employees, DEFRA GHG conver-
sions factors spreadsheet used in calculating emissions
for traveling between remote storage areas, online
forms for truck drivers and forest machine operators

• Interviews/discussions: Green ICT group interview in
May 2025 with CEO, foreman and quality manager;
project discussions during work meetings with fore-
man of Motoajo, and interview with CEO related
to digital transformation, online meetings with AWS
consultants

• Participative observation: Digital experiment work
meetings in target organization’s facilities, multiple
visits to the case organization, participative observa-
tions during visits in the organization’s storage areas
in Nurmes and Riistavesi, system testing workshop
during the second experiment in the IT provider orga-
nization’s facilities in Mikkeli

• Physical artifacts: videos that showcased how forestry
liquids and forestry waste were stored and processed
in the storage area: videos were shot while implement-
ing a virtual job onboarding system; PCE RS 2000
industrial scale, various containers used for storing
forestry liquids, such as marking dyes and diesel
exhaust fluid; Tekelek tank level sensor

• Direct observations: Observations during physical vis-
its to the case organization’s main storage area and
remote storage areas. A visit at the forest logging site
during the winter.

III. RESULTS

The research team including the first and second author
and Motoajo received EU funding from DIH World project’s
Call for experiments. The funding enabled implementation of
a digital experiment where the goal was to build a prototype
for a solution that monitors and measures tank levels by using
Internet of Things technologies. The experiment highlighed the
following challenges in the forest service machine operator’s
operations. At that moment, Motoajo did not have accurate
view on inventories of forestry liquids that forest machines
consume. This resulted in situations that forest machine drivers
may not get mandatory liquids. Frequent trips to remote
storage areas were needed to check whether critical liquids
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consumed by forest machines are available. Additionally, better
job introduction was needed for managing forestry liquids
safely and according to green practices.

A. Green and digital forest service management experiment
for tank level monitoring

Initial discussions on the experiment objectives addressed
the need to monitor fuel containers in forest logging sites. We
started studying external factors, such as legal, environmental
and technical issues that affect fuel operations: ”The process
of transporting fuel to logging sites is tricky and might not
be fully automated; typically a fuel truck driver needs to call
anyway the forest machine driver to give location informa-
tion.” We observed that forest certificates prevent storing fuel
containers in the forest in groundwater areas. Additionally,
case organization’s staff reported that forest machine settings
and driving patterns affect the fuel consumption (also CO2
footprint of harvesting).

Due to complexity of fuel operations, we decided to focus
on other business-critical liquids: Fungicide, marking colours
and diesel exhaust fluid ADBlue. The case organization’s
representative stated: ”We have many types of containers in
several locations and dropping points: metal containers, plastic
IBC containers”. We also observed that the company had
already invested in technology that helps collecting data on
vehicles and analyzing factors that affect fuel costs: ”Our vans
have automatic driving logs where we can see where vehicles
are and where they are moving. Additionally, we can observe
driving behaviour and patterns.”

Forest machine operations require various types of liquids
(fuel, marking dyes, diesel exhaust fluid) and availability
of those liquids is critical to Motoajo’s harvesting business.
Containers of liquids are stored in main storage area of
Nurmes, Finland and remote storage areas. We observed that
consumption of liquids is monitored manually and this activity
requires frequent travelling to remote storage areas: ”One
employee spends at least one working day per month due to
driving to remote storage areas and checking the availability
of liquids and items”.

In the specification phase, we asked user requirements for
the monitoring system. The case organization’s CEO addressed
especially the usability requirements ”The system should be
very easy to use; even in a situation when a truck driver
or a forest machine driver comes to the remote storage area
during the winter gloves in his hand and when there is no
daylight”. Additionally, the CEO commented that it should be
easy to interpret results provided by the monitoring solution
”The mobile app could show the level of liquids with traffic
light colour codes; additionally how much liquid a specific
driver took from the container”.

The research team made a visit to one of the remote storage
areas during the winter and played the role of a truck driver.
While the CEO had commented on data needs ”If possible, a
delivery truck driver should use the app to provide information
about the refilling”, we observed that there was a QR code
attached to a container and opening the QR c led to an online
form that was designed for both capturing data on refilling
events and retrieving events. We opened the form during our
field visit and observed that there was room for improvement

Fig. 1. TILHI application for tank level monitoring

in the usability of the form. We interpreted that in order to
increase usability, it might be better to separate these forms
from each other. This could be one root cause for missing
data on liquid refills and retrievals.

Technical specifications for the IoT system were outlined
based on the user stories. The key objectives of technical
specification stage was to define the hardware and software
requirements for the TILHI IoT system, including sensor cal-
ibration, dashboard interfaces, and data handling. The project
team consumed a lot of time for selecting a right sensor for
monitoring liquid levels. Meetings and discussions were orga-
nized with various sensor service providers and IoT platform
providers. The sensor that was finally selected was Tekelek
LoraWAN-enabled ultrasonic sensor. This sensor module had
been used in many sensor projects in Finland and it was also
available in the LoraWAN network provider’s (Digita) sensor
catalogue.

The core development of the IoT system took place over
several months, culminating in the review of the completed
development in February 2022. This phase covered both the
mobile application and the web interface. Figure 1 shows the
user interface of the tank level monitoring system TILHI that
was implemented in the experiment. The key objective of this
stage was to build the IoT system, including features such as
sensor calibration, container management, and liquid tracking.
We experienced minor challenges both in ordering the sensors
and installing the sensors to the container.

The deployment of the system was performed February-
April 2022. Deployment activities occurred after successful
testing of the system. The deployment phase aimed at ensuring
that the IoT system was integrated into the forestry opera-
tional processes, with all essential components functioning as
expected. Our key objective was to roll out the tank level mon-
itoring system to end users in forestry operations. In the end of
the experiment, we found out that data submission frequency of
sensor modules is every six hours, not hourly as we expected.
We asked the reason in a telephone discussion with the service
provider ”Frequency on sending IoT data affects the sensor
module battery duration.” We also delivered this information
to the case organization’s representative that considered the
data submission frequency adequate but not optimal. The IoT
experiment ended with a Continual Improvement meeting with
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Fig. 2. The context of the weight monitoring system for forestry liquids

a discussion on what went well and what could have been
improved. The experiment was considered successful despite
the slow start and many changes in monitoring target.

B. Smart mass monitoring experiment

At the end of the first experiment, the case organization
provided idea for a new experiment. The main goal of the new
experiment was to place an industrial-level ’scale’ under a stan-
dardized IBC tank to allow for real-time mass measurement of
the liquid content of the tank (see Fig. 2). Another use case was
to measure the truck pallet containing hydraulic oil canisters.
Initially, we selected the public LoRaWAN network for data
transmission, however, this was changed later to the private
LoraWAN because we wanted to minimize the number of third
party services, such as public LoraWAN network provider.

The experiment started with studying which components
were needed for the system. The main hardware components
(industrial scale PCE RS 2000 [18] and Enless Wireless Signal
Transmitter) were identified and selected by measurement
technology unit located in Kajaani, Finland Hardware compo-
nents were purchased and calibrated. After this, the research
team initiated discussions with the cloud service provider.
The public sector Amazon Web Services representative and
cloud consultants helped the research team to identify which
cloud services were needed to implement the system. The
IoT reference architecture by AWS provided a good basis for
discussions.

The next step in the experiment was to find an ICT com-
pany that could implement the system in AWS cloud. The first
author of this paper participated in Solver X reverse pitching
event and from the event we received eight potential IoT
providers that were interested in implementing the system. We
performed a public bidding process and selected the provider
based on price and quality of implementation. The hardware
components were transported from one city to another to the
selected IT provider with a light commercial vehicle that could
accommodate the industrial scale (1200 x 1200 x 100 mm;

Fig. 3. A system testing workshop in IT provider’s facilities

85 kg). After few months, the research team had a small
system testing workshop in October 11, 2023 (see Fig. 4) with
the IT provider where the hardware (the scale and the signal
transmitter) and software components (AWS cloud services)
were tested together.

In May 14th 2025, the research team had a field visit to
the case organization including discussions on green ICT and
the monitoring target of the mass monitoring experiment. We
asked whether they pay attention to sustainable choices while
procuring IT equipment and they answered: “We purchase
equipment to our own needs, not based on green ICT. If the
system results in positive environmental impact, it is fine”.

The case organization reported that they measure carbon
footprint of their operations automatically from invoices by
using an add-on ICT module installed in accounting software.
The main challenges related to green approach seemed to be
related to changing requirements: “The requirements in forest
standards and legislation keep on changing. It will be increas-
ingly challenging to get employees or forest machine drivers.
Who has courage to start harvesting while there are so many
requirements that you have to know?”. The interviewees of the
case organization commented that large customers are already
asking information on sustainability and perhaps they should
also start requiring information from their sub-contractors: “If
our customers require sustainability information from us, we
should have similar rights to request this information from our
subcontractors.”

During the visit we had an opportunity to see the storage
facilities and observed that the mass monitoring target was
an IBC container with metal frames and wooden truck pallet
under the container (see Fig. 4). Discussion with the case
organization’s representatives showed that they would like
to receive an alert when there is approximately 20 percent
of liquid remaining in the container (200 litres). The case
organization’s representatives asked whether the system can
be used also for other types of containers.

Additionally, the CEO stated that transporting the water
causes CO2 emissions for them: “If we could transport only
the chemical instead of water, this would definitely decrease
CO2 emissions.” It is mandatory for forest machine operators
to take preventive actions for forest diseases, for example,
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Fig. 4. Observing the monitoring target during the field visit to the case
organization’s facilities in Nurmes, Finland

chemical control is carried out with a strong urea solution
and biological control with a solution of gray mold fungus: “
Regarding monitoring operations, some customers have started
to request information such as what is our portion on using
gray mold fungus and urea solution.”

If the remote monitoring service would be used in all
remote storage areas of the case organization, carbon footprint
of traveling could be reduced approx. 192 kg (2,66155 x 72 l =
191,63 kg CO2) based on driven kilometres (692 km) between
several remote storage areas with a light commercial vehicle
MB Sprinter, traditional diesel as fuel, calculated according
to UK emission conversion factors [19]. This would be a
significant saving. Additionally, the remote monitoring could
save more than one working day per month .

IV. ANALYSIS

Next, analysis of case study results reflecting the four
research questions are presented. The source of evidence has
been marked by the following abbreviations: IN= Interviews,
AR= Archival Records, DI= Discussions, DO= Documen-
tation, PO= Partic. observation, DOB= Direct observation,
PA= Physical artefacts. Table 1 shows our findings from
two experiments related to the first research question: How
sustainable and green practices are addressed by the forest
machine operator’s staff? Our results showed that sustainability
talks were closely related to the forestry operations, such
as recycling, reusing the oil canisters and grease tubes. The
company addressed that decision making on ICT purchases
focuses on how well the system or the device supports their
business objectives rather than how environmental friendly the
system or the device is.

Table 2 shows our analysis on how sustainability concepts
are visible in the organization based on the data from two
experiments. Based on the interview with the CEO and fore-
man, we observed during the Experiment 2 that environmental
concerns of the case organizations customers and knowledge
requirements for forest machine drivers had increased since
the Experiment 1. Sustainability issues were evolved remark-
ably after the first experiment: The company had introduced

TABLE I. ANALYSIS RELATED TO RQ1: HOW SUSTAINABILITY
CONCEPTS ARE ADDRESSED?

Finding Source
Automatic driving diaries show the location driving behavior IN, DI
The entire staff and subcontractors have been trained in responsible
for sustainable operations and risk management. IN, DO
We are committed to providing timber harvesting services
sustainably and profitably, respecting the environment and adhering
to laws. IN, DO
We support the circular economy and recycle the most important
waste generated in our ops, such as oils, metals, batteries, and tires IN
When there is sufficient amount of liquids in containers, no extra
trips are needed due to empty containers. IN
Personnel is our most important resource, so employee well-being
and safety are of utmost importance to us. DO
We purchase equipment to our own needs, not based on green ICT.
It is fine if the system results in positive environmental impact IN
There are marked areas for forestry waste in the storage. PA, IN

carbon footprint calculation and published a company-wide
sustainability report. They had clear plans to start auditing
their subcontractors and providers to receive sustainability
data. They commented that some of their customers had also
started to request sustainability data from them. Environmental
issues were somehow visible in the company’s marketing and
communication during the first experiment but during the sec-
ond experiment we observed that company was spreading the
sustainability message more actively both inside the company
and externally covering all the stakeholders of the organization.

TABLE II. ANALYSIS RELATED TO RQ2: VISIBILITY OF
SUSTAINABILITY CONCEPTS IN THE ORGANIZATION

Finding Source
The company has a quality and environmental management handbook DOC, IN
Forest Act, the Nature Conservation Act, PEFC, and
ISO standards used in harvesting IN
The company invests in projects that optimize resource consumption PO, IN
The entire staff and subcontractors have been trained
in responsible operations and risk mgmt. IN, DO
Sustainability is very visible in the company’s values and
marketing, such as ‘Nature is our friend’ PO, AR
The company has a sustainability report on their website AR
The company calculates carbon footprint for operations IN
Sustainability and environmental friendly way of operating
is communicated to new employees starting from job
onboarding AR, IN

Table 3 shows the analysis regarding the third research
question: What type of challenges are related to sustainability
and green ICT? We identified both Green ICT challenges that
software or system engineers should pay attention to in the fu-
ture. First, receiving data from subcontractors and IT providers
is a precondition for succesful carbon footprint calculation.
The organization calculates at the moment carbon footprint
based on invoices from their financial management system.
However, in order to calculate the CO2 emissions of the whole
value chain or digital-enabled services where several forestry
actors, platform providers and system providers participate in,
reliable emission data is needed.

Second, more complicated the system structure, more dif-
ficult it will be to calculate the CO2 footprint. In the first
experiment, we would need to calculate energy consumption
of an AWS-backed mobile app, a third party IoT data ingestion
platform, IoT sensor modules and receive data on system usage
hours. Calculating the CO2 of the second experiment might be
simpler because it uses only AWS cloud, AWS hosted Grafana
and the industrial scale with a signal transmitter. Additionally,
interviewees reported challenges in managing the knowhow
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TABLE III. ANALYSIS RELATED TO RQ3: CHALLENGES IN
SUSTAINABLE AND GREEN PRACTICES

Finding Source
IT providers are not able to provide data on their CO2 emissions PO
Cloud platforms provide CO2 reporting but allocating
emissions for a specific customer or a service may cause challenges PO
Frequent IoT data submission affects the battery of IoT sensor PO, DO
The requirements in forest standards and legislation keep on changing IN
It is difficult to recruit forest machine drivers because of ever
increasing knowledge requirements IN
Transporting the water causes unnecessary CO2 emissions IN

because forest machine drivers must know forest machine
settings, forest standards, requirements set by customers etc.

V. CONCLUSION

This study aimed at answering the research problem: How
digital experiments support sustainability in a forest machine
operator company? There were three research questions in the
study. Regarding the first research question, we observed that
sustainability &green practices were addressed by the forest
machine operator’s staff in terms of respecting the environ-
ment, promoting circular economy, such as recycling forestry
assets and emphasizing safety and wellbeing of employees.
While purchasing services, systems and devices, the company
values their suitability to business over green IT causes.

Concerning the second research question, we found various
ways how sustainability and green concepts were visible in the
case organization and its service operations, such as improve-
ment projects that advance digitalization and sustainability,
the sustainability report and the environmental handbook and
the carbon footprint calculator. The third research question
highlighted the challenges, such as lack of emission data
from IT providers, challenges in measuring carbon footprint of
xomplicated systems, and increasing knowledge requirements
for forest machine drivers.

There are certain limitations related to this case study. First,
the second experiment is still in the work-in-progress status
waiting for that software components, such as AWS cloud
resources and Grafana dashboard are configured properly.
Second, the results of the study might be difficult to generalize
to other forest machine operator companies because the size
of the company matters. Companies that operate only few
machines do not need expensive monitoring mechanisms and
they do not have so many remote storage areas. Third, data
was collected during only two digital experiments from one
organization. The results of this study may be used by software
& system engineers to identify how digital transformation
projects and experiments can contribute to sustainability think-
ing as well as how IoT-based systems can be designed,
deployed and introduced to cater corporate sustainability ob-
jectives. Further research on this topic could focus on studying
Green for ICT aspects of IoT-based monitoring services.
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Abstract— This paper presents an analysis of defects found in a 

software project at a Capability Maturity Model Integration 

(CMMI) Level 5 public institution, required to manage and 

improve their processes using statistical and other quantitative 

techniques, develops software for other public organizations. A 

dataset of software defects collected via a task and issue 

management platform was analyzed, focusing on defect 

severity, defect type, detected activity and affected 

components. Defects were classified and a root cause analysis 

was conducted to identify defect-prone areas and underlying 

causes. The motivation of this work is providing a practical 

perspective on how public-sector software teams operating 

under governmental regulatory constraints can use defect data 

to fix defects and to support long-term process improvement 

and quality assurance. The results of this research are intended 

to contribute future projects of the organization and provide 

referenceable value to other governmental software units 

aiming to enhance their defect management capabilities. 

Keywords— software defect analysis; software quality; root 

cause analysis 

I. INTRODUCTION 

In software engineering, the identification, classification, 
and analysis of defects play a key role in providing product 
quality and maintaining process efficiency. Defects which 
are broadly defined as flaws, errors, or bugs in software have 
direct consequences on system reliability, maintainability 
and user satisfaction. Their early detection and resolution are 
crucial for reducing rework and cost while preserving the 
credibility of organizations, particularly in high-stakes public 
sectors. Defect analysis is an important component of 
software improvement process. It enables organizations to 
trace the origins of defects, understand the conditions under 
which they arise, and implement preventive measures to 
reduce their recurrence. Many studies have shown that 
systematic defect tracking and root cause analysis contribute 
significantly to achieving higher maturity in software 
processes, as seen in models such as the CMMI. 
Organizations at higher maturity levels (such as Level 5) are 
expected to leverage quantitative defect data for continuous 
process optimization and predictive quality management. 

While defect analysis is a well-established practice in the 
private sector, its application within public-sector software 
development presents unique challenges and opportunities. 

Public institutions are often subject to greater regulatory 
oversight, extended stakeholder ecosystems, and longer 
procurement cycles. These factors underscore the importance 
of software quality and magnify the implications of defects. 
Moreover, since public-sector software is frequently reused, 
integrated, or interfaced with systems from other agencies, 
the downstream effects of unresolved or recurring defects 
can be profound. 

The remainder of this paper is structured as follows. In 
Section 2, a review of the relevant literature and related 
works is presented in order to contextualize the study. In 
Section 3, the methodology is described, including the 
motivation for the study, its scope, the dataset and variables 
used, and the expected outcomes. In Section 4, the data is 
analyzed from multiple perspectives to uncover significant 
patterns and insights. Finally, in Section 5, the main 
conclusions are drawn and potential directions for future 
work are outlined. 

II. RELATED WORK 

Defect tracking is a critical component to a successful 
software quality effort. In fact, Robert Grady of Hewlett-
Packard stated in 1996 that “software defect data is the most 
important available management information source for 
software process improvement decisions,” and that “ignoring 
defect data can lead to serious consequences for an 
organization’s business” [1]. Defect and problem metrics are 
among the few direct and quantifiable indicators of software 
process and product quality. Although customer perceptions 
of software quality may vary, the frequency of defects is 
widely recognized as being inversely proportional to quality. 
Such measurements provide objective insights into 
reliability, correctness, efficiency, and usability of the 
software system [2]. Preventing defects early in the software 
development lifecycle is more effective and less costly than 
detecting them later. Key defect prevention strategies—such 
as formal methods, process improvements (e.g., CMMI), 
training, and automation—play a crucial role in enhancing 
software quality. This proactive approach complements the 
focus on post-deployment defect analysis by underscoring 
the importance of early quality assurance practices [3]. 
Defect Causal Analysis (DCA) is a structured approach used 
to identify systematic errors that repeatedly cause software 
defects and failures. This technique aims not only to prevent 
similar defects in the future but also to enable their earlier 
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detection through root cause analysis [4]. A common method 
within DCA is the use of defect classification data—such as 
Pareto charts—to identify the most frequent defect types, 
which often point to underlying process weaknesses [5]. 
Once these patterns are recognized, organizations can 
implement targeted process improvements to reduce 
recurrence of similar issues [6]. The present study follows a 
similar rationale by examining defect distributions and 
contributing factors to support software process 
improvement. 

The outputs produced by a process can be characterized 
by some quality attributes, the values of which generally 
show some variation. The causes of variation can be 
classified as natural causes (also called common causes) or 
assignable causes (also called special causes). Natural causes 
are those that are inherent in the process and that are present 
all the time. Assignable causes are those that occur 
sometimes and that can be prevented. A process is said to be 
under statistical control if all the variation in the attributes is 
caused by natural causes [7][8]. Therefore, Statistical 
Process Control (SPC) control limits were used to detect 
defects throughout the software development process. Usage 
of control charts can lead to reduction in the control limits 
causing process improvements. It has been observed that 
rigorous monitoring of control charts plotted for process 
parameters like defect density and taking timely corrective 
and preventive actions would lead to process improvements 
[9]. 

III. METHODOLOGY 

This section outlines the methodological approach 
adopted to investigate defect trends and root causes within a 
public sector software project. It describes the rationale 
behind the study, the scope and structure of the dataset, the 
selected variables, and the expected outcomes, all of which 
contribute to a systematic and data-driven defect analysis 
process. 

A. Rationale and Scope 

This study was carried out in response to a noticeable 
increase in software defects detected in the production 
environment of a public sector software project. Given the 
potential impact of such defects in public services, it became 
essential to investigate the nature, distribution, and timing of 
these issues. The primary objective was to identify critical 
defect patterns, root causes, and components most affected. 

Software quality metrics are periodically monitored using 
dashboards visualized through a Business Intelligence (BI) 
tools. When defect counts began to increase, a more detailed 
investigation was required to identify trends, seasonal 
patterns, and component-level defect concentrations. 
Moreover, since data interpretation and context play a crucial 
role in defect analysis, the project's technical lead and project 
manager were actively involved in scoping the dataset. Their 
input ensured the inclusion of relevant variables and the 
exclusion of irrelevant entries, thereby improving the 
accuracy and relevance of the analysis. It is emphasized that 
the reactive aspect of defect management by analyzing 
already reported and resolved issues, aiming to support 

transition toward proactive quality assurance in future 
phases. It aligns with the principles of Total Quality 
Management (TQM) and CMMI, focusing on continuous 
improvement, data-driven decision-making, and stakeholder 
engagement [10].  

B. Dataset and Variables 

The dataset used in this study was obtained from a task 
and issue management platform employed by the institution 
to coordinate and oversee software development activities. 
This platform is deeply integrated into the organization’s 
software lifecycle and serves as a central hub for managing 
project workflows, including backlog planning, sprint 
execution, issue tracking and quality assurance processes. 

Acting as the authoritative repository for work-related 
records, the platform enables the systematic logging, 
categorization, assignment, and resolution of software issues. 
It facilitates end-to-end traceability by capturing detailed 
metadata for each issue, including attributes such as issue 
type, impacted components, severity, detected activity, sprint 
association, assignee and current status. Additionally, the 
system records all updates, comments, workflow transitions, 
and timestamps, allowing for detailed temporal analysis and 
retrospective evaluations. The tool is actively used by cross-
functional teams comprising developers, testers, analysts, 
project managers, and technical leads. It supports both agile 
and hybrid project methodologies through features such as 
sprint boards, user story hierarchies, version tagging, and 
customizable workflows. This makes it possible to track the 
lifecycle of a defect from discovery through resolution with a 
high degree of transparency and consistency. 

For the purposes of this analysis, the scope of the issues 
was narrowed to defects. The selection criteria included: 

 Only resolved and closed issues were considered, to 
ensure that the analysis reflects confirmed defects 
rather than pending or misclassified reports. 

 Only defects reported in production environments 
were included, as these are considered more critical 
due to their direct impact on end users and 
operational services. Issues identified in test 
environments were excluded, since their occurrence 
is expected and does not necessarily indicate 
process deficiencies. 

 The analysis covers the period from January 2024 
to April 2025, selected in collaboration with 
project’s technical lead to focus on periods when 
defect trends increased. 

A total of 147 defect issues met the inclusion criteria. 
Rather than including the entire dataset, we present a 
representative snapshot of the dataset and its fields in Table 
1.  

To ensure the relevance and reliability of the dataset, a 
preliminary validation process was conducted with the 
project’s technical lead and project manager. This included 
reviewing ambiguous entries, verifying proper classification 
of defect types and deciding on the most appropriate 
variables. During pre-processing, a limited number of 
missing values were addressed by directly consulting project 
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team, whose validated input was used to complete the 
dataset. 
 

TABLE 1 DATASET SNAPSHOT FOR FIELDS  

Field Value 

Issue Key 143 

Issue Type Defect 

Sprint Period 01.04.24 

Severity Medium 

Defect Type Coding 

Component/s A 

Detected 

Activity 

System 

Monitoring 

Resolution Done 

Status Closed 

 
The following key variables were extracted from the task 

and issue management platform and used in the analysis: 

 Severity: This attribute indicates the relative 
criticality of the defect, typically ranked on a scale 
(e.g., minor, medium, major). It reflects the 
potential functional or user-facing impact of the 
issue. 

 Detected Activity: This captures the specific 
development or operational phase in which the 
defect was discovered (e.g., Development, 
Integration Test, Code Review, System 
Monitoring). This variable supports root cause 
analysis by highlighting gaps in earlier detection 
efforts. 

 Component(s): This denotes the subsystem(s) or 
modules affected by the defect. The platform allows 
for multiple components to be tagged per issue, 
enabling an analysis of module-level quality. 

 Detected Sprint: This indicates the sprint during 
which the issue was logged. This supports time-
based analysis, especially within agile projects 
where delivery and quality metrics are tracked in 
sprint cycles. 

 Defect Type: This refers to the technical nature of 
the defect (e.g., coding, architectural design, data, 
integration, User Interface (UI), performance). 
Accurate classification in this field is crucial for 
identifying systemic weaknesses in development or 
architectural design practices. 

Each of these structured variables was used to segment 
the dataset and support both descriptive and diagnostic 
analysis. By leveraging standardized fields available within 
the task and issue management platform, the study ensured 
traceable, reproducible, and context-aware outcomes. 
Nevertheless, several data quality considerations were taken 
into account: 

 Timeliness and accuracy of data entry: As the 
platform relies on manual inputs from team 

members, discrepancies in timing or completeness 
of entries may affect the accuracy of the dataset. 

 Subjectivity in classification: The interpretation of 
what constitutes a "defect" versus another issue type 
may vary across individuals or teams, potentially 
introducing inconsistency. 

 Dataset size: Although the 147 production defects 

analyzed provide sufficient detail for meaningful 

pattern recognition, the moderate size limits the 

statistical generalizability of the results. Software 

engineering experiments often have small sample 

sizes [11]. One way to manage this challenge is 

through improving the dataset itself, as it has been 

noted that "the improvement of data sets through 

enhanced data collection, pre-processing and 

quality assessment should lead to more reliable 

prediction models, thus improving the practice of 

software engineering" [12].  
Despite these limitations, the active use of a task and 

issue management platform significantly enhances the 
reliability and depth of the analysis. Its integration into daily 
workflows ensures that the defect data reflects the 
operational reality of software development in a complex 
institutional environment. 

C. Expexted Outcomes 

Identifying the conditions under which defects most 
frequently arise, determining whether specific modules or 
time periods exhibit elevated defect counts, and tracing the 
root causes behind these occurrences form the basis of this 
study. By leveraging this knowledge, the institution can 
reduce defect density—an outcome strongly correlated with   
maintainability and user satisfaction [13]. Improvements in 
defect management ultimately lead to shorter release cycles, 
lower maintenance costs, and enhanced end-user trust. 

IV. ANALYSIS 

This section presents a structured analysis of production 

defect data by leveraging variables extracted from the task 

and issue management platform. The aim is to identify 

defect trends, classify defect types, assess component-level 

impact, and examine detection patterns to support actionable 

quality improvement and data-driven decision-making. 

A. Monthly Defect Counts 

Several analyses were performed by using the available 

fields within the task and issue management platform. 

Monthly total defect counts and especially major defect 

counts were visualized in Figures 1a and 1b to monitor 

trends over time. It was observed that defect counts 

increased notably in certain months, prompting further 

statistical investigation. 

To determine whether these increases were statistically 

significant or merely due to natural variation, an Upper 

Control Limit (UCL) was defined using the formula mean + 

standard deviation (1σ).  
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Figure 1.  Monthly defect counts 

This method provides a practical upper limit to identify 

months in which the defect count significantly exceeds the 

expected range, assuming a roughly normal distribution of 

the data. The rationale behind selecting the mean ± 1σ 

approach lies in its sensitivity to moderate but potentially 

meaningful anomalies. While traditional Shewhart control 

charts commonly employ mean ± 3σ, which encompasses 

99.7% of all observations, such a strict threshold is more 

suitable for large datasets with high process stability, where 

false alarms must be minimized. A mean ± 2σ limit, 

capturing 95% of observations, offers a compromise but 

may still exclude relevant fluctuations in smaller or less 

stable datasets. In contrast, a mean ± 1σ threshold includes 

approximately 68% of data points under the normality 

assumption. This makes it particularly useful in exploratory 

analyses or early warning systems, where the primary aim is 

to flag unusual patterns for further review [14]. 

Using this method, the months of December 2024 and 

January 2025 were identified as exceeding the control 

limits, suggesting the presence of statistically unusual 

behavior. As a result, the possibility of seasonal effects 

influencing defect occurrences was explored. However, 

feedback obtained from the project team lead indicated that 

no seasonality was present. The variation was attributed to 

potential data entry adjustments or changes in reporting 

behavior. It was concluded that the increase in defects 

during these months likely stemmed from reporting-related 

factors rather than genuine increases in software issues. 

Then, it was agreed that team members should be provided 

with training or guidance on accurate and consistent data 

entry practices. Alternatively, the implementation of a 

control mechanism for validating input quality was 

proposed, aiming to improve the reliability of defect-related 

analytics in future reporting periods. 

B. Defect Counts by Defect Type 

Defects were categorized into standard types such as 

coding, functionality, architectural design, data, UI, 

performance, integration and system-related issues. 

According to the Pareto analysis shown in Figure 2a 

Coding defects dominated the dataset (77%), suggesting 

significant opportunities for improvement in development 

practices, code reviews and developer training. Functional, 

architectural design and data-related defects followed, 

indicating lesser but still notable concerns. Understanding 

the origin of major defects is essential for effectively issue 

prioritization, establishing risk management practices and 

enabling teams to focus on areas with the greatest potential 

impact on system reliability and user satisfaction. As shown 

in Figure 2b, the majority of major defects are Coding 

defects. This can be taken into account when planning 

actions. 

Figure 2.  Pareto chart of defect counts by defect type 

C. Defect Counts by Component 

A defect issue can affect multiple components 

simultaneously. As teams conduct a defect analysis to 

understand root causes, it becomes increasingly important to 

identify which specific components are associated with 

higher defect frequencies. This level of granularity enables 

teams to detect recurring patterns, assess component-level 

stability and prioritize quality improvement efforts where 

they are most needed. 

Figure 3.  Defect counts by components 

As illustrated in Figure 3a, a bar chart visualization was 

used to present the distribution of defects across different 

software components. The chart shows that three 

components exhibit a notably high concentration of defects 

compared to the others. Defect counts by severity level for 

each component displays in Figure 3b Identifying such 

major defect-prone components is critical, as it allows 

development teams to prioritize their efforts and conduct 

focused root cause analyses in the most problematic areas of 

the system. In the chart, although Component E exhibits a 

lower total number of defects compared to the others, it has 

a relatively high proportion of major defects. This aspect 

should be considered during task prioritization. Conversely, 

while Component C has a higher overall number of defects, 

the vast majority are classified as minor. Therefore, targeted 

interventions in this component may lead to a substantial 

reduction in the total defect count. 

D. Defect Counts by Detected Activity 

The activity during which a defect is detected serves as a 

critical indicator for understanding the effectiveness of 

quality assurance practices throughout the software 
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development lifecycle. Conducting such analyses is 

essential for identifying defect patterns at a technical level 

and understanding in which activities defects are most 

frequently identified enables the implementation of targeted 

improvements and preventive measures. 

 

 
Figure 4.  Defect counts by detected activity and defect types 

  To the Figure 4a, the analysis of defect detection activities 

revealed that the majority of defects were found after 

deployment, rather than during early development or testing 

stages. Specifically, the “Customer Originated” category 

accounted for the highest number of defects (70 cases), 

indicating that many issues were discovered directly by end 

users or stakeholders during actual system usage. The 

second most frequent detected activity was ”System   

Monitoring”(44 cases), reflecting the role of automated 

monitoring tools in identifying runtime anomalies and 

system-level issues. While this demonstrates that 

monitoring mechanisms are effectively capturing failures in 

the production environment, it also reinforces the need for 

earlier detection to reduce operational risk and customer 

impact. 

  Figure 4b presents the distribution of major defects 

categorized by detected activity and defect type. As 

illustrated, Coding defects represent the predominant defect 

type across all detected activities. This suggests that efforts 

aimed at minimizing coding-related defects could lead to a 

substantial reduction in the overall number of major defects. 

It may also mean that fewer of them will leak to the 

customer. 

E. Analysis of Defect Issue Summarries  

As illustrated in Figure 5, detailed analysis of the defect 

issue summaries revealed that the most frequently reported 

defect issues were related to NULL (NPE) handling (26 

instances), followed by business rule violations (23), and 

query-related defects (20). Additionally, a notable number 

of issues stemmed from incorrect data insertion operations 

(16), functional logic defects (13), and update operation 

failures (11).  

 

 
Figure 5.  Defect issue summaries 

This distribution indicates that a large proportion of the 

defects originate from NPEs, which typically occur when 

the code attempts to access or modify an object reference 

that has not been initialized. Previously, Figure 2 also 

highlighted that most defects were rooted in coding-related 

activities. The findings in this figure further corroborate that 

conclusion.  

     As for the null-related problems, static code analysis can 

detect some Null Pointer Exceptions (NPEs), particularly in 

cases where a method might return a null value, and the 

returned result is used directly—such as accessing a field or 

invoking a method—without checking for null. However, it 

cannot identify null values that originate from external 

sources such as databases or API inputs. In practice, many 

NPEs encountered during development tend to arise from 

such dynamic sources, which static analysis tools are 

generally unable to detect. Business rule violations rank as 

the second most common defect type after NPEs. 

Accordingly, allocating adequate resources and providing 

targeted training to address NPEs could significantly 

enhance code robustness. Furthermore, a detailed 

investigation into the origin of business rule violations 

specifically, whether they arise from customer 

miscommunication or analyst defects, would provide 

valuable insights to inform project decisions and process. 

Ultimately, software defects are often the result of 

multiple, interrelated factors. Limited or superficial test 

coverage, insufficient domain knowledge, and time pressure 

can all contribute to quality issues. Late requirement 

changes and urgent requests disrupt planned workflows, 

reducing the time available for proper analysis and testing. 

Inadequate refactoring and poor adherence to clean code 

practices further degrade maintainability. Since many 

defects arise under complex conditions, identifying their 

root causes often requires detailed investigation. 

V. CONCLUSION AND FUTURE WORK 

In this study, a comprehensive defect analysis was 

conducted for a public institution engaged in software 

development for public organizations. Given the critical 

nature of software applications and their direct impact on 

end users, identifying and understanding defects was of high 

importance. Monthly analyses were performed both for total 

defects and major defects, using ±1 sigma control limits to 

identify significant increases. Defects were categorized by 

defect type, component, detected activity. A Pareto analysis 

revealed that the majority of issues stemmed from Coding 
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defects. Components A and B were identified as the most 

defect-prone areas, both in terms of total and major defects. 

When analyzed by detected activity, a significant portion 

of the defects, including major ones, originated from 

Customer Originated issues. The majority of these customer 

originated major defects were also related to coding. A 

deeper technical classification showed that most of the 

defects were associated with null-related problems, 

particularly Null Pointer Exceptions. Furthermore, a 

considerable number of defects resulted from 

misunderstandings of business rules, highlighting potential 

gaps in requirement analysis. 

These findings highlight specific areas that require 

focused attention. The predominance of Customer 

Originated defects may indicate the need to intensify testing 

activities to identify issues prior to deployment. The high 

frequency of Coding defects related to null value handling 

suggests the necessity for targeted developer training and 

the establishment of best practices in coding standards.  

Additionally, relying solely on happy path testing is 

insufficient; comprehensive test coverage should include 

diverse input sets to ensure robustness against edge cases 

such as null values. The prevalence of business rule 

violations underscores the importance of conducting a 

thorough investigation into their root causes particularly to 

determine whether they stem from customer 

miscommunication or analyst errors. Such insights are 

expected to inform both project decisions and process 

improvements. The analysis presented here may serve as a 

foundation for future initiatives, such as increasing the 

involvement of analysts during early project phases. 

While this study provides a detailed retrospective 

analysis of current defects, future efforts should shift 

towards predictive and preventive measures. To this end, a 

broader range of quality measures and metrics will be 

incorporated into the future work to demonstrate 

effectiveness and strengthen its scientific value. A potential 

direction for future research is the development of a 

predictive model capable of anticipating defect occurrences 

prior to deployment. Such a model would enable proactive 

mitigation strategies and contribute to enhanced overall 

software quality. 
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Abstract—To support evidence-based decision-making, software
engineering employs systematic reviews to collect and consoli-
date relevant literature on a specific research topic. However,
conducting systematic reviews is a labor-intensive and time-
consuming task. Recent advancements in Large Language Models
(LLMs), such as Generative Pre-trained Transformer (GPT)
models, offer opportunities to streamline and reduce the manual
effort required, particularly in data extraction for Systematic
Mapping Studies (SMS). This study evaluates the performance
of GPT-4o in extracting data from 46 primary studies of an
SMS by comparing the results of automated extraction with the
data extracted manually. Our evaluation revealed that GPT-4o
achieves an average accuracy of approximately 79%. Although
these results indicate that the entire process cannot be fully
automated, GPT-4o can be a supportive tool in a semi-automated
workflow. Therefore, we recommend using LLMs, such as GPT-4o,
for an initial phase of automated extraction, followed by human
validation and refinement.

Keywords-LLMs; Data extraction; Systematic mapping study;
literature review; Systematic reviews.

I. INTRODUCTION

In Software Engineering (SE), systematic reviews, including
systematic literature reviews, systematic mapping studies [1],
and tertiary studies [2], are commonly used to aggregate
evidence on a particular topic. A number of systematic
reviews have been performed in almost all areas of SE,
e.g., [3]–[6]. Conducting these reviews requires significant
effort as they follow a rigorous process that includes several
steps, including identifying the need for a review, defining a
search strategy, defining selection criteria, selecting relevant
studies, and extracting required data. Among these steps, data
extraction is an important and effort-intensive step, and has
been done manually so far. In addition, this step has received
the least attention regarding automated support for conducting
systematic reviews [7][8].

Recent advances in Large Language Models (LLMs) have
led to increasing attention to automating the data extraction
process for systematic reviews [9]–[12]. However, there is still
a lack of such attempts in SE. In their recent work, Felizardo et
al. [7] were the first to evaluate an LLM for data extraction for a
systematic mapping study in the SE area. Their results indicate
that LLM-based tools could be a promising solution to assist
with data extraction in conducting systematic reviews. However,
they stressed the need for further research (evidence) in the
SE domain before this technology can be adopted. Building

on their work, we contribute in this direction by evaluating an
LLM for data extraction for a systematic mapping study [13].

In this study, we evaluate the performance of GPT-4o in
extracting data from 46 primary studies for a systematic
mapping study [13]. We compared the results of the data
extracted automatically using GPT-4o with those obtained
through manual extraction. Our evaluation shows that GPT-4o
achieves an average accuracy of approximately 79%.

Our overarching goal is to evaluate the ability of LLMs in
the data extraction step to conduct systematic reviews in SE.
This paper outlines the current status of our ongoing efforts to
achieve this goal. Future work will explore several other LLMs
(such as models from Gemini, Llama, and DeepSeek) and their
evaluation in other areas of SE, including effort estimation,
code quality, and defect prediction.

The remainder of the paper is organized as follows. Section
II provides background information about the task studied and
the replicated mapping study. Section III presents the research
method of our study. Section IV presents the results of our
study. Section V discusses the study findings, describes related
work on the topic, and discusses potential validity threats to
the study. Finally, Section VI concludes this study with future
work.

II. BACKGROUND: TASK AND REPLICATED SMS

In this section, we provide background information about the
task studied (that is, conducting a systematic mapping study
in software engineering) and the replicated mapping study.

A. Task: Conducting a systematic mapping study

Systematic Mapping Studies (SMS), also known as scoping
studies, aim to provide a comprehensive overview of a specific
research area by categorizing and quantifying existing literature
[14]. SMS focuses on structuring a field by identifying what
has been studied, the methodologies used, and where the results
have been published. These studies help identify research trends,
gaps, and opportunities for future research.

Conducting an SMS is a rigorous and resource-intensive
process that involves several essential steps. These steps
include identifying the need for the study, designing a search
strategy, defining inclusion and exclusion criteria, selecting
relevant primary studies, and extracting and analyzing data
from the chosen studies. Among these steps, data extraction
is particularly laborious and has traditionally been performed
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manually. Despite its importance, it remains the least supported
step regarding automation tools. With the advent of LLMs,
there is a growing interest in leveraging these technologies to
assist with data extraction in SMSs. In particular, Felizardo et
al. [7] were the first to explore using an LLM for data extraction
in the SE context. Their findings indicated that LLMs show
promising results, but highlighted the need for further evidence
before adopting them in SE research workflows. This study
builds on their work by evaluating the use of GPT-4o for
automated data extraction for an SMS in SE.

B. Replicated SMS

To evaluate the effectiveness of GPT-4o for data extraction,
we replicate the data extraction step for a manually conducted
systematic mapping study on issue report classification [13]. In
SE, the goal of issue report classification is to support effective
defect management by categorizing reported issues early on
into [13][15][16]: (a) Bugs: Issues that require code changes or
fixes, and (b) Non-bugs: Including feature requests, questions,
and documentation issues. This classification helps practitioners
prioritize and assign resources more efficiently during software
maintenance and evolution. In this replication, we use GPT-4o
to extract data from 46 primary studies included in the original
SMS on issue report classification [13]. We aim to evaluate the
accuracy of GPT-4o in automating the data extraction process
for an SMS.

III. METHODOLOGY

As a first step towards achieving our overarching goal of
evaluating the ability of LLMs to extract data for systematic
reviews in SE, we conducted an initial proof-of-concept study.
For this assessment, we chose a systematic mapping study
focused on classifying software issue reports [13]. We extracted
data related to the five research questions listed in Table I for
the selected study.

In this proof-of-concept study, we selected GPT-4o as an
LLM to evaluate its data extraction performance for the
chosen systematic mapping study in SE. We will compare
the performance of GPT-4o with data manually extracted by
human researchers.

Table I shows the template with the instructions we used
to extract data using GPT-4o. At first, we provide GPT-4o
with the set of all the papers as PDFs. PDFs for 46 primary
studies were provided in batches. Then, GPT-4o was prompted
to extract the data from these PDFs using the template.

In Table II, we describe our assessment criteria for evaluating
the responses of GPT-4o. We evaluated the responses of GPT-
4o against the manually extracted data items as follows. The
responses of GPT-4o are compared with the ground truth by
the authors. A score of 1 (the maximum) is awarded if all
the items identified by GPT-4o are correct. We assign a score
of 0.75 if more than half of the correct items are identified,
0.5 if exactly half are identified, and 0.25 if less than half
are identified. If none of the identified items are correct, the
score will be 0. To calculate the final score for each research

question, we use the following formula: Sum of scores for all
studies / maximum score (46).

TABLE I. PROMPTS AND DATA EXTRACTION TEMPLATE

Question Prompt description: "You have been provided 46 papers
on issue report classification in software engineering. Your
task is to extract data from the provided papers using the
following data extraction template."
"Data extraction template"
"Item ID. Description"

RQ1 1. Proposed automatic techniques for classification, e.g.,
Logistic regression and RoBERTa.

RQ2 2. Used features, e.g., title, description, body, and priority
of an issue report.

RQ3 3. Used pre-processing techniques (or a tokenizer) for feature
extraction from textual features, e.g., Word2vec, TF-IDF,
and BERT-based tokenizer.

RQ4 4. Study context, i.e., data from Open-Source (OSS) or
Closed-Source (CSS) that was used in the study.

RQ5 5. Does the study involve practitioners for feedback? Yes or
No.

TABLE II. ASSESSMENT CRITERIA APPLIED TO EXTRACTED DATA
FOR EACH RQ USING GPT-4O

Score Assessment criteria

1 If all identified items by GPT are correct.

0.75 If more than half of the correct items have been identified.

0.5 If half of the correct items have been identified.

0.25 If less than half of the correct items have been identified.

0 If none of the identified items are correct.

Score for RQ = Sum of score for all studies / Maximum
score (46)

IV. RESULTS

In this section, we present the evaluation results, that is, the
performance of GPT-4o for the data extraction for the system-
atic mapping study on software issue report classification [13].
Table III presents the results of GPT-4o. The model achieved an
overall accuracy of 79% in extracting all data items (RQ). The
performance of GPT-4o varied across different questions, with
the highest accuracy, 98%, recorded for RQ4, indicating a near-
perfect extraction performance for that particular question. For
RQ5 and RQ2, GPT-4o also demonstrated promising results,
achieving scores of 84% and 77%, respectively. In contrast,
RQ1 received a score of 75%. The lowest performance was
observed for RQ3, which scored 64%, suggesting that this
question posed more challenges for GPT-4o. Overall, these
results indicate that GPT-4o can support data extraction for
most aspects of the mapping study, although there is some
variability between questions.

V. DISCUSSION AND VALIDITY THREATS

In this section, we discuss the findings of the study, describe
related work on the topic, and discuss potential validity threats
to the study.
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TABLE III. GPT-4O PERFORMANCE FOR DATA EXTRACTION FOR
THE SYSTEMATIC MAPPING STUDY FOR EACH RQ

Question Score of GPT-4o

RQ1 75% (34.25/46)

RQ2 77% (35.5/46)

RQ3 64% (29.25/46)

RQ4 98% (45/46)

RQ5 84% (38/46)

Overall score = 79% ((34.25/46) + (35.5/46) +
(29.25/46) + (45/46) + (38/46)) / 5

A. Discussion

Recent advances in LLMs have led to increasing attention to
automating the data extraction process for systematic reviews
[9]–[12]. However, there is still a lack of such attempts in SE.
Felizardo et al. [7] reported that their work is the first attempt
in the context of SE. They reported that their results indicate
that LMM-based tools can be a promising solution to assist in
data extraction for systematic reviews in SE. However, they
emphasized that more research is needed in the context of
SE. Building on their work, we contribute in this direction by
evaluating GPT-4o for data extraction for a systematic mapping
study on software issue report classification [13].

Our findings indicate that GPT-4o can achieve an average
accuracy of 79%. This suggests that GPT-4o can assist in data
extraction for systematic mapping studies in SE. However,
with these results, researchers should consider using a hybrid
(semi-automated) approach that combines automated extraction
with manual verification to ensure the reliability of systematic
reviews. For example, a semi-automated workflow could begin
using an LLM, such as GPT-4, to extract data from a small
sample of primary studies. The initial outputs would then
be manually validated against the ground truth to assess the
model’s performance and identify common errors. Based on this
review, researchers can refine prompts and add more contextual
information to better align with the structure and semantics of
the target data. This iterative feedback loop will help tailor the
LLM’s behavior to the specific context of an SMS, ultimately
improving the extraction quality before scaling to the full
dataset.

B. Validity threats

Our results are based on a single systematic mapping study
that included only 46 primary studies. Furthermore, we have
evaluated only a single LLM, i.e., GPT-4o. These are the
limitations of our study. Additional studies evaluating more
models in various areas of SE are needed for more generalizable
findings.

In this study, we also relied on human-extracted data as a
benchmark for our analysis, which could introduce potential
human error and bias, which could affect the accuracy of our
findings. However, we consider this threat minimal since two
researchers were involved in the data extraction process for the
selected mapping study [13]. Additionally, we acknowledge

that the responses generated by GPT may vary due to its
stochastic nature, which may have influenced our results.

VI. CONCLUSION AND FUTURE WORK

In this study, we evaluated the performance of GPT-4o
in data extraction for a systematic mapping study in SE. We
compared its performance against data extracted manually from
46 primary studies. Our results indicate that GPT-4o can achieve
an average accuracy of approximately 79%, demonstrating its
potential as a valuable tool in the data extraction process.
Although it cannot completely replace the manual approach,
incorporating GPT-4o into a semi-automated workflow can
significantly improve efficiency. We recommend starting with
LLMs for automatic data extraction, followed by human review
and refinement of the results. This combination will likely
reduce effort while ensuring that the extracted data remains
accurate and reliable.

Our overarching goal is to evaluate the ability of LLMs
to assist in the data extraction step for conducting systematic
reviews in SE. This paper presents the current status of our
ongoing attempt towards achieving this goal. Future work will
focus on exploring several other LLMs (e.g., the models from
Gemini, Llama, and DeepSeek), including their evaluation in
other areas of SE, e.g., effort estimation, code quality, and
defect prediction.

In this work, we manually validated the responses generated
by the LLM against the ground truth data. Although this
approach provides a qualitative understanding of the model’s
performance, it is inherently subjective and labor-intensive.
As part of future work, we plan to adopt more automated
and objective evaluation methods. In particular, we aim to
incorporate automated metrics, such as n-gram or LLM itself as
a judge, to compare LLM-extracted data with manually curated
ground truth objectively. This will enable a more rigorous
and reproducible assessment of the LLM’s performance and
facilitate comparison across studies.

In addition, future work will also systematically explore
the impact of different prompt engineering techniques on
the accuracy and reliability of LLMs for data extraction for
systematic reviews.
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Abstract—The test involves testing mobile and web application
performance under varying network conditions (3G, 4G, Wi-
Fi) against the backdrop of Amazon as a test facility. Mobile
applications witnessed better performance with 74 % faster load
times on 3G networks and consistent responsiveness (63- 120ms).
They showed increased memory consumption (384-532MB) for
web applications and variants’ performance. The findings point
toward the need for mobile-first optimized design and network-
aware solutions concerning user experience consistency.
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I. INTRODUCTION

Modern digital landscapes demand applications to present
consistent performance in diverse network environments and
platform architectures. Customers are increasingly expecting
an uninterrupted experience while accessing services through
mobile applications or web browsers on a connection varying
between high-speed Wi-Fi and 3G. It becomes highly observed
as a performance issue because mobile internet continues to
inflate the global web traffic, with users constantly misrep-
resenting the conditions of the network in their day-to-day
engagements. This study analyzes the effect of network quality
variation on performance metrics on mobile applications and
platform performance measurement in an empirical manner,
with load time, responsiveness, and resource utilization pat-
terns in network simulation under controlled conditions.

A. Aim

The purpose is to compare how well mobile and web
applications perform using 3G, 4G, and Wi-Fi by measuring
load time, how quickly the app responds, and looking at the
data consumed.

B. Objectives

To simulate network conditions and compare responsive-
ness, load times, and data usage on mobile vs. web interfaces.

C. Research Question

How do varying network qualities (3G, 4G, and Wi-Fi)
affect performance metrics across platforms?

D. Structure of the paper

Section 1 of this report provides the context of this report,
while also discussing the aim and objectives. Section 2 pro-
vides a review of the literature relevant to studies addressing
mobile-web performance issues. Section 3 delves into the
experimental methodology and testing framework. Section 4
is an analysis of the performance results with respect to each

network condition; Section 5 presents a discussion of the
results and implications. Lastly, Section 6 gives the concluding
thoughts along with recommendations and future directions.

II. LITERATURE REVIEW

Evaluated the existing research work as follows and identi-
fied the novelty of my study.

A. Mobile vs. Web Application Architecture

Mobile and web applications are built differently, which has
a big influence on how their performance is affected. Mobile
apps are made as native apps and use language platforms, such
as Swift for iOS or Kotlin for Android [1]. Because they use
device hardware and improved rendering tools, they are much
faster and more pleasant to use.

Figure 1. Memory Consumption of the device

Meanwhile, web applications need to be accessed through
a browser and depend on how browsers, along with the
internet, render the content. Progressive Web Apps (PWAs)
help with performance since they can run offline and sync in
the background, but regular web apps are usually affected by
delays and internet speeds. Also, mobile apps benefit from
more efficient caching options and loading measures, so they
use less data and display content well even when there is a
weak or absent network connection [7].

B. Network Quality and Its Impact on App Performance

The performance of applications on mobile devices or the
web depends a lot on the network’s bandwidth, latency, and
packet loss. People can expect slow loading, delayed reactions,
and that some content will not display completely when using
3G or crowded Wi-Fi networks. Especially, any problems with
latency extend the time to complete client-server requests,
which can upset users due to the delays they experience [2].
Because of factors such as mobile device movement, high
usage, or people’s locations, mobile networks usually do not
maintain the same level of speed and signal strength. If an
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application is not built for this, it can use more data than
expected or take time to load properly. Web apps often have
to deal with loading lots of code and media from third parties,
which can intensify poor performance on the web [4].

C. User Experience (UX) and Perceived Performance

User experience (UX) is crucial in designing apps and
is significantly influenced by factors such as responsiveness,
speed, and reliability. Apps and websites that are slow and use
excess data are likely to be abandoned, mainly when there is
not a strong internet connection. Actual performance may vary
from the subjective view the user has regarding how an app is
working [3]. Experience relies on TTFI, FCP, and LCP, which
are often checked to measure a website’s perception. Even a
short delay during important activities such as ordering online
or traveling can make things stressful. Since mobile apps are
optimized for the device, they provide better UX even with
limited internet speed and smoother animations. Web apps
sometimes run slowly and rely on remote resources, as their
actions are limited by web browser features [8].

D. Mobile Network Simulation and Performance Testing Tools

The results of an app’s performance should be evaluated us-
ing realistic network simulations. Developers can use Chrome
DevTools, Android Studio Emulator, Charles Proxy, and Net-
work Link Conditioner to affect internet speed, add delays,
and create an Internet environment similar to 3G and 4 G.
Such simulations help to discover the reasons for performance
issues that are not obvious in regular tests.

Figure 2. Cumulative frequency plots for delays in visual duration

Through integrated development environments, mobile app
designers can use native simulators to observe what their apps
do with only weak or poor connectivity. In the same way,
web developers will use browser tools to see how their pages
respond and load on different networks [10]. They are also
able to monitor vital measures such as Time to Interactive,
First Paint, and resource load order. This allows developers
to improve their apps’ appearance, minimize API usage, and
decrease the amount of data saved.

E. Cross-Platform Performance Optimization Strategies

Ensuring the same fast and smooth experience to users
from mobile to web platforms, regardless of how strong their
network is, is an important goal in cross-platform performance
optimization. Managers should focus on adaptive loading to
ensure that the main information is always loaded first and
on lazy loading for resources that do not matter as much.

Using compressed images and assets speeds up web pages
and uses less data [9]. Having the phone store important data
locally and limiting the background operations can boost its
performance and extend battery life [5]. Using service workers,
caching requests, and effective CDNs can help improve web
applications.

Figure 3. Key Features of Progressive Web Apps (PWAs)

PWAs use mobile elements, such as being accessible with-
out internet and sending notifications, in web browsers. Code
splitting, using asynchronous loading, and limiting the use of
third-party code all boost the responsiveness of a website.
Also, checking user behavior and how the website is doing
with analytics tools makes it possible to keep upgrading the
site.

III. RESEARCH METHODOLOGY

The proposed comparative experimental study utilizes the
controlled network simulation that can be used to isolate
the effects of applications with connection conditions. Its
methodology is focused on the internal validity by providing
standard testing conditions and observing ecological validity
by supporting realistic patterns of user interaction.

A. Research Design and Approach

A comparative approach using experiments was used in this
study to see how mobile and web apps perform in differ-
ent network environments. Simulations are carried out under
stable network conditions to guarantee that the results are
the same each time. Performance-related measurements were
done quantitatively to make sure the comparison of different
platforms and networks was as accurate as possible. The
research adopted a controlled experimental research design
program with well-structured data collection methods. There
is a substantial number of variables in network performance,
and, thus, the study applied to Amazon as an archetypical e-
commerce platform because of its optimization procedures and
high usage patterns. Although generalizability is compromised
by this one-platform strategy, this can provide a profound
picture of how performance varies with different network
conditions without confounding factors of various application
architectures.

B. Platform Selection and Justification

Amazon was tested in this research since it is widely
accepted, its services are similar to what common e-commerce
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offers, and it can be accessed from either a phone or a com-
puter. Optimization strategies for mobile devices are visible
on the Amazon app, whereas the responsive web design is
clear on the Amazon website [6]. It guarantees that the study
investigates projects used by many people and businesses,
so its findings help developers apply their knowledge more
effectively. Amazon is chosen to evaluate methodologically
due to a course of reasons such as, it is a complex, resource
intensive application with both mobile and web versions,
(2) Amazon is effectively balanced globally, ensuring mature
optimization strategies have already been employed, making it
representative of well-engineered applications Simulation over
the network variability was performed in an orderly manner
using the Chrome DevTools Network Throttling that presents
fine-grained control over the parameters such as bandwidth,
latency, and packet loss. The simulation method also contains
the functionality to guarantee replicable conditions in the
network during tests and realistic performance limits.

C. Network Configuration and Simulation

Three distinct network conditions were produced to cover
common user scenarios: 3G mobile networks, 4G/LTE connec-
tions, and Wi-Fi environments. Network simulation was done
using Chrome DevTools Network Throttling, standardized
network condition emulation with the ability to provide precise
control over bandwidth, latency, and packet loss parameters.
The 3G profile simulated downloads with a rate of 1.6 Mbps,
latency at 300ms, typical of a slow-speed mobile network,
mostly experienced in rural areas or congested areas in cities
[12]. The 4G profile represented a 4 Mbps download speed
with a 20ms latency, typical of a mobile broadband. For Wi-
Fi, the setup used unthrottled connection speeds, depicting the
best network condition possible with no-latency constraints.

D. Testing Environment and Tools

Chrome DevTools with unsupervised performance monitor-
ing capabilities acted as the main testing framework appropri-
ate for mobile and desktop realms. Cross-platform testing is
performed on a variety of browsing platforms to make sure of
platform compatibility, e.g., Chrome, Safari, and Firefox. The
mobile agent used the device simulation mode of Chrome, set
to standard Android devices, whereas the desktop tests asked
for usual browser configurations. The performance metrics
are analyzed via integrated Chrome DevTools using: Network
tab for resource loading-related nuances; Performance tab for
runtime analysis [11]. Memory tab for resource utilization
metrics, and Lighthouse for standardized performance scoring.

E. Performance Metrics and Data Collection

Four metrics of main performances were methodologically
analyzed in all scenarios, such as Load Time, Tap Delay, Data
Usage, and Total Blocking Time. Load time is the time taken
for the complete loading of a page, from sending an initial
request to the full content rendering. The Tap Delay measured
the time of responsiveness of the user interaction with the UI,
which meant that the delay is the time in milliseconds between

the input of the user and the time at which the application
responds to the input. The study also tests Total Blocking
Time and Input Delay measurements, captures user interaction
responsiveness and interface reactivity, idle memory utilization
trends and resource management performance, and Navigation
trends, search access, and multiple page access/ browsing
needs, and thus, represents the usage pattern. Lighthouse pro-
vides standardized performance metrics across diverse network
conditions (3G, 4G, Wi-Fi), enabling developers to identify
bandwidth-specific bottlenecks [13].

F. Data Collection Protocol

A set of procedures is applied to the tests to guarantee data
collection is always consistent and dependable on all platforms
and networks. All test cases started by accessing Amazon’s
homepage, searching for products, and clicking on links to
move between pages, and monitoring how the site operated
during these actions. It is ensured that all participants followed
the same interaction patterns during each testing session. The
groups for each combination experimented on the platforms
several times, and the final answers included only the averages
[14]. Measurements of the performance were compared to the
Lighthouse score standards and the Core Web Vitals thresholds
to bring insight into their meaning. Comparison method can
be used to determine relative change in performance among
network conditions and not absolute statistical significance,
which furnishes practical guides on optimization techniques.

G. Hardware and Software Specifications

The hardware and software specifications used for perfor-
mance testing are detailed below.

TABLE I. SPECIFICATIONS OF THE HARDWARE AND SOFTWARE

Component Specification
Processor Intel i7-10700K
Memory 32GB DDR4 RAM
Storage NVMe SSD
Network Dedicated 1Gbps connection
Browser Windows 11 Build 22621

Testing Tools Chrome DevTools, Lighthouse 9.6.8
Configuration Default settings, cache cleared per session

These specifications ensured consistent testing conditions
and reliable measurement of web performance metrics across
scenarios.
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IV. RESULTS

The results of this study are highlighted below.

A. Amazon Mobile App Performance Analysis

Figure 4. Setting network configuration to 4G

In Figure 4, the Chrome DevTools Network tab shows
Amazon’s mobile site loading 296 requests totaling 4.2 MB
transferred and 6.5 MB resources. The waterfall chart displays
sequential resource loading with most assets completing within
1-2 seconds. Key metrics include PNG images (200-300 status
codes), JavaScript files, and CSS resources. The timeline
reveals parallel downloads optimizing load performance, with
DOM content loaded at 1.54s and full load at 1.84s.

Figure 5. Different Performance Metrics of the Amazon mobile app under
4G network

In Figure 5, the Lighthouse audit reveals a performance
score of 65/100 for Amazon’s mobile site. Key metrics show
FCP at 2,356ms (score 73), Speed Index at 3,060ms (score
94), LCP at 2,449ms (score 91), TBT at 2,982ms (score 3),
and CLS at 0.05 (score 99).

Figure 6. Total Memory usage under 4G network

In Figure 6, the chrome DevTools Memory tab displays
profiling options for performance analysis. Total memory
usage shows 131 MB with JavaScript VM instances: Main
(220 MB, 121.8 kB/s), images-eu-ssl-images-amazon.com (5.5
MB, 16.6 kB/s), and ssrv-eu-amazon-adsystem.com (2.5 MB)
[15]. Total JS heap size reaches 30.0 MB with 115.2 kB/s
allocation rate, enabling detailed memory leak detection.

Figure 7. Total Tap delay under 4G

In Figure 7, the Performance tab shows a detailed timing
breakdown with LCP, INP, and CLS metrics at the top. The
event log reveals 17 activities, including script evaluation,
timer firing, and rendering tasks. Timeline spans show start
times from 2.9ms to 1,067.4ms with self-times mostly under
0.1ms and total times ranging from 0.1 to 47.2ms.

Figure 8. Setting up a 3G network

In Figure 8, the Chrome DevTools Network tab demon-
strates Amazon’s mobile site performance under 3G network
conditions. The waterfall chart reveals significantly slower
loading times compared to 4G, with PNG images and CSS
files taking 2-3 seconds each. The network throttling is set to
3G, simulating real-world slower connection speeds.

Figure 9. Total memory usage under 3G network

In Figure 9, the Network tab displays multiple
‘com.amazon.com.csa.prod’ requests, each 0.6 kB in
size, with 200 status codes, indicating successful PNG image
loads [16]. The analysis reveals how network speed directly
impacts both loading performance and memory consumption,
emphasizing the importance of lightweight designs for mobile
users on slower connections.

Figure 10. Different Performance Metrics of the Amazon mobile app under
a 3G network
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In Figure 10, under 3G network conditions, Amazon’s
mobile app shows a Lighthouse performance score of 79/100,
representing improved performance compared to previous
tests. Key metrics include FCP at 2,877ms (score 54), Speed
Index at 3,963ms (score 82), LCP at 3,318ms (score 69),
TBT at 281ms (score 81), and CLS at 0.07 (score 96).
This indicates better JavaScript execution efficiency under
3G conditions, though FCP remains slower due to network
constraints, highlighting the trade-off between network speed
and rendering optimization.

Figure 11. Total Tap delay under 3G

In Figure 11, the Performance tab under 3 G shows detailed
timing analysis with Core Web Vitals displayed (LCP, INP,
CLS). The event log shows script evaluation, timer firing,
and rendering tasks with minimal self-times. The 3G network
creates longer delays between user interactions and visual
feedback, with frame processing at regular intervals.

Figure 12. Setting up Wi-Fi network

In Figure 12, the interface displays 112 requests totaling
27 kB transferred and 3,045 kB resources, with significantly
faster loading times [17]. This configuration provides baseline
performance metrics for comparison, illustrating how network
speed directly impacts user experience and establishing the
performance ceiling for optimization targets.

Figure 13. Total memory usage under WIFI

In Figure 13, under Wi-Fi conditions, Amazon’s Kitchen
Budget Bazaar shows memory usage of 311 MB, higher
than 3G due to faster resource loading. The Lighthouse audit
reveals comprehensive scores: Performance 68, Accessibility
84, Best Practices 75, and SEO 92. This demonstrates that

optimal performance requires balancing network speed with
processing capacity and resource management strategies.

Figure 14. Different Performance Metrics of the Amazon mobile app under
WIFI

In Figure 14, the Wi-Fi network conditions show a Light-
house performance score of 68/100, surprisingly lower than
3G’s 79/100. Metrics include FCP at 2,929ms (score 52),
Speed Index at 4,181ms (score 78), LCP at 3,380ms (score
68), TBT at 620ms (score 48), and CLS at 0.08 (score 94). The
increased TBT (620ms vs 281ms on 3G) indicates JavaScript
blocking issues when resources load rapidly. This counterin-
tuitive result demonstrates that faster networks can expose
processing bottlenecks, as the browser receives data faster
than it can efficiently process, creating different optimization
challenges than bandwidth-limited scenarios.

Figure 15. Total Tap delay under WIFI

In Figure 15, the Performance tab shows Amazon’s tap
delay analysis under Wi-Fi conditions with Core Web Vitals
metrics (LCP, INP, CLS = 0). The timeline displays frame
processing with activities starting from 0.5ms to 310.5ms,
showing consistent execution patterns. Event log reveals script
evaluation taking 63.0ms total time with 0.7ms self-time, fol-
lowed by timer-fired events ranging 0.1- 1.2ms. This data es-
tablishes baseline performance metrics for comparison against
slower network conditions.

B. Amazon Web App Performance Analysis

Figure 16. Running the Amazon web app under a 4G network

In Figure 16, the Chrome DevTools Network tab displays
Amazon’s web application performance under 4G network
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conditions using desktop dimensions (1920x1080). The anal-
ysis shows 345 requests totaling 3.9 kB transferred and
9,710 kB resources, with DOM content loaded at 2.00s and
full load at 20.5s. The comprehensive resource breakdown
includes favicon.ico, CSS files, and Amazon-specific client
metrics, demonstrating the web app’s resource-intensive nature
compared to mobile versions.

Figure 17. Total memory usage of the web app under a 4G network

In Figure 17, the under 4G network conditions, Amazon’s
web application consumes 437 MB of memory, significantly
higher than the mobile versions. The Network tab shows
numerous PNG requests (0.6 kB each) with 200 status codes,
indicating successful image loading. Resource timing ranges
from 154ms to 355ms, reflecting 4G’s faster data transfer rates.
This demonstrates how platform optimization affects resource
consumption, with desktop web apps requiring more memory
for enhanced visual experiences and functionality compared
to mobile-optimized applications.

Figure 18. Performance metrics of the web app under 4G

In Figure 18, the lighthouse audit under 4G network shows
Amazon’s web app achieving a performance score of 81/100,
the highest among all tested configurations. Key metrics in-
clude FCP at 1,235ms (score 73), Speed Index at 8,334ms
(score 0), LCP at 1,282ms (score 88), TBT at 155ms (score
89), and perfect CLS at 0.00 (score 100). The Speed Index
score of 0 reveals significant visual progression delays, sug-
gesting optimization opportunities for above-the-fold content
rendering.

Figure 19. Tap delay time of web app under 4G

In Figure 19, the Performance timeline under 4G shows de-
tailed tap delay analysis with Core Web Vitals tracking (LCP,

INP, CLS = 0). The event processing demonstrates consistent
timing from 0.4ms to 161.0ms, with script evaluation taking
160.3ms total time and 0.7ms self-time.

Figure 20. Running the Amazon web app under a 3G network

In Figure 20, the Chrome DevTools Network panel shows
Amazon’s web application loading under 3G network condi-
tions. The waterfall chart displays 44 total requests transferring
18.5 kB of data across 621 kB of resources, completing in 2.1
minutes.

Figure 21. Total memory usage under a 3G network for the web app

In Figure 21, the second screenshot reveals memory con-
sumption of 332 MB during Amazon’s web app execution
under 3G conditions. The Network panel shows similar request
patterns with 200 status codes for successful PNG image loads.

Figure 22. Different Performance Metrics of the Amazon web app under a
3G network

In Figure 22, the Lighthouse Scoring Calculator displays
critical performance metrics under 3G simulation. First Con-
tentful Paint (FCP) achieves 1,159ms with a score of 78 (10%
weighting). Speed Index records 8,770ms, scoring 0 points.

Figure 23. Total Tap delay under 3G for web app

In Figure 23, the chrome’s Performance tab reveals detailed
timing analysis with LCP, INP, and CLS metrics at the top.
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The event log shows timer-fired events occurring at precise
intervals (1413ms, 1414ms, 1415ms) with 0.0ms self-times,
indicating efficient JavaScript execution. Total event times
average 135.5ms for evaluating script operations.

Figure 24. Setting up a Wi-Fi network for a web app

In Figure 24, under Wi-Fi conditions, the Network panel
shows improved performance with 36 requests totaling 33.2 kB
transferred from 101 kB resources, finishing in 19.93 seconds.
Notable improvements include diverse content types: preflight
requests, JavaScript files (26.7 kB), and text/plain resources
(0.1 kB).

Statistical Analysis: Though the single test sessions offer
relative outcomes, the experiment recognizes the weakness
of single-run measurements. Different performances were
recorded in various informal test processes, where load time
variations vary within +/- 15 percent in mobile applications
and up to +25 percent in web applications under the same
network circumstances.

V. DISCUSSION AND ANALYSIS

The following table presents comparative performance met-
rics for mobile and web applications under varying network
conditions, highlighting key operational differences.

TABLE II. NETWORK IMPACT ON APPLICATION PERFORMANCE METRICS

Platform Network Load
Time
(ms)

Delay
Time
(ms)

Data
Used
(MB)

Blocking
Time
(ms)

Mobile
App

3G 3291 64.2 263 281

Web
App

3G 1825 138.8 532 231

Mobile
App

4G 1840 120 131 2982

Web
App

4G 2050 160.3 437 155

Mobile
App

Wi-Fi 1690 63 311 620

Web
App

Wi-Fi 2880 163.2 384 130

The tests show that mobile and web applications perform
quite differently on different networks. It is obvious from 3G
conditions that mobile apps are optimized better, as they need
only 32.91 seconds to load instead of the 2.1 minutes that web
apps take, a clear difference of 74

A. Network Impact Analysis

Total Blocking Time for mobile apps is very low at 155
milliseconds when connected to 4G, in contrast to 2,982

milliseconds on slower networks. This finding pointed out
that Wi-Fi provided higher TBT (620ms) than 3G (281ms)
for mobile applications. This implies that some resources load
so quickly that the browser cannot keep pace.

B. Platform Comparison

Memory consumption is higher in web applications (384-
532MB) when compared to mobile applications (131-311MB)
due to the way the programs are built. Mobile apps also
provide the same amount of latency (63 to 120ms), but web
apps tend to be more variable (138.8 to 163.2ms).

C. 3G Network Analysis

Being an older cellular technology infrastructure, 3G still
supports many crucial use cases, such as Rural and remote
areas, and battery-saving modes restricting connection speeds.
The 3G analysis carried out in this study provides performance
baseline-based insights for development focused on accessibil-
ity in challenging connectivity scenarios.

D. Key Insights

Mobile apps are more stable in their performance, no matter
the network, while web apps’ performance might change a lot
depending on the network strength. If Wi-Fi runs fast on mo-
biles, it puts stress on their processing capabilities. Therefore,
every network condition should be tested to discover ways to
optimize devices, since each system differs. The performance
variations observed across network conditions suggest specific
optimization approaches.

• Adaptive Loading Implementation: The 74% load time
difference between mobile and web on 3G networks
indicates the need for progressive content delivery strate-
gies that prioritize critical resources based on connection
speed.

• Resource Management Optimization: The memory con-
sumption patterns (131-532MB variation) suggest imple-
menting dynamic resource allocation based on device
capabilities and network conditions.

• Processing Bottleneck Mitigation: The counterintuitive
Wi-Fi performance issues (620ms TBT vs. 281ms on 3G
indicate the need for processing-aware resource loading
that prevents browser overwhelm during rapid data deliv-
ery.

E. Real User Experience Connection

An exponential trend is observed where bounce rates in-
creased by 32% after an increase in load times crossing the
three-second milestone. Delay in interaction response over
100 ms, with an average of 154 ms, can diminish perceived
responsiveness. Usage of more than 400 MB in memory can
impede multitasking in constrained devices.

F. PWA Discussion Enhancement

Progressive Web Apps represent a convergent solution coun-
teracting the mobile-web performance disparity as observed
in this study. PWAs use service-worker caching (repeat load
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times come down), app shell architecture (perceived perfor-
mance is uplifted), and offline abilities (network dependency
is mitigated). Recent performance differences documented in
this study (74% faster 3G mobile loading) can make PWA a
viable option to improve web applications’ competitive stature
with native mobile applications.

VI. CONCLUSION AND FUTURE WORK

It is shown in this study that there are significant differences
in how mobile and web applications behave on networks with
different speeds. Applications for mobile devices managed
to perform 74% faster on 3G networks (taking only 32.91
seconds instead of 2.1 minutes), and their performance was
not disturbed by slow network speeds. It was clear that web
applications had more fluctuating speeds and consumed more
memory (from 384 to 532MB) because of how they depend
on browsers. The results suggest that it is necessary to use
optimization and adaptive methods that fit the capabilities of
both the network and the user’s device.

A. Recommendations

Adopting Mobile-First Development and Adaptive Loading:
Development for mobile platforms should be given priority
due to the excellent performance seen in different network
conditions. Adaptive resource file loading should be used
by developers to ensure processing isn’t blocked by high
speeds present in a good network connection. To close the
performance difference with native mobile applications, web
apps can use Progressive Web App (PWA), service workers,
and good caching approaches.

B. Integrating Network-Aware Optimization

Designing networks with optimization should be an essen-
tial process, especially by managing the Total Blocking Time
[18]. According to the study, photos and other less important
resources should be loaded slowly, and important content
should be delivered as early as possible so users enjoy a good
experience even when the network is slow.

C. Implementing Platform-Specific Resource Management

Designing networks with optimization should be an es-
sential process, especially by managing the Total Blocking
Time. The research indicates that using lazy loading for
less important resources and giving top priority to delivering
above-the-fold content helps increase user experience in all
kinds of network environments.

D. Future Works

Research should be performed to investigate how appli-
cations perform in 5G networks as well. Researching how
the processing power of mobile devices relates to network
optimization strategies could give us important knowledge. It
would be worthwhile to test Web Assembly in web appli-
cations and hybrid apps to identify further ways to enhance
their performance. Following user actions as networks change
in different situations is needed to truly [19] see how perfor-
mance is affected. Studying machine learning techniques that

can predict and react to instant network changes in real-life
conditions is an encouraging approach to improving dynamic
performance everywhere.
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Abstract—The complexity of Internet of Things (IoT) sys-
tems highlights the critical need to address Non-Functional
Requirements (NFRs) early in the development lifecycle. NFRs
are essential to ensuring quality, yet they are often overlooked
in favor of achieving core functionality. This paper presents
an approach to elicit NFRs in an IoT context, using a pilot
implementation in a vocational education setting focused on
the food industry. The pilot of our approach demonstrated the
importance of addressing the NFRs separately from functional
requirements, raising new insights among participants. Role
identification of stakeholders, interview structure and preciseness
of documentation needed clarification after the pilot. Feedback
from participants showed that the process not only captured key
quality attributes but also fostered deeper understanding among
stakeholders.

Keywords-requirements engineering; Internet of Things; IoT
systems; quality.

I. INTRODUCTION

The rapid expansion of Internet of Things (IoT) technolo-
gies has underscored the critical importance of non-functional
requirements (NFRs) in system design and implementation.
Unlike functional requirements, which describe what a system
should do, NFRs – such as scalability, reliability, security,
interoperability, and maintainability – define how a system
performs under various conditions. They determine the crucial
quality characteristic of an IoT system. In the IoT contexts,
where heterogeneous devices, real-time data, and resource
constraints are prevalent, the identification and specification
of NFRs are particularly complex and could be insufficiently
addressed during early development phases, because most
attention is often focused on getting the system operational
in the first place. This oversight can lead to costly redesigns
or system failures.

The IoT context introduces challenges associated with elic-
iting and specifying non-functional requirements. It examines
the specific nature of such systems, and involvement of
diverse stakeholders in the requirements gathering process.
Understanding these challenges is essential for improving
engineering practices and ensuring that IoT systems meet not
only their intended functionalities but also quality expectations
in real-world environments.

This paper reports our experiences in IoT Learning Environ-
ment project, which aims at increasing students’ knowledge of
IoT technologies and their application in different domains.

We conducted our experiment in the vocational education
department specializing in the food industry.

The food industry exemplifies an environment where mon-
itoring dynamic conditions – such as temperature, air quality,
hygiene, and equipment status – is critical. Many of these
conditions are also subject to strict regulations, such as man-
dated temperature ranges for food preservation or time limits
for cooling prepared food. IoT technologies enable continuous
monitoring and visualization of operational conditions. By
embedding sensors and connected devices within the learning
environment, IoT systems can collect and transmit data that
reflect real-time conditions, providing more immersive and
data-driven educational experiences for students of the food
industry, thus enhancing learners’ understanding of quality and
safety parameters related to their work.

We first created an approach to gather non-functional re-
quirements through stakeholder interviews, based on experi-
ences reported in literature. Once the process was defined, we
conducted a pilot run in a real-world setting to evaluate its
practicality and to obtain feedback for improving the process.
Following the pilot, we organized a postmortem analysis
involving key participants to reflect on outcomes, and to
identify challenges and deviations from the intended process.

The remainder of this paper is organized as follows. Section
2 briefly summarizes research carried out in the area. Section
3 summarizes special characteristics of IoT systems that need
to be addressed when gathering NFRs. Section 4 depicts our
approach for gathering the NFRs in the IoT context. Section 5
summarizes the observations from a pilot run of the process.
Section 6 concludes the paper.

II. RELATED WORK

The elicitation of non-functional requirements in the IoT
context has not received much attention in research. Most of
the studies concentrate on understanding functional require-
ments, and a typical method for gathering those is through
user scenarios use cases. For functional requirements engi-
neering, formal approaches have been introduced, such as the
four-phased model-driven development methodology for IoT
applications introduced by Sosa-Reyna et al. [1] and UML-
based requirements and specification method called IotReq [2],
but methods, tools and techniques for eliciting non-functional
requirements for IoT systems are limited.
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According to Gupta [3], non-functional requirements, such
as performance, reliability, availability, scalability, maintain-
ability, security and privacy, may have crucial impact on
success of adopting the edge computing paradigm within the
IoT systems. Paiva et al. [4] have recognized the lack of
methods for evaluating NFRs in IoT context and the need
for developing systematic approaches to target NFRs for IoT
applications.

Mahalank et al. [5] propose a checklist and a template
for documenting non-functional requirements for smart traffic
management system. Brito et al. [6] describe a procedure
for eliciting NFRs in the context of a smart city project
providing electric bicycles to the academic community. Tabas-
sum [7] suggests an approach extending use case models,
soft goal models and behavioural models for addressing
non-functional requirements, especially interoperability and
context-awareness for IoT systems, in order to increase the
adaptability.

IoT systems are often under pressure to achieve rapid
time-to-market. Furthermore, they are commonly developed
with agile methods, which utilize user stories for gathering
requirements. User stories emphasize functionality, and quality
attributes (NFRs) may be even ignored. Sachdeva and Chung
[8] state that NFRs should be introduced early in the software
lifecycle, including in projects involving cloud and IoT. They
also emphasize the importance of quantifying the requirements
and setting clear acceptance criteria for them.

Tools to automate requirements elicitation have also been
presented. For example, Khurshid et al. [9] introduce a ma-
chine learning algorithm to extract the non-functional require-
ments from documentation, in order to reduce the possibility
of missing NFRs during the requirements engineering phase,
and to promote security and performance of healthcare systems
utilizing IoT.

Security is the most frequently addressed quality character-
istic of IoT applications. Alhirabi et al. [10] surveyed the em-
pirical research on security and privacy requirements for IoT,
and concluded that using human-centred design might help in
integrating these capabilities into systems. They also identify
several challenges related to privacy in IoT systems, including
the lack of tools, methods and notations for modeling these
quality attributes.

III. NON-FUNCTIONAL REQUIREMENTS IN IOT CONTEXT

Non-Functional requirements are the quality attributes that
the system must conform to, often referred to as -ilities. They
describe how the system should work and consist of qualities
that can be observed at run time, such as usability or security,
and qualities that are embodied in the system structure, such as
testability, scalability or extensibility. Defining non-functional
requirements in a measurable way is necessary to determine
whether the development work has achieved its goals. [11]

IoT systems tend to be more complex than traditional
software or embedded systems, since they consist of a variety
of hardware and software components, services and communi-
cation solutions. There may be a vast number of combinations

involving wireless and wired sensors, actuators, networks,
and smart objects – each with varying levels of computing
capability. Stakeholders from different groups may access the
system in completely different ways, using varying devices and
services, which can potentially cause conflicts in requirements
specification [12].

IoT systems typically evolve or change during their life
cycle, as more advanced technology becomes available and
new features are requested by the users. Finally, certain
constraints and external factors must be addressed—such as
ensuring the privacy of users’ personal data, dependencies
on specific service providers, and the limitations of existing
infrastructure. Figure 1 summarizes the special characteristics
of IoT systems. In the figure, the main issues – change,
complexity and constraints – are exemplified with a few
characteristics that distinguish the development of IoT systems
from that of traditional systems.

Figure 2 summarizes the quality attributes that address
the challenges set by change, complexity and constraints. Of
course, all aspects of quality need consideration, but attributes
listed here can be straightforwardly derived from the character-
istics of IoT systems. Evolving user needs require flexibility
in interaction, and technology upgrades emphasize the need
for scalability and maintainability. To improve system under-
standability, analyzability should be addressed. Integrations
to external services require interoperability, and modularity
makes the system architecture extendable and manageable.
Performance efficiency, security and reliability help in dealing
with technological and regulatory constraints.

IV. THE NFR GATHERING PROCESS FOR IOT

Figure 3 depicts the process that we have used in our project
to gather non-functional requirements. The first phase involves
inviting stakeholders from different groups to an interview.
The participants should be able to represent views of future
users, maintainers and business owners. After the interview,
the results are analysed and summarized by the development
team. Interpretations and the summary report are validated
in a workshop. If all stakeholders have common view of the
requirements, they are documented and signed off.

A. The Interview

We created a set of interview questions to elicit non-
functional requirements related to the quality attributes identi-
fied earlier: interaction capability, maintainability, scalability,
analyzability, interoperability, modularity, performance effi-
ciency, security and reliability. Since discussions with stake-
holders in IoT projects often focus on the measurements
and data, these NFRs often remain implicit unless explicitly
addressed during requirements elicitation. We decided to use
open-ended questions to encourage detailed responses. Ques-
tions were be designed to uncover constraints, expectations,
and existing practices, enabling the development team to
translate qualitative insights into measurable system attributes.
We derived the questions from experiences and documentation
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Figure 1. Characteristics of IoT Systems.

Figure 2. Quality attributes to address in IoT system design.
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Figure 3. Process of Gathering Non-Functional Requirements.

from dozens of sensor network projects previously imple-
mented in collaboration with the local industrial and educa-
tional partner organizations. We focused on operational goals,
environmental constraints and stakeholder needs to ensure
alignment with technical feasibility and real-world deployment
challenges.

To assess interaction capability, questions focus on user
interface expectations, system responsiveness, exceptional sit-
uations, and means to interact with the system. For maintain-
ability, questions explore how frequently the system is updated
and what documentation practices have to be followed. Inter-
operability questions focus on data exchange standards, third-
party system integration, and API usage. Security is addressed
by inquiring about necessary authentication mechanisms, data
access, and compliance with regulatory standards. For an-
alyzability, questions concern logging practices, monitoring
tools, and diagnostic capabilities. Questions about modularity
explore how the system is divided into components, the inde-
pendence of modules, and the ease of updating subcomponents
without breaking the whole. Performance efficiency ques-
tions address acceptable response times, resource usage under
varying loads, and performance thresholds during operational
peaks. Finally, reliability questions investigate error recovery
mechanisms and system behavior under failure conditions.

A total of 58 questions were introduced in the first version
of interview. Table 1 shows examples of the questions. Each
question addresses certain aspects of IoT-specific challenges
– Change, Complexity and Constraints – and related quality
attributes: Maintainability (M), Scalability (S), Analyzability
(A), Interoperability (I), Modularity (Mo), Performance Effi-
ciency (PE), Security (Se), Reliability (R), Interaction Capabil-
ity (IC). The questions were designed so that persons without
deep knowledge on technical details of the system would be
able to provide their insights. In addition to answering the
questions, we wanted to encourage storytelling by the intervie-
wees. Real-life examples, experiences and preferences provide
important information about the concerns and expectations that
different stakeholders have.

B. Analysis

Analyzing interview responses is a critical step in iden-
tifying themes and eliciting the most important qualities to
guide the development of the system. Qualitative data gath-
ered through interview often contains implicit insights into
stakeholder expectations, concerns and priorities. To extract
meaningful information, responses must be evaluated system-
atically. Answers given by interviewees should be coded and
categorized according to the related quality attributes. This

TABLE I. EXAMPLE QUESTIONS TARGETING SPECIFIC ASPECTS OF
QUALITY.

Question Change Compl. Constr.
Can you describe any
challenges or frustrations you
have previously experienced
with IoT systems?

IC, M A PE, R

How many devices do you
currently use, and how do you
expect this number to grow?

S I PE

Should different user groups
have access to different system
modules?

S Mo Se

What existing systems should
the IoT system integrate with?

S I -

process can involve open coding, where recurring ideas are
highlighted. The experience and technical expertise of the
participants, together with contextual factors must be taken
into account when making interpretations of the answers.

The mapping of interview questions to specific quality
targets helps distinguishing functional and non-functional re-
quirements, as the users of the system tend to concentrate on
system features in their storytelling. Performing analysis on
the stakeholder needs and expectations early on the project
helps to plan the development more effectively and reduces
the risk of overlooked constraints and misunderstandings.

C. Validation

The purpose of the validation phase is to ensure that all
stakeholders have common understanding of the needed qual-
ities of the system, and that developers have correct interpreta-
tion of the users’ expectations. In this phase, the development
team presents a summary of interview findings, categorized
by themes found in the answers. They can also bring out pain
points, conflicting goals or insights and experiences they have
from previous implementations.

The summary report should be concise and organized
into clear thematic sections. Even though the focus is on
NFRs, organizing the summary report around the system’s
operational features may improve stakeholder understanding.
For instance, requirements related to latency or performance
are closely tied to the user experience and interface, and
could be grouped under headings that reflect those aspects.
This thematic structuring can make technical content more
accessible and relatable to non-technical stakeholders, while
still preserving the integrity of the NFRs.

Stakeholders or participants confirm the accuracy of inter-
pretations and if there are misunderstandings or misrepresen-
tations, they are corrected. If project scope or resources are
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limited, prioritization may be necessary. Shared understanding
ensures the next steps are grounded in actual user needs.

D. Documentation

The documentation and sign-off phase serves as the for-
mal agreement between stakeholders and the development
team. This phase ensures that all identified requirements
are approved before design and implementation begin. By
systematically documenting and approving non-functional re-
quirements alongside functional ones, development team can
better manage risks and ensure that the final system meets
both operational goals and user expectations. However, ex-
plicit documentation of non-functional requirements may be
difficult, as the user needs are often imprecise.

We used a simple template for documenting the NFRs,
including the following items: Requirement ID, Requirement
Type, Description, Priority, Acceptance Criteria, Dependen-
cies, Assumptions, and Verification Method.

The sign-off process acts as a formal validation checkpoint,
ensuring all stakeholders agree on the documented require-
ments. This alignment not only helps guide the development
effort but also supports accountability and traceability through-
out the project lifecycle.

V. OBSERVATIONS FROM THE PILOT RUN OF THE PROCESS

The project in which the research is being carried out, aims
at developing teaching and learning materials for vocational
secondary education. As digitalization affects more and more
people’s daily lives, their working lives will also change.
Various IoT solutions are already in use in many sectors
and this development is expected to accelerate dramatically
in the future. Understanding the potential of IoT is essential
to remain competitive in the future labor market. Today,
most students do not have sufficient experience in applying
IoT solutions, and at the same time these technologies are
increasingly taken advantage of in workplaces.

The project explores how IoT-enabled systems can support
learning and visualization in food industry training environ-
ments. It focuses on the design and implementation of inter-
active tools that translate complex sensor data into intuitive
visual formats. During the project, we will also examine how
such systems can improve situational awareness, decision-
making, and compliance with industry standards, ultimately
contributing to a more skilled future workforce.

Learning environments in the food industry school par-
ticipating in our project consist of two distinct areas: food
production and bakery (confectionery) training environments.
In food production, meat and other food products are prepared
in various processing facilities where temperature fluctuations
play a critical role during both the production and storage
phases. In the bakery environment, temperature and other
conditions are essential not only for successful baking, but
also for ensuring that ingredients are stored under appropriate
conditions.

In both learning environments, materials and ingredients
are stored in freezers and cold storage units, with their

temperatures monitored in real time using sensors. Real-
time temperature monitoring of the production facilities is
also essential. Threshold values have been defined for each
environment, and alerts are triggered if these limits are ex-
ceeded, notifying the staff. Additionally, for legally mandated
self-monitoring (HACCP), daily temperature values – most
commonly the daily average – are recorded for reporting
purposes. In the bakery room, flour dust is monitored, while
in the food production area, spice dust is tracked using fine
particle sensors to assess air quality.

Currently, the temperatures of various rooms and cooling
units are monitored, as the cooling of finished products must
be completed within four hours. In future, the goal is to enable
real-time monitoring of the entire production process from the
initial preparation phase through to the end of the cooling
phase. This could even be extended to include tracking up to
the end user.

During this project, we carried out a pilot round of our
NFR gathering process. The participants’ roles in the inter-
view phase included a domain expert (teacher) and a project
coordinator. The interviewer and interviewees were physically
present in the same location, while the note-taker participated
remotely. This setup allowed for direct interaction between
the main participants while ensuring accurate documentation
of the session. Participants’ knowledge of IoT systems and
general information technology was significantly higher than
that of the system’s future "basic users." Consequently, this
interview alone does not allow for substantial conclusions
regarding the influence of different roles on the formulation
of questions. The expertise of the interviewees may have
introduced a bias in responses, highlighting the need for
further interviews with users possessing varying levels of
technical proficiency. A more comprehensive analysis requires
diverse perspectives to ensure balanced insights into desired
system characteristics.

We found that having two interviewers made the process
seamless, and will continue this practice, especially if some
participants join remotely. At least one of the interviewers
should be familiar with the subject or people in order to
enhance engagement, while allowing the other interviewer to
concentrate on documentation allows for a more structured and
inclusive discussion.

It is advisable to allocate more than an hour for the interview
to ensure all perspectives are covered. Beginning with informal
conversation helps set the stage for discussion. Afterward,
comments are transcribed. A summary report must be provided
to the interviewees to ensure clarity and transparency in the
process.

A postmortem held after an interview session serves as a
structured review to assess the execution of the interview,
identify strengths and weaknesses, and enhance future prac-
tices. This reflective discussion focused on clarifying how the
interview was conducted and evaluating the quality of the
questions. During the postmortem analysis, we refined the
interview process to improve clarity and consistency.

If an individual can analyze an issue from multiple role
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perspectives, it is essential to specify the perspective alongside
their response. Clearly identifying the viewpoint prevents
ambiguity and enhances the reliability of the findings. This
practice alwo significantly eases the analysis phase of the
process.

The interview questions were perceived by the partici-
pants as providing comprehensive coverage of the system.
According to the interviewees, the structure and content of the
interview allowed for a thorough exploration of key aspects,
and relevant areas were adequately addressed. Moreover, the
interview questions encouraged participants to consider new
perspectives on issues that had not previously been examined.
This reflective aspect of the interview highlighted its value
not only as a data collection method but also as a tool for
enhancing understanding and fostering critical insight among
participants.

Before the interview, concerns arose regarding the large
number of questions. However, all questions were addressed,
albeit some more superficially than others. Based on feedback,
the order of questions should be improved and grouped
according to the respondents’ roles and topics. Grouping the
questions according to thematic areas will make the question-
naire more coherent and encourage more accurate responses
from the interviewees.

During the documentation phase, we identified the need
to more precisely define threshold values for alerts, normal
operating ranges for various measurements, and constraints
imposed by organizational policies or legislation. To address
this, the documentation template was revised to explicitly
incorporate these elements.

As a summary, after the first interview:
• Six questions were removed, as they were deemed to add

little value compared to others.
• Another six questions specifically related to interfaces

and maintenance were merged into two clearer ones.
• The wording of several questions was refined for clarity.
• Each question was reviewed to determine which respon-

dent role would provide the most insightful answers.
• NFR template was refined to target aspects of threshold

values and legislation issues more specifically.

VI. CONCLUSION AND FUTURE WORK

IoT applications consist of different types of hardware
and software components that are required to work together
under varying and often demanding conditions. Future users
of the system, or other stakeholders, on the other hand, may
have very little knowledge on the implementation of the
system. This complexity may lead to putting more emphasis on
achieving the functionality at the expense of quality aspects.

Clearly, the process of eliciting NFRs in the IoT con-
text requires greater focus. In our ongoing project, we have
developed and experimented with a four-phase process to
systematically gather NFRs, aiming to create more robust and
adaptable IoT architectures. Our work extends prior research
on NFRs by offering guidelines that address quality aspects

particularly relevant in the IoT context, while also enhancing
the involvement of future users in the requirements engineer-
ing phase of IoT systems.

Based on our initial experiences, we believe that IoT
projects significantly benefit from a well-defined NFR gath-
ering process, which acts as a vital bridge between stake-
holder expectations and technical implementation – ensuring
that essential non-functional aspects are thoroughly addressed
throughout system design and development.
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Abstract—Software Transactional Memory (STM) was 
introduced as a promising technology to handle memory 
conflicts in parallel computing. In this paper, a performance 
comparison of various STM engine implementations is 
presented. The well-known Lee’s algorithm was used for 
benchmarking ten different Scala based STM API variants, and 
one written in Kotlin. Results compare how these 
implementations scale in terms of the number of processor cores 
available and how they perform in terms of running time, 
compared to each other and a single threaded baseline 
implementation.  

Keywords – Software Transactional Memory; parallel 
computing; concurrent programming; functional APIs; 
performance measurement. 

I.  INTRODUCTION 

Parallel computing has a decades long history from 
emerging concepts to practical applications already in early 
mainframe systems. Nowadays, concurrent programming is 
applied in almost all domains from end user applications, 
enterprise software to exascale computing workloads. 

Concurrent threads using shared resources (such as 
memory) have been identified early as a critical aspect. 
Straightforward solution is to prevent threads using the 
resource at the same time, therefore plethora of solutions and 
approaches have been designed and implemented in various 
architectures, such as using critical sections in the code, 
atomic operations, locks, semaphores, mutexes, etc. 

Most aforementioned approaches are using some form of 
locking based solution (preventing threads to execute while 
some conditions apply), which brings well known 
shortcomings such as potential deadlocks, livelocks, 
convoying, priority inversion, starvation, etc. 

To overcome these issues, several solutions were proposed 
and implemented, which are basically building on special 
representation of data or programming phenomena to avoid 
reading/writing shared information at the same time. The main 
directions are using lock-free or wait-free data structures, such 
as queues, ring buffers or stacks among others; or to basically 
prevent using shared context data and apply messaging among 
threads instead, such as actor model, or message passing 
channels. Furthermore, several approaches are targeting the 
complete avoidance of using shared mutable data, hence 
eliminating the root of the problem, such as data partitioning, 
thread-local storage or immutability in functional 
programming. 

Transactional memory was introduced in the early 90’s [1] 
to overcome shared memory challenges in concurrent 
programming. This approach is motivated by how 

transactions work in database systems. Basically, transactions 
are defined as serializable atomic instructions, that read and 
ultimately tentatively write shared memory spaces. Then, a 
validate operation is needed to ensure that there are no 
conflicts, that is, the memory content read for the 
computations and to be written as result is consistent. If 
validation is successful, the thread tries committing the 
changes. If the validation fails, the transaction aborts and 
retries. Commit is successful if no other transactions have 
modified the process’s read set and no other transaction has 
read the write set, i.e., contention has not occurred since the 
last validation. When the commit is successful, the changes 
are made visible to other processes, otherwise the transaction 
aborts and tentative changes are reverted. This transactional 
model for memory operations was introduced as a low-level 
Application Programming Interface (API) in [2], so that the 
transactional memory is implemented in software (Software 
Transactional Memory, STM). Since then, numerous 
implementations have appeared, which provide these 
transactional functionalities over their APIs. These differ in 
various basic algorithms, data structures and optimizations 
provided; in Sections III and IV, we detail the ones relevant 
for our work. 

The rest of this paper is organized as follows. Section II 
introduces the basic algorithm used for evaluating various 
STM implementations’ performance and some related work. 
Section III summarizes various implementations evaluated 
with this work. Section IV addresses some important details 
of the implementations behind our analysis and the hardware 
and software environment used. Section V shows and analyses 
numerical results. 

II. STM PERFORMANCE RELATED WORK 

The main contribution of this paper is to provide a 
comparison on the performance of various STM 
implementations, focusing on the execution time of certain 
multi-threaded computation tasks.  

To assess STM performance, one may select proper multi-
threaded applications, for example, the authors of [3] list an 
excessive number of those. Their focus is on evaluating how 
the applications themselves behave with STM, in terms of size 
of read/write sets, transaction lengths statistics and depth of 
nested transactions, but the emphasis is not on comparing 
different STM engine implementations. Another suggestion is 
described in [4] as STMbench7, which is a synthetic 
benchmark defining a multitude of operations on a shared data 
structure. 

However, we wanted to use a computing problem that has 
practical significance and enables a comparable 

31Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-296-8

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

ICSEA 2025 : The Twentieth International Conference on Software Engineering Advances

                            42 / 88



benchmarking between various STM engine 
implementations; thus, the problem should be well 
parallelizable, the effect of concurrency should be significant, 
and the level of concurrency should be controllable via setting 
the inputs to the problem. 

Therefore, as in [5]-[7], we selected the well-known 
circuit-board routing problem and used Lee’s algorithm [8] to 
solve it. Circuit routing has practical significance when 
designing connections among electronic components on a 
surface, where crossing of connections (routes) is forbidden 
or has significant extra cost. In its simplest form, the surface 
is represented as a two-dimensional grid of square cells, 
representing potential insertion points of components and 
potential placeholders for connections.  

Lee’s algorithm has a number of source-destination pair 
cells (endpoints needing connections) as input. For a given 
source-destination pair, the algorithm starts with an expansion 
phase. This basically starts a “wave” from the source, 
searching all neighboring (along the edges of the square) cells 
and enumerating them with their distance from the source. 
This breadth-search continues from every neighboring cell to 
the neighbors of those (which are second neighbors to the 
source), until the search reaches the destination or the edge of 
the surface. In general, any cell might be occupied by an 
already existing route; these cells are not enumerated and not 
taken into account in the next phase of the algorithm. 

The second phase is the backtracking, when from the 
destination to the source a list of cells is found, their 
enumeration should be in decreasing order. As there are 
multiple such routes, the particular implementation should 
rank those and select the optimal one. Typically, the shortest 
route, or the route with the least turns, or routes that are closer 
to blocked cells, etc. could be selected. This final phase of the 
algorithm is referred to as laying the route. As mentioned 
above, if a cell is already occupied by a route, it is not 
considered in the expansion phase, hence the backtracking 
will efficiently find routes avoiding occupied cells. Naturally, 
a laid route will occupy its cells for any later runs of the 
algorithm. Figure 1 shows a basic example of Lee’s algorithm 
without occupied cell, the left Figure shows the expansion 
phase, while on the right the backtracking is represented with 
a laid route between source (S) and destination (D). Figure 2 
visualizes the algorithm in the case where there are already 
occupied cells on the board (denoted by black).  

As for parallel computing, it is apparent that this algorithm can 
be implemented in a way that multiple source-destination 
pairs are being calculated in parallel, using a shared data 
representing the grid of cells. It is easy to see how contention 
is occurring if a thread reserves a route in backtracking, while 
the other counts it in expansion. It is also evident that a grid 
with large number of cells but short routes (source-destination 
are close to each other) is well parallelizable with lower 
chance of contention, while in smaller grids with relatively 
long routes, contention will occur with higher probability. 

As mentioned, [5] proposed Lee’s algorithm as a 
benchmark for STM. The authors implemented the algorithm 
using Java and evaluated various optimizations in handling 
the transactions, assessing the number of routes the algorithms 
found. That work was expanded in [6], and evaluated STM 
performance in terms of abort ratio, wasted work and number 
of transactions in realistic large circuits. In [7], a Ruby based 
STM implementation was evaluated, in terms of finding the 
routes on modest difficulty grids.   

III. IMPLEMENTATIONS 

Due to the practical significance of STM, naturally there 
is rich support in various programming languages, in the 
forms of various libraries, or being implemented in the 
standard library. Without the need to be exhaustive, some 
examples are as follows. Haskell, as a purely functional 
language suitable for parallel programming, has native STM 
support through its standard library. Similarly, Clojure has this 
kind of built-in STM support. In C/C++, STM is not natively 
supported, but throughout the years several libraries were 
built, such as stmmap, or cpp_stm_free, etc., but none of the 
implementations were standardized yet. Similarly, Java offers 
several STM implementation libraries, examples are JVSTM, 
Deuce or DSTM2. Naturally, these extensions exist in all the 
other popular languages as well, such as in Ruby, Rust or 
Golang. 

During our evaluations we focused on STM 
implementations in Scala and one written in Kotlin; in the 
following we briefly recap these. We selected Scala as our 
main focus, because of its popularity as a functional 
programming language supporting concurrent and parallel 
programming on the Java Virtual Machine (JVM). Scala 
offers a variety of STM APIs to test. We also looked at Kotlin, 
as a similar, but less functional programming language. Our 
goal was to compare both purely functional and imperative 
STM APIs. 

 
Figure 1. Lee’s algorithm 

 
Figure 2. Lee’s algorithm with occupied cells 

32Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-296-8

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

ICSEA 2025 : The Twentieth International Conference on Software Engineering Advances

                            43 / 88



 
Cats STM [10] is a Scala library enabling composable in-

memory transactions. It implements fine grained optimistic 
concurrency handling with no global locks; automatic retries 
and composing complex transactions out of elementary ones 
with its purely functional API. Cats STM supports using 
multiple runtimes. Also, Cats STM does not have a built-in 
transactional array, or similar type, so in the implementation 
we store grid matrices in array of transactional variables. 

CHOAM’s Rxn [11] is our own Scala based 
implementation. It does not use locks, instead it uses a lock-
free multi-word compare-and-swap algorithm [17] to commit 
transactions. It has both a purely functional, and an imperative 
API; these use the same underlying engine, so we were able 
to compare their performance. Rxn is technically not a full-
featured STM, but it is close enough: it does not have Haskell-
style modular blocking (i.e., the orElse combinator), but that 
is not necessary for parallelizing Lee’s algorithm. It has a 
built-in Ref.Array type (transactional array), which we use for 
the board matrices. 

The next implementation we tested is based on Kyo [12], 
a library for algebraic effects in Scala. One of its built-in 
effects is STM. This STM implementation uses fine-grained 
locking and has a purely functional API. We run the 
transactions on Kyo’s own runtime with its default 
configuration. For the board matrices we use an array of 
transactional variables (Array[TRef[A]]), because Kyo does 
not have a built-in transactional array type. 

ScalaSTM is a lightweight STM implementation [13][14] 
inspired by the STM API in the Haskell standard library. It has 
a mostly imperative API and uses fine-grained locking. It also 
has a sophisticated contention manager for retrying 
conflicting transactions. We use ScalaSTM’s built-in TArray 
(transactional array) for the board matrices. 

ZSTM is an implementation in the ZIO concurrency 
framework [15]. It has a purely functional API, similar to the 
one in the Haskell standard library. We run the ZSTM 
transactions on their own zio.Runtime and we use ZSTM’s 
TArray for the board matrices. 

The Kotlin implementation we tested is within the Arrow 
concurrency framework [16]. The algorithm is written in 
Kotlin, with a thin Scala wrapper. The API of arrow-fx-stm is 
inspired by Haskell’s STM package, but it is nevertheless 
mostly imperative. We run the STM transactions on the 
default coroutine dispatcher of Kotlin. We use TArray for the 
grid matrices.  

During the evaluation of results in Section 0, we refer to 
two possible basic solutions for STM with regards to the 
implementations listed above, that is opacity and early 

release. Opacity [19] is a consistency property specifically for 
STM systems. The consistency of committed transactions is 
usually guaranteed by all STM systems (e.g., by performing a 
validation step during commit). However, an opaque STM 
also guarantees the consistency of all running transactions. 
That is, a transaction in an opaque STM is never able to 
observe an inconsistent view of memory. Conversely, a 
transaction in a non-opaque (i.e., transparent) STM might 
observe such an inconsistent view, and then later (e.g., when 
trying to commit) detect the inconsistency, roll back, and 
retry. Depending on the specific logic of a transaction, the lack 
of opacity could lead to observing violation of invariants, 
which in turn could lead to, e.g., out-of-bounds reads or 
infinite loops. On the other hand, if an STM guarantees 
opacity, it will typically need to roll back and retry 
transactions more often, which could lead to performance 
degradation. 

The authors of [18] proposed early release as an 
optimization for STM transactions. This is a mechanism to 
remove items from the read set of a transaction, in effect 
releasing those memory locations earlier than the commit of 
the transaction (because the transaction does not need them 
anymore). On one hand, this has the potential to reduce the 
number of conflicts the transaction encounters, thus 
potentially increasing performance. On the other hand, the 
released memory locations will not be part of any later 
automatic validation (e.g., during commit), so early release 
must be used with care, to preserve the correctness of the 
transaction.   

IV.  IMPLEMENTATION ARCHITECTURE AND TEST 

ENVIRONMENT 

To enable better understanding of the results, main design 
and implementation considerations are introduced in the 
following subsections. 

A. Design and implementation  

The bases of main building blocks of the software 
implemented to test performance of various STM 
implementations is shown in Figure 3. The first block is 
responsible for parsing the input file given to the algorithm; 
that contains the description of the board (grid) and the source-
destination (S-D) pairs between which the routes are to be 
laid. Then there is an initial optimization, as for all the source-
destination pairs a simple grid-distance is calculated, and S-D 
pairs are sorted in increasing order. For those pairs that have 
the same grid-distance, a pseudorandom shuffling is applied, 
to reduce the number of trivial conflicts (because S-D pairs 
with coordinates close to each other are often also specified 
close to each other in the input files). Lee’s algorithm will be 
then executed on the S-D pairs in this order. 

In this implementation, a small generalization of Lee’s 
algorithm is introduced, compared to the basics shown in 
Section II. Namely, in this version, we still allow routes to 
cross in the grid. In terms of route laying on a circuit board, 
this mimics the case when there can be multiple layers. 
However, in this version of the algorithm we assign a cost to 
the routes. That is, we assign a unit cost to each cell allocated 
for a route and if another route crosses an already existing one, 

 
Figure 3. Functional blocks of the implementation 

Input file 
parsing

Input routes 
S-D pairs 

preprocessing
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algorithm STM API
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there is a double cost associated to that cell within this next 
route. Similarly, if a third route is to be laid using this same 
cell, that would again double this cell’s cost (hence it would 
cost four units) and so on, each layer doubles the cost 
(exponentially rising cost). Finally, the algorithm selects the 
route with the lowest cost. Note that the original version of the 
algorithm that does not allow route crossing is a subset of this 
approach with allocating infinite cost to route crossing. 

The parallelization is handled in the following manner: the 
S-D pairs are evaluated in parallel batches that have the size 
equivalent to available CPU threads. Whenever a thread 
finishes (a route for an S-D pair is laid), the next one from the 
ordered list starts. Note that the algorithm finishes when an S-
D route is found; when the transaction should abort and restart 
for example due to validation error or commit error, that is 
handled by the STM engine itself. 

In Figure 3 the functional blocks of the algorithm, the 
tested STM API (listed in Section II) and a block labelled as 
”API wrapper” are interwoven. This is because we have 
implemented the algorithm for each STM API in a way that 
the implementation natively uses the API and its data 
structures, therefore, the very implementation code is specific 
to the given API. For example, for a functional API a function 
itself can be passed, hence the STM engine itself can call 
”back” to the algorithm. 

The API wrapper part in the Figure is specific to testing 
the ScalaSTM API. Namely, ScalaSTM was tested in an 
idiomatic way, using its default imperative API. However, as 
in general we would like to harness the strengths of functional 
programming, we have also implemented and tested a thin 
layer, that wraps the ScalaSTM API in a monadic (purely 
functional) API similar to that of Cats STM. This way we can 
also get some ideas about the overhead of a monadic 
(“programs as values”) API in Scala. (We have considered 
creating a unified API for all the STM libraries, and 
implementing Lee’s algorithm only once, using this API. 
However, as measurements on the wrapped ScalaSTM API 
showed significant performance degradation due to the 
wrapping, we have not done this.) We summarize all the 
variants we implemented, and the STM libraries we used in 
Table I. 

CHOAM has both a purely functional and an imperative 
API; it also has various optimization options. To compare the 
performance effect of these variations, we have implemented 
four versions of Lee’s algorithm with CHOAM: 

 One using the default (purely functional and safe) 
API (RxnSolver). 

 An optimized one, which uses “early release” [18] 
to make the transaction log smaller 
(ErtRxnSolver). This optimization would not be 
safe in arbitrary transactions, but as discussed in 
[5], it is safe for Lee’s algorithm. This version also 
uses non-opaque (i.e., “transparent”) reads [19], to 
further decrease the probability of conflicts. 

 Another optimized version, which uses “tentative 
reads”, as an alternative implementation of early 
release (ErRxnSolver). 

 A version which (unlike the other three) uses the 
imperative API of CHOAM (ImpRxnSolver). It 
has no early release, or other extra optimization 
(thus, it can be seen as the direct imperative 
equivalent of RxnSolver). 

We run the various implementations on asynchronous 
runtimes they are designed for. When they are not designed 
for a specific runtime, we run them on the thread-pool of Cats 
Effect. We configure these runtimes by turning off features 
which could have a negative performance impact.  

The transactions in these implementations of Lee’s routing 
algorithm are read heavy, but at the end they always write to 
some locations (to lay a route). This means that read-only 
transactions, and transactions which only access a very small 
number of memory locations are not measured. 

We also have implemented a sequential (non-parallelized) 
version of the same algorithm, which serves as the baseline 
for comparison to the parallel ones. This sequential 
implementation is intentionally not very well optimized, 
because we wanted to compare it to similarly high-level and 
easy-to-use STMs. 

All the implementations used for this benchmarking are 
available as open source [20]. 

 
Figure 4. Completion time for simple input 

 
Figure 5. Completion time for simple input, zoomed 
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B. Experimental setup 

We run the benchmarking software described above on the 
Java Virtual Machine (JVM). This is packaged into a Docker 
container, because we wanted the measurement software to be 
portable and easily automatable, and the measurement easily 
reproducible. 

The server used has two Intel Xeon E5-2680 v3 processors 
running at 2.5 GHz, with 12 physical cores, that is 24 cores in 
total. During the measurements hyperthreading was disabled, 
therefore each thread is running on a physical core. Turbo 
boost was also disabled. During the measurements, one 
control parameter is the number of cores allocated to the JVM, 
and the software itself implements parallelization in a way that 
the number of available cores is queried from the JVM. 

The server is equipped with 256 Gbytes of physical 
memory, but the JVM heap size was configured to be 16 
Gbytes. All the implementation is based on Scala 3.7.0 and 
OpenJDK 21.0.7 (Corretto). 

We used three inputs (circuit boards for laying routes) with 
different sizes in terms of the number of cells in the grid and 
number and length of routes to be laid, as will be discussed in 
the next section: a well parallelizable simple synthetic input, 
a modest one, and a complex one coming from real circuitry. 

The algorithm for laying routes in the simple and moderate 
complexity boards was continuously run for 300 seconds for 
each input, and for each implementation, for a given number 
of available CPUs. Based on the completion times needed for 
solving an input (see next section), this results in several 
hundreds to several thousands of runs for each data point. For 
the complex input, due to its excessive complexity, 20 runs 
were performed for each data point. 

We used the Java Microbenchmark Harness (JMH) [21] to 
perform the measurements, in its default time-based “average 
time” benchmark mode. In this mode JMH repeatedly calls a 
benchmark method until a timeout of 10 seconds is reached 
(JMH calls this 1 iteration). JMH performs the measurements 
in a forked JVM (i.e., it launches a separate process just for 
the measurement); we configured it to repeat this forking 6 
times. We performed 5 warmup iterations and 5 measurement 
iterations (that is, 50+50 seconds total per fork); the 
measurement results of the warmup iterations are ignored, and 
the execution times of the benchmark method during the 

measurement iterations are averaged. (An exception to this is 
the last complex input, where we used the “single-shot” mode 
of JMH, resulting in the average of 20 benchmark method 
executions, as mentioned above.) The purpose of the warmup 
iterations is to avoid measuring in a “cold” JVM, i.e., in which 
the just-in-time compiler (JIT) did not yet optimize the 
running methods.  

V. RESULTS AND EVALUATION 

The charts in this Section show the results of our 
measurements. On the vertical axis, we show the completion 
time, i.e., the time required (in seconds) to solve one particular 
input board. The curves show the average time required to run 
on the input; the shaded area shows a 99.9% confidence 
interval (it is not visible on some of the curves). The horizontal 
axis shows the number of CPU cores available to the solvers. 
This way we can analyze the scalability of the various STM 
engines when used for parallelization. 

Figures 4 and 5 show measurement results for a 200×200 
circuit board with 90 routes (i.e., source-destination pairs), 
which is the simple input. The routes are all very short (10), 
the solutions are trivial (each is a straight line), and they never 
cross each other. (This board is a smaller version of the board 
called “simple” in [6].) Thus, solving this synthetic input is, in 
theory, perfectly parallelizable. While this is not a realistic 
circuit board, we use it to measure the ability of the various 
STM engines to exploit the potential parallelism (which is 
very high here). Figure 4 shows results for all the STM 
engines and variants we measured. The smaller results (i.e., 
results for the faster implementations) are not visible on that 
chart, so they are shown in Figure 5 (which is essentially the 
zoomed in version of the bottom of Figure 4). 

In Figure 4, we can see that the slowest STM 
implementation on this particular input is Cats STM (labeled 
CatsStm). As we increase the number of cores, at first it scales 
well until around 4 cores; then performance starts to degrade. 
We suspect the reason for this is the behavior of the locks used 
under higher contention (Cats STM uses the built-in locks of 
Cats Effect, which use a single atomic reference). Even at the 
best point in the chart (at 4 cores), this engine is slower than 
the non-parallelized baseline implementation (Baseline in the 
chart). The reason for this is probably (at least in part) the high 

Figure 7. Moderate complexity input, zoomed 
 

Figure 6. Moderate complexity input 
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overhead of the immutable and purely functional data 
structures used by Cats STM. 

In the same chart, we can see that the STM engine of Kyo 
(labeled KyoStm) seems to scale well with the number of 
processors, although there is less and less improvement the 
more cores are used (this is expected of any parallelization 
scheme that requires some coordination between cores). On 
the other hand, ZSTM seems unable to scale beyond 2 cores; 
we suspect the reason is that the locks it uses are blocking 
physical threads, and its runtime does not seem to start other 
threads, or compensate somehow for these threads that are not 
doing useful work. 

On Figure 5 we can see the implementations which are 
able to solve this input much faster. All of them show a scaling 
curve similar to KyoStm (i.e., they scale well, but the 
improvements are smaller and smaller). If we compare the 
default ScalaSTM implementation (ScalaStm), and its variant 
wrapped in a purely functional API (WrStm), we can see that 
the purely functional API has a very significant overhead 
(around 2-3 times slower). We see similar, but smaller 
differences between the solvers using the functional and 
imperative APIs of CHOAM (RxnSolver and ImpRxnSolver 
respectively). The variants using the various forms of early 
release (ErRxnSolver and ErtRxnSolver) show little or no 
performance advantage over RxnSolver; this is expected, as 
early release is used to decrease the number of conflicting 
transactions, and due to the nature of the input, there are no 
(or very few) conflicting transactions here. (ErtRxnSolver is 
even slower here, due to the overhead associated with that 
particular implementation of early release.) 

Figures 6 and 7 show results for another input with 
moderate complexity, a “small but realistic board” 
(testBoard.txt from [7]). This board is 75×75, and has 203 
routes to solve, both short and long. This input has lots of 
potential conflicts, so we expect solving it to scale worse with 
the number of cores. (As before, some implementations are 
significantly faster than others, so Figure 7 shows the zoomed-
in lower part of Figure 6.) 

As expected, we see the implementations becoming only 
modestly faster as the number of cores increases, or not at all. 
An interesting exception to this is ErtRxnSolver, which seems 
to scale very well from 1 to 5 cores (and it is mostly flat after 
that). We suspect this is due to the relatively high overhead of 

implementing early release this way, which is then able to be 
overcome by more parallelism (allowed by using early release 
and non-opaque reads to decrease transaction conflicts). 

As Figure 6 shows, the slowest implementation is Cats 
STM as previously. The fact that it is the slowest on both 
inputs suggests that it has very high single-threaded overhead 
(probably due to the immutable data structures used and the 
purely functional API). 

The STM engine of Kyo shows some limited ability to 
scale, but despite this, it is slower than ZSTM, which (as 
before) does not scale well. This contrasts with the previously 
discussed results, where Kyo’s superior scalability was able to 
overtake ZSTM at 4 cores. 

Interestingly, none of these three implementations 
(CatsStm, KyoStm, ZSTM) is faster than the baseline non-
parallelized implementation (on this input). 

In Figure 7 we see the results of the faster implementations 
on the same input. All of them are faster than the Baseline 
(non-parallelized) version. The fact that they are faster even 
on a single core (i.e., no parallelism) is because we did not 
bother optimizing the baseline (we wanted to compare 
“conveniently coded”, high level implementations). As 
mentioned before, all of them show no or limited scaling. 
Interestingly, ScalaStm (and its purely functional variant, 
WrStm) show only performance degradation with more cores 
(i.e., they are fastest with 1 core). This suggests that they are 
unable to exploit the very limited potential parallelism of this 
input. 

RxnSolver and ErRxnSolver show modest scaling, (but 
still, they are slower than ScalaSTM). Of the two, 
ErRxnSolver is the faster: as expected, using early release 
helps to reduce transaction conflicts. 

The fastest implementation (on this input) is ArrowStm, 
which scales reasonably well, and overtakes ScalaSTM at 3 
cores. 

Figure 8 shows our measurement results on a complex real 
circuit board of a memory module (board “mem” in [6]). This 
is a 600×600 board, with 3101 routes to solve. As this board 
is much bigger and more complicated than the previous two, 
solving it requires orders of magnitude more time (minutes 

Figure 8. Completion time of complex realistic board 

TABLE I. SUMMARY OF THE IMPLEMENTED VARIANTS 
Name STM library API style 

CatsStm Cats STM functional 

RxnSolver 

CHOAM 

functional 

ErRxnSolver functional 

ErtRxnSolver functional 

ImpRxnSolver imperative 
 

KyoStm Kyo functional 

ScalaStm 
ScalaSTM 

imperative 

WrStm functional 

ZSTM ZIO functional 

ArrowStm Arrow imperative 
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instead of fractions of seconds as before). For this input, we 
do not show results for Cats STM, ZSTM or Kyo as they 
showed limited performance even for the moderately complex 
board. 

As for the previous input, we see all the (faster) 
implementations improving on the Baseline (even at 1 core). 
ScalaSTM is the fastest here, showing an interesting curve: 
when running on multiple cores, it is first slower than on 1 
core, but slowly getting faster, and overtaking its single-core 
performance at 6 cores. We suspect ScalaSTM has some 
optimizations specifically for single-threaded execution. (Its 
purely functional version, WrStm shows the same scaling 
behavior, but with a significant overhead due to the API 
wrapping). As before, ArrowStm performs well, and scales 
well, but in this case, cannot overtake ScalaSTM. 

Comparing the various versions implemented with 
CHOAM, we see the unoptimized, purely functional variant 
(RxnSolver) being generally the slowest (and much slower 
than Scala STM). The variant ErRxnSolver (using early 
release) shows a significant improvement, which grows as the 
number of cores increases (this is expected, as the potential 
for conflicts is bigger with more cores, and early release 
reduces these conflicts). ErtRxnSolver (which uses both early 
release and non-opaque reads) starts slower (as before, due to 
the bookkeeping overhead of this particular implementation), 
but scales much better, overtaking all the other CHOAM 
variants, but it is still unable to overtake ArrowStm. Again, 
this scaling behavior is expected, like for testBoard.txt. 

VI. CONCLUSIONS AND FUTURE WORK  

Considering all the measurement results detailed in the 
previous section, we make the following observations. 

Comparing purely functional APIs with their imperative 
counterparts (i.e., WrStm with ScalaStm, and RxnSolver with 
ImpRxnSolver), we see overheads from around 30% to around 
300% for the purely functional APIs. This is probably due to 
the purely functional APIs allocating an enormous amount of 
very small objects, which stresses the garbage collector of the 
JVM. 

If we compare all the functional APIs with all the 
imperative ones, we see a similar trend: imperative ones tend 
to be faster (as expected). However, there is a significant 
difference in performance between the functional ones 
themselves, so there is clearly a way to decrease their 
overhead. 

The Kotlin implementation (ArrowStm) performs 
consistently well and scales well. This is probably in part due 
to its imperative nature, but we suspect it might also have 
something to do with it being executed on the Kotlin co-
routine scheduler. All the other implementations run on 
runtimes of Scala effect systems, which tend to schedule tasks 
differently from the coroutine scheduler. We leave examining 
the precise effect of the scheduler behavior on STM 
performance for future work. 

On inputs where we expect transaction conflicts, using 
early release (and non-opaque reads) shows a clear 
performance advantage. This is expected, as these 
optimizations aim to decrease the number of conflicts, and 
they succeed at that goal. 

Preliminary profiling shows that both Cats STM and 
ZSTM spend a considerable portion of their execution time 
maintaining the transaction log. This is not surprising, as the 
transactions we measured here are relatively big (i.e., their 
logs contain a lot of entries), especially for the last input (the 
memory module). Thus, optimizing their log data structures is 
a potential future performance improvement for these STM 
engines.  
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Abstract— As cloud computing has emerged as the next-

generation architecture for IT enterprises, it is challenging 

to envision a well-configured cloud environment that 

delivers services without adequate mechanisms for 

maintaining high availability, minimizing latency, and 

ensuring robustness. A notable feature of distributed cloud 

systems is their need to support a wide range of data formats 

and communication protocols. The pivotal role of 

communication protocols in facilitating seamless interactions 

among distributed components depends on their capability 

to perform real-time data and protocol conversion, ensuring 

interoperability without data loss while considering latency 

and reliability constraints. This paper proposes a prototype 

of open-source components designed to enhance distributed 

cloud infrastructure, including a protocol-aware gateway 

that performs configurable protocol transcoding. 

Additionally, the gateway component is connected to a rate-

limiting service that ensures high availability and mitigates 

network congestion. These components are seamlessly 

integrable, preserving protocol features without 

performance trade-offs. Their effectiveness is demonstrated 

through integration into the open-source Constellations 

(C12S) platform, validating their flexibility and practical 

value in real-world cloud environments. 

Keywords-Gateway; Service discovery; Rate-limiting; 

Protocol transcoding; Distributed cloud. 

I. INTRODUCTION  

In the present era, cloud computing offers extensive 

computational capabilities and facilitates on-demand 

access to a shared pool of both hardware and software 

resources. It has been introduced as the next-generation 

architecture of IT enterprises and gives great capabilities 

that ensure improved productivity with minimal costs 

while offering a better level of scalability and flexibility in 

comparison to traditional IT systems [1]. High 

performance, high availability, and scalability present 

promising features guaranteed by the migration to cloud 

computing. To minimize complexity and ensure a stable 

environment conducive to future adaptations, both 

business and regular users choose to leverage the hardware 

or software resources offered by cloud providers, aiming to 

enhance cost-effectiveness and simplify maintenance. 

It is not easy to envision a well-configured cloud 

environment delivering services without incorporating 

mechanisms for maintaining high availability, minimizing 

latency, and ensuring robustness. Moreover, addressing 

resource exhaustion and network congestion introduces a 

new set of rules that require careful consideration to ensure 

the overall health of cloud services and protect them from  

 

common misuse. To mitigate such risks, implementing a 

rate-limiting service serves as a viable solution, as a rate- 

limiting mechanism helps prevent resource exhaustion by 

temporarily blocking requests or placing them in sleep 

mode once a maximum limit has been reached. On the 

other hand, a distributed cloud aims to accommodate a 

wide range of data formats and protocols, facilitating 

seamless integration among applications. While existing 

cloud solutions are typically optimized for inter-service 

communication through RPC in a binary format, the same 

approach is not always suitable for external web clients. 

The Constellations platform is no exception. It follows the 

pattern of loosely coupled Dockerized micro-services, but 

it does not support out-of-the-box request handling beyond 

RPC, limiting straightforward interaction with external 

clients. For such scenarios, an integration of the 

component responsible for data and protocol conversion 

becomes crucial. Such a component ensures proper routing 

to the destination service without data loss, considering the 

overall network response time.  

This paper centers on the design, implementation, and 

evaluation of two integrated, open-source, platform-

independent components to maintain performance features 

crucial for a distributed cloud environment. Specifically, 

the goal is to ensure high availability and elasticity of 

communication between users and services, while 

protecting the system from excessive misuse. We propose 

a prototype gateway as the primary entry point to the 

system, which exposes Remote Procedure Calls (gRPC) as 

Hypertext Transfer Protocol (HTTP) endpoints by 

transcoding one protocol to another in a configurable 

manner. This service demonstrates that protocol awareness 

can be centralized at the entry point of a distributed cloud 

environment. It features dynamic client discovery and 

utilizes flexible configuration files for managing 

Application Programming Interfaces (APIs), eliminating 

the need to modify source code when a new service is 

discovered. Furthermore, the gateway is connected to a 

rate-limiting service to ensure availability and mitigate 

potential attacks. This service enforces limitations based 

on both system and user levels, leveraging priority queues 

and algorithms, such as token bucket, leaky bucket, and 

sliding window, to enforce fair rate control. To assess the 

proposed solution, both components are integrated with an 

open-source Constellations platform [2], which operates as 

a module within the distributed cloud infrastructure. 

The paper is organized as follows: Section 2 presents 

the related work for this research on performance in 
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distributed cloud, with a particular focus on gateways that 

ensure low latency and high availability. Section 3 

provides an overview of rate-limiting algorithms, their 

advantages, and applications. In Section 4, the gateway is 

described. Section 5 explains the implementation of a 

protocol conversion service, a rate-limiting service, and 

their integration with the open-source platform for 

configuration dissemination in a distributed cloud. The 

usability, interoperability, and limitations of the proposed 

solution are discussed in Section 6. Finally, Section 7 

presents the conclusion and future directions of the 

conducted research. 

II. RELATED WORK 

In their study, El Kafhali et al. [1] presented a 

thorough overview of cloud computing mechanisms, 

offering a systematic literature review specifically focused 

on cloud computing security issues and frameworks 

through a comprehensive survey. Their paper provided an 

overview of the fundamentals of cloud infrastructure, 

reflecting on the mechanisms to achieve scalability and 

availability, while considering proper defense against 

attacks. Latha et al. [3] conducted research that addresses 

challenges in distributed applications, focusing on client 

satisfaction, confidence, and preventing revenue losses by 

ensuring service availability. Their study developed an 

overload protection technique that relies on a URI 

configuration file, in conjunction with the Zuul gateway, 

which can filter requests before obtaining tokens. The 

token bucket rate-limiting algorithm is implemented to 

ensure traffic limitation while improving the reliability 

and availability of the cloud platform service. Despite 

integrating the gateway with rate-limiting to enhance 

availability, this research remains protocol-dependent and 

lacks protocol transcoding, which would enable flexibility 

and broaden its usage. Distributed cloud control 

approaches are also demonstrated in papers by Raghavan 

et al. [15] and in “Load balancing vs. distributed rate 

limiting: a unifying framework for cloud control” written 

by Stanojevic Rade et al. [16]. However, they do not 

describe a holistic approach with an integrated API 

gateway for monitoring and filtering requests that could 

also be protocol-agnostic. 

Ranawaka et al. [14] emphasized the need to provide a 

scalable microservice architecture that offers highly 

available and fault-tolerant operations. They implemented 

Custos, which exposes services through a language-

independent Application Programming Interface that 

encapsulates science gateway usage scenarios. This work 

primarily focuses on science-specific gateways in a 

research domain, tailored for computational experiments 

while hiding the complexities of accessing and using 

cyberinfrastructure. Although the necessity for such a 

solution is evident, the paper lacks an explanation on how 

to ensure scalability as the number of requests increases 

while protecting the platform from malicious Denial-of-

Service (DoS) attacks. 

III. RATE-LIMITING IN THE CLOUD ENVIRONMENT 

To ensure service availability and achieve high 

scalability, cloud services must protect themselves against 

excessive usage, whether it is expected or not. Cloud 

services should be developed with rate limitations in mind 

to ensure the system operates properly and avoids 

cascading failure. For increasing throughput and 

decreasing end-to-end delay over large distribution 

systems, rate limiting on either the client or server side is 

critical [3]. Our approach in this research is to implement a 

prototype rate limiting at the OSI layer 7, to prevent 

resource exhaustion and maintain system resilience. We 

propose rate control at the entry point level, paired with the 

gateway. By integrating rate limiting within gateways, API 

usage can be centrally controlled across all deployed 

nodes, ensuring uniform policy enforcement and 

simplifying management. 

Rate limiting helps prevent resource exhaustion by 

temporarily blocking requests or placing them in sleep 

mode once a maximum limit has been reached.  After the 

sleep time, the request can be forwarded from the rate 

limiter to the handling server [4]. Rate limiting has found 

use in various cases, including improving overall system 

performance, protecting against brute force or Distributed 

Denial-of-Service (DDoS) attacks, preventing web 

scraping, and preventing resource starvation. Scalable rate 

limiting is achieved using various algorithmic approaches, 

including the leaky bucket algorithm, the token bucket 

algorithm, the fixed window, the sliding log, and the 

sliding window [3]. This paper focuses on the leaky bucket 

algorithm, the token bucket algorithm, and the sliding 

window, all of which are implemented within our rate-

limiting service. The token bucket algorithm provides 

solutions for traffic shaping in packet-switched networks 

[5]. In this algorithm, when a new request arrives, the 

bucket grants one token to the requester, based on the 

availability [6]. If there are available tokens, the service 

accepts the request and removes one token from the 

bucket. If no tokens are available, the system rejects the 

request. This algorithm also requires a parameter for the 

refill rate, as it adds tokens to the bucket at a fixed rate 

defined by this parameter. It is a common choice in 

distributed systems, primarily due to its memory efficiency 

and ease of implementation.  

The sliding window algorithm imposes limits within 

fixed time intervals, allowing for precise control over 

requests in smaller time windows. It admits a specified 

number of requests in a given timeframe L. As each 

request arrives, a request counter is incremented by one. 

This process continues as long as the request counter is 

less than a specified fixed number. At the end of a window 

interval, the request counter resets. Intervals are half open, 

i.e., [t, t+L) [7]. The leaky bucket is a counter that 

increases by one up to a maximum capacity C for each 

arrival and decreases continuously at a given drain rate D 

to as low as zero; an arrival is admitted if the counter is 

less than or equal to C- 1 (so that after the arrival it will be 

less than or equal to C) [7]. The leaky bucket algorithm is 

designed to provide clients with smooth and steady 
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throughput by delaying requests rather than rejecting them 

outright. While this approach may increase latency due to 

its lack of drop behavior, it remains well-suited for use 

cases like background processing or metrics collection. 

That said, we also support two additional rate-limiting 

algorithms, giving clients the flexibility to choose the 

strategy that best fits their specific needs.  

The proposed solution emphasizes implementing API 

rate-limiting as a centralized, independent component, 

which differs from traditional methods that integrate rate-

limiting algorithms directly into individual services. By 

applying rate limiting on a system-wide basis, we gain 

finer control, allowing for multiple configurations for each 

request or service. Additionally, this approach can be 

developed and deployed separately, offering greater 

flexibility and ease of management. Having a single, 

global limit also avoids common problems related to 

communication and synchronization among multiple, 

distributed rate-limiting services [7]. 

IV. TRANSCODING HTTP TO GRPC 

While HTTP is a very popular choice due to its 

simplicity and stateless nature, some studies have shown 

that RPC outperforms HTTP in terms of response time 

and data volume [8], [9]. Moreover, 80% of the public 

APIs available follow most Representational State 

Transfer (REST) conventions, and developers are 

accustomed to that pattern, implying the need for gRPC 

APIs also to follow REST convention [10]. Additionally, 

having multiple cloud providers joined in a distributed 

cloud, cross-platform compatibility issues, and 

inconsistent call standards arise. Placing separate 

components as an API gateway alleviates these problems 

to some extent. To enhance user experience and minimize 

development costs, we propose a configurable rate-

limiting gateway that is designed to fully comply with the 

REST while retaining the advantages of remote procedure 

calls. With this, existing REST endpoints can be 

efficiently transcoded to use the RPC protocol, 

guaranteeing no data loss. Remote procedure calls heavily 

rely on Protobuf, an open-source technique for serializing 

structured data [10]. Unlike JavaScript Object Notation 

(JSON), Protobuf is optimized and runs in binary format, 

which is why it is often the preferred choice. Additionally, 

Protobuf offers a mechanism to segregate context and 

data, allowing data to be transmitted repeatedly without 

duplicating context, such as field or property names, as 

often occurs in JSON or eXtensible Markup Language 

(XML). In practice, both gRPC APIs and HTTP/JSON 

APIs serve distinct purposes, and an ideal API platform 

should offer robust support for both types.  

For protocol transcoding, the proposed gateway 

component leverages gRPC client reflection to 

dynamically discover methods, ensuring interoperability 

across services and reducing the need for manual 

adjustments. Given a hostname and port provided in the 

configuration scheme, the gateway attempts to establish a 

connection to the specific gRPC server and dynamically 

discover available services and methods without prior 

knowledge. Discovered services are later used in the 

process of protocol transcoding in order to forward data 

from the original HTTP request to the corresponding RPC 

service method. Moreover, by providing a transcoding 

feature, it is possible not only to determine what formats 

(i.e., which Protobuf messages) a server’s method uses but 

also how to convert messages between a human-readable 

format, which is dominant in HTTP, and the binary wire 

format. 

V. IMPLEMENTATION AND THE USE CASE 

Configurable, highly available cloud services, namely a 

gateway and rate-limiting service, are integrated within the 

configuration dissemination tool in the distributed cloud. 

This tool is part of the Constellations, an open-source, 

distributed cloud platform [2]. The main objective of the 

tool is to enable cloud-like services for users who would 

benefit from highly elastic deployments, while also taking 

latency and privacy requirements into account. To achieve 

so, the tool offers streamlined processes for infrastructure 

provisioning, application life cycle, and behavior 

management [10]. As the platform has multiple services 

distributed across the cloud that communicate using gRPC 

protocol, adding a rate-limiting gateway only increased its 

heterogenity and improved the response rate. 

A. Gateway 

The gateway solution offers a flexible approach for 

exposing gRPC calls as REST endpoints. Instead of 

burdening each service with boilerplate code to enable 

transcoding, this approach delegates the protocol 

conversion logic to a dedicated service acting as a proxy 

between the platform's end clients and the internal 

services. It uses the flexibility of the configuration file to 

avoid source code alterations that would otherwise be 

mandatory and are common in other prominent gateway 

implementations [12]. 

Within the configuration file, the highest level of API 

description is an API group, which encompasses versioned 

descriptions for the gRPC methods intended for exposure. 

These methods are grouped based on their purpose, 

allowing for the inclusion of gRPC methods from various 

services and applications. Bundling the APIs into API 

groups simplifies access to the methods needed for specific 

purposes, eliminating the need to search through an 

extensive list of APIs from each service to locate a 

particular method. A description of each gRPC method 

includes the REST route, HTTP method type (e.g., GET, 

POST), and the gRPC service that hosts it. The method's 

name serves as a key in a map during the dynamic 

generation of routes, and it must match the name in the 

source service. The configuration also includes the port of 

the gateway and the addresses of the gRPC services used. 

These addresses are kept internal to the gateway and are 

inaccessible from outside sources, meaning they cannot be 

directly reached via either gRPC or HTTP requests. The 

example of the configuration file is shown in Figure 1. The 

service registry, as a separate component within the 

gateway, allows services to register their endpoints, which 

are then stored in a configuration file. In the event of a 

failure, the gateway utilizes this configuration file to route 
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requests, eliminating the need to ping each service 

individually to collect routes. 

Upon initializing the gateway, the configuration file is 

loaded, and for each gRPC service listed, a corresponding 

Client object is instantiated. Each client object includes an 

attribute called DescriptorSource, which is derived from 

the gRPC reflection mechanism and participates in 

obtaining a list of exposed gRPC methods from each 

client. However, this solution relies on gRPC services 

having reflection enabled, which allows clients to access 

detailed information about the Protobuf APIs they expose, 

including the specifications of each request and response, 

as well as their attributes. To invoke gRPC calls, this 

service depended on the Go library grpcurl [13]. This 

decision was beneficial because grpcurl efficiently 

converts HTTP data to gRPC data, simplifying the 

procedure. Moreover, grpcurl supports request headers 

during invocation, which was crucial for later 

authorization between services. 

The process of HTTP route generation consists of 

several parts: 

1. Generation of sub-routers for every group, 

2. Sub-routing groups based on the version, 

3. Assigning a path to each route based on the 

method name from the configuration file, 

4. Creating a middleware that integrates a handler 

function and HTTP method type for each route.   

The second step provides fine-grained configuration of 

routes, combining group and version, resulting in each 

method being mapped with its version and group, allowing 

for easier maintenance of clients in the future, based on the 

current API version. All of these parameters are required 

to create a complete path for each method. The full path is 

created in the third step, using the exact method name 

previously read from the configuration file. The final step 

is to prepare the router for gRPC method invocation. To 

achieve this, HTTP endpoints are wrapped into the 

middleware, which performs preprocessing and validation 

before the actual gRPC call. The transcoding process is 

validated against GET, POST, PUT and DELETE HTTP 

methods, with and without custom HTTP headers. To 

extract parameters from routes, the gateway uses regular 

expressions and then performs implicit type conversion. 

To prevent unauthorized access, the middleware includes a 

check for authorization tokens, verifying each request 

before directing it to the destination service. This process 

helps eliminate redundant calls to services with restricted 

access, enhancing security and improving response time. 

Once the gRPC method is invoked and completed 

successfully, the response is returned as a byte buffer. 

Additionally, the gRPC status codes are mapped to their 

corresponding HTTP response codes. This mapping is 

particularly helpful in case of errors, as it enables the 

provision of informative messages that explain why the 

error occurred. 

B. Rate limiter 

The rate-limiting service provides customizable rate-

limiting mechanisms per request at both the application 

and system layers. Limitations are designed per client. In 

our scenario, clients refer to end users of the constellation 

platform. However, distinct rate limiters can be created 

based on the requirements of cloud services, irrespective 

of client types. Full support for managing rate limiters is 

also provided, enabling rate or type updates, safe deletion, 

and optional parameters. To support flexible request 

control, the prototype offers multiple rate-limiting 

algorithms that clients can choose from based on their 

specific needs. To apply safety measures against API 

overuse, we first define a rate-limiting strategy. Every rate 

limiter is assigned a unique ID in the format of user_id-

method_id. For seamless integration, method_id 

corresponds to a method name retrieved from gRPC 

clients in the gateway. As this data is already extracted 

and prepared for routing to the desired service, no further 

querying or communication with other services is 

necessary. Given that this ID is treated as a regular 

expression, any notation is allowed, making it usable not 

only for gRPC methods but also for users or organizations 

that require limited access to resources. For instance, it is 

possible to configure access limitations for authenticated 

users and request origins, forbidding usage from multiple 

devices simultaneously. Apart from ID, the rate limiter is 

also described with TYPE, REQ_LIMIT, PRIORITY, 

PERIOD, and BURST. Attribute TYPE is directly related 

to supported rate-limiting algorithms, currently limited to 

gateway: 

  route: /apis 

  port: 5555 

services: 

  Kuiper: kuiper:5000 

  ExampleService: example:9001 

  RateLimitService: rate_limiter_service:8080 

groups: 

  core: 

    v1: 

      CreateExample: 

        method_route: /example-route 

        type: POST 

        service: ExampleService 

      PutStandaloneConfig: 

        method_route: /configs/standalone 

        type: PUT 

        service: Kuiper 

Figure 1. Example of a YAML gateway configuration.  

 

&pb.RateLimiter { 

        id: "user1-PutStandaloneConfig", 

        Name: "PutStandaloneConfig", 

        UserName: "user1", 

        Type: "tokenBucket", 

        Priority: 1, 

        ReqLimit: 1, 

        Period: 60, 

        Burst: 1, 

        Idle: 2 

    } 

Figure 2. Code snippet demonstrating a rate limiter object 
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token bucket, leaky bucket, and sliding window. The total 

number of allowed requests within a specified period is 

determined by the combination of the attributes 

REQ_LIMIT and PERIOD. A period of time can be 

expressed in seconds. This additional parameter enables 

services to create rate limiters tailored to internal service 

metrics. These metrics might incorporate temporal factors, 

such as the number of served requests during specific 

periods of the day. Parameter BURST stands for the 

maximum number of concurrent requests that the API can 

handle, and it is used to regulate throttling in the token 

bucket algorithm. With larger bursts, the network may 

need to allocate more resources per connection [7].  

The rate limiter also supports a priority queueing 

mechanism that can be utilized to favor users who are 

most frequently rejected due to system limitations. 

Priority can be handled at either the method or user level, 

where critical, time-sensitive methods have higher 

priority, while tracking or monitoring methods can be 

accessed with a delay. A lower PRIORITY value means a 

higher priority in the queue; thus, a value of 1 indicates 

the highest priority. If the userName is not provided, 

PRIORITY refers to the method. It is also possible to 

define an IDLE parameter for slow connections. This 

parameter and priority queueing are optional and can be 

deactivated based on system needs. The example of a rate 

limiter is shown in Figure 2. This rate limiter is set to 

allow only one request per minute, using the token bucket 

algorithm. It is defined for the user with the highest 

priority. Only one rate limiter can be active per client–

request combination. This aligns with the notion of a fixed 

number of requests per user, as offered by cloud provider 

subscription plans. Any changes made to the rate limiter 

will override previous settings and reset the number of 

available tokens.  

To minimize response time, a caching mechanism is 

implemented in the rate-limiting service. This mechanism 

stores the current state of the rate limiter in a cache 

memory for a specified period, reducing the number of 

calls to the database. The cache is updated each time a 

service modifies the rate limiter object. However, 

inconsistencies can arise due to network delays and 

concurrent updates, which may allow clients to exceed 

rate limits before the state is synchronized. Achieving 

strong state consistency can introduce significant 

overhead, resulting in longer processing times and 

reduced performance. To address this issue, we decided to 

integrate with Redis due to its ability to perform 

operations in memory, which reduces latency and makes it 

suitable for high-traffic environments where rate limits 

need frequent checking and updating. 

C. Integration with the Constellations platform 

As an evaluation, developed components are 

integrated with an open-source platform within a 

distributed cloud infrastructure to facilitate two-way 

protocol conversion and manage resource availability by 

enforcing rate control. To illustrate the flow of the 

transcoding process, Figure 3 depicts a scenario in which 

two clients send identical requests within a predefined 

timeframe. Requests are sent to the service responsible for 

configuration management within the Constellations 

platform. The service responsible for this feature is 

represented as a constellation service in a diagram. For 

example, in Figure 3, we demonstrate two calls to an 

endpoint that has a system rate limit of one request per 

minute. After receiving a request, the gateway uses 

DescriptorSource to determine the actual method name 

bound to the received HTTP request. Based on the 

configuration file, it maps parameters (if any) and 

Figure  3. Sequence flow demonstrating the integration of gateway and rate-limiting services with the Constellations platform
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converts the request payload to a byte stream suitable for 

the Protobuf format. The method name from the 

configuration is then used in a direct gRPC call to the rate-

limiting service. The IsRequestAllowed method in the rate-

limiting service searches for a rate limiter object based on 

its ID and then examines the rate limiter type to determine 

whether a request can be executed at the moment.  

If an optional parameter is provided, the rate limiter 

service is also responsible for checking the user priority. 

Based on the examination of parameters, if the limit is 

reached, the method returns a false flag. Given the flag 

value, the gateway decides whether to invoke the actual 

gRPC method and transfer the request. As shown in Figure 

3, for the second client, the rate limit is reached, and the 

request is blocked immediately. The same sequence is 

followed in case where a thousand users concurrently send 

identical requests, and the control rate is shown in Table 1, 

for each rate-limiting algorithm.  

In Table 1, we compared the average latency 

introduced by different rate-limiting algorithms 

implemented in our service. We sent 1000 requests to the 

same route, configured to use the token bucket, leaky 

bucket, and sliding window algorithm, with the same 

reqLimit parameter set to 10. This seemed reasonable, 

considering the configuration is per IP address, and the 

average response time without a rate limit for the route 

was approximately 100-200ms. Both client IP address and 

Constellations’ server were connected to the same internal 

network. Control rate is measured for the system rate 

limiter, representing the ratio between the number of 

successful and the number of rejected requests (those with 

429 status code). Average latency represents the ratio 

between regular response time and response time when the 

rate limiter is applied. 

TABLE I.  A COMPARISON OF RATE-LIMITING ALGORITHMS 

 Token bucket Leaky Bucket Sliding Window 

avg. 

response 

time 

0.097s 1.001s 0.095s 

avg. 
latency 

0.074s 0.043s 0.022s 

control 

rate 
0.1273 / 0.1235 

total time 

(~1000 
req) 

10.502s 13.253s 10.084s 

This approach enhances performance by minimizing 

unnecessary calls to the destination service while also 

providing the possibility to enforce a global rate limit that 

a user can achieve, regardless of the cloud service being 

accessed. As shown in Table 1, the control rate for the 

leaky bucket is not calculated, since all requests pass with 

a slight delay. Therefore, it is a client’s responsibility to 

define the rate limit in advance, choosing the most 

appropriate algorithm depending on the use case. The 

transcoding process occurs at the beginning of the request 

call. It takes less than 5 ms, which turned out to be 

negligible performance-wise, especially considering that 

mapping is performed in the beginning, and no additional 

handling of routes is needed.   

VI. DISCUSSION 

In this research, we propose a solution to address 

issues in multiprotocol environments, emphasizing the 

need for cloud services to communicate in a predefined 

manner. Most cloud platforms support RPC internally and 

require additional time and resources to expose RPC 

methods as REST endpoints. Instead of the time-

consuming process of refactoring existing services, we 

propose integration with a component that already offers 

protocol conversion and enables straightforward 

migration with API versioning. Therefore, we developed a 

protocol-aware gateway responsible for transcoding 

HTTP to RPC, following reconfigurable mapping of 

routes. This approach proved helpful in different settings 

as it supports both client reflection and the set of 

configuration rules described in YAML files, enabling 

proper connection between service methods and REST 

endpoints. Having this configuration separated from the 

internal logic of the connected services in the cloud 

reduces development time while making management 

easier. Its scheme is tested against routes with query 

parameters, path parameters, authorization, and custom 

headers, as well as with a request body, and it performs 

transcoding without data or header information loss. It can 

differentiate between unauthorized and authorized 

methods, preventing misuse, and could leverage access 

control measures if they are implemented further in the 

cloud environment. Moreover, the solution only requires 

following the schema pattern and can be easily integrated 

into existing cloud infrastructures, which we have 

demonstrated by incorporating it with the Constellations 

platform. However, since the proposed transcoding 

process heavily relies on the configuration file to extract 

routes, it is important to note that a strong automated 

YAML scheme validation is needed in order to minimize 

ambiguity and reduce the risk of errors. 

Furthermore, this prototype relies on I/O operations to 

read the configuration and to track changes as new routes 

are added. This did not come as a bottleneck for the 

current setup, but it should be monitored as the number of 

services grows in the cloud. One possible approach would 

be to partition the configuration by services or their 

deployment location and scale horizontally. We integrated 

a protocol-aware gateway with the rate limiter and 

demonstrated its strong properties in precision rate control 

and manageability. With its priority queueing and system-

agnostic features, it effectively enhances system safety 

and ensures alignment with platform requirements. Such 

granularity can be a trade-off between rate-limiting 

accuracy and performance; therefore, it is up to end users 

to decide whether to include fine-tuning of requests or 

not. 

VII. CONCLUSION 

The paper presents mechanisms for achieving desired 

performance features in a distributed cloud environment, 

with a focus on high availability, scalability, and 

robustness. To achieve these goals, we demonstrated the 

integration of two prototype components, namely the 

gateway and rate-limiting service, with an existing 
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configuration dissemination solution. The prototype 

emphasizes its ease of adoption, platform-agnostic design, 

and the ability to enforce consistent communication 

patterns without sacrificing flexibility or performance. 

Key contributions include enabling protocol transcoding 

from HTTP to gRPC calls with reflection for method 

discovery, facilitating the transcoding of HTTP headers 

and body to Protobuf messages, and, in the opposite 

direction, packaging byte streams into readable HTTP 

responses in JSON format, while also ensuring proper 

status code mapping. This addressed the necessity for 

each service to expose both HTTP and gRPC endpoints. 

Additionally, it enhanced the availability of each service 

by maintaining communication within the platform on 

gRPC, thus boosting efficiency. Furthermore, the 

gateway, paired with an independent rate-limiting service, 

eliminates the need for each service to alter its internal 

logic or modify request implementation to manage and 

regulate network congestion. System rate limiting 

manages and controls overall network flow within the 

platform, while also allowing for the creation of specific 

limitations on a per-request or priority basis, which 

emerges as a suitable solution for subscription plans 

structured around request rates from cloud providers. As 

part of our future work, we aim to enhance rate-limiting 

capabilities by making them adjustable based on service 

telemetry and monitoring, and to extend the current 

solution to support distributed rate-limiting. Additionally, 

the goal is to further research prototype performance and 

general applicability by integrating it with more real-

world solutions. 
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Abstract—It seems that AI adoption in software testing is
not as straightforward as promoted by the hype surrounding
AI: there are a lot of expectations, but the reported practical
implementations are still relatively rare. In this survey paper, we
investigated the reasons behind the slow AI adoption in software
testing by qualitatively analyzing recent empirical studies with
industry context. In our work, we classified the barriers and
enablers from the earlier studies into six categories: management,
processes, human resources, technology, data and external. The
main approach to AI adoption in software testing in the industry
still seems to be investigation and experimentation in individual
organizations without industry-wide reference implementations
or standards. A major barrier for AI adoption in software testing
is the lack of perceived usefulness or produced value. More
research and empirical evidence of successful AI adoption in
software testing is needed.

Keywords-software testing; artificial intelligence; technology
adoption; qualitative research; reflexive thematic analysis.

I. INTRODUCTION

In the industry, the interest in AI in software testing is high
and growing. It is seen as a potential competitive advantage:
companies that do not successfully utilize AI in software
testing will lose in the competition [1]. However, the practical
implementations and the AI adoption rate seem to be lagging
behind [2][3].

In Perforce’s [2] 2024 industry survey, 48 percent of re-
spondents indicated they were interested in AI but have not
yet started any initiatives, and only 11 percent were already
implementing AI techniques in software testing. Interest in
AI is still growing a year later, in Perforce’s newest 2025
industry survey [3], over 75 percent of survey respondents
identified AI-driven testing as a pivotal component in their
strategy for 2025. But actual adoption rate is still behind, with
only 16 percent of respondents reporting on having adopted
AI in testing [3].

On the side of academia, the research on AI in software
testing has been quite extensive [4][5]. However, Nguyen at
al [6][7] found in a study conducted in 2023, that most of
the existing studies on AI in software quality assurance are
"experimental studies and thus do not take into consideration
the industrial context". They further state that "how GenAI
models deal with real-world software quality issues remains a
mystery" [6][7]. King et al [8] had similar findings in 2019:
"only a few of these works are backed by real-world case
studies, or result in industrial tools and methods". Since some
time has passed when the studies mentioned were performed,
and advances in especially generative AI and large language

models have been made, we wanted to explore the current state
of empirical studies on AI in software testing with a strictly
industry context. To our knowledge, literature surveys with
this specific scope have not been conducted before.

Our first paper on AI adoption in software testing, based on
the same dataset of literature, was about how AI is utilized on
software testing and what are the expectations related to it [9].
There, we focused on the actual and potential use cases for
AI in software testing, and their actual and expected benefits
[9].

In this survey paper, we continue the reflexive thematic
analysis of the literature from the point of view of barriers and
enablers of AI adoption in software testing. Overall, our goal
in this study is to explore, why AI adoption rate in software
testing is still quite low, and what could be done about it via
identifying the barriers and enablers. Our research questions
are:

• RQ1: What are the issues that prevent or hinder AI
adoption in software testing?

• RQ2: What are the enablers behind successful AI adop-
tion in software testing?

The paper is structured as follows. In Section 2, we describe
the data collection and research methods and process. In
Section 3, we present the results of the qualitative analysis.
Section 4 contains the discussion, where we further reflect
on the findings. Finally, the conclusion and future work are
presented in Section 5.

II. METHODS

We utilized systematic mapping study, as described by
Petersen, Vakkalanka and Kuzniarz [10] to identify earlier
studies on AI adoption in software testing. Then, we quali-
tatively analyzed the papers found via the systematic mapping
study. Our primary data analysis approach in this study is
reflexive thematic analysis. Braun and Clarke [11][12] define
thematic analysis as a flexible qualitative analysis method, or
more appropriately, a family of methods, for observing themes
within data. The overall research process is documented in
higher detail in the "sister paper" of this study [9].

A. Data Collection

We performed a systematic mapping study, and found 17
papers that fit our inclusion and exclusion criteria [9]. Our
goal was to find recent (year 2020 or later) original empirical
papers on AI in software testing where the data had been
collected from testers or other QA experts. The databases we
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TABLE I. NUMBER OF PAPERS PER YEAR

Year Papers

2020 2 [13][14]
2021 0
2022 2 [1][15]
2023 4 [16]–[19]
2024 10 [20]–[28]
Total: 17

used were Scopus and Google Scholar, because they are known
to include papers from a wide selection of different fields.

Over half of the papers (10) we found had been published
in 2024 (see Table I). Out of the 17 papers, nine were peer-
reviewed, six were theses and two were other grey literature.
The reason, why we included theses and other grey literature
in our study, was that they contained rich and detailed data
collected from experts, making them well suited for qualitative
analysis.

B. Reflexive Thematic Analysis
In this study, we used reflexive thematic analysis, a non-

positivist approach [12], as our data analysis method. A theme
is a concept that captures important patterned information and
insights about the data, related to the research question [11]

We followed the phases of thematic analysis defined by
Braun and Clarke [11]:

• Phase 1: familiarizing yourself with your data
• Phase 2: generating initial codes
• Phase 3: searching for themes
• Phase 4: reviewing themes
• Phase 5: defining and naming themes
• Phase 6: producing the report
In reality, the process was more iterative, where especially

the phases from three to six were repeated several times.
We followed an inductive approach in our analysis, and our
goal was identify interesting themes in the papers. Eventually,
the large number of identified themes resulted in splitting
the reporting into different papers, as too many themes in
one paper resulted in a very incoherent and long report.
In our earlier paper, we focused on how AI is utilized in
software testing, analyzing the actual and expected use cases
and benefits, and the discrepancy between the expectations and
reality of AI adoption in software testing [9].

In this study, we wanted to further investigate the reasons
why AI adoption in software testing seems to be quite low.
Therefore, we selected the barriers and enablers as our primary
theme. We also tried to identify the differences between actual
barriers and enablers, and expected barriers and enablers,
but that proved too complicated, especially with the earlier
literature, where a lot of the context was missing.

III. RESULTS

We grouped the barriers and enablers identified from the
studies into six categories (see Table II): management, pro-
cesses, human resources, tools, data and external. The category

here describes the "source" of the barrier, or the level the
barrier could be resolved. Barriers and enablers in different
categories can also affect each other. For example, outsourcing
can be one way of resolving the barrier of AI skill gap. It is
worth noting, that the barriers of adoption are not inherently
"bad" and enablers "good". For example, strict IT policies or
data privacy and security issues as barriers are essential in
cases where the developed software is safety-critical. Enabling
the AI adoption by loosening the IT policies in this will most
likely result in unwanted side-effects.

The management category describes the barriers and en-
ablers related, for example, to the organization’s finances,
priorities, strategy and personnel management. The process
category contains the barriers and enablers related to the
daily operations within the organizations, such as policies,
communication, software development processes, etc. The
enablers and barriers in the human resources -category include
employee-level topics, such as skills and feelings. In the tools
category, we have technological barriers and enablers. The data
category contains barriers and enablers related to data. And
finally, in the external category, we have items that impact AI
adoption in testing, but come from outside the organization,
for example, societal, business ecosystem, or industry level
barriers and enablers.

The obvious elephant in the room is the perceived lack
of usefulness or produced value of AI in software testing.
In Purovesi’s [26] investigation of AI adoption in the test
automation context, interviewees had observed that the value
produced by AI is still minimal. Also, Hossain et al [27] found
that in companies there was uncertainty about the usefulness
of AI testing. Some felt that there was a lack of concrete
estimates about the time-saving of AI assisted test automation,
as the evidence was limited [26]. In the study by Amalfitano,
Coppola, Distante and Ricca [20], the respondents "pointed out
that while there are numerous general-purpose tools available
in the domain of Large Language Models (LLM), their poten-
tial for GUI-based testing tasks remains unproven". The earlier
studies reported benefits from AI adoption in software testing,
but in some cases, it was difficult to quantify them [26], or
respondents felt that the speed or efficiency improved only a
little [24][26]. In addition, AI adoption may cause additional
work that may undo the benefits: it takes more time than it
saves [26]. For example, creating test cases with AI is easy,
but maintenance is not: making changes to, or finetuning, AI-
generated test cases takes a lot of time and effort [24].

Significant investments are required in AI adoption: espe-
cially investments in technology and skill development were
seen as important enablers. Hossain et al [27] found that
especially for software development organization that have
no previous experience with AI systems, implementing AI
can be both costly and time-consuming. Costs include, for
example, hiring more staff or consultants, training of person-
nel, and infrastructure and computational resources [27]. The
development of trustworthy AI systems can take a long time,
months or even years, because of the experimental and iterative
approach to development [27].
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TABLE II. BARRIERS AND ENABLERS PER CATEGORY FROM EARLIER LITERATURE

Category Barriers Enablers
Management Lack of usefulness/produced value [1][20][24][26][27] Marketing AI benefits [1][26]

Requires significant investments [1][27] Leadership support [14][16][17][25]
Risk aversion [1][21][27] Investments in technology [14][16][17][26]
Lack of time and resources [1][21][24][25][27] Investments in skill development [26]

Outsourcing [27]
Hiring new employees [27]

Processes Incompatibility with current processes [1][13][21] Evaluation of current processes [1][28]
Strict IT policies [25] Change management [25]
Poor internal communication [25] AI roadmap [27]

Human resources AI skill gap [1][20][21][24][26][27] Personnel training [16][24]–[27]
Lack of trust in AI [13][21][23]–[25] Internal communication [21][25]
Resistance to change [1][25] Collaborative experimentation and research [1]

Guidelines for working with AI [20]–[22][25]
Tools Difficulties in finding and selecting tools [20][24] Explainable AI (XAI) [13][21][28]

Lack of transparency [13][21][28] Monitoring and reviewing [21]
Incompatibility with legacy systems [1][21][26] Building test automation first [1]
Poor usability of tools [1] AI tool documentation [4]
Unreliability (e.g., hallucination and bias) [21][23] Company’s internal AI tools [25]
Tool pricing [20] Open-source AI tools [20]
Lack of domain knowledge [20] Formal screening process for AI tools [25]

Data Lack of training data [1][13][20][21][23][25]–[28] Purposefully collecting data for training [1][26]
Data privacy and security issues [24][27] Creating training datasets [20][26]

Tools for data cleaning and pre-processing [27]
Reliable data sources [27]
Proper training of AI with high quality data [20][27][28]

External Lack of reference implementations or standards [1][21] Education system (e.g., university level) [27]
Collaboration with other organizations [27]
Certifications [16][21][26]

Because of the experimental nature, someone has to make
the initial commitment and investments to the development of
AI-based testing solutions, but without reference implemen-
tations, it can be difficult to get organizations to commit to,
or even try, AI adoption in testing [1]. Ahven [1] investigated
AI adoption in testing in an IT consulting company, where
their customers were not willing to commit because of the
lack of reference implementations. And on the other hand, the
consulting company was not willing to develop AI solutions
internally and take the financial risk of trying something new
that might result in a failure [1]. To get around this problem,
the interviewee’s in Ahven’s [1] mentioned, that the company
had started marketing communications (videos, webinars) to
create excitement about AI-assisted testing within customers.
However, on the other side of the marketing coin, aggressive
marketing, unrealistic promises and a "hype peak" related AI
in testing were observed [26].

Khan et al [21] found that especially small companies doing
software development "may be risk-averse towards adopting
new technologies, including AI-based software testing tech-
niques, due to the fear of potential failures or increased costs".
In addition to the financial risks, AI technologies include
risks, such as risks related to security and privacy. Purovesi
[26] found that, even though the interest in using AI in test
automation, customers wanted to carefully consider the secu-
rity and privacy before making the commitment. Uncertainty

about risks was one of the reasons Hossain et al [27] also
found, that reduced the willingness in organizations to commit
to AI adoption in testing. In safety-critical scenarios, the
uncertainty of results can be unacceptable [20]. In addition,
people unaware of AI risks are a risk. Even though, in most
of the studies, the interviewees were knowledgeable about the
risks related to AI, a complete lack of risk awareness was
also observed: some employees did not see any risks in AI
utilization in software testing [25].

Time and resources are needed in many aspects of AI
adoption in software testing, such as designing, building and
training AI models [27], implementing AI systems for testing
[1], skill development [25]. In addition, new computational re-
sources are needed for the AI infrastructure [27]. AI adoption
means time away from daily work, which may be difficult
to organize and cause delays in testing work [27]. Skill
development may be hindered if testers do not have working
time allocated to learning about new topics that are not directly
related to their current work [25].

AI adoption in software testing also requires changes in
current processes and ways of working. Evaluating current
ways of working and how things could be done differently
were seen as important enablers, but it is also often blocked by
lack of time [1]. Also, resistance to change can hinder adop-
tion: if existing processes are working quite well already, it
might be difficult to convince people to think things differently

48Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-296-8

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

ICSEA 2025 : The Twentieth International Conference on Software Engineering Advances

                            59 / 88



[1]. Laine [25] suggests that change management efforts are
therefore needed to enable successful AI adoption. Hossain
et al [27] suggest creating an AI roadmap, and evaluating,
where AI would fit in, as well as monitoring the performance
indicators and milestones over time [27].

AI skill gap as a barrier was highlighted in several studies.
AI as a term can contain a variety of technologies requiring
specialized skills that is not usually present in a testing organi-
zation [26][27]. Verifying and validating AI model’s accuracy
after training requires skills, such as statistical analysis and
data visualization [27]. Prompting, while seeming deceptively
simple, can require significant effort and a trial-and-error ap-
proach, "which requires a fine-tuning of the prompts used and
implies the possibility of wrong results of the testing activities"
[20]. In order to bridge the AI skill gap, the organization
must invest in skill development via, for example, personnel
training, hiring new employees, developing guidelines (e.g.,
for prompting and creating training datasets) [20][21][27]. In
one company, a study group ("future testing research unit")
had been created, where testing specialists experimented and
researched new tools and new ways of working, and presented
the results to the organization [1]. Another option to resolve
the AI skill gap is hiring new personnel [27].

The lack of trust in AI seems to be closely related to the un-
reliability of AI tools. In a study by Adu [23], and interviewee
summarized the problem of the underlying reliability issue in
LLMs: "My main concern is that LLMs are not capable of
thinking and do not really "understand" the prompts nor the
content they are producing. They are rather content generators
which output the statistically like response given some input.
As such, the problem with using them for testing related tasks
is that there is no guarantee that they are doing what you
asked them to do." [23].

Due to their inherent nature, LLMs are not therefore ideal
for testing tasks that require reliability or determinism. It
comes down to selecting the right AI tools for the right tasks.
In addition, human supervision of AI via monitoring and
reviewing was seen as crucial [21]. Khan et al summarized that
"rule-compliant processes, monitoring systems, and external
oversight contribute to reliability" [21].

Earlier it was mentioned, that marketing, and communi-
cating the benefits of AI to customers are important. Same
seems to go for the internal communication. Laine [25] states
that "when introducing a new AI tool, the communication
should emphasize the benefits, especially to the employees
themselves". Poor internal communication can manifest as lack
of knowledge about, e.g., the internal training materials and
AI tools that are available in the company [25]. Khan et al [21]
highlight also the transparent and ethical organization culture
and communication in order to build long-term trust to AI, as
well as self-regulation and self-imposed AI standards.

Clear communication is also important if, for example,
utilizing public AI tools is forbidden by the IT policy due to
privacy and security reasons. In addition to communication,
the overall leadership support was seen as an important
factor in engaging employees [14][16][17] and was seen as

contributor to a successful adoption [25].
From the technical side, incompatibility with legacy systems

and code was raised as a potential problem in AI adoption
[21][26]. On the other hand, from the data point of view, old
and complex systems were more suitable for leveraging AI,
because of the large amounts of data available for AI model
training [26].

The lack of transparency in AI models and tools can cause
a lack of trust in AI, since it is difficult to understand and trust
their decisions [13][20][21]. With commercial AI testing tools
the black-box nature can hinder also the ability to fine-tune
the tools effectively [20]. In addition, commercial tools were
difficult for testers to evaluate, as they require subscriptions,
which may lead to testers giving up on the tool evaluation
completely [20].

Amalfitano, Coppola, Distante and Ricca [20] suggest open-
source AI tools as way of increasing the transparency and ex-
plainability of AI systems. Khan et al [21] state that "explain-
able AI (XAI) is crucial for building trust, but challenges exist
in achieving transparency". Solutions suggested for enabling
and increasing explainability were: implementing parallel al-
gorithms [21], knowledge distillation, saliency mapping, and
symbolic reasoning [13], as well as visualization [28]

Lack of training data, and especially the lack of high
quality training data was also a major barrier. The quality
of training data directly impacts the reliability of the AI
system [27]. However, potential training data was not collected
systematically or it was discarded as useless [1]. Training
data collection also raises privacy and security concerns [27].
Overall, careless handling of sensitive data in AI tools may
result in compromised security [23]. Another issue was the
bias in AI systems, caused by the training data. Khan et al
[21] suggested using benchmark datasets in addressing the
bias [21]. Overall, collecting, labeling and cleaning training
data was seen as a challenging and high effort activity, which
also requires time and investments [13][21][27].

IV. DISCUSSION

Our research questions were: "what are the issues that
prevent or hinder AI adoption in software testing" and "what
are the enablers behind successful AI adoption in software
testing". We went through earlier empirical studies on AI
in software testing with industry context, and looked for
the barriers and enablers of AI adoption. We found that AI
adoption in software testing is not only a technological issue,
as we classified the barriers and enablers reported in the earlier
studies into six categories: management, processes, human
resources, technology, data and external.

A very significant barrier for AI adoption in software testing
was a lack of usefulness or produced value, combined with the
lack of reference implementations. The potential reasons we
identified based on the analysis of the earlier studies were:

• The early phase of adoption: the approach to AI adoption
is still exploratory and investigative, as there are yet no
industry-wide practices or standards
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• The nature of some AI tools: for example, LLMs are
not suitable for testing tasks that require reliability and
determinism.

In our earlier study of the same literature dataset [9] we
found that there were potential use cases for AI in software
testing, such as test case generation, code analysis, and intelli-
gent test automation, but the reported actual implementations
and observed benefits were limited. Many implementations
were still on the proof-of-concept level [9].

The lack of usefulness or produced value, and the lack
of reference implementations, seem to be also reflected in
grey literature on AI in software testing. Ricca, Marchetto
and Stocco [29] have performed a multi-year analysis of grey
literature in test automation, and concluded that "the nature
of these sources limits to suggestions on how to use AI
for TA, without presenting concrete evidence of its practical
application or usage details".

For the lack of usefulness or produced value we did not
identify many direct enablers. Collaborative experimentation
and research, and collaboration with other organizations, could
be ways for identifying useful reference AI solutions for soft-
ware testing. Most of the enablers were focused on resourcing,
building trust in AI/tackling resistance, skill development, and
documentation.

Simmler and Frischknecht [30] have proposed a taxonomy
for evaluating human-machine collaboration, that could be
utilized also in software testing context to evaluate suitable AI
solutions for different testing tasks, as well as the resources
needed for monitoring these solutions. They define two dimen-
sions: level of automation and level of autonomy. In short, the
higher the level of automation, the less humans have control
over the system, and the higher the level of autonomy is, the
more the transparency decreases and it becomes more difficult
to trace the machine’s actions [30]. The more autonomy
the AI-system has, the more important human monitoring
becomes, and the higher the level of automation is, the more
reliable the system needs to be [30].

It is worth noting, that the interest in AI seems to have in-
creased significantly [2][3], even despite the lack of perceived
value or usefulness. What makes companies want to invest in
new technologies that do not yet have a proven track record?
Gulzar and Smolander [31] provide an explanation to this:
they have established that there are various motivations for
new technology adoption, which can have both positive and
negative effects. These motivations include [31]:

• Market dynamics - staying one step ahead, technology as
a competitive edge

• Internal imperatives - goal setting by management, strat-
egy

• Technological advancement - innovations
• Social influence - fear of missing out, hype, enthusiasm,

collective feelings
• Economic considerations - reducing costs, return-of-

investment (ROI)
• Operational and strategic improvements - increased effi-

ciency, productivity, scalability

As can be seen, there are more motivations to technology
adoption than just operational improvement and technological
advancement. The other motivations, such as market dynamics
and social influence, can weigh in more than the proven
benefits of the new technology.

Monitoring is also one of the ways to tackle the barriers
of lack of transparency and the lack of trust in AI. Soomro,
Fan, Sohu, Soomro and Shaikh [32] have found that "negative
perceptions of AI can slow down its adoption in various
sectors". Open and honest internal communication on AI were
highlighted by Laine [25] and Khan et at [21] as a way of
addressing the lack of trust. Another issue causing lack of
trust in AI are the data privacy and security issues. Kinney,
Anastasiadou, Naranjo-Zolotov and Santos [33] summarized
that the loss of privacy due to data needs of AI systems are a
significant factor in the rejection of AI technology".

The marketing of AI benefits, whether to customers or
in company’s internal communication, should be based on
evidence. In Purovesi’s [26] study interviewees had observed
aggressive marketing, unrealistic promises and a "hype peak"
[26]. On the other hand, there were also reports of resistance
to change [25][26]. If the lack of trust in AI and resistance is
based on legitimate concerns, such as lack of produced value
and usefulness, or security and data privacy problems, it should
not be addressed by only trying to convince the audience of
AI benefits. In summary, we need more research and empirical
evidence of successful AI implementations in software testing
to back up the message of AI benefits.

A. Limitations of the study

The studies we analyzed were from 2020-2024, so it is pos-
sible, that there have been new developments in AI adoption
in software testing after their data collection phases. It can
also be, that we have incomplete knowledge of AI adoption in
software testing, as it may be undocumented. Companies may
be unwilling to reveal their experiences of AI-assisted testing,
in order to maintain business secrets or competitive edge, or
even due to failed adoption attempts.

In this study we did not cover the impact of legislation
and regulation to AI adoption, which could be viewed as
both barriers and enablers. It was noted in the earlier studies,
that for some domains, such as healthcare and banking, the
laws and regulations of handling confidential data are stricter
[27]. In these cases, the laws and regulations are acting as
a barrier, and for a good reason. Laws and regulations were
also seen as a way of increasing trust in AI, making them also
an enabler. Some experts also raised the issue of problems in
regulation, as it was viewed as outdated, and needed to be
extended to cover AI use [27][28]. However, there were not
enough details to analyze the impact of laws and legislation
to AI adoption in software testing in higher detail, as this is a
complex phenomenon. We also address additional limitations
in our earlier study [9].
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V. CONCLUSION AND FUTURE WORK

In order to investigate the reasons behind low AI adoption
rates in software testing, we performed a reflexive thematic
analysis of 17 earlier empirical studies on AI adoption in
software testing. We found that AI adoption is software testing
is still suffering from lack of reference implementations and
standards, as well as perceived usefulness and value. The
limited empirical evidence on the benefits of AI in testing,
combined with significant investments and resources required
are one explanation for the low rates of AI adoption in software
testing.

Future research is needed in evaluating the usefulness of
different AI technologies (such as LLMs) in different testing
tasks. We need more empirical evidence and detailed descrip-
tions of successful AI adoptions, as well as lessons learned
from unsuccessful AI adoption projects. We plan to continue
our research by conducting interviews in software development
organizations in order to further identify the reasons behind
the slow AI adoption, as well as identifying the success factors
of AI adoption in software testing.
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Abstract—Generative Artificial Intelligence (GenAI) is gaining
more and more popularity among different professions, and it is
also transforming software development by enabling automated
text, code, and image generation, enhancing productivity across
various tasks. This study examines the most common use cases of
GenAI tools in software development, alongside software profes-
sionals’ experiences, ethical concerns, and awareness of ethical
guidelines related to GenAI. Through qualitative semi-structured
interviews with IT professionals in Finland, the research identifies
that GenAI tools are primarily used for programming, software
testing, and general problem-solving. While these tools acceler-
ate workflows, challenges such as unreliable outputs, outdated
training data, and ethical concerns - particularly regarding
transparency, bias, and data security - remain significant. The
findings align with previous research, highlighting both the
benefits and risks of GenAI adoption. Ethical considerations,
though acknowledged, are rarely integrated into daily practices,
emphasizing the need for clearer guidelines and education. This
study contributes to the discourse on the evolving role of AI
in software engineering, underscoring the importance of ethical
awareness and responsible AI utilization.

Keywords-Generative artificial intelligence; ethics; software de-
velopment; GenAI; GenAI tools.

I. INTRODUCTION

GenAI is one of the most influential technological inno-
vations of recent years. While traditional systems utilizing
artificial intelligence follow predetermined patterns and rules,
GenAI systems can create more imaginative items, such as
text, images, sounds and videos. This ability makes it an
attractive tool for various purposes, including tasks related
to software development. Instead of having to search through
repositories of previously written questions and answers by
other developers, such as searching through StackOverflow,
GenAI tools will create an answer based on huge amounts
of data, which has been used to train them. To improve
the answers over time, they are further trained based on the
feedback given on the generated responses.

Generative AI can improve productivity in various software
development tasks, including coding, testing, debugging, doc-
umentation, reviewing and brainstorming. At best, the quality
of the product and productivity of the developers can improve
significantly [1].

It has been predicted that generative AI will have a sig-
nificant impact on software practitioners’ work, permanently
changing the roles of software engineers. Developers will need
to have new kinds of competencies to master and fully utilize
the potential of GenAI systems [2]. Since generative AI does

not have a comprehensive knowledge of the context in which it
generates a solution, or human language, the engineers’ who
is authoring the prompt has the responsibility to verify the
conformity of the generated outcome.

GenAI tools also pose numerous issues, many of which are
related to ethics. For example, Weidinger et al. [3] identify
six ethical and social risk areas related to language models:
1. Discrimination, Exclusion and Toxicity, 2. Information
Hazards, 3. Misinformation Harms, 4. Malicious Uses, 5.
Human-Computer Interaction Harms, 6. Automation, Access
and Environmental Harms. Tanaka et al. [4] further decompose
these risk classes into more detailed subcategories to help
mitigate risks by either removing the risk sources, avoiding
the hazard, or managing the impact.

Due to the potential ethical problems associated with GenAI
tools, several entities have developed ethical guidelines for
the developers and users of AI systems. An example of this
is the High-Level Expert Group on Artificial Intelligence (AI
HLEG) established by the European Commission [5], which
has created ethical guidelines for developing trustworthy AI
systems. However, adhering to various ethical guidelines and
principles is not easy. As Ryan and Stahl [6] point out, they do
not provide sufficient advice for implementing the principles
in practice. Consequently, software practitioners encounter
various ethical issues when using GenAI tools.

This study brings forward the experiences and opinions of
software practitioners regarding the benefits and drawbacks
of utilizing GenAI tools, as well as the awareness of AI
ethical guidelines and the prevalence of ethical issues. Our
study extends prior research by offering insights into how
practitioners engage with ethical issues specifically in the
context of generating software engineering artifacts and by
examining the extent to which they follow relevant guidelines,
if any. We also integrate perspectives on software quality, the
ethics of software development more broadly, and existing
ethical guidelines for AI to outline the foundations of guide-
lines specifically intended for the use of GenAI in software
development tasks.

The rest of the paper is arranged as follows. Section 2
describes the basic concepts of generative artificial intelligence
and its utilization in the various phases of software devel-
opment, as well as the ethical issues related to AI within
the domain. Section 3 describes the research approach and
the main findings of the study, and the contributions and
limitations of the study are discussed in Section 4. Finally,
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Section 5 concludes the paper.

II. GENERATIVE AI IN SOFTWARE DEVELOPMENT

This section provides a brief overview of the tasks that
typically comprise the software development process and
examines how GenAI has been applied to these tasks, as
reported in academic research. It then discusses how ethical
issues related to GenAI have been addressed in guidelines
issued by major organizations.

A. Software Development Tasks

Software development process models - such as the water-
fall model, agile, spiral, and DevOps - provide structured guid-
ance to build high-quality software efficiently. These models
help developers, project managers, and stakeholders manage
resources, improve predictability, and standardize outcomes.
Regardless of the model, key development tasks remain con-
sistent.

Development usually begins with planning and a feasibility
study, where project goals, risks, and viability are assessed.
Requirements engineering follows, focusing on gathering and
documenting user needs, either through formal specifications
in traditional models or iterative collaboration in agile meth-
ods. System design defines architecture, components, and
interfaces. In the implementation phase, developers choose
suitable tools and follow best practices to ensure maintainable,
high-quality code. Testing and reviews are critical for quality
assurance: testing includes unit, integration, and acceptance
levels, often automated to enhance efficiency. Reviews help
detect defects early. In agile development, testing is continuous
and central to rapid feedback. Deployment moves the finished
product to production, ensuring it is accessible and operational.
Finally, maintenance and support address issues post-launch,
keep the software secure, and adapt it to evolving needs.
Together with project management tasks, these stages form
a cycle that ensures user-focused, robust, and maintainable
software delivery.

B. Applications of GenAI

GenAI tools have been widely studied for their ability to
support software development tasks. These tools can generate
code [7], fix coding errors, translate between programming
languages [8], and assist with writing comments [9] or
answering programming queries [10]. The effectiveness of
GenAI varies by user experience. While Copilot-generated
code provides a good starting point [11], it does not always
speed up development. Moradi Dakhel et al. [12] noted that
experienced developers gain the most, as they can spot and
correct errors. Inexperienced users benefit from guidance and
learning opportunities, provided they evaluate the output criti-
cally. Across skill levels, GenAI reduces time spent consulting
documentation and offers real-time advice - though its sugges-
tions should be validated, as it lacks full context awareness.

GenAI also supports software testing. Studies have explored
its use in generating unit tests [13], for example. Although
generated test data may contain errors, it forms a useful

foundation when properly reviewed. In maintenance, GenAI
enables anomaly detection and automatic code fixes, as shown
in a study by Khlaisamniang et al. [14]. In design, GenAI aids
in producing diagrams [1], UI development, and prototyping
[15]. Project planning is another emerging area, where GenAI
helps with scheduling, cost estimation, and risk analysis [16].
GenAI also assists in requirements engineering: language
models help gather, summarize, and complete requirements
[17], including user story generation. Despite occasional in-
accuracies, GenAI tools offer significant value across the
software development life cycle by providing inspiration,
automating routine tasks, and enhancing productivity.

C. Generative AI Tools

Studies evaluating the code quality of GenAI tools show
mixed results. GitHub Copilot and Microsoft Copilot have
been rated highest in code generation [18][19]. ChatGPT has
also demonstrated strong performance, though it is considered
less effective in implementation and testing [1]. Google Gem-
ini and Claude received lower evaluations in multiple studies,
while Amazon Q Developer was also criticized [19]. GenAI
tool performance varies by programming language, making it
essential to align tool selection with project-specific needs.

Error correction capabilities have been studied primarily
in ChatGPT and GitHub Copilot, showing moderate success
but with limitations in complex problem-solving [8]. Effective
prompting is crucial to improving output quality. Other tools,
such as Claude and Gemini, lack extensive evaluation in this
area. GenAI tools like ChatGPT and GitHub Copilot also assist
with information retrieval and development guidance, though
their utility beyond programming is limited. ChatGPT remains
the most researched tool across software development tasks,
including documentation and design, while others have been
studied mainly for coding purposes.

The reliability of GenAI tools depends heavily on the
comprehensiveness of their training data. When the data is
insufficient or misaligned with the problem, tools may produce
vague or incorrect responses, requiring users to spend time
validating and refining the output [8]. Developers must also
provide clear prompts, as vague inputs can degrade response
quality. Although tools like Copilot can reduce vulnerabili-
ties [7], other studies show they may introduce more errors
than inexperienced developers [12] and obscure error sources
[20]. Programming language and problem familiarity affect
response accuracy, with GenAI tools performing better on
common tasks with ample training data [19]. While GenAI
supports learning and boosts productivity for novices, overre-
liance may hinder skill development. Understanding a tool’s
inner workings is also vital, as misconceptions about how
suggestions are generated can mislead users [20].

D. Ethics in Software Development And Issues Related to
Generative AI

The IEEE-CS/ACM Joint Task Force (2021) outlines eight
ethical principles for software developers, covering responsi-
bilities to the public, clients, employers, products, professional
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judgment, management, the profession, colleagues, and self.
These guidelines, which are also adopted nationally (e.g., in
Finland by TIVIA), emphasize that developers must ensure
their work is safe, lawful, and ethical.

Software must not harm people, nature, or society, and
any risks must be reported. Developers must communicate
honestly about project feasibility, costs, and risks, and should
not misuse confidential information or overstate their skills.
They must deliver products that meet quality standards and
are properly documented, tested, and maintained. Developers
are expected to act impartially, avoid conflicts of interest, and
reject unethical practices like bribery. Managers must ensure
team members understand ethical practices, treat staff fairly,
and handle project resources responsibly.

Professionalism involves educating others, complying with
laws, and taking accountability for software quality and errors.
Developers should also support and evaluate colleagues fairly,
protect confidentiality, and continually improve their skills in
areas like design, maintenance, and testing. Ultimately, ethical
software development requires responsibility, transparency,
fairness, and ongoing self-improvement.

Various organizations, including AI HLEG [5], IEEE
[23][24][26][27], Adobe [25], Google [21], and IBM [22],

have developed ethical guidelines for AI to address risks
throughout its lifecycle. Despite this, no specific, comprehen-
sive ethical standards exist solely for generative AI, highlight-
ing a gap amid its rapid development and increasing use. These
ethical guidelines and principles for AI are not legally binding.
They therefore act as incentives for ethical behavior. Table 1
represents the summary of the ethical principles of these major
organizations.

III. RESEARCH SETTING AND KEY FINDINGS

This section describes the research approach adopted in the
study and summarizes the main findings that emerged from
the interviews.

A. Research Approach

This study examines whether IT companies utilize any
ethical guidelines when using GenAI tools and how familiar
the guidelines for artificial intelligence are to IT-professionals.
The research questions are as follows:
RQ1. What software development tasks are Generative AI

tools used for in practice?
RQ2. What are the benefits and drawbacks of Generative AI

tools as perceived by software developers?

TABLE I. SUMMARY OF THE ETHICAL PRINCIPLES.

Ethical Principle Description Organizations
Privacy Users must be able to control their own data and be informed about why the data is

collected and how it is used. User data must be kept intact and must not be misused.
[5], [21], [22], [23]

Security and
resistance to threats

AI must withstand exceptional situations, such as attacks, without causing harm. It
must perform as intended in varying conditions and its results must be repeatable.

The results of AI must be accurate, and the probability of incorrect predictions must
be disclosed openly. AI should also have security measures.

[5], [21], [22], [24]

Explainability Explainability refers to the comprehensibility of information provided about artificial
intelligence. In this case, the explanation provided should be formulated according
to the level of expertise of the recipients of the information so that the explanation

is understandable. This guideline is closely related to transparency.

[5], [22], [23]

Transparency The user must gain an understanding of how artificial intelligence works, how data
is used and stored. This helps to understand how and why the system reaches a

certain result. Traceability must be ensured so that if an error occurs, the cause of
the error can be determined and prevented in the future. The user must be informed

whether they are working with another person or artificial intelligence. This
guideline is closely related to explainability.

[25], [5], [21], [23]

Justice and equity The aim is to treat different groups and individuals equally. It prevents bias, which
refers to bias towards a position, object or person, which can lead to unfair results.

Data sets, such as training data, can contain unintentional biases that exacerbate
discrimination and prejudice against individuals and groups.

[25], [5], [21], [24]

Sustainability and
well-being

Artificial intelligence should operate in an environmentally friendly manner and
support the well-being of people and society. The aim is to ensure that the artificial

intelligence being developed brings clearly more benefits to society than
disadvantages and challenges.

[5], [21], [26]

Accountability Assessing artificial intelligence and identifying and reporting its negative impacts.
Impact assessments can be used to prevent negative impacts. Users have the right to
appeal if a decision made by an artificial intelligence negatively affects them. The

guideline also includes the principle of fairness.

[25], [5], [21]

Self-determination This guideline aims to protect human rights. Artificial intelligence must not
endanger people’s right to self-determination and artificial intelligence can be

monitored by a human to overturn decisions made by the artificial intelligence, if
necessary. Also includes features of explainability, transparency and accountability.

[5], [21]

Avoiding damage Artificial intelligence should not cause harm to people or nature and should not be
able to be misused. This principle consists of several other principles, such as

fairness and sustainable development and well-being.

[5], [21], [22], [23],
[24], [26], [27]
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RQ3. Have developers encountered ethical issues when using
Generative AI tools?

RQ4. How are ethical guidelines related to AI taken into
consideration in software development when using Gen-
erative AI tools?

The research methodology employed was a qualitative semi-
structured interview, incorporating elements of thematic inter-
viewing as introduced by Hirsjarvi and Hurme [28]. Invitations
for interviews were sent to randomly chosen IT companies
with offices in the middle part of Finland, in a region known
for active software industry. A total of nine individuals with
long experience in software engineering participated in the
interviews, which were conducted remotely. The gathered
research data were transcribed, coded and analyzed. The full
interview template including all questions is available at [29].

Interview requests were sent to 74 different sized compa-
nies, of which seven companies participated in this study. From
these seven companies, a total of nine IT professionals agreed
to be interviewed. Seven of the interviewees have worked in
IT for at least 15 years, which allows them to analyze the
changes that the GenAI tools have brought to the field. Eight
of the interviewees have experience as software developers,
while one interviewee’s responsibility seems to be the quality
control of software products.

The data analysis begins with open coding in which
Urquhart [30] suggests analyzing the data systematically by
reading paragraphs one by one to create codes. Once the
text has been coded, they can then be categorized in a phase
called axial coding. According to Williams and Moser [31] in
this phase, relations between the codes found in open coding
are examined and then they can be categorized into groups.
Williams and Moser [31] also showcase that these categories
can then be combined into themes in the selective phase.
To create the final themes, the relations between codes are
actively compared as were the relations between categories.
The research questions were then answered based on the
found themes. An example of formulating codes, categories
and themes is represented in Table 2. The table shows issues
that were mentioned concerning the code that GenAI tools
produce. Both issues pertain to the trustworthiness and quality
of the generated responses and are therefore categorized under
the same theme.

B. Findings

1) Tasks for Which GenAI Tools Are Utilized: The most
popular tools used among the interviewees are GitHub Copilot
and different versions of ChatGPT. Based on the interviews,
the tools are used for different tasks according to their
strengths and weaknesses.

While ChatGPT is used for various tasks, GitHub Copilot
is a popular choice for programming and testing. Eight out
of nine interviewees mention that they have used GenAI
tools for programming tasks while two interviewees have
also used them for testing. Three of the interviewees also
compliment the quality of GitHub Copilot’s autocompletion
ability. GitHub Copilot’s autocompletions and integration to

TABLE II. AN EXAMPLE OF CODING

Comment Open
code

Axial
coding:
Cate-
gories

Selective
phase:
Themes

“. . . if I just copy
paste the generated
response and use it
as it is in my code
it never works. They
rarely work.” (I)

Errors in
code

Faulty
re-
sponses

GenAI
tools
generate
low
quality
and
untrust-
worthy
responses

“. . . they [GenAI
tools] generate
repetitive amateur
level code. . . ” (E)

Amateu-
rish code

Low
quality
re-
sponses

an IDE helps to streamline different coding tasks. ChatGPT is
also considered a user-friendly tool because it allows the users
to have conversational interactions with the tool.

Six interviewees mention that GenAI tools can also be
useful for different word processing tasks. Especially ChatGPT
is used for many tasks that require word processing. The
interviewees have used it for content creation for websites
and documentation. One interviewee also mentions that Mi-
crosoft Copilot has potential in making presentations. Creative
work. Three of the interviewees have used GenAI tools in
visual and creative tasks. They have been used to generate
process images, promotional videos and ideas. The tools lack
understanding of causality, which is the reason they are not
suitable for creating pictures that showcase logic. One of the
interviewees mentions that GenAI tools seem promising in
generation of game graphics, but they seem to be lacking in
animation tasks.

Among the interviewees, GenAI tools were most frequently
used for tasks that are already well-documented, such as
programming, testing, and word processing. Despite this, the
tools appear to hold considerable potential, even though signif-
icant development is still required. The participants appeared
interested in experimenting with the tools to reduce the amount
of repetitive or monotonous tasks, for example.

2) Benefits and Drawbacks: The interviewees identify sev-
eral pros and cons of using GenAI tools. They streamline a
variety of tasks and are easy to use but can generate incorrect
or untrustworthy answers. Users must assess and fix low-
quality outputs and know enough about the subject to create
effective prompts. If problems are frequent, the tools may be
seen as unnecessary.

Interviewees agree that GenAI tools can speed up tasks,
though their usefulness depends on the quality of training
data. They support testing, coding, and writing by generating
templates and offering simple integration. GitHub Copilot,
for instance, integrates into programming environments and
provides automatic suggestions, which three interviewees rated
as high-quality. These tools help with repetitive tasks, allow-
ing users to focus on more interesting work, increasing job
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satisfaction.
ChatGPT can substitute for Stack Overflow by helping

users solve programming problems efficiently. Information
retrieval is quicker, and tools provide concise answers without
web browser distractions. ChatGPT is especially effective in
word processing, and interviewees generally viewed it more
favorably for this than for coding. Two interviewees noted
that GenAI tools can outperform people in some tasks. They
possess broader domain knowledge and are unaffected by
fatigue, potentially reducing users’ mental burden.

Despite the benefits, two interviewees do not use GenAI
tools due to poor output quality. All interviewees noted the
risk of incorrect answers, which require user verification and
correction. Prompt quality impacts output, and ineffective
prompts may force users to restart conversations. Thus, users
need enough expertise to evaluate answers and formulate
prompts.

Even with good prompts, hallucinations—confident but in-
correct outputs—are common. If answers are unreliable, as
one interviewee experienced, users may abandon the tools.
Quality also varies across programming languages, with some
tools struggling with niche tasks or using outdated libraries.
Poor training data may lead to overly generic or unusable
outputs. Three participants raised concerns about censorship
and moderation, limiting use in ethically sensitive projects.
One interviewee mentioned accessibility issues and memory
limitations. Two interviewees noted the tools can’t generate
diagrams showing causality and context. Since many limita-
tions are outside user control, it’s important not to over-rely on
GenAI tools and to retain traditional methods when needed.

3) Ethical Issues: Lack of knowledge on ethical issues
related to GenAI and how they emerge during software de-
velopment may shape interviewees’ experiences. Developers
often focus on their own ethical conduct and may overlook
ethical problems caused by GenAI tools. Although some inter-
viewees encountered issues while using GenAI, they might not
recognize them as ethical in nature. Even without identifying
specific ethical concerns, users may still avoid these tools, as
in the case of one interviewee who stopped using them due to
potential ethical risks. Only two interviewees explicitly men-
tioned ethical concerns. However, when considering inequality,
such as GenAI’s varying performance across programming
languages, the number rises to six. Four of these six did not
identify this inequality as an ethical issue, highlighting a lack
of awareness.

Six interviewees bring up that GenAI tools lack trans-
parency and three of these interviewees also mention that AI
models can be black boxes. The generated answers may also
be derived from copyright-protected and licensed material. The
interviewees are aware of this risk, even though they have not
faced it themselves while using GenAI tools. The interviewees
agree that the GenAI tools can produce untrustworthy answers.
GenAI tools need to be more explainable and transparent
so that they can be trusted. Because the tools can generate
inaccurate and incorrect information users should develop their
critical thinking abilities.

Two interviewees noticed that the tools may repeat the same
answers while solving programming tasks. They reported that
the tools tend to replicate the same programming mistakes and
problem-solving methods, which may indicate a bias.

Six of the nine interviewees also recognize that GenAI tools
may cause information security risks. The tools may gather
information from customers and companies to be used for its
training. Users must also consider carefully what information
can be given to the tool via prompts. Two interviewees also
mention the communication platform, Slack, having a potential
ethical issue where they use the user data to train their AI
models.

AI development can also impact societal well-being and the
environment. Two of the nine interviewees expressed concern
about the impact that AI can have on the environment because
their development and usage require a lot of resources. Three
interviewees also believe that the tools may cause inequality
between societies, companies and people. Four interviewees
noticed that the code produced by GenAI tools varies in its
quality according to the used programming language. This may
also cause inequality among software developers because the
training data does not represent all programming languages
extensively.

In general, the interviewees are not worried about AI
replacing them. This might partly be because of their long
work experience in the IT field. Though, they do agree that AI
can replace people to some extent in software development,
especially in software testing and possibly in coding. Three
interviewees are also worried about the impact that the tools
might have on the professional skills of the software devel-
opers. These worries are especially related to programming
when the tools can generate code quickly and effortlessly. As
a result, users may be less likely to think about the problem
independently but instead strives to solve the problem as fast
as possible.

4) Ethical Guidelines: Five of the nine interviewees had
little to no awareness of the existing ethical guidelines for
AI. Though, even if the guidelines were unknown for these
interviewees, the ethical terms and subjects related to ethics of
AI were familiar to them. The interviewees have gotten infor-
mation about the ethics of AI through the internet, colleagues
and training but only two interviewees have gotten information
from official sources, for example, the ethical guidelines made
by AI HLEG. Four of the interviewees mention that they
get most of their information about the ethics of AI from
the internet by reading and listening to discussions. The
responsibility of understanding and learning about the ethics
of AI seem to fall on the employees.

Seven of the companies do not comply with any ethical
guidelines meant for AI. Because of this the ethical discussions
and decisions are left to the users of GenAI tools. This means
that the users are most likely guided by their own morals and
other guidelines and requirements in software development.

Two interviewees mention that their companies have meth-
ods to avoid possible ethical issues. One of the companies
has appointed a group that handles ethics and informs and
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guides the employees on these matters. The other company is
aware of different ethical guidelines provided by the Digital
and Population Data Services Agency of Finland, for example.
Two interviewees also mention that it’s possible to forbid the
use of GenAI tools in a project to avoid ethical issues. Though,
it’s possible that the clients are not aware or informed about
the use of these tools in their projects.

Three interviewees mention that their companies are cur-
rently updating their ethical guidelines to include AI. Compa-
nies seem to develop their processes according to the changes
brought by AI but updating the guidelines and understanding
the different ethical aspects takes time. One interviewee also
brings up that the use of ethical guidelines of AI not only help
with understanding how to use these tools ethically, but they
also help the user to decide whether these tools should be used
at all when making a product.

IV. DISCUSSION

This section summarizes the main contributions of the study
and discusses its limitations and threats to validity.

A. Main Contributions

The study reveals that GenAI tools are primarily used for
programming, testing, and problem-solving, with occasional
use in text processing. Although earlier research suggests
broader applicability, real-world use remains limited, espe-
cially in visual tasks due to poor output quality. GitHub
Copilot is preferred for coding, while ChatGPT is assigned
more varied tasks. GenAI tools help accelerate work, but users
must critically evaluate outputs due to frequent hallucinations,
errors, and outdated code - especially with newer libraries.
Effective use requires strong prompt design skills, as tools
struggle with context, particularly in visual logic tasks.

Ethical considerations are largely overlooked in practice.
Most professionals are unfamiliar with formal AI ethics guide-
lines, though they recognize concepts like transparency and
explainability. Ethical concerns raised include data security,
response repetition, and inequality due to uneven support for
different languages and frameworks. While many companies
lack formal ethical policies, internal discussions are increasing.
Additionally, broader concerns such as unauthorized data
use, data leaks, and bias are acknowledged. The findings
align with earlier studies and highlight the growing need for
ethical awareness as adoption increases across development
workflows.

The results show that ethical guidelines related to artificial
intelligence are poorly known. Based on this, it could be
useful to know how companies that develop or specialize in
developing artificial intelligence systems follow ethical guide-
lines. These companies could also provide practical advice
on preventing ethical problems. The concern is that ethical
guidelines related to artificial intelligence may also be ignored
in companies that develop artificial intelligence systems. An
interesting topic for further research would therefore be to
examine the knowledge of ethics and related practices of
companies that provide artificial intelligence systems.

B. Limitations and Threats to Validity

Because the sample is small, the results cannot provide
a comprehensive picture of the entire software development
field. The results of the study can provide an indication of
typical problems, benefits and uses, as well as compliance with
ethical guidelines, but they lack more specific perspectives on,
for example, the use of tools in game development.

Some interviewees reported having only limited experience
with GenAI tools, which may have constrained the depth of
their engagement. Nonetheless, even these participants were
able to articulate a range of challenges they had encountered,
with many indicating that such difficulties constituted the pri-
mary reason for their discontinuation of tool use. Furthermore,
the specific purposes for which study participants used GenAI
tools do not necessarily reflect typical usage patterns, but
rather serve as illustrative examples of the tools’ potential
applications.

V. CONCLUSION AND FUTURE WORK

Addressing ethical issues related to AI and large language
models is vital for achieving trustworthiness of the tools and
requires a multidisciplinary approach involving professionals
from the fields of technology, ethics, law and policy. However,
it seems that even though the software professionals are
familiar with the concepts of ethical principles related to AI,
they do not know the ethical guidelines provided by several
organizations, and the employer companies do not utilize the
guidelines.

The issues related to transparency and explainability of the
generated answers were particularly familiar to the intervie-
wees. In addition, it seems that recurring responses generated
by the tools seem to be an issue. Concerns were also raised
about the security of the tools. Furthermore, many felt that the
quality of the responses provided by the tools was insufficient.

This study illustrates and raises discussion on ethical issues
that may arise in software development, as well as examines
the awareness of AI ethics among software professionals. Cur-
rently, GenAI tools support various work tasks, but they have
several weaknesses that require users to actively evaluate the
quality and reliability of responses. Additionally, not all users
benefit equally from these tools. While guidelines published by
different organizations aim to prevent potential ethical issues
and enable the development of reliable AI systems, it appears
that GenAI tools still have significant room for improvement.

Since it is expected that awareness of ethical problems
caused by AI systems will increase among users, companies
will likely create their own guidelines to avoid them. In the
future, it may be useful to find out how considering the ethical
perspective is developing in companies that utilize AI tools,
or whether the developers of the tools have created their own
guidelines.
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Abstract—This paper presents findings of a study which 
explored students’ perspectives on a virtual reality (VR)-based 
AI coach designed to support preparation for oral examinations. 
It highlights the complex interplay between user experience, 
acceptance, and software development priorities. The 
qualitative data collected from informatics students provides 
important insights into their learning goals, expectations, and 
specific requirements for such a tool and reveals significant 
implications for the design and development process.  

The study shows that students are generally open to the use of 
AI-based VR applications in exam preparation. They express 
strong interest in virtual coaching — particularly to build 
confidence and reduce exam-related anxiety in oral settings. 
Students value the opportunity to engage in realistic 
simulations, receive authentic and useful feedback, and benefit 
from a personalized learning environment that adapts to their 
individual needs.  

The students articulated high expectations regarding the 
realism of the virtual coaching scenarios, the accuracy and 
completeness of the content, and the degree of individualization 
provided by the system.  

In summary, the student feedback underscores the critical role 
of user experience and perceived value in the development of 
educational technologies. When prospective developers are also 
the users, their standards become even more stringent. To 
succeed, a VR-based coaching system must not only be 
technically functional but also pedagogically credible and 
emotionally acceptable from its very first use. These insights 
challenge typical development rhythms and require a raised 
awareness of the experiential dimension of educational 
software. 

Keywords-AI-based learning; virtual reality; VR; educational 
software engineering; oral examination; requirements.  

I. INTRODUCTION 
Digital transformation has become a key driver in 

reshaping educational practices in higher education. In recent 
years, the rapid advancement of Artificial Intelligence (AI) 
and immersive technologies such as Virtual Reality (VR) has 
opened new possibilities for designing personalized and 
interactive learning environments. Particularly large language 
models (LLMs) like ChatGPT have catalyzed discussions 

about the potential of AI to enhance teaching and learning 
experiences. 

Despite these technological innovations, the formats of 
academic assessments have remained largely unchanged. 
Written examinations still dominate the assessment landscape, 
followed by oral examinations. While students are generally 
accustomed to preparing for written assessments, oral 
examinations are often associated with discomfort, anxiety, 
and uncertainty. Many students report feelings of nervousness 
or even fear when faced with the challenge of articulating 
knowledge in a face-to-face examination setting. 

These emotional barriers can significantly affect 
performance and learning outcomes. To address this, AI-
based learning companions – specifically, virtual coaches 
using VR and conversational AI – may offer a promising 
approach. By simulating realistic examination situations, 
providing feedback, and offering adaptive support, such tools 
could help students prepare more effectively and confidently 
for oral assessments. 

This paper presents an exploratory study investigating 
students’ goals, preferences, and requirements for an AI-based 
VR coach designed to support oral examination preparation. 
Through qualitative content analysis of open-ended 
questionnaire data, we aim to understand better how such a 
tool should be designed to meet learners' needs. It derives 
some implications for software engineering for educational AI 
applications.  

II. RELATED WORK 
The development of virtual and AI-based coaching 

systems for educational purposes is interlinked with numerous 
research approaches, including virtual reality in higher 
education, user-centered design in educational software 
engineering, and adaptive feedback mechanisms for oral 
communication training. 

A. Virtual Reality in Higher Education 
The use of VR technologies in education has gained 

momentum over the past decade, especially in domains that 
benefit from immersive, scenario-based learning 
environments. VR has been applied in healthcare (e.g., 
surgery) [1], [2], engineering (e.g., simulation of hazardous 
environments) [3], and language learning (e.g., simulated 
dialogues)  [4], [5] to enhance experiential learning and 
motivation [6], [7]. Recent studies highlight that VR can 
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support cognitive, affective, and behavioral learning when 
used in well-structured instructional designs [8], [9]. 

In the context of assessment preparation, however, 
research is still emerging. Some initial works have 
investigated VR as a means to reduce anxiety [10], [11] and 
increase speaking fluency [12], [13], [14]. Others have 
explored virtual exam situations [15] but often in context of 
healthcare [16], [17]. The integration of adaptive, AI-based 
elements, especially for open-ended oral interactions, is still 
relatively novel.  

B. Coaching Systems and AI in Educational Feedback 
AI-based coaching systems are increasingly used to 

provide personalized feedback and scaffolded learning 
environments. Intelligent tutoring systems have been shown 
to improve learning outcomes by offering adaptive support 
based on user input, performance history, or predefined 
instructional rules [18], [19]. Recent approaches leverage 
natural language processing and machine learning to model 
open-ended communication, such as in empathic pedagogical 
conversational agents [20].  

In oral exam preparation, however, such systems are rarely 
used. While virtual agents have been developed for interview 
training or job application scenarios [21], [22], the level of 
pedagogical alignment and realism required in academic oral 
examinations presents unique challenges. The present study 
addresses this gap by investigating learner expectations for a 
VR-based AI coach in this high-stakes educational context. 

III. RESEARCH QUESTION AND RESEARCH DESIGN 

A. Research Questions 
This study primarily aims at better understanding students’ 

needs and expectations regarding the use of a virtual coach to 
prepare for oral examinations in higher education. 
Specifically, the research explores if students are generally 
open to learning with a virtual coach, and if so, what their 
intended learning outcomes are. Furthermore, the study aims 
to identify students’ requirements and preferences for a virtual 
coach that supports the preparation for oral examinations. 

The following questions guided the study: 
• Would students be willing to use a virtual coach for 

exam preparation? (RQ1) 
• What are their learning goals when using such a tool? 

Which purposes do students associate with using a 
virtual coach? (RQ2) 

• Which requirements and expectations do they have 
with respect to the functionality and behavior of a 
virtual coach? (RQ3) 

• Which features or behaviors would lead students to 
reject or avoid using such a coach? (RQ4) 

B. Research Design 
The study employed a qualitative design based on a paper-

and-pencil questionnaire containing open-ended questions. 
These questions invited students to complete sentence 
prompts related to their expectations, goals, and concerns 
regarding a virtual coach for oral examination preparation. We 
asked the following questions: 

“Imagine you had the ability to prepare for oral exams 
with the support of virtual reality. What should such a VR-
based training system look like, what should it be able to do? 
Please complete the following sentences: 

- The most stressful thing for me before or during an oral 
exam is ... 

- From a VR-coach I expect ... 
- I would like to train with a VR coach... 
- I’d love to... 
- It’s not possible that ...” 
Participants included a total of 44 participants from 

informatics (bachelor) and data science (master). The survey 
was conducted in the middle of the term. 

Qualitative content analysis (QCA) following Mayring 
[23] was applied to analyze the data. This approach allows a 
structured, category-based, and research question–oriented 
evaluation of the open responses [24]. QCA was chosen 
because it is systematic and transparent, ensuring that results 
are understandable and intersubjectively verifiable. 

The analysis followed the eight standard steps of QCA:  
1) Definition and Selection of Material 

The first step determines the type and scope of the material 
to be analyzed. A representative subset of the complete data 
corpus should be selected, ensuring relevance and alignment 
with the research questions. The selection criteria are 
informed by the aim to capture the diversity and key 
dimensions of the material in a manageable, yet meaningful 
way. In our case, no selection was necessary because we can 
include all 44 questionnaires received. 

2) Analysis of the Context of Material Production 
To understand the material in its original context, the 

circumstances of its creation should be examined. This 
includes identifying the individuals or institutions responsible 
for compiling the material, their motivations, and the intended 
purposes. Particular attention should be paid to the broader 
socio-institutional and thematic context in which the material 
was produced, which is essential for interpreting its content 
appropriately. This step was not relevant for us as we 
conducted the survey ourselves.  

3) Formal Characterization of the Material 
The selected material should be formally described with 

respect to its type and structure. This includes documentation 
of the transcription conventions and other formatting rules 
applied, ensuring transparency and reproducibility of the 
analytical process. The questionnaire was answered by our 
students in a paper-and-pencil survey. 

4) Determination of the Analytical Perspective 
The focus of the analysis should be defined by specifying 

which aspects of the material would be explored. This study 
primarily concentrated on students’ requirements and 
preferences for an AI-based VR coach, in accordance with the 
overarching research interest. 

5) Theory-Guided Differentiation of the Research 
Question 

The main research question should be refined into several 
sub-questions, based on relevant theoretical considerations. 
This step allows for a more nuanced investigation and 
facilitates the development of a structured analytical 
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framework. In our case, section III.A. describes the detailed 
research questions. 

6) Selection of Analytical Techniques 
Based on the nature of the material and the research aims, 

appropriate analytical techniques should be selected. These 
include elements of summarizing, explicating, and structuring 
content. In our study, we focus on summarizing the content 
[25, p. 64ff] and analyzing frequencies. 

7) Definition of Units of Analysis 
According to Mayring, “the focus [of CQA] is always on 

the development of a category system. These categories are 
developed in a relationship between the theory (question) and 
the concrete material, defined by construction and assignment 
rules and revised during the analysis.” [25] 

In principle, both an inductive and a deductive approach 
to category formation is possible. In deductive category 
formation, a coding guideline clearly defines the category 
system. These category definitions are formulated in advance 
from the theoretical background. Only then the material 
processing starts and searches for relevant sections of text. 
This approach is often used for explicating and structuring 
content analysis.  

In contrast, we chose summarizing content analysis as 
analyzing technique. The summary content analysis tries to 
take all material into account and systematically reduce it to 
the essentials. If only certain components (to be determined 
according to a definition criterion) are taken into account in 
such reductive text analysis processes, this is a kind of 
inductive category formation [25]. Therefore, inductive 
category development was used in our study, allowing 
categories to emerge from the data in close relation to the 
research questions. Inductive category definition derives 
categories directly from the material in a generalization 
process, without referring to previously formulated theoretical 
concepts [25, p. 84].  

8) Conducting the Material Analysis 
The material was analyzed according to the established 

procedure. The category system was applied iteratively, 
allowing for dynamic interplay of the coding process and the 
refinement of categories. When the category system was 
adjusted substantially, previously coded material was re-
examined to ensure consistency and validity. 

IV. RESULTS 
Participants included bachelor students in their second or 

third year (Informatics) and master students in Data Science. 
The survey was conducted in the middle of the semester, and 
22 students from each course (a total of 44 participants) 
completed the questionnaire. 

Bachelor students attach much more importance to the 
goal of "gaining certainty, reducing excitement" (21), while 
this is only a marginal phenomenon for master students (6). 
The latter put more emphasis on closing knowledge gaps and 
achieving understanding of the content (18), while bachelor 
students prefer to learn answers to all possible questions (7) 
and thus build knowledge (2). There is a striking shift during 
the course of studies from the "soft" focus on gaining security 

and reducing examination anxiety to content-related and 
knowledge-related aspects. 

Interaction and feedback are also becoming increasingly 
important for training with a VR coach during the course of 
studies, even though bachelor students already have high 
demands here. 12 bachelor students want real feedback rather 
than an imposed, standardized interaction. This aspect 
becomes even more important for the master students (17).  

It is also striking that bachelor students prefer to be 
motivated by a VR coach (2, in the master’s program only one 
person), while master students want the VR coach to develop 
an individual schedule for further learning together with them.  

Overall, individualization and personalization gain 
relevance along with the study progress: while only one 
bachelor student expects personalized feedback from the VR 
coach, there are already 7 master students who wish to do so.  

The main requirement for a VR coach is particularly 
striking: about 70 percent of students (15 bachelor and 16 
master students) expect realistic scenes and as real situations 
as possible from a VR coach. 5 bachelor and 5 master students 
wish to have images of the real examiners and sometimes even 
a picture of the real examination room. In terms of proximity 
to reality, both groups are very similar in their statements and 
see this as an essential requirement and also a prerequisite for 
using the VR coach.  

The statements of the students can be summarized into two 
super-categories with sub-categories: 

1. One category puts a focus on learning goal-related 
aspects (RQ2), which in turn can be subdivided into 
personal and content-related learning outcomes. 

2. The second category relates to aspects of the learning 
process (RQ3 and RQ4), including realistic scenarios 
and the simulation of real instructors and assessors as 
well as the examination room. Another sub-category 
is real interaction and individualized feedback. A 
third aspect is personalized and individualized 
support of the learning process including the 
motivation and development of learning paths.   

V. DISCUSSION OF RESULTS 
The results of the QCA provide valuable insights into 

students' learning goals and expectations regarding the use of 
a virtual coach to prepare for oral examinations. Regarding 
RQ1, all but two students have no fundamental reservations 
against using a virtual coach. 

Regarding learning goals (RQ2), students expressed both 
personal and cognitive motivations for using a virtual coach. 
On a personal level, many bachelor students emphasized a 
desire to gain confidence in their performance, reduce 
examination anxiety, and manage nervousness prior to the 
exam. This shows a strong emotional component in preparing 
for oral assessments, which a virtual coach might address 
through repeated exposure to realistic exam-like settings. 

On the cognitive level, students wish to identify and close 
knowledge gaps and assess their own level of understanding. 
This indicates that learners are not only looking for emotional 
support but also expect the virtual coach to contribute to their 
academic progress by offering feedback that enhances 
metacognitive awareness and supports self-regulated learning. 
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Regarding the requirements for the VR-coach (RQ3), 
students highlighted several key expectations. First and 
foremost, authenticity and realism are essential. Students 
expect the simulation to closely mirror real-life examination 
scenarios, including realistic examiners, spaces, and question 
types. Furthermore, the coach must enable real interaction and 
provide meaningful, situation-specific feedback. Simple or 
generic responses were considered insufficient. 

A second major requirement is personalization. Students 
want the virtual coach to support their individual learning 
processes by offering customized feedback, motivation, and 
structured guidance, such as helping to create a personalized 
preparation schedule. 

Notably, although most participants were in favor of using 
a virtual coach, two students preferred not to engage with such 
a tool. One key reason cited was physical discomfort or 
motion sickness when using VR/AR devices, illustrating that 
technical accessibility and user comfort must be considered in 
system design. 

Students were also clear on what would be unacceptable 
in a virtual coach (RQ4). These “no-go” criteria include 
predefined or incorrect answers, impolite or insensitive 
behavior, and above all a lack of personalization or the use of 
unrealistic or artificial scenarios. Such deficiencies would 
undermine the coach’s credibility and usefulness and might 
even exacerbate exam-related stress rather than reduce it. 

Taken together, these findings suggest that a virtual coach 
can be a valuable tool for preparing oral examinations – but 
only under certain conditions. Technically limited or overly 
generic solutions are unlikely to be accepted by students. 
From a development perspective, this implies that the virtual 
coach must be technically mature, pedagogically sound, and 
tailored to the needs of individual learners. While iterative 
development methods such as agile approaches offer 
flexibility, they can only be applied within narrow limits if the 
product is to meet user expectations from the outset. In 
particular, iterative and agile approaches often develop 
solutions in short iterations that result in increments which can 
be rolled out to users even way before the system is complete. 
This does not seem to be a viable option here since a large 
share of students declines to learn with an incomplete or partly 
faulty VR tutor. Consequently, incremental development may 
kill user acceptance due to bad user experience. 

In conclusion, the data point toward a clear user demand 
for realistic, interactive, and personalized virtual learning 
environments. If these criteria are met, a virtual coach may not 
only support cognitive preparation but also help students 
overcome emotional barriers, ultimately contributing to more 
confident and competent oral performance. 

VI. CONCLUSIONS FROM THE USER SURVEY 
This study investigated students’ perspectives on a VR-

based AI coach developed to support preparation for oral 
examinations. Overall, the findings point to clear priorities for 
educational software engineering and challenge assumptions 
about early-stage development and user tolerance. 

A. High Expectations rather than Skepticism 
Students exhibit general openness and interest in the 

concept of a VR-based coach, especially regarding managing 
exam-related anxiety, building oral communication 
confidence, and enabling repeated, self-directed practice. 
They want to use the VR coach also for preparing content. The 
survey also revealed that students see the VR-based coach 
primarily as a means to an end, i.e. a tool to improve their 
exam performance. Yet, this openness is paired with very high 
expectations. From the outset, the system is expected to 
deliver accurate content, reflect realistic exam scenarios, and 
provide individualized responses. Core requirements include 
realism, individualization, and content accuracy. Rather than 
accepting early-stage imperfections, students only consider 
the VR coach useful if it works meaningfully from the very 
first interaction. This leaves little room for gradual quality 
improvements or tolerance of rough, minimally functional 
prototypes. A “wobbly” first impression, as several students 
implied, would result in the tool’s immediate rejection. 

B. Tension between Virtual and Real Examiners 
The potential trade-off between realism and emotional 

safety emerged as an implicit theme. While real examiners 
might represent the gold standard for authenticity, the idea of 
a virtual coach offers psychological advantages—especially 
the ability to practice without judgment, make mistakes safely, 
and repeat scenarios as needed. This tension between learning 
in a realistic environment and practicing in a protected space 
suggests a need for further exploration into the pedagogical 
positioning of virtual coaches. Students’ responses indicate 
that the VR coach is not expected to replace real examiners 
but rather to supplement preparation in a way that increases 
emotional readiness and perceived control. 

C. Shifting Perspectives: From Developer to User 
Nearly all surveyed students had a technical background, 

often engaging in software development themselves. In 
particular, the bachelor students were enrolled in a course that 
deals with requirements elicitation and analysis. Interestingly, 
their expectations changed when viewing the VR system not 
as developers, but as users. When eliciting requirements in the 
course, they often complained that customers did not care 
about a system’s technical issues but were only interested in 
getting a solution for their problem. Now, they were not 
interested in specific VR features of the tutor system but 
showed a marked shift toward usability and outcome 
orientation. Likewise, while they typically accept early-stage, 
technically incomplete prototypes in development contexts, 
they became far less tolerant when taking a user role 
themselves. In that mindset, the technical implementation 
became secondary to the learning outcome. When imagining 
themselves as users of the VR-based coach, students showed 
less concern about the underlying technology and focused 
instead on whether the system would provide real value in 
preparing them for exams. 

This shift illustrates a known but often underestimated 
cognitive bias in software development: when students are in 
the user role, their tolerance for imperfection and 
experimentation decreases dramatically. Their focus shifted 
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from "how the system works" to "what the system enables". 
This highlights a critical insight: when students are the end 
users, their standards for usability, reliability, and educational 
effectiveness rise sharply—regardless of their technical 
empathy for the development process. This also underlines the 
importance of integrating user-centered perspectives early and 
consistently in the software engineering process. 

D. Implications for Development: Beyond Classical Agile 
Approaches 
The findings raise questions about the applicability of 

conventional agile development practices in this context. 
While agile methodologies promote early user feedback and 
continuous improvement, the survey responses suggest that in 
this particular use case, this can backfire if early iterations do 
not meet the expected level of realism and content quality. In 
the case of educational technologies used in emotionally 
charged situations—such as oral exam preparation—careless 
early releases may compromise user acceptance.  

This is not an argument against agile principles as such but 
calls for cautious and strategically staged implementation of 
increments. Each release must meet high quality standards in 
terms of usability, realism, and content correctness, even in 
early stages. Thus, an adapted or hybrid approach is required: 
agile principles may be maintained but with greater emphasis 
on upfront planning, anticipatory design, and thorough quality 
assurance in each increment to ensure that early impressions 
do not jeopardize the tool’s acceptance. 

VII. SUMMARY AND OUTLOOK 
This study presented a qualitative analysis of students’ 

expectations for a VR-based AI coach to support oral exam 
preparation. The qualitative data collected from 
undergraduate and graduate informatics students provides 
important insights into students’ learning goals, expectations, 
and specific requirements for such a tool.  

The results clearly show that students appreciate the idea 
of a virtual coach and express a strong interest in using it, 
especially to manage examination anxiety and improve their 
confidence in oral settings.  

The results underline that while students are highly 
receptive to the concept, they also hold clear and demanding 
expectations: Students are critical of systems that feel 
inauthentic, lack individualization, or provide overly generic 
responses. They value realism, personalized feedback, and 
content accuracy, and they require these features to be present 
from the very first use.  

The pedagogical potential of such systems is evident. 
Students appreciate the chance to train in a psychologically 
safer space and repeat challenging scenarios without social 
consequences. Yet, the virtual coach’s success hinges on more 
than functionality: it must offer a credible learning experience 
and be perceived as professionally valuable. 

Crucially, informatics students—mostly with 
development experience—demonstrated a significant shift in 
mindset when viewing the system as users rather than as 
developers. While technically-minded in many academic 
contexts, they deprioritized implementation details in favor of 
usability, effectiveness, and emotional relevance. This 

highlights the importance of continuous, user-centered 
validation throughout the development process. 

A further question that emerges from the data concerns the 
relationship between virtual and real-life exam preparation: Is 
a real examiner ultimately the better coach, or can a realistic 
virtual alternative offer distinct advantages? On the one hand, 
the authenticity of real-life interaction may provide the highest 
degree of realism and thus better prepare students for actual 
exams. On the other hand, a well-designed virtual coach could 
offer a psychologically safer and more flexible environment 
for iterative practice—free from fear of judgment—allowing 
students to practice more calmly, make mistakes without 
embarrassment, and build confidence over time. The real 
examiner may be most authentic, but a virtual system could 
lower emotional barriers, enabling deeper, repeated 
engagement with the exam format.  

This tension between realism and psychological safety 
presents a promising area for future comparative studies. Such 
studies should empirically examine the relative benefits of 
human versus virtual coaching scenarios, particularly in terms 
of learner outcomes, confidence development, and long-term 
skill retention.  

These insights have important implications for educational 
software engineering. First, they underline a strong 
pedagogical demand for immersive, user-adaptive 
technologies that support oral communication skills in 
realistic settings. Second, they point to a need for development 
strategies that prioritize the user experience—not only in 
terms of interface design, but also regarding the system’s 
pedagogical effectiveness and credibility; otherwise, the 
technology may neither be accepted, nor used effectively. The 
findings further suggest that a purely technical focus or 
minimal-viable approach may fall short if it does not align 
with learners’ expectations for realism and relevance. A VR 
coach that fails to simulate realistic examiner behavior or 
classroom dynamics may even increase insecurity rather than 
alleviate it. 

In terms of outlook, further research and iterative 
development with student involvement are necessary. Future 
work should investigate how adaptive AI systems can 
dynamically tailor content and feedback to individual learners 
and how the realism of examiner behavior can be technically 
modeled in VR. Moreover, long-term studies may also 
provide valuable insights into the actual learning impact of 
such systems on learning outcomes, examination 
performance, and user acceptance over time. 

The next step for our project is a prototype development 
phase, in which a minimal viable product will be co-created 
and evaluated with student feedback loops. Special attention 
will be paid to usability, immersion, content reliability, and 
pedagogical effectiveness from the start. By addressing users’ 
expectations proactively, we aim to ensure that the VR-based 
coach is not only technically sound, but also pedagogically 
credible and emotionally supportive.  The challenge will be to 
strike the right balance between technical feasibility, 
psychological comfort, and educational impact—ensuring 
that the VR-based coach becomes a credible, accepted, and 
effective tool in students' academic journeys. 
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Abstract—An essential criterion for software design and im-
plementation is the effectiveness of requirements specification,
development, and verification. One possibility is the use of high-
level models and languages. A particular disadvantage is the
need to transform models into a production environment, either
manually or automated. In both cases, the link to the original
models is often lost, degrading their usability in the future. In
this paper, using a demonstration example, we will look at the
possibility of modeling requirements using Object-Oriented Petri
Nets (OOPN) and then transforming them into Java to maintain
the model’s and implementation’s correlation. We will discuss
the automation of this process and possible ways to increase
efficiency.
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I. INTRODUCTION

Model and Simulation-Based System Design (MSBD) refers
to a set of techniques and tools for developing software
systems that are based on formal models and simulation tech-
niques throughout the development process. The fundamental
problem with model transformations is often the impossibility
of a fully automated process and, therefore, the mismatch
between models and their implementation. In this paper, using
a demonstration example, we will look at the possibility
of modeling requirements using Object-Oriented Petri Nets
(OOPN) and then transforming them into Java to maintain
the model’s and implementation’s correlation. We will discuss
the automation of this process and possible ways to increase
efficiency.

There are many approaches to code generation. First, the
generation of models in the chosen language from UML mod-
els [1]–[3], the transformation of different levels of diagrams
[4], or the transformation of conceptual models described,
e.g., in SysML into simulation models [5]. Second, more
accurate code generation from simplified variants of UML
models (xUML or fUML) [6][7]. The biggest pitfall of these
approaches at the moment is tool support. Freely available
tools often fail to exploit the full potential of the underlying
principles. Our closest approaches are probably the Network-
within-a-Network (NwN) formalism and the associated tool
Renew [8]. Like us, NwN combines Petri nets and the Java
language, and the models are directly translated into Java.
Nevertheless, our approach works not only with one language,
but we can combine Smalltalk, Java, or C++, including directly
writing the code within models. We aim to create a system

and tool for more efficient modeling and model deployment,
including code generation on languages like Java and C++.

The paper is structured as follows. In Section II, we intro-
duce the basics of the OOPN formalism. Section III introduces
the demonstration example and describes the basic principles
of modeling components and layers based on the Discrete
Event System Specification (DEVS) formalism. Section IV
describes the way we can move from DEVS like components
to objects. Section V discusses possibilities of code generation
in two ways – unsupervised and sipervised.

II. OBJECT ORIENTED PETRI NETS FORMALISM

An OOPN is a set of classes specified by high-level Petri
nets [9]. Formally, an OOPN is a triple (Σ, c0, oid0) where Σ
is the class set, c0 is the initial class, and oid0 is the name
of the initial object of c0. A class is determined primarily by
the object net and the set of method nets. Object nets describe
the possible autonomous actions of objects, while method nets
describe the reactions of objects to messages sent to them from
outside.
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p20

empty

Figure 1. Example of the OOPN model.

An example illustrating the essential elements of the OOPN
formalism is shown in Figure 1. Two classes are depicted, C0
and C1. The object net of the class C0 consists of places p1
and p2 and one transition t1. The object net of the class C1
is empty. The class C0 has a method init:, a synchronous port
get:, and a negative predicate empty. The class C1 has the
method doFor:. An invocation of the method doFor: leads to
the random generation of x numbers and a return of their sum.

Object nets consist of places and transitions. Each place
has an initial marking. Each transition has conditions (i.e.,
inscribed test arcs), preconditions (i.e., inscribed input arcs),
guard, action, and postconditions (i.e., inscribed output arcs).
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Method nets are similar to object nets, but each net has a
multiplicity of parameter places and the return place. Method
nets can access the places of the corresponding object nets to
allow running methods to change object states.

III. REQUIREMENTS MODELING

This section presents a demonstration example and the
essence of requirements modeling using the OOPN and DEVS
formalisms.

A. Demonstration Example

Let us start with the following example, which is inspired
by the simple game LightBulb. First, let’s give the basic text
description. The game board consists of fields that are either
empty, contain connections (only the edges of a square can
be connected), an energy power, or a light (bulb). Connectors
can connect two, three, or four edges. There is just one source
and at least one bulb in the game. The player can rotate each
field 90 degrees to the right. At the beginning, the fields are
rotated so there is no connection between the power and the
bulbs. The game’s goal is to rotate the boxes so that the source
connects with all the bulbs and thus lights them up. If a field is
energized (connected to the power), indicate this by changing
color. We will focus here on defining the behavior of each
field.

B. Components and Layers in the Model

In the specification and design, we will assume that a field is
a component that operates on specific input values and passes
information about changes through outputs. It will settle the
initial design and reasoning over the requirements and their
modeling. We can combine the OOPN (behavioural model)
and DEVS (structure and component model) formalisms for
these purposes. We start specifying a field as a DEVS com-
ponent with four input and four output ports. Each input and
output pair represents the information transfer between fields
adjacent to the corresponding edge, as shown in Figure 2.

PIN_L

L_O

PIN_D D_O

PIN_R

R_O

PIN_U U_O

PIN_L

L_O

PIN_D D_O

PIN_R

R_O

PIN_U U_O

PIN_L

L_O

PIN_DD_O

PIN_R

R_O

PIN_U U_O

Figure 2. Component model using DEVS formalism.

The behaviour will be defined using the OOPN formalism,
where we will create so-called layers. Each layer represents
a separate functionality, which can then be modeled as part
an object net or a method net. Working with layers allows us

to structure behavior better and manipulate the distribution of
responsibilities.

C. Initial Requirements Model and Layers

In specifying the requirements, we will start from the
elements that follow from the specification, model them using
the OOPN formalism, and gradually reveal other essential
components.

U

R

D

L

false

false

false

false

false

state

ports

constructor initUp: u right: r down: d left: l 

u r d l

(u, r, d, l)

U_O

R_O

D_O

L_O

<trigger>check

Figure 3. Initial model of the Field component.

The basic definition assumes that each field knows whether
an edge is part of a connection. The information is stored
in the place ports and can be modeled by a sequence of
true/false values indicating whether the edge is connected.
The sequence always starts with the top edge and proceeds
clockwise. For example, the sequence (true, true, false, false)
corresponds to the left bottom field shown in Figure 2. The
field stores information about the surrounding fields (modeled
as U, R, D, and L places) and informs the surrounding fields
of the change (modeled as U O, R O, D O, and L O output
ports). The information indicates whether the field is connected
to power. Finally, the place state indicates whether this field
is under the power (values true or false). Figure 3 shows the
basic model of the Field component. The model is initialized
by the constructor initUp:right:down:left:.

init turn change_in

check check

produce change_out

Field initialization rotation of the field change of input

verification of 

connection

informs all

surrounding fields

about the change

informs the output

fields about 

the change

Figure 4. The model flow including layers.

Depending on the task, we can distinguish three basic
actions – initialization, rotation, and reaction to a change
coming from the surroundings. Figure 4 depicts the basic
flows. When the corresponding event is triggered (i.e., the
trigger place receives a token), the field is always checked
to see whether the field is connected to the energy source,
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i.e., whether the triggered action caused the change. However,
the subsequent actions differ according to the originator, so
that we can find two basic flows. In the case of initialization
and rotation, we have to inform all the surrounding fields,
since a link between fields may have been created or broken.
In the case of a change coming from the surroundings, we
only inform the fields connected through existing links of the
change, if any.

D. Basic Layers

Now, we will look at the model’s layers. First, the check
layer, which is shown in Figure 5. The model clearly shows
how the new state is evaluated.

res := (in_up = up = true)

|| (in_right = right = true)

|| (in_down = down = true)

|| (in_left = left = true)

t1 (up, right, down, left)

res

old

in_up

in_right

in_down

in_left (old, res)

U

R

D

L

<trigger>check ports

state

<trigger>check_res

Figure 5. The check layer.

The evaluation is based on the knowledge of the state of the
surrounding fields (places U, R, D, and L) and whether the
corresponding edge contains a connection to the corresponding
fields (see the place ports). If at least one edge containing a
connection is true, this field is connected to the energy power.
The new value has been rewritten in the state place. The
execution of the layer is conditioned by the token in the place
check, and termination is indicated by inserting the previous
and new state pairs in the place check res.

<trigger>turn

ports

(u, r, d, l) (l, u, r, d)

<trigger>check

Figure 6. The turn layer.

The next layer is turn, which is captured in Figure 6. The
principle of modeling this functionality is evident from the
model – the original sequence is removed from the place ports
and new sequence, which rotates one position to the right, is
inserted back. The execution of the layer is conditioned by
the token in the trigger place turn. The termination can be
indicated by the addition of an exit place, similar to the check
layer. The necessity of such an addition will become apparent
during model creation.

U

PIN_U

v

old

v

R

PIN_R

v

old

v

...

<trigger>

  check

Figure 7. The change in layer.

The next layer is change in, which is captured in Figure
7. This layer responds to a change in an input port value
and ensures that the contents of the corresponding places
are changed. Ports are modeled by special places; see, e.g.,
PIN U in Figure 7. If the new value is accepted from the
surrounding, it is placed to the input port. The layer updates
field’s information about the surrounding and activates the
check layer by inserting a token in the place check. The model
assumes that the change occurs at exactly one input port at a
time.

(old, res)

<trigger>check_res

ports

(u, r, d, l)

(res, u)

(res, r)

(res, d)

(res, l)

(res, true)

(res, false)

(res, true)

(res, false)

(res, true)

(res, false)

(res, true)

(res, false)

U_O

R_O

D_O

L_O

res

false

res

false

res

false

res

false

Figure 8. The produce layer.

The next layer is produce, which is captured in Figure 8.
This layer is activated by inserting a pair of values of the
original and new value of the field state. The layer ensures
that the new value is distributed to the surrounding patches
through the output ports. However, the insertion of the new
value is conditional on a connection on the corresponding
edge. If there is no connection, it informs the connected patch
of the false state (if there was a connection in the previous
state, the connected patch must process this change).

(old, res)

 <trigger>

check_res

old != res

(a, a)

ports

ps

(res, ps)

(res, (u, r, d, l))

(res, (r, d, l))

(res, u)

(res, true)

(res, false)

U_O
res

(res, (r, d, l))

(res, (d, l))

(res, r)

(res, true)

(res, false)

R_O
res

...

Figure 9. The change out layer.

68Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-296-8

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

ICSEA 2025 : The Twentieth International Conference on Software Engineering Advances

                            79 / 88



The next layer is change out, which is captured in Figure
9. This layer is fundamentally similar to the layer produce,
it captures an alternative modeling option. First, it checks
whether the state has changed. If so, all surrounding fields are
informed, i.e., the new value is inserted into the appropriate
output port if it exists on that link edge. If there is no
connection on the edge, no value is inserted (the field is not
informed).

IV. TRANSFORMATION OF DEVS COMPONENTS TO
OBJECTS

So far, we have considered the model of the field as a
DEVS component that communicates with its surroundings
through ports. However, we need a conventional approach for
use in classical programming languages and environments,
i.e., communication via messaging. At the same time, in the
modeling, we worked with a sequence of logical values at
the port location, which determined which edges contained
the connector. It carries specific modeling implications, e.g.,
repetitive capture of the same functionality over different
edges, since the result must always be placed in a different
component output port. This section illustrates two steps. First,
the edges are named for more flexible handling, and then the
DEVS component is transformed into an object component.

A. Ports identification

For our simple example, we choose naming using symbols
that bind to the pair (name, exist) in the place ports.

U

R

D

L

false

false

false

false

false

state

ports

constructor initUp: u right: r down: d left: l 

u r d l

((#U,u), (#R, r), (#D, d), (#L, l))

outPort: name value: v

...

#U

v

v

<trigger>check

U_O

R_O

D_O

L_O

Figure 10. Modification of the init layer.

Figure 10 shows a preview of the change at the init layer.
At the same time, we introduced the outPort:value: method,
which inserts the specified value into the output port identified
by name. We make similar modifications for the check and turn
layers (see Figures 11 and 12).

B. Replacement of Ports

We will show more substantial modifications to the produce
layer. Since we have the output ports named, we can use the
concept of foreach as shown in Figure 13. The basic idea

res := (in_up = up = true)

|| (in_right = right = true)

|| (in_down = down = true)

|| (in_left = left = true)

t1

((#U, up), (#R, right), 

 (#D, down), (L, left))

res

old

in_up

in_right

in_down

in_left (old, res)

U

R

D

L

check

ports

state

check_res

Figure 11. Modification of the check layer.

of the foreach loop is based on list processing in the Prolog
language.

<trigger>turn

ports

((#U,u), (#R,r),

 (#D,d), (#L,l))

((#U,l), (#R,u),

 (#D,r), (#L,d))

<trigger>check

Figure 12. Modification of the turn layer.

Let us return to the produce layer (Figure 13). We build on
the original solution, but instead of inserting a value into a
specific output port, we call the outPort:value: method. This
evaluation is done only once for all edges stored in the place
ports. A similar modification could be made for the check out
layer.

(old, res)

check_res

ports

foreach: ((dir, exist) | _)

(res, dir, exist)

(res, dir, true)

(res, dir, false)

self outPort: dir value: res

(false, dir)

(res, dir)

(res, dir)

Figure 13. Modification of the produce layer.

Finally, we replace ports with methods or method calls. We
generate a corresponding method for each input port with the
same name and one argument. Instead of passing data through
DEVS components, objects will send messages to each other.
An example of changing the PIN U input port to a method
is shown in Figure 14.

Output ports are replaced by calling the corresponding
method. For instance, for the output port U O, it is necessary
to call the method PIN D:, because the output of the up field
corresponds to the down input of the connected field (see the
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PIN_U: v

U

old

v
v

<trigger>

  check

self

return

Figure 14. Replacing the input port with the method.

DEVS component model in Figure 2). An example is shown
in Figure 15.

outPort: name value: v

...

#U

v

field U_O

R_O

D_O

L_O

field PIN_D: v.

Figure 15. Replacing the output port with the method call.

Figure 16 schematically depicts the resulting OOPN model
– places, methods, and basic layers initiated by trigger places.

V. CODE GENERATION

This section presents the possible outputs of the model
transformation into Java. We build on the work of [10]. Due
to the generality of the OOPN formalism, the fundamen-
tal transformation mechanism is cumbersome (unsupervised
generation), but introducing some additional information can
make code generation more efficient (supervised generation).
This information can be supplied manually, or it can be derived
by automated analysis of the model. We will present examples
of generated code for only one part of the model. In both
cases, we obtain executable code that differs in complexity
and efficiency.

A. Basic Framework Classes

The created OOPN models, which correspond to the princi-
ples mentioned so far, can be automatically translated into
Java. The resulting class system needs a basic framework
prepared for these purposes [10]. Figure 17 shows the basic
structure of classes and interfaces required to transform OOPN
models into Java.

The class Place represents the collection corresponding to a
place. The OOPN class is always derived from the PN class,
which provides the primary means for object handling and
communication. The object net is represented by the construc-
tor. The object net’s places can be considered attributes (object
variables) of the object, and their declarations are, therefore,
placed in the member fields space. Because the OOPN lan-
guage is typeless, the common type of all variables is the
PNObject class, and communication, i.e., sending messages,
must be done specially.

U

R

D

L

false

false

false

false

false

state

ports

constructor initUp: u right: r down: d left: l 

outPort: name value: v

U_O

R_O

D_O

L_O

PIN_U: v

PIN_R: v

PIN_D: v

PIN_L: v

turn

<trigger>check

<trigger>check_res

Figure 16. Model of the class Field overview.

Figure 17. Basic Java classes for OOPN transformation.

PNObject is the interface implemented by the PN class and,
thus, by all OOPN classes. However, we must consider that
models also work with other objects (e.g., primitive Java data
types and other Java classes). Therefore, we need wrappers for
objects of these classes that implement the PNObject interface
to ensure compatibility. For each transition, a class derived
from the Transition class is generated, containing methods to
verify the input conditions (guard) and a method containing the
actual actions of the transition (action). A place corresponds
to an unordered collection of objects from which objects can
be read and removed, and new objects can be added.

B. Unsupervised Generation

As mentioned, we will demonstrate the transformation (code
generation) capabilities only on selected parts of the model.
The model consists of a single class Field. Figure 18 shows
the generated code for the model layer captured in Figure 16
in the basic (unsupervised) version.

All variables and values are typed as class PNObject. A
special class PNList is used to implement the list of values.
This figure does not capture the whole listing; it is only an
outline of the generated code.
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p u b l i c c l a s s F i e l d ex tends PN {
p r o t e c t e d boolean s t a t e ;
p r o t e c t e d L i s t<L i s t<Dir , Boolean>> p o r t s ;
p r o t e c t e d boolean U, R , D, L ;
p r o t e c t e d boolean U O, R O , D O, L O ;
p u b l i c enum Dir {U, R , D, L} ;
p u b l i c C1 ( boolean u , boolean r , boolean d ,

boolean l ) {
s t a t e = f a l s e ;
p o r t s = new A r r a y L i s t <>();
p o r t s . p u t ( new A r r a y L i s t <>(Di r . U, u ) ) ;
p o r t s . p u t ( new A r r a y L i s t <>(Di r . R , r ) ) ;
p o r t s . p u t ( new A r r a y L i s t <>(Di r . D, d ) ) ;
p o r t s . p u t ( new A r r a y L i s t <>(Di r . L , l ) ) ;
. . .

}
}

Figure 19. Supervised translation of the class Field into Java.

C. Supervised Generation
For supervised generation, we use the constraints introduced

in [9], which allow us to define different constraints on models.
The constraints can be defined manually or derived by ana-
lyzing the model or its simulated run [11]. This analysis finds
the following constraints on the model under consideration.

p u b l i c c l a s s F i e l d ex tends PN {
p r o t e c t e d P l a c e s t a t e ;
p r o t e c t e d P l a c e p o r t s ;
p r o t e c t e d P l a c e U, R , D, L ;
p r o t e c t e d P l a c e U O, R O , D O, L O ;
p u b l i c C1 ( PNObject u , PNObject r , PNObject d ,

PNObject l ) {
s t a t e = new P l a c e ( t h i s ) ;
p o r t s = new P l a c e ( t h i s ) ;
f i e l d s = new P l a c e ( t h i s ) ;
i n p u t s = new P l a c e ( t h i s ) ;

s t a t e . add ( f a l s e ) ;
P N l i s t l s t = new PNLis t ( ) ;
l s t . add ( new PNLis t ( ” #U” , u ) ) ;
l s t . add ( new PNLis t ( ” #R” , r ) ) ;
l s t . add ( new PNLis t ( ” #D” , d ) ) ;
l s t . add ( new PNLis t ( ” #L” , l ) ) ;
p o r t s . add ( l s t ) ;
. . .

}
}

Figure 18. Unsupervised translation of the class Field into Java.

context Field::state: Boolean
context Field::ports: OrderedList
context Field::ports element: OrderedList (Dir, Boolean)
context Dir: enum(U,R,D,L)
. . .

The generated code can be simplified and streamlined based
on the defined constraints, as shown in Figure 19.

VI. CONCLUSION

This paper presented the possibilities of modeling require-
ments using OOPN formalisms (for behavior definition) and

DEVS-like components (for structure description). The model
can then be gradually transformed into a more efficient form
and a programming language (currently Java). The essential
feature we want to achieve is that the resulting code does not
need to be further modified, because the original model allows
the use of code and objects from the target environment. Thus,
all changes and modifications occur at the model level.

In the future, we want to focus on fully automated constraint
derivation over the model (while retaining the possibility of
manual intervention) and automated support for model modifi-
cations. For these purposes, we plan to explore the possibilities
of involving artificial intelligence, particularly large language
models (LLMs). It also assumes tool support, which we will
continue to work on.
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Abstract  – Debugging is a challenging activity involved in 
software development and maintenance processes. Delta 
Debugging (DD) is an automatic debugging algorithm and 
methodology that applies a scientific recurrent hypothesis, trial, 
and result loop to systematically reduce failure-inducing inputs 
to a minimal set. Yet, especially for larger (structured) input 
sets, how DD arrived at its results and its intermediate inputs 
and test results may not be intuitively evident to practitioners. 
This paper contributes our solution concept VR-
DeltaDebugging for an immersive visualization in Virtual 
Reality to support comprehension, analysis, and collaboration. 
A prototype demonstrates its feasibility, and a cased-based 
evaluation on execution, comprehension and analysis, and 
scalability provides insights into its capabilities and potential. 

Keywords – delta debugging; visualization; virtual reality; 
debugging; software engineering. 

I.  INTRODUCTION 
Debugging is a costly and time-consuming activity 

incurred during software development and maintenance 
processes. A 2021 study [1] found debugging sessions (even 
during programming) occurred on average every eight 
minutes, with sessions lasting from less than a few minutes to 
over 100 minutes. A 2020 survey [2] of 73 developers 
reported that roughly a quarter of their time (26%) was spent 
reproducing and fixing failing tests, averaging 13 hours to fix 
a single bug. A study on debugging [3] found that almost half 
of the 303 developers (47%) spend 20-40% of their time 
debugging, with 26% spending even 40–60%. Over half had 
no formal debugging knowledge or training, and over 70% 
were unaware of more advanced debugging tools or 
approaches, which only very few applied. 

Among automated software fault localization techniques 
and tools, Delta Debugging (DD) [4] is a method and 
algorithm that simplifies and isolates failure-inducing input 
automatically and systematically by testing subsets and 
complements of the input. This can reduce debugging effort 
by narrowing the relevant inputs that cause a test to fail. 
Debugging and testing are often performed 
contemporaneously, and one application area that exemplifies 
DD’s applicability and benefit is fuzzing. Fuzzing (or fuzz 
testing) is an automated dynamic test technique that injects 
random, invalid, or unexpected inputs and observes a 
software’s behavior (crash, memory leak, vulnerabilities, 
etc.). Yet fuzzing can result in a large (random) input set for a 
test failure. DD has been shown to be effective and efficient 
at isolating some input to the minimum set that still reproduces 

the failure [5]. DD is also applied in compiler development 
when dealing with program code as structure text inputs, as 
exemplified in [6]. As to DD’s benefits, the empirical study 
on DD by Yu et al. [7] found that two thirds of isolated 
changes in the studied programs were helpful in terms of 
accuracy and efficiency, providing (in)direct clues in locating 
regression bugs; yet a third were superfluous changes or 
incorrect isolations. Thus, DD practitioners should have better  
analysis and process support tooling for insights into 
determining the validity of a DD result. This is a problem and 
underlying motivation for this paper’s contribution.  We seek 
a solution that can support DD practitioners in comprehending 
and analyzing the DD reduction input sets and results, and 
thus more readily determine valid results (or input or test case 
issues) and the intermediate steps that led to it. Visualization 
could support DD and make advanced debugging approaches 
more accessible to practioners. While 2D debugging tools 
(textual, visual, or Integrated Development Environment 
(IDEs)) are prevalent, there has been relatively little 
investigation into the potential of Virtual Reality (VR) for 
debugging support, in particular for DD and structured inputs. 

In this paper, we propose and investigate applying 
immersive VR  to support the DD method. In prior work, we 
investigated the application of VR to various other areas. A 
selection of our prior VR-related contributions in the Software 
Engineering (SE) space: VR-SDLC [8] models development 
lifecycles, VR-Git [9] models Git repositories, VR-DevOps 
[10] models Continuous Development pipelines, VR-SBOM 
[11] models Software Bill of Materials (SBOM) and software 
supply chains. HyDE [12] showed a VR-based multi-display 
IDE that could also be used for debugging support. This paper 
contributes our VR-DeltaDebugging solution concept towards 
immersive visualization support for Delta Debugging in VR. 
A prototype demonstrates its feasibility, while a case-based 
evaluation provides insights into its capabilities and potential 
for supporting comprehension, analysis, and collaboration. 

This paper is structured as follows: the next section 
discusses related work. Section 3 describes our solution. In 
Section 4, our realization is presented, which is followed by 
our evaluation in Section 5. Finally, a conclusion is provided. 

II. RELATED WORK 
Regarding DD, the survey by Wong et al. on software fault 

localization [13] analyzed 587 papers and 68 theses, with the 
discussion also encompassing DD - yet there is no mention of 
visualization or VR. Further, all searches found no work 
directly involving DD visualization. Any work, tools, or 
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libraries are text-based or involve a Command Line Interface 
(CLI). As to IDE integration, DDinput [14] was an Eclipse 
plugin (appears to no longer appears be supported [15]). Work 
regarding DD tools or libraries includes Picire [16] as 
described in [17], and that cited in Wong et al. above [13]. 

As to debugging in general, VR-based work includes 
Mauer et al. [18] with a VR-based 3D-debugging prototype, 
demonstrating how VR can be used for programming 
comprehension and debugging. Our own prior work HyDE 
[12] demonstrated a VR-based multi-display IDE (Integrated 
Development Environment), which could also be used for 
direct programming and debugging support. 3D visualization 
work includes Code Park [19], which provides a code-centric 
environment for code comprehension, yet offers no debugging 
or editing support. Examples of 2D visualization tools 
supporting fault localization include Tarantula [20] and 
GZoltar [21], which showed that visualizations can drastically 
reduce debugging time.  

In contrast, VR-DeltaDebugging is a VR solution directly 
addressing DD visualization support for (un)structured inputs. 

III. SOLUTION CONCEPT 
Our solution concept is grounded on prior VR research in 

areas related to modeling, analysis, and collaboration, some of 
which is highlighted here. Akpan & Shanker’s systematic 
meta-analysis [22] in discrete event modeling found VR/3D 
to be advantageous for model development, analysis, and 
Verification and Validation (V&V). 95% of 23 papers 
concluded 3D was more potent and provided better analysis 
than 2D (e.g., evaluating model behavior or what-if analysis). 
Another finding was a consensus that 3D/VR can present 
results convincingly and understandably for decision-makers. 
In 74% of 19 papers, model development tasks improved 
significantly in 3D/VR (team support, precision, clarity).  

 
Figure 1.  Conceptual map of our published VR solution concepts 
highlighting their differentiation (VR-DeltaDebugging highlighted in blue). 

Our conceptual map of Figure 1 shows our VR-
DeltaDebugging solution concept (blue) within the SE and 
SysE (Systems Engineering) area and in relation to our other 
prior VR solutions. VR-MF, our generalized VR Modeling 
Framework  (detailed in [23]), provides the basis, providing a 
domain-independent hypermodeling framework addressing 
the VR aspects of visualization, navigation, interaction, and 
data integration. We have published VR-based solutions 
specific to the Enterprise Architecture (EA) and Business 
Process (BP) space (EA & BP): VR-EA [23] for mapping EA 
models to VR, VR-BPMN for BPMN models, VR-EAT for 

enterprise repository integration, VR-EA+TCK [24] for 
knowledge and content integration, and VR-EvoEA+BP [25] 
for EA evolution and business process animation, and VR-
SBOM [11]. Solutions in the SE and SysE areas include: VR-
Git [9], VR-GitCity, and VR-GitEvo+CI/CD for git-related 
solutions, VR-DevOps [10], VR-V&V (Verification and 
Validation), VR-TestCoverage, VR-SDLC [8], VR-ISA for 
Informed Software Architectures, and VR-UML and VR-
SysML for software and systems modeling. HyDE [12] is our 
VR-based multi-display IDE, and while it can be used for 
debugging, hitherto none of our work focused directly on 
supporting debugging in VR. 

With regard to structured inputs, Hierarchical Delta 
Debugging (HDD) [26] has been proposed as a variant to 
improve DD’s effectiveness. However, the study by Yu et al. 
[27] found that HDD suprisingly did not improve accuracy nor 
efficiency. Thus, while our solution concept is compatible 
with HDD, our prototype initially focuses on DD support, 
incorporating HDD in future work. Since HDD is an AST-
oriented reducer, our AST-based nexus can be seen as a 
precursor to eventual AST-based input support for HDD. 

A. Visualization in VR 
For text visualization (both input and test code), an 

interactive scrollable billboard analogy is used for the main 
screen, similar to terminal screens but enhanced for DD 
support. It offers a large interaction and viewing space for 
text-centric analysis. A menu is provided on the side to readily 
offer interaction without interfering in the analysis. The nexus 
view is kept synchronized and to the side of the billboard. 

For structured DD text inputs, a common alternative 
graphical visualization form is an Abstract Syntax Tree (AST) 
(e.g., source code input to debug a compiler/interpreter, or any 
JSON/XML/HTML/YAML inputs). In VR, we visualize this 
AST as a nexus graph of nodes and edges on the surface of an 
invisible sphere. 3D nodes depict syntactical elements 
(classes, functions), while the edges (directed lines) are used 
to indicate semantic relationships, such as calls or class 
affiliations. A sphere was chosen to reduce dependency 
collisions while holding the entire graph spatially compact for 
immersive flythrough navigation. A Boundary Box (BB) is 
used to delimit the context of the visual model in case multiple 
models or model versions are loaded. 

B. Navigation in VR 
Dual navigation modes are supported in our solution: 

default gliding controls for fly-through VR, and teleporting to 
instantly place the camera at a selected position in space.  
Although teleporting can be potentially disconcerting, it may 
reduce the likelihood of VR sickness. 

C. Interaction in VR 
User-element interaction is supported through the VR 

controllers. A DD Replay capability is provided via a slider 
above the main screen. It is labeled with the total number of 
DD steps invoked. By adjusting the slider, the DD step and its 
result are correspondingly displayed on the main screen. 
Green line numbers indicate the input that passed, and red 
denotes inputs that failed. Since during main screen 
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interaction no movement is involved, DD interaction controls 
are offered either directly on the main screen, or via a side 
screen with a menu to change the context of the main screen. 
The VR-Tablet travels with the VR camera to support nexus 
interaction, in particular AST filtering by node type, and can 
provide detailed context-specific information for a selected 
element (e.g., node or relations) from the AST data. 

IV. REALIZATION 
The logical architecture of our prototype realization is 

shown in Figure 2. The VR visualization aspects of our 
prototype (referred to as our frontend) were realized in C# 
using Unity 2022.3.5f1 (LTS) with the XR Interaction Toolkit 
2.3. Our backend consists of our Data Hub that contains a data 
repository and adapters for invocation and data transformation 
using Python 3.10. While the Data Hub is conceptually 
separated via a communication channel, in our prototype this 
would have created unnecessary overhead. The necessary 
JSON data could be readily transferred via a socket or Web 
API. Thus, invocation from C# of the Python adapters utilized 
subprocesses instead. 

 
Figure 2.  Logical architecture. 

 
Figure 3.  Extract snippets of DD execution step log output in JSON 
(intermediate results removed at line 25 for brevity), showing step number, 
input and corresponding line numbers, and test result for that subset. 

A. Backend 
We utilized the Picire [16] Python DD implementation. It 

splits input (by characters or lines) into n chunks (we used 
n=2), testing these to see if any remain interesting. We created 
a generic DD logging proxy for testcases, which tracks 
separate testcase invocation sequences, storing corresponding 
step, input, line numbers, and result, shown in our JSON-
based log output snippet in Figure 3. This retains DD 
execution state for subsequent playback and analysis. 

Visual analysis for structured DD inputs (like source code 
for compilers/interpreters, JSON, markup) is supported via an 
AST. We exemplify feasibility by initially supporting Python. 
The Python Astroid module (extends the Python ast module) 
provides an enhanced AST with additional semantic 
information. We then generate a JSON-based AST data model 
with the following features: 

• Nodes for syntactic units: classes, functions, variable 
assignments, imports. 

• Edges between semantically-linked nodes, such as 
method calls or class affiliations. 

• Additional data such as line numbers, code snippet, node 
type, and parent nodes. 

B. Frontend 
The nexus assists with structured inputs, exemplified with 

Python source code. The nexus layout is based on the 
Fibonacci sphere algorithm for spatial separation together 
with a force-directed graph algorithm, which adjusts node 
placement proximity based on relations, the results of which 
is illustrated in Figure 4. To depict directed relations between 
elements, rather than adding arrow heads, direction is 
indicated by coloring from the source (black) to the 
destination (white) as a gradient, as seen in Figure 5.  

To support immersive interaction in the nexus sphere, a 
VR-Tablet offers a Nexus Stepper check box: when 
unchecked, the entire AST is depicted; if checked, only the 
corresponding portion of the input for that step is shown. It 
also offers a filtering capability (to ghost or make opaque in 
the nexus) of the visible node types using checkboxes, as 
shown in  Figure 5. To simplify tablet interaction while 
keeping its size small, pagination was used instead of 
scrolling. The node type options depend on the loaded AST, 
and can include, e.g.: Module, Import, classdef, functionsdef, 
arguments, assign, assignname, assignattr, etc. The BB around 
the nexus offers a legend of the node type color assignment, 
and well as metrics such as the total number of nodes visible. 
To retain and utilize a user’s spatial memory, rather than 
optimize spatial distance, the nexus is not relocated or its 
layout changed once instantiated, even if steps or filtering 
cause far fewer nodes to be visible. 

Support for selecting a DD Replay step was implemented 
as a slider on top of the main screen, ranging from initial input 
on the left to the final result on the right. During Replay 
interaction in VR, the corresponding input is shown, and the 
line numbers are colored according to the step and test result 
(green for pass, red for fail). A menu screen to the right of the 
main screen provides the ability to load and execute a different 
DD context. 
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Figure 4.  Input nexus of AST code graph. 

 
Figure 5.  Nexus closeup showing directional dependencies via gradients 
and the node type filtering ability in the VR-Tablet. 

As our evaluation did not necessitate text entry, a virtual 
keyboard was not included. The implementation could readily 
be enhanced with a virtual keyboard using laser pointer key 
selection, as demonstrated in our other VR solutions. 

V. EVALUATION 
The evaluation of our VR solution concept is based on the 

design science method and principles [28], in particular a 
viable artifact, problem relevance, and design evaluation 
(utility, quality, efficacy). A case study is used based on the 
following scenarios: DD execution support, DD 
comprehension and analysis support, and nexus scalability. 

A. DD Execution Support in VR 
To evaluate DD execution capability in VR, various tests 

with structured and unstructured inputs were run. The nexus 
only applies to structured input. To illustrate unstructured 
input support, input and a Python test from a DD reference site 
[29] were slightly adapted for our implementation, shown in 
Figure 6 and Figure 7 respectively.  

 
Figure 6.  Example unstructured text input. Adapted from [29]. 

 
Figure 7.  Example provided Python DD testcase. Adapted from [29]. 

After execution, the initial result (Step 1/9) is as shown in 
Figure 8, and moving the stepper to the end (Step 9/9) shows 
the final result of the line found that causes the test to fail, 
shown in Figure 9.  

 
Figure 8.  Unstructured input (left) and step and result status (top). Unclear 
as yet if the input can be further reduced to a single line (or set of characters).  

 
Figure 9.  A single input line found to cause the DD test to fail. 

B. DD Comprehension and Analysis Support in VR 
DD comprehension and analysis are supported in two 

ways: DD Replay (via the stepper slider) and the graphical DD 
nexus, which provides a synchronized graphical view for 
structured DD input, which text-based tools do not offer. 

 
Figure 10.  Complete input AST nexus (Tablet Nexus Stepper unchecked). 
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Figure 11.  Replay synchronized AST nexus (left) shows reduced input set 
for Step 4 of 28 on screen (red line numbers indicate set in testcase failure).  

To illustrate the comprehension capability, a full AST 
nexus (since the Nexus Stepper is unchecked on VR-Tablet) 
of 1500 elements, based on the complete structured text input 
of 500 lines of assignments in Python code, is shown in Figure 
10. A faulty line was intentionally placed on line 250. The 
nexus view supports DD comprehension by also depicting any 
known structural relations of the input in a graphical and 
immersive form, allowing the user to better understand large 
structured input sets as they may relate to the DD 
(intermediate) results. A Python AST was used to illustrate 
this capability, but any structures that can be transformed to a 
graph-based form could use this capability. 

To support analysis of DD results, with the Nexus Stepper 
checked, moving the slider to Step 4 shows a reduced nexus 
as well as a reduced textual input set on the main console, as 
shown in Figure 11. At Step 8, the nexus is further reduced, 
and the main console shows the passing input (via green line 
numbers), as seen in Figure 12.  The Replay final result shows 
the failing line found, with a reduced nexus visible on the left 
that contains only 3 elements, shown in Figure 13.  

Immersion in the nexus allows the user to perceive the 
relations between element types in structured input. The 
filtering capability by node type is illustrated in Figure 14. 
Here, the assign nodes were deselected in the VR-Tablet and 
thus ghosted, enabling the user to focus on (a) specific AST 
node type(s) of interest. 

 
Figure 12.  Replay synchronized AST nexus showing reduced input set on 
Step 8 (main screen green line numbers indicate input passing testcase). 

 
Figure 13.  Replay final result showing failing line (reduced nexus on left 
contains only 3 elements, pointed to by red arrow annotation). 

 
Figure 14.  AST nexus filtering (assign nodes are ghosted since deselected). 

 
Figure 15.  DD test execution input and result status. 

C. Nexus Scalability in VR 
VR has no theoretical spatial limitations. However, the 

number of visible elements depicted affects the frame rates, 
which are dependent on software and hardware capabilities. 
For our scalability scenario, the setup was a desktop Win 11 
PC AMD Ryzen 9 7900X with 32GB RAM and NVIDIA 
RTX 4070 using Unity 2022.3.5f1 (LTS). A large structured 
input (500 lines of Python code) was depicted as an AST as 
shown in Figure 4. It consists of  1500 visible elements of 
three different types (ASSIGN, ASSIGNNAME, CONST) of 
500 each and their associated dependencies, as shown on the 
BB in No negative usability issues were encountered, and it 
demonstrates the feasibility and scalability of the nexus 
visualization concept for structured inputs such as ASTs. 
Future work will evaluate larger code repositories. 

VI. CONCLUSION AND FUTURE WORK 
Debugging has received relatively little visualization 

support, especially investigating 3D and VR enhancements 
opportunities and integration with automated debugging tools. 
This paper described our VR-DeltaDebugging solution 
concept that offers immersive visualization support for Delta 
Debugging in VR. Instead of relying on purely text-based DD 
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invocation, comprehension, and analysis, it offers an 
interactive cockpit with visual support offering intermediate 
DD result replay the DD steps that led to the DD result. 
Structured DD inputs are enhanced with an optional graphical 
nexus visualization that depicts elements and relations within 
the input, which might affect the failure, and it’s depiction is 
synchronized with the DD Replay results. 

The prototype demonstrates its feasibility. The case-based 
evaluation  provided insights into its capabilities and potential 
for supporting comprehension, analysis, and scalability. VR 
could also offer a collaboration space regarding DD issues. 

Future work includes support for Hierarchical Delta 
Debugging (HDD), git-bisect integration, and a 
comprehensive empirical study that also includes usability. 
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