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Forward

The Nineteenth International Conference on Software Engineering Advances (ICSEA 2024), held
on September 29 – October 3, 2024 in Venice, Italy, continued a series of events covering a broad
spectrum of software-related topics.

The conference covered fundamentals on designing, implementing, testing, validating and
maintaining various kinds of software. The tracks treated the topics from theory to practice, in terms of
methodologies, design, implementation, testing, use cases, tools, and lessons learnt. The conference
topics covered classical and advanced methodologies, open source, agile software, as well as software
deployment and software economics and education.

The conference had the following tracks:

 Advances in fundamentals for software development

 Advanced mechanisms for software development

 Advanced design tools for developing software

 Software engineering for service computing (SOA and Cloud)

 Advanced facilities for accessing software

 Software performance

 Software security, privacy, safeness

 Advances in software testing

 Specialized software advanced applications

 Web Accessibility

 Open source software

 Agile and Lean approaches in software engineering

 Software deployment and maintenance

 Software engineering techniques, metrics, and formalisms

 Software economics, adoption, and education

 Business technology

 Improving productivity in research on software engineering

 Trends and achievements

Similar to the previous edition, this event continued to be very competitive in its selection process
and very well perceived by the international software engineering community. As such, it is attracting
excellent contributions and active participation from all over the world. We were very pleased to receive
a large amount of top quality contributions.

We take here the opportunity to warmly thank all the members of the ICSEA 2024 technical program
committee as well as the numerous reviewers. The creation of such a broad and high quality conference
program would not have been possible without their involvement. We also kindly thank all the authors
that dedicated much of their time and efforts to contribute to the ICSEA 2024. We truly believe that
thanks to all these efforts, the final conference program consists of top quality contributions.
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This event could also not have been a reality without the support of many individuals, organizations
and sponsors. We also gratefully thank the members of the ICSEA 2024 organizing committee for their
help in handling the logistics and for their work that is making this professional meeting a success.

We hope the ICSEA 2024 was a successful international forum for the exchange of ideas and results
between academia and industry and to promote further progress in software engineering research. We
also hope that Venice provided a pleasant environment during the conference and everyone saved
some time for exploring this beautiful city

ICSEA 2024 Steering Committee
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Radek Koci, Brno University of Technology, Czech Republic
Sébastien Salva, University of Clermont Auvergne | LIMOS Laboratory | CNRS, France
José Carlos Metrôlho, Polytechnic Institute of Castelo Branco, Portugal
Luigi Lavazza, Università dell'Insubria – Varese, Italy
Hironori Washizaki, Waseda University / National Institute of Informatics / SYSTEM INFORMATION,
Japan
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A Comparison of Closed-Source and Open-Source Code Static Measures

Luigi Lavazza
Dipartimento di Scienze Teoriche e Applicate

Università degli Studi dell’Insubria
Varese, Italy

e-mail: luigi.lavazza@uninsubria.it

Abstract—Most software engineering empirical studies are
based on the analysis of open-source code. The reason is that
open-source code is readily available, while usually software
development organizations do not give access to their code, not
even when the purpose is research and the code itself will not be
disclosed. As a consequence, the corpus of empirical knowledge
is related almost exclusively to open-source software. This poses
a quite important question: do the conclusions we draw from
the analysis of open-source code apply to close-source code as
well? In this paper, a comparison of open-source and closed-
source code is performed, to provide some preliminary answers
to the question. Specifically, the goal of the paper is to evaluate
whether static code measures from open-source code are similar to
those obtained from close-source code. To this end, an empirical
study was performed, involving closed-source code from two
organizations and open-source code from a few different projects.
The most popular static code measures were collected using a
commercial tool, and compared. The study shows that open-
source code measures appear similar to the measures obtained
from industrial closed-source code. However, we must note that
the study reported here involved just a few industrial projects’
measures. Therefore, replications of the work presented here
would be very useful.

Keywords-software code measures; static code measures; open-
source code; closed-source code.

I. INTRODUCTION

Software development organizations make their code avail-
able to researchers very rarely. This is due to their need
for preserving the competitive advantage deriving from code
ownership. As a consequence, the great majority of the
empirical studies involving source code analyze open-source
code, which is freely available. The conclusions reached by
these studies are expected to apply to all code, including
industrial closed-source code. However, the generalizability of
studies based on open-source software relies on the assumption
that closed-source software is “similar” to open-source software.
Specifically, it is expected that the measures of open-source
code are representative of closed-source software as well.

This paper describes an empirical study that aims at verifying
if and to what extent code measures of open- and closed-source
projects are similar. To this end, we measured a set of industrial
closed-source projects and a set of open-source projects and
compared the resulting measures.

Based on our results, there are no major differences among
the measures collected from industrial and open-source projects.
The study reported here has the merit to provide some
initial objective evidence that studying open-source projects as
representative of closed-source projects is sound.

In this study, the investigation is limited to static code
measures for Java projects. Static measures can be defined
at various levels of granularity (e.g., method, class, file, sub-
system, etc.): here we deal only with method-level measures.

The paper is structured as follows. Section II describes the
static code measures investigated in this study. Section III
describes the empirical study, whose results are given in
Section IV. Section V discusses the results obtained by the
study. Section VI discusses the threats to the validity of
the study. Section VII accounts for related work. Finally, in
Section VIII some conclusions are drawn, and future work is
outlined.

II. CODE MEASURES

Since the first high-level programming languages were
introduced, several measures were proposed, to represent the
possibly relevant characteristics of code [1]. For instance, the
size of a software module is usually measured in terms of
Lines Of Code (LOC), while McCabe Complexity (also known
as Cyclomatic Complexity) [2] was proposed to represent
the “complexity” of code, with the idea that high levels
of complexity characterize code that is difficult to test and
maintain. The object-oriented measures by Chidamber and
Kemerer [3] were proposed to recognize poor software design.
For instance, modules with high levels of coupling are supposed
to be associated with difficult maintenance.

We have considered some of the most popular method-
level measures used in the research literature and the software
industry: they are listed in Table I.

TABLE I. THE MEASURES COLLECTED VIA SOURCEMETER.

Metric name Abbreviation
Halstead Calculated Program Length HCPL
Halstead Volume HVOL
Maintainability Index (Original version) MI
McCabe’s Cyclomatic Complexity McCC
Lines of Code LOC

Halstead proposed several code metrics [4], based on the
total number of occurrences of operators N1, the total number
of occurrences of operands N2, the number of distinct operators
η1 and the number of distinct operands η2. Halstead Volume
(HVOL) is defined as HV OL = (N1 +N2) ∗ log2(η1 + η2);
Halstead Calculated Program Length (HCPL) is defined as
HCPL = η1 ∗ log2(η1)+ η2 ∗ log2(η2). McCabe’s complexity
(McCC) is used to indicate the complexity of a program, being
the number of linearly independent paths through a program’s

1Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-194-7

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org
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source code [2]. The Maintainability Index (MI) [5] is defined
as MI = 171− 5.2 ∗ ln(HV OL)− 0.23 ∗ (McCC)− 16.2 ∗
ln(LLOC), where LLOC is the number of Logical LOC, i.e.,
the number of non-empty and non-comment code lines.

Interested readers can find additional information concerning
the definition and meaning of the selected metrics in the
documentation of SourceMeter [6], the tool we used to to
collect code measures.

III. THE EMPIRICAL STUDY

The empirical study involved closed-source and open-source
Java programs. This code was measured, and the collected data
were analyzed via well established statistical methods. The
dataset is described in Section III-A, while the measurement
and analysis methods are described in Section III-B. The results
we obtained are reported in Section IV.

A. The Dataset

As already mentioned, obtaining source code from software
industries is not easy. Therefore, the closed-source code
analyzed within the study is a convenience sample: it is the
code that we were able to obtain from industrial developers.
The open-source code analyzed within the study is the open-
source code used within or together with the analyzed industrial
projects. This guarantees a sort of “homogeneity” of code with
respect to the required quality.

The projects that supplied the code for the study are listed
in Table II, where some descriptive statistics are also given.
Because of confidentiality reasons, the names of the industrial
projects that supplied the code to be measured are not given:
these projects are named Industrial1, Industrial2, Industrial3
(abbreviated Ind1, Ind2 and Ind3 where necessary). Ind1 and
Ind2 are client and contract management systems from a large
service company, Ind3 is the back-end of a web application. All
of the industrial projects aimed to develop software supporting
the main business of the owner companies, i.e., none of the
considered projects delivered a product to be sold on the market.
Also, all projects were developed by external software houses
on behalf of the owner companies. Because of confidentiality
reasons, the code and the raw measures are not available.

TABLE II. DESCRIPTIVE STATISTICS OF THE DATASETS.

Number LOC LOC per file
of files total mean sd median range

Industrial1 1507 202299 134 268 91 [1–6851]
Industrial2 280 56419 201 286 93 [3–2336]
Industrial3 1323 250193 189 307 100 [6–3644]
Log4J 1067 126354 118 121 80 [20–1357]
JCaptcha 248 25292 102 99 75 [16–691]
Pdfbox 1215 252158 208 251 125 [21–2966]
JasperReports 3177 533008 168 285 89 [27–4398]
Hibernate 2392 236527 99 127 63 [9–2146]

Table II provides, for each analyzed project, the number
of files, the total number of LOC, and the mean, standard
deviation, median and range of the LOC per file.

B. The Method

The first phase of the study consisted in measuring the code.
We used SourceMeter [6] to obtain the measures.

The second step consisted in selecting the data for the study.
We excluded from the study all the methods having unitary
McCabe complexity, i.e., the methods that contain no decision
points, since those methods would bias the results. In fact,
these methods are quite numerous (since they include all the
setters and getters) and very small (the excluded methods have
mean and median LOC in the [3,6] range).

After removing the methods having unitary McCabe com-
plexity, we got the dataset whose descriptive statistics are given
in Table III.

TABLE III. DESCRIPTIVE STATISTICS OF THE DATASETS, AFTER REMOVING
METHODS WITH UNITARY MCCABE COMPLEXITY.

Num. LOC LOC per method
methods total mean sd median range

Industrial1 1342 32654 24 38 15 [3,626]
Industrial2 703 17099 24 25 16 [3,197]
Industrial3 3339 127170 38 61 21 [3,1272]
Log4J 1729 29948 17 17 12 [3,176]
JCaptcha 362 6386 18 15 13 [3,100]
Pdfbox 3738 92679 25 26 16 [3,380]
JasperReports 6815 180104 26 31 17 [3,453]
Hibernate 2746 46505 17 15 12 [3,221]

The third step consisted in comparing the collected measures.
To this end, we provide a visual representation of the data
via boxplots that describe the distributions, the mean and the
median of the measures collected from each project. We also
performed statistical analysis:

1) We performed a Kruskal-Wallis test for all the considered
metrics, since the conditions for performing ANOVA
tests did not hold. As a result, we obtained that, for
all metrics, projects are not all equivalent with respect to
the considered measure.

2) To explore in detail the differences among projects, we
performed Wilcoxon rank sum tests for all project pairs,
for all the considered metrics.

3) When a Wilcoxon rank sum test excluded that the measures
are equivalent, we evaluated the effect size via Hedge’s g.

In all the performed analysis, we considered the results
significant at the usual α = 0.05 level.

IV. RESULTS OF THE STUDY

This section reports the data collected via the empirical study,
grouped according to the type of property being measured.

A. Size measures

Boxplots of LOC measures are given in Figure 1. For the
sake of readability, Figure 2 provides the same data, excluding
outliers. The mean values are represented as blue diamonds.

The results of the Wilcoxon rank sum tests and Hedges’s g
evaluations are given in Table IV. Specifically, a cell includes
symbol ‘=’ if the Wilcoxon rank sum test could not exclude
that the considered measures are equivalent; otherwise, a cell
includes one of the symbols ‘n,’ ‘s,’ ‘m’ for negligible, small
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Figure 1. Boxplots of size (measured in LoC) distributions.

Figure 2. Boxplots of size (measured in LoC) distributions. Outliers omitted.

and medium effect size, respectively (in no case a large effect
size was found).

TABLE IV. WILCOXON RANK SUM TEST AND HEDGES’S G RESULTS FOR
LOC.

Ind1 Ind2 Ind3 Log4J JCaptcha Pdfbox JReports Hibernate
Ind1 – n s s n n n s
Ind2 n – s s s = n s
Ind3 s s – s s s s s
Log4J s s s – n s s n
JCaptcha n s s n – s s n
Pdfbox n = s s s – n s
JReports n n s s s n – s
Hibernate s s s n n s s –

B. Complexity

Boxplots of McCabe cyclomatic complexity measures are
given in Figure 3. For the sake of readability, Figure 4 provides
the same data, excluding outliers.

Figure 3. Boxplots of complexity (measured using McCabe cyclomatic
complexity) distributions.

Figure 4. Boxplots of size (measured using McCabe cyclomatic complexity)
distributions. Outliers omitted.

The results of the Wilcoxon rank sum tests and Hedges’s g
evaluations are given in Table V.

TABLE V. WILCOXON RANK SUM TEST AND HEDGES’S G RESULTS FOR
MCCABE COMPLEXITY.

Ind1 Ind2 Ind3 Log4J JCaptcha Pdfbox JReports Hibernate
Indl1 – n n s s n = s
Ind2 n – s s s = n s
Ind3 n s – s s s s s
Log4J s s s – n n n s
JCaptcha s s s n – s s n
Pdfbox n = s n s – n s
JReports = n s n s n – s
Hibernate s s s s n s s –

C. Maintainability

Maintainability is measured via the Maintainability Index
(MI) [5].
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Boxplots of MI measures are given in Figure 5. For the
sake of readability, Figure 6 provides the same data, excluding
outliers.

Figure 5. Boxplots of Maintainability Index MI distributions.

Figure 6. Boxplots of Maintainability Index MI distributions. Outliers omitted.

The results of the Wilcoxon rank sum tests and Hedges’s g
evaluations are given in Table VI.

TABLE VI. WILCOXON RANK SUM TEST AND HEDGES’S G RESULTS FOR
THE MAINTAINABILITY INDEX (MI).

Ind1 Ind2 Ind3 Log4J JCaptcha Pdfbox JReports Hibernate
Ind1 – s n m m s s m
Ind2 s – n s m n n m
Ind3 n n – m m s s m
Log4J m s m – n s s n
JCaptcha m m m n – s s =
Pdfbox s n s s s – n s
JasperReports s n s s s n – s
Hibernate m m m n = s s –

D. Halstead measures

Halstead identified measurable properties of software in
analogy with the measurable properties of matter [4]. Among
these properties is the volume, measured via the Halstead
Volume (HVOL). Boxplots of HVOL measures are given in
Figure 7. For the sake of readability, Figure 8 provides the
same data, excluding outliers. The results of the Wilcoxon rank
sum tests and Hedges’s g evaluations are given in Table VII.

Figure 7. Halstead volume distributions.

Figure 8. Halstead volume distributions. Outliers omitted.

Boxplots of Halstead Calculated Program Length (HCPL)
measures are given in Figure 9. For the sake of readability,
Figure 10 provides the same data, excluding outliers. The results
of the Wilcoxon rank sum tests and Hedges’s g evaluations
are given in Table VIII.

V. DISCUSSION

Figures 1 and 2 show that the set of chosen projects are
quite homogeneous with respect to size, all projects having
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TABLE VII. WILCOXON RANK SUM TEST AND HEDGES’S G RESULTS FOR
THE HALSTEAD VOLUME.

Ind1 Ind2 Ind3 Log4J JCaptcha Pdfbox JReports Hibernate
Ind1 – = n s s s s s
Ind2 = – s s s s s m
Ind3 n s – s s s s s
Log4J s s s – n n = s
JCaptcha s s s n – n n n
Pdfbox s s s n n – n s
JasperReports s s s = n n – s
Hibernate s m s s n s s –

Figure 9. Halstead computed program length distributions.

the great majority of methods no longer than 200 LOC. This
homogeneity is confirmed by the effect size evaluations given
in Table IV: only negligible and small effect sizes were found.

Similarly, the great majority of methods have McCabe
complexity not greater than 5 for all projects, with the only
exception of Industrial3. However, also in project Industrial3,
only outliers have alarmingly high McCabe complexity. As for
LOC, the effect size is at most small, indicating substantial

Figure 10. Halstead computed program length distributions. Outliers omitted.

TABLE VIII. WILCOXON RANK SUM TEST AND HEDGES’S G RESULTS FOR
THE HALSTEAD COMPUTED PROGRAM LENGTH.

Ind1 Ind2 Ind3 Log4J JCaptcha Pdfbox JReports Hibernate
Ind1 – = s s s s s m
Ind2 = – s s s s s m
Ind3 s s – s s s s m
Log4J s s s – n = n s
JCaptcha s s s n – n n n
Pdfbox s s s = n – n s
JasperReports s s s n n n – s
Hibernate m m m s n s s –

equivalence of the projects’ complexity measures.
Concerning the Maintainability Index, Figure 5 shows that

Industrial1 and Industrial3 are the only projects that include
methods with negative MI; specifically, Industrial3 has several
methods with negative MI, some with alarmingly low values.
So, even though the situation excluding outliers (Figure 6)
seems to indicate a rather homogeneous situation, industrial
projects appear to be less maintainable then open-source
projects in several cases: according to Table VI, in 8 out of
15 comparisons involving a closed-source and an open-source
project, the effect size was medium. Instead, comparisons
involving only open-source projects and comparisons involving
only closed-source projects revealed at most small effect size.

Finally, we can see that all projects are fairly homogeneous
with respect to Halstead volume (Figures 7 and 8 and Table VII).
Similar considerations apply for Halstead Computed Program
Length (HCPL), with medium effect size differentiating indus-
trial projects only with respect to Hibernate (Table VIII).

In conclusion, we can observe that the analyzed open-source
and closed-source code appear sufficiently similar.

VI. THREATS TO VALIDITY

Concerning the application of traditional measures, we used
a state-of-the-art tool (SourceMeter), which is widely used and
mature, therefore we do not see any threat on this side.

A risk with the type of work presented here is that the code
that companies are willing to provide to researchers might differ
from the code they will not provide. This is usually due to the
desire to “hide” low-quality code. In our case, it is not so: the
closed-source code being measured is the complete code being
used to build production applications and is representative of
the companies’ software in general.

Concerning the external validity of the study, as with most
Software Engineering empirical studies, we cannot claim that
the obtained results are generalizable. Specifically, the limited
number of considered projects calls for replications of this
study, involving more industrial closed-source code projects.

VII. RELATED WORK

Open-source projects have been compared with closed-
source ones multiple times, but usually with respect to external
perceivable qualities. In fact, many of the published papers
aimed at answering questions like “Should I use this open-
source software product or this closed-source one?” These
papers considered issues like reliability, speed and effectiveness
of defect removal, evolution, security, etc.
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Bachmann and Bernstein [7] surveyed five open source
projects and one closed source project to evaluate the quality
and characteristics of data from bug tracking databases and
version control system log files. Among other things, they
discovered a poor quality in the link rate between bugs and
commits.

The debate on the security of open-source software compared
to that of closed-source software have produced several studies.
This is due not only to the relevance of the problem, but also to
the fact that security issues concerning closed-source software
are publicly available, even when the source code is not.

Schryen and Kadura [8] analyzed and compared published
vulnerabilities of eight open-source software and nine closed-
source software packages. They provided an empirical analysis
of vulnerabilities in terms of mean time between vulnerability
disclosures, the development of disclosure over time, and the
severity of vulnerabilities.

Schryen [9] also investigated empirically the patching
behavior of software vendors/communities of widely deployed
open-source and closed-source software packages. He found
that it is not the particular software development style that
determines patching behavior, but rather the policy of the
particular software vendor.

Paulson et al. [10] compared open- and closed-source
projects to investigate the hypotheses that open-source software
grows more quickly, that creativity is more prevalent in open-
source software, that open-source projects succeed because of
their simplicity, that defects are found and fixed more rapidly
in open-source projects.

As opposed to the papers mentioned above, here a fairly sys-
tematic comparison of code measures is proposed. Previously,
MacCormack et al. compared the structure of an open-source
system (Linux) an a closed-source system (Mozilla) [11]. With
respect to our work, they evaluated just one code property
(modularity) for a single pair of products.

A comparison based on code metrics involving multiple
open-source and closed-source projects [12] was performed
from a different point of view and using different techniques:
the authors modified the Least Absolute Deviations technique
where, instead of comparing metrics data to an ideal distribution,
metrics from two programs are compared directly to each other
via a data binning technique.

VIII. CONCLUSIONS

Open-source projects provide the code used in many empir-
ical studies. The applicability of the results of these studies
to software projects in general, i.e., including closed-source
projects, is questionable, in that we are not sure that open-
source code is representative of closed-source code as well.

To address this issue, in this paper, a comparison of open-
source and closed-source code is performed. Specifically, static

code measures from five open-source projects were compared
to those obtained from three close-source projects. The study—
which addressed only Java code—shows that some of the most
well-known static code measures appear similar in open-source
and in industrial closed-source products.

However, we recall that the study reported here involved just
a few industrial projects’ measures, because getting access to
industrial code is not easy. Hence, the presented analysis should
be regarded as a preliminary results, which needs replications
before it can be considered valid in general.
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Abstract—Customer service organizations are embracing
modern technologies to enhance efficiency and improve customer
experiences. Software robots are playing a significant role in
this transformation. This article aimed to answer the research
problem: how robotic process automation (RPA) can be utilised
in the automation of processes and customer service efforts? The
results of the study are based on an RPA experiment carried
out in Finland. Our target organization sought digitalization and
automation to improve customer service processes. The main
contribution of this paper is to present lessons learnt from the
experiment that focused on RPA-based automation of customer
service work related to the electricity interruption process. The
RPA experiment was performed in collaboration with Digital
Innovation Hub and an energy company in Eastern Finland in
2019.
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tomation, software engineering;

I. INTRODUCTION

Robotic Process Automation (RPA) can be used for au-
tomation of routine and repeating work tasks. These work tasks
may include data transfer from several data sources, such as
email and spreadsheets to Enterprise Resource Planning (ERP)
and Customer Relationship Management (CRM) systems [1].

RPA robots are able to read data from user interfaces of
systems and can provide inputs to user interfaces in a similar
way as human users could do. They also process data and
communicate automatically with other systems by executing a
large number of various repeating tasks enabling significant
savings in working time and salary costs. A recent study
[2] conducted with an auditing firm, showed that RPA can
eliminate workload bottlenecks and give access to more high-
quality data for auditing at low costs.

A. Background

The main purpose of using RPA is to replace human as a
system user. RPA can also reduce need for expensive system
improvement or system integration. Instead of implementing
system improvements or performing integrations between the
organization’s information systems, RPA projects focus on
building a robot on the top of the systems. This robot shall
produce inputs to systems or read required data from systems.
Therefore, there is no need to implement any changes to
information systems to establish automation capabilities [3].

Software robots are used in various domains but especially
financial departments and other organizations responsible for
entering or processing large amounts of data have been fruitful

usage targets for RPA. There are two types of robots [4]: 1)
attented robots act as digital assistants for employees on their
desktops and can be activated when there is a need to use them
to implement a specific action, 2) unattented robots perform
timed tasks independently with their own user account.

Software robots can be seen as capabilities of modern
digital service management (DSM) which focuses on the
exploitation of technology to manage the delivery of services
consumed by customers, stakeholders, and users. IT Infras-
tructure Library [5] defines service management as a set of
specialised organisational capabilities for enabling value for
customers in the form of services. RPA may be used in all
service lifecycle stages but especially on service operation [6]
that involves customer service processes and large amounts of
processable data.

While software robotics requires a very specific technology
knowhow and advanced software engineering skills together
with domain knowledge, many companies need to obtain
RPA skills from outside of the organization, for example, by
hiring RPA consultants or acquiring RPA implementations as
a service.

B. State of the Art

RPA as a service (RPAaaS) business model enables lever-
aging RPA benefits and capabilities on the cloud without
installing RPA software or components or purchasing specific
RPA licenses [7]. One of the key benefits in using RPA is that
RPA software usage is based on existing systems eliminating
the need to create, replace or develop expensive platforms [8].
Yadav and Panda [9] report that organizations may struggle
with making decisions on which process is to be automated or
what qualities make a process ideal for automation. According
to Axmann and Harmoko [10], RPA provides highest efficiency
in personnel cost and requires lowest investment cost compared
to other digital technologies.

Often, the items that need to be ordered for a new employee
are standard as well as the operations that are performed. While
this process is repeated thousands of times, this results in a
large number of work hours that could be automated [11].

According to study of Ibrahim [12], automation can be
divided into three types: Business Process Automation (BPR),
enhanced process automation and cognitive automation. BPR
contains automation of simple tasks, such as reporting. This is
performed by building automatic scripts to implement tasks.
Enhanced automation means automating the work activities,
for example, a chat bot that answers users’ questions. Cognitive
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automation includes learning, optimization and analytics and
is used for automating more demanding tasks. By integrating
AI components, deep learning and cognitive technologies to
RPA, process automation becomes more intelligent and may
be called ‘Intelligent Process Automation’ (IPA) [13].

Berruti et al. [14] have provided an alternative view of
process automation stating that a complete intelligent process
automation consists of five different technologies: RPA, intel-
ligent workflows, machine learning/advanced analytics, natural
language generation, and cognitive agents. In this context,
intelligent workflows refer to process management software
that integrates and allows monitoring of RPA processes. Ribera
et al. [15] report that RPA tools are becoming increasingly
intelligent with new AI-enabled features that focus on recog-
nition, optimization, classification and extraction of knowledge
from either RPA documents or processes.

This paper aims at studying automation of customer service
processes through Robotic Process Automation. The remainder
of the paper is organized as follows: In Section 2, research
methodology of the study is presented. In Section 3, we present
results of the study. Section 4 is the analysis. Finally, the
conclusions are given in Section 5.

II. RESEARCH PROBLEM & METHODOLOGY

This study aimed at answering the following research
problem: how robotic process automation (RPA) can be utilised
in the automation of processes and customer service efforts?
In this study, we utilized an action research method to answer
the research problem. The research problem was divided into
following three research questions:

• How RPA-based automation is implemented in prac-
tice?

• What type of limitations or challenges are related to
applying RPA?

• What measurable benefits does RPA provide?

According to Baskerville [16] action research suits par-
ticularly well studying new or changed systems development
methodologies. The action research method was applied in the
study because it fits well capturing and documenting change
situations, such as digital transformation experiments where
new technologies are used and applied to improve, automate
and digitalize processes. In our study, Robotic Process Au-
tomation and related technologies represented the new systems
development methodology.

A. Target Organization

Our target organization Savon Voima Oy is an energy
company located in North Savo, Finland. The subsidiary
Savon Voima Verkko is responsible for maintaining electricity
network. Savon Voima produces and transmits both electricity
and district heating. The company was interested in starting
collaboration with Digital Innovation Hub and automating
customer service processes with Robotic Process Automation.

B. Data Collection Methods

Data for this RPA study were collected from multiple data
sources between August 2021 - May 2022 by the university
research team representing the Digital Innovation Hub. The fol-
lowing data sources, recommended by Yin [17] and borrowed
from the case study methodology, were utilized:

• Documentation: A process description and architec-
ture description for the RPA solution related to inform-
ing customers on electricity network outages, RPA
steering board memos and presentations, customer
service instructions for ordering interruption cards.

• Archival records: Interruption files (csv), interruption
data (xml), CRM database

• Interviews/discussions: Interviews and discussions
with RPA designer, customer service and management

• Participative observation: Work meetings in target
organization’s facilities, a workshop on improving the
communication on electricity interruptions

• Physical artifacts: a paper-based interruption card

• Direct observations: Visits to target organizations fa-
cilities, observations on customer service

Interruption files are input files that are generated by the
software used for planning the electicity outages. They include
name of the interruption, a list of all measurement targets that
affect the interruption, start and end times for the interruption
as well as the written description of the interruption. Interrup-
tion data are output files. These XML files include information
on all electricity usage points and their related customers and
addresses.

C. Data Analysis

Data analysis of this study was performed by case com-
parison technique with one unit of analysis (energy company
in Finland). Case organizations were selected among industry
partners of the local Digital Innovation Hub (DIH). Qualitative
analysis techniques (tabularization and categorization) were
used to analyze data from the different stages of the action
research cycle. The research team used a research diary to
capture observations during action research.

III. RESULTS

Next the results of the case study are presented according to
five steps of the action research cycle: problem identification,
action planning, action taking, evaluating action and specifying
learning.

A. Problem identification

The experiment started with discussion on goals and po-
tential risks of using RPA in live production environment.
The main objective of the energy company was to test RPA
technology to automate the customer service process related
to electricity interruptions and sending information to clients
on planned interruptions. A part of this discussion is shown
below:
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• “Production testing of RPA should be limited and
controlled. The biggest risks are situations where in-
terruption cards are not being sent at all or some cards
potentially being duplicated (if a customer service
agent manually records the interruption notifications).”

• “This type of test should be carefully planned and the
test results should be validated in some way.”

• “For testing purposes, 100 cases will be taken from
production and tested over time”.

• “What are the failed cases that do not pass through
RPA?

• “It is advisable to prepare the environment as an RPA
user rather than in a personal role so that RPA runs
can be easily performed in the future.”

In the beginning of the RPA experiment, we received a
document ‘process and architecture description’ on the target
process. This included an explanation and a diagram of how
the current process works at a high level. Based on the process
description, we started to map out in more detail what happens
in practice at different stages of the process. The process had
multiple stages and its different stages were carried out by
different people. These individuals were interviewed to clarify
how the process works:

The process was defined as follows: In the first stage of
the process in the operation center (department in the target
organization), the operation engineer plans the interruption
with the operation support system and forms a document called
”switch field program”. Information about the planned inter-
ruption is transferred to the asi battery management system.
The connection program is sent by e-mail to the customer
service-agent. The CSV file (interrupt file) corresponding to
the switching program is stored on the network drive in a
specific folder.

In the second stage of the process, the customer service
representative reads the email received from the operation
center and implements the corresponding entry into the CRM
system. This is a manual process that reads the measurement
object number from the switching program and searches the
system for the planned interruption based on it. Certain actions
are repeated, resulting in the interruption being stored in the
system and creating an interrupt material file on the network
disk containing the interruption cards. In the third stage, the
interruption material is automatically transferred as an order
to an external supplier to a printing service, which receives
the order for the cards, prints the cards and mails them to
customers.

B. Action planning

One suitable part of the entire process was selected, and
automation was started. Based on the mapping of the process
and preliminary information, the customer service representa-
tive’s ”order interrupt cards” phase was confirmed as the most
suitable part.

This part of the process mainly involves manual data entry
into the system and is therefore well suited for automation.In
addition, another part of the process was raised, the improve-
ment of which and the possibilities of automation could be

considered. At the moment, a small number of customers are
involved in electronic outage communications, and the aim was
to explore different possibilities for advertising the electronic
service to customers.

The required interface functionalities were not available
for the part of the process selected for automation, so automa-
tion should be implemented with robotic process automation
through a user interface. The aim would therefore be to
implement a program that can be scheduled to read new
interrupt files from a network drive and, based on them, create
an interrupt in the CRM system, just as a customer service
representative would do it through the user interface.

In the organization’s upcoming RPA project, various soft-
ware solutions for RPA implementation and process automa-
tion were tested. The options considered were Python, UiPath,
SSIS, Automation Anywhere, WorkFusion, and Kofax. How-
ever, the researcher was given the freedom to implement the
process using their preferred tool. In practice, this meant either
an open-source Python implementation or UiPath, as it is free
and readily available, and no procurement decision had been
made for any other software. The study decided to explore
available Python libraries since Python was already a familiar
tool for the researcher, and they also wanted to determine
whether such automations could be realistically implemented
using open-source software.

The chosen Python library for use is called “pywinauto.”
The organization was also interested in testing this library.
With pywinauto, it is possible to automate the usage of Win-
dows program interfaces, bringing typical RPA functionalities
to Python12. Currently, it is one of the most popular open-
source options for this purpose. Among the free options for
desktop automation, other popular choices include PyAuto-
GUI, which allows control of keyboard and mouse inputs1,
Sikuli(X), based on image recognition2, and AutoHotkey,
which focuses more on scripting keyboard shortcuts3. Python
also has a Selenium WebDriver implementation that enables
web browser automation.

C. Action taking

Pywinauto utilizes Microsoft’s UI Automation (UIA) in-
terface for user interface automation. Through this interface,
software can read information about UI elements and provide
input to the user interface. It can be used for automating
interfaces or for automated testing of interfaces. UIA repre-
sents all UI elements as objects in a tree structure, showing
their relationships to each other. The root node of the tree
corresponds to the desktop

In practice, automation with Pywinauto involves locating
an element in the tree, writing code to reference it appropri-
ately, and performing the desired action. Most often, elements
are referenced as child windows of another element, and
the actions typically involve mouse clicks. Elements can be
referenced by name, automation ID, or class name. Information
about the elements of an executable program can be explored
using various tools, with Microsoft’s Inspect tool being one of
the commonly used options.

In addition to clicking or activating different elements, it’s
also possible to control user interfaces directly by sending
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keyboard commands. This can speed up the execution of
processes by avoiding the programmatic search for elements
within complex UI structures. For example, using keyboard
shortcuts in applications is even recommended, as they usually
remain consistent even when the UI changes due to updates.
Occasionally, keyboard-based control may be necessary if
other solutions for navigation are not available.

Pywinauto is built as an object-based automation tool, but
in practice, at least during the research, it wasn’t possible to
reference the elements as cleanly as intended in the context
of an automated application.The implemented robot aims to
mimic the process performed by a customer service agent as
accurately as possible. While a customer service agent receives
assignments via email, the robot retrieves them directly from
the network drive. This approach is simpler than reading emails
programmatically. Additionally, it reduces the workload on the
sender’s side, which is the service center.

The robot monitors a specific directory on the network
drive where interruption plans created by the service center ar-
rive in .csv format. Such an interruption file contains informa-
tion about all measurement points affected by the interruption.
The robot extracts one measurement point identifier from this
file and stores it in a variable. Using this identifier, it retrieves
all interruptions related to that measurement point, selects the
appropriate interruption, and extracts a unique name created
for that interruption. This name is then used to retrieve the
locations and customers affected by the interruption during its
creation.

Creating an interruption concludes with ordering inter-
ruption cards. In this step, the robot selects all rows (i.e.,
customers) affected by the interruption and clicks the ‘Print
Interruption Cards’ button. This generates the ‘interruption
material,’ an .xml file placed in a specific directory. The file
contains information about all customers previously selected
from the user interface, formatted in a specific way. Based
on the location number, the robot extracts customers’ names
and postal addresses to which the interruption cards will be
delivered.

From this directory, the file is forwarded to an external
printing and mailing service. This external entity prints the
cards using the provided data and handles their delivery to
the customers. If the robot encounters an error and cannot
complete the process, it logs this information and sends a
notification about the incomplete interruption to the customer
service email. The same interruption is not retried; any prob-
lematic cases are manually addressed as usual. The interruption
process with and without RPA is presented in Fig. 1.

For the purpose of implementation testing, a small-scale
test plan was created. The testing was carried out in a test
environment that closely resembles the production environ-
ment. One hundred old interruption files were copied from
the production environment to the test environment. This was
considered a sufficient quantity for fairly comprehensive test-
ing. The process was executed on the imported interruptions
in the test environment in the same way it would operate in
the actual production environment.

The resulting XML-formatted interruption data was com-
pared to the original interruption data generated by the current
process. For this purpose, a script was written to read both

Fig. 1. The interruption process (RPA vs. traditional)

XML files and ensure they contain the same content. While
the order of items in the output files may differ, the content
should remain consistent. During testing, several issues were
identified and corrected. The testing process also revealed
various exceptional cases, necessitating the development of
handling logic.

Another part of the process, which was considered some-
what separate from the actual RPA implementation during
the study, related to improving customer communication. An
employee of Savon Voima stated that informing customers
about planned power outages using paper-based interruption
cards (see Fig. 2.) costed Savon Voima an estimated 100Keur
annually.

To achieve smoother communication and potential cost
savings, the goal is to transition all customers to electronic
communication. The organization already had a mobile appli-
cation for this purpose, but naturally, not all customers used
this alternative communication channel. To enable the adoption
of electronic interruption communication, customers need to
download the application from the app store and register as
users. In 2021, Savon Voima switched to electronic commu-
nications (push notification to the Väppi mobile application,
SMS and email).

Fig. 2. The interruption card that is sent to the electricity company’s
customers

As part of the study, a workshop was organized to discuss
improvements in customer communication. Key observations
from the workshop included the possibility of promoting the
mobile application on the existing paper interruption cards.
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To facilitate app download and adoption, a QR code could
be used, directing customers seamlessly to the app store via
an information page. During the workshop, practical usability
testing of the mobile application and the implementation
of disruption notifications were also conducted. The tester
identified areas for improvement in the adoption process and
the application’s user interface, which were documented and
discussed during the workshop. One of the improvement areas
was to highlight the option for subscribing to disruption
notifications within the app.

Previously, the organization had proposed implementing
a text message campaign related to disruptions. This would
involve identifying customers who do not yet subscribe to
electronic messages during the disruption creation process and
sending them promotional texts about the service. However,
this implementation would have required information about
which customers associated with the disruption were already
engaged with electronic communication. Obtaining this data
would have been possible only from the mobile app provider’s
database, but no interface was developed for this purpose, so
the project has not yet been realized.

D. Evaluating the action

The currently manual process is estimated to take approx-
imately 4 minutes when performed by a customer service
representative. In 2018, the process was repeated 1251 times,
resulting in a total execution time of 83 hours per year. Since
the entire process can be automated by a robot, this would save
83 hours of working time annually, which could be allocated to
more meaningful tasks. With an average mothly salary 3500
eur (hourly salary 21,88 eur), this would result in 1816 eur
direct annual savings.

Significantly bigger costs savings can be achieved by
guiding customers to select a digital channel for receiving
information on electricity outages which would decrease costs
related to printing paper-based interruption cards. Unfortu-
nately, due to the constraints of the study, a formal evaluation
of the implementation’s performance in production was not
conducted. The software robot had difficulties to open some
complicated UI elements but it worked surprisingly well as
whole. Regarding scalability, as more automated processes
start to accumulate, monitoring and managing them becomes
difficult without dedicated tools.

As a result of the project, the organization obtained the
initial version of the RPA implementation. The focus of this
implementation was automating a specific application used
by the organization using the pywinauto library. Additionally,
the insights gained from this project may partially inform
future solutions involving other processes that utilize the same
software. In 2024, one of the directors of Savon Voima com-
mented: “RPA pilot carried out in 2019 has contributed partly
to the RPA development of our organization. Today, there are a
total of 450 connections between information systems, which
do not necessarily only transfer data, in production.”

E. Specifying learning

An end-to-end automation of a single process was imple-
mented for the organization as part of a broader RPA project.
At times, different stakeholders struggled to grasp the core idea

TABLE I. ANALYSIS OF ACTION RESEARCH STUDY

Research Finding Category
question

RQ1 Focus on interruptions Well-defined scope
RQ1 Carefull assessment of automation target Planning automation
RQ1 Pywinauto and Microsoft UI Automation RPA technologies
RQ1 Jenkins for RPA management RPA management
RQ2 Need for dedicated mgmt tools RPA management
RQ2 Errors due to misreading UI Complex UI
RQ2 Small RPA team Limited RPA resources
RQ2 RPA terminology is difficult Communication
RQ3 Annual salary savings 1816 eur Decreased costs
RQ3 Decreased printing costs Decreased costs
RQ3 86 h time savings annually Time savings
RQ3 Identification of other improv. Impr. ideas
RQ3 Increased RPA knowhow inhouse Skills improvement

of what they were actually doing. Similar to the previous case,
not everyone shared the same understanding of various terms.
For many, comprehending the concept of a software robot and
its role can be challenging.

At some point, there was even debate about whether this
was truly an RPA solution or simply system integration.
During the study, we learned the importance of accurately
understanding and documenting the process from the outset.
Several exceptional cases emerged during development that
could have been addressed more effectively if they had been
included in the initial process description. Precise and accurate
process documentation and flowcharts are crucial documents
for seamless automation. Effective communication with the
customer is also essential.

The project was largely conducted remotely, which posed
communication challenges. Relying solely on email communi-
cation can slow down the process, as immediate clarification on
process details may not always be possible. When implement-
ing RPA with an external partner, consider using alternative
communication channels such as Microsoft Teams instead of
relying solely on email. Pywinauto appears to be one of the few
comprehensive Python libraries for Windows GUI automation.
While the underlying idea of the software seems promising, its
usage can be quite challenging, especially in the early stages.
Working with Pywinauto is less intuitive compared to tools
like UiPath.

IV. ANALYSIS

In Table 1, analysis of action research study results reflect-
ing the three research questions (RQ1: RPA implementation,
RQ2: Limitations/challenges of RPA, RQ3: Benefits of RPA)
of the study is presented.

The selection of processes for automation is a crucial part
of process automation. Not all processes can be automated
immediately. Often, processes believed to yield the most
savings through automation are prioritized for implementation.
Extremely complex processes should also not be the first candi-
dates for automation, if at all. At Savon Voima, processes were
carefully assessed and prioritized for automation. The goal
was to initially automate time-consuming, frequently repetitive
manual processes. Savon Voima specifically embraced RPA
(Robotic Process Automation) for their process automation
efforts.

Savon Voima considered Python-based implementations as
well. Python has indeed become a significant tool, especially
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in the field of data science, and it’s well-suited for various
automation tasks. Ultimately, the project was implemented
using Python. Based on this experiment, both UiPath and
Python appear to be intriguing and popular solutions for
automation. While UiPath stands out as a well-known RPA
tool, Python’s versatility and widespread adoption make it a
powerful choice for automation as well.

In addition to technical challenges, organizations may en-
counter difficulties during process adoption. When implement-
ing a new process, it’s crucial to adequately inform and guide
all personnel involved. Unfortunately, Savon Voima’s project
didn’t progress to the production phase, so formal communica-
tion didn’t occur during the project. However, the staff received
information about the RPA project and participated in demos.
Effective communication is essential in automation projects.
Within the organization, there seemed to be uncertainty about
the meanings of terms, such as RPA and artificial intelligence
(AI).

V. CONCLUSION

This study aimed at answering the research problem: How
robotic process automation (RPA) can be utilised in the au-
tomation of processes and customer service efforts? The main
contribution of this paper is to present lessons learnt from an
Robotic Process Automation experiment concerning planned
electricity outages and related customer service process.

There were three research questions in the study. Regarding
the first research question, we made many useful observations
how RPA-based automation is implemented in practice? Our
solution was based on Pywinauto that uses Microsoft UI
Automation (UIA) interface in automating the user interface
behavior. Through this interface, the software is able to read
information about the elements of the user interface, as well as
provide input to the user interface. We observed that it could
be also possible to combine a machine learning module, such
as MS Cognitive services, with an automation process.

Concerning the second research question, what type of
limitations or challenges are related to applying RPA, we iden-
tified potential scalability challenges. While more automated
processes start to accumulate, monitoring and managing them
becomes difficult without dedicated management tools. This
shall very likely increase the costs of RPA implementation.
Additionally, we observed that the software robot could not
reach some UI elements.

Finally, related to the third research question, we studied
measurable benefits that RPA can provide. We found that our
RPA system could result in 83 hours annual savings in work
hours meaning 1816 eur direct annual savings (calculated with
3500 eur salary costs) in the scenario that we selected. How-
ever, during our RPA experiment, we also found improvement
potential in digital channels that enable receiving information
on interruptions.

There are certain limitations related to the action research
method. First, the results of the study might be difficult
to generalize to other organisations because the business
context, technologies, service processes, communication ways
on interruptions, digital channels in receiving information on
interruptions may vary significantly between organizations.

Second, due to limited time available for implementation we
could not reach the statys of an operational service. Third,
more employees could have been interviewed to identify
additional use cases for RPA. Further research could focus on
studying Intelligent Process Automation for automating service
processes.
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Abstract—As operations and systems become more complex,
usability and user experience become increasingly critical. Or-
ganizations invest significant resources to enhance usability, yet
identifying context-dependent root causes remains challenging.
This paper describes a usability study conducted by a Finnish
forestry company on a Supervisory Control And Data Acquisi-
tion (SCADA) control system. The study utilized academic
research to identify key usability attributes and metrics, which
formed the basis of a comprehensive usability questionnaire.
Analysis of survey responses underscores the importance of situ-
ational analysis and identifying cumulative and causal influences
on end-user perceptions of usability.

Index Terms—Usability; User Experience (UX); Indus-
try survey; Usability metrics and attributes; SCADA Con-
trol/supervisory system; Root-cause; Causality

I. INTRODUCTION

As information technology becomes more widespread, de-
signing IT devices, applications, and systems to best serve
end-users has become crucial. This is particularly evident in
industry, where technological progress drives development and
introduces new technologies into production [1]. However,
these advances increase system complexity, adding features,
functionalities, and data [2]. Consequently, as systems become
more complex, their perceived usability declines, challenging
the implementation of user-friendly interfaces [3] [2].

The goal of user interface design is to develop usability-
focused interfaces. Usability refers to practical aspects that
make a system easy to use, while user experience (UX)
encompasses the broader, holistic experience of using the
system [4] [5]. Software engineering defines usability through
various attributes, with frameworks and measures provided
by the International Organization for Standardization (ISO)
in standards like ISO 9241 and ISO/IEC 25000:2014 [6]
[7]. The challenge lies in finding metrics appropriate to the
organization’s context.

Organizations invest significant time and resources in im-
proving system usability and need end-user feedback to make
improvements. However, exhaustive surveys often fail to pro-
duce clear, measurable results. Instead, time and effort should
be spent designing the survey and defining appropriate metrics.

This is where academic research proves valuable. By aligning
industry needs with academic methodologies, new capabilities
and insights can be developed for the industry.

This paper describes how a Finnish forestry company evalu-
ated the usability of its Supervisory Control And Data Acquisi-
tion (SCADA) system. The study, conducted in collaboration
with the company, focused on the experiences of operators
using the SCADA system. The purpose of this study was
to evaluate the usability of the SCADA system and identify
areas for improvement through an understanding of the root
causes of usability issues. This paper addresses the RQ: How
to measure SCADA system usability to better understand
underlying usability challenges and enhance system usability
development? First, academic research identified key usabil-
ity attributes and metrics to assess the current state of the
operational SCADA system. Second, an end-user survey was
designed and deployed, with questions linked to these specific
usability attributes. Third, the survey results were analyzed to
uncover root causes and causalities behind the responses and
end-user experiences.

This paper is structured as follows. In Section II, we present
the results of the literature review. Section III presents the
SCADA system that the forestry company wants to evaluate. In
Section IV, we define the usability attributes that will be used
to conduct the survey. In Section, V we present the results of
the survey and analyse the survey responses. In Section VI, we
discuss the findings of the study, the cause-effect relationships
and the related causalities and cumulative effects. And finally,
in Section VII the conclusion of the study.

II. LITERATURE REVIEW

This literature review explores the existing research on
defining and measuring usability attributes and metrics, fo-
cusing on their application to user interface design. The
following search terms: ”usability attributes,” ”user interface,”
”attributes,” and ”metrics,” were used in the ACM Digital
Library database to identify recent studies. The selection
criteria included articles written in English, scientific in nature
(excluding dissertations), related to usability metrics/attributes
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and user interfaces (excluding mobile usability), published
between 2004-2024, and containing the search terms in the
title. Initially, 35 articles were identified, which were then
narrowed down to nine (article id: [8]–[16]) based on their
relevance to the topic, assessed through a review of their
titles, abstracts, and finally, the full articles. Where appropriate,
the literature search was supplemented with usability-related
standards, such as ISO standards, and well-known usability
frameworks, such as the Nielsen’s Usability Framework [17].

Definitions and Standards. Usability and user experience
(UX) are fundamental concepts in human-computer interac-
tion. Usability focuses on practical aspects like efficiency,
effectiveness, and satisfaction, making a system easy to use.
In contrast, UX encompasses the broader, holistic experi-
ence, including emotions, attitudes, and overall satisfaction.
Although distinct, usability and UX are closely related and
complementary, collectively defining how well a system meets
user needs and expectations [4]. Several standards have defined
and described usability attributes, with the International Orga-
nization for Standardization (ISO) being particularly notable.
ISO 9241-11 defines usability in terms of effectiveness, effi-
ciency, and satisfaction [6]. This standard was later expanded
to include additional measures specific to computer software
usability, as described in ISO/IEC 25023:2016 ( [18]. These
measures include appropriateness recognizability, learnability,
operability, user error protection, user interface aesthetics, and
accessibility [19]. The ISO 9126 standard [20] (now revised
as ISO/IEC 25010:2023 [21]) also includes attributes such as
learnability, operability, and accessibility. These standards pro-
vide a comprehensive framework for evaluating and improving
usability across various systems and applications.

Measurement Approach. Previous research highlights vari-
ous approaches to measuring usability. The concept of user
experience (UX) has been introduced to take into account the
emotions and attitudes of the user when using a particular
product, system or service [22] [23]. Nielsen’s usability model
[24] [17] includes attributes such as learnability, efficiency,
memorability, errors, and satisfaction [17] [25]. Learnability
refers to how easy a system is to learn. Efficiency refers
to system usage effectiveness. Memorability refers to how
easy the system is to use and remember after having used it.
Errors refers to the number of errors in using the system, the
system’s ability to recover from errors, and the potential for
serious errors in using the system. Satisfaction refers to how
pleasant the system is to use [24] [26]. These attributes provide
a comprehensive framework and attributes for evaluating the
usability of a system.

Application of Usability Measures Across Different Do-
mains. Previous studies have effectively applied usability
measures to specific domains such as e-learning [14] and e-
commerce [15], demonstrating the versatility and adaptability
of these metrics. In the context of e-learning systems, usability
attributes have been assessed through user surveys to measure
success and identify areas for improvement [14]. Similarly,
in the domain of e-commerce, researchers have identified key
factors that affect website usability and examined how these

factors enhance user effectiveness and satisfaction [15]. Fur-
thermore, previous studies have proposed various evaluation
measures to assess specific elements of usability. For instance,
the layout of a user interface can be evaluated to ensure
clarity and ease of use [10]. Additionally, standards such as
ISO 25010 have been utilized to transform quality models
into explicit and interpretable measurement tools, providing a
structured approach to evaluating and improving usability [16].
These examples highlight the broad applicability of usability
metrics across different fields and the importance of using
standardized measures to achieve consistent and reliable re-
sults.

Intuitiveness and Industry 4.0 Expectations in System Us-
ability. Usability is significantly influenced by the intuitiveness
of the system. The intuitive nature of a system is rooted
in the user’s prior experiences with similar systems, which
makes an intuitive system easier to learn and use. This
familiarity facilitates the quick adoption and efficient use
of new systems [26]. Industry 4.0 expectations for system
interfaces were also taken into account. These expectations
include providing an up-to-date description of the system state,
timely responses to changes in the system state, and clear,
understandable notifications or messages to users about the
system state. These features are designed to assist users in
making informed decisions across various situations where the
system requires them to react or take action [2].

The Gap between Academic Research and Industry in
Usability. One of the major goals and challenges in software
engineering is to bridge the gap between effective academic
research and industry practice to create a meaningful impact
on the industry [12]. Based on previous research, a common
approach to evaluating usability involves asking participants
to perform specific tasks and answer detailed questions about
their characteristics, preferences, experiences, and learning.
This method helps identify a set of categories and usability
attributes to consider [8]. Measuring usability is widely rec-
ognized as one of the most challenging tasks for system devel-
opment teams. Consequently, previous studies have identified
usability attributes from existing usability models, incorpo-
rating insights from both practitioners and researchers [13].
Previous research has highlighted several key issues, including
the limited focus on real business problems and the disconnect
between research and practical application [9]. This disconnect
often results in research that is not rooted in real-world
settings, making the findings less applicable and scalable. To
address these challenges, it is essential to develop context-
driven research [11]. Such research should be grounded in
the actual needs of each specific domain to ensure that the
results are relevant, actionable, and capable of making a
significant impact. This literature review informs the usability
survey design, with details on the survey implementation and
attributes discussed in Section IV.

III. INTRODUCTION TO SCADA SYSTEM

SCADA is a system used to control and monitor industrial
applications [28]. Key features of SCADA systems are to
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TABLE I
USABILITY ATTRIBUTES AND METRICS IDENTIFIED TO EVALUATE THE USABILITY OF THE SCADA SYSTEM

Attribute/metric Description Reference
1. Effectiviness (ISO) Achieved targets, performed tasks, errors in task performance,

intensity of errors
[24], [27]

2. Efficiency (ISO and Nielsen) Time spent on the task, time efficiency, redundant activities [24], [26]
[6] [27]

3. Satisfaction (ISO and Nielsen) Overall satisfaction, satisfaction with features, use of features,
user confidence, perceived comfort and convenience

[24], [26]
[6], [27]

4. Learnability (ISO ja Nielsen) Simplicity of the system, time, completeness of instructions,
default values for input fields, understandability of error
messages, understandability of user interface

[24], [26]

5. Memorability (Nielsen) Ease of use, memorability after a break in use [24], [26]
6. Errors/User error protection (ISO and

Nielsen)
Number of errors, recovery from errors, impact of errors [24], [26]

[19]
7. Appropriateness recognisability (ISO) Fitness for purpose [19]
8. Operability (ISO) Consistency of functionality and layout, clarity of messages,

customisability of functionalities and user interface, auditabil-
ity, cancellation of actions, understandable categorisation of
information

[19]

9. User interface aesthetics (ISO) Aesthetic satisfaction [19]
10. Accessability (ISO) Accessibility for disabled users, supported languages [19]
11. Up-to-date information (Industry 4.0

user inferfaces)
Up-to-date representation of the process status [2]

12. Supporting the user in decision making
(Industry 4.0 user interfaces)

Providing the necessary information to support the user’s
decision making

[2]

13. Intuitivity Intuitive to use [26]

visualize physical production processes through the system,
communicate information related to the production process,
and remote control equipment related to the production pro-
cess. SCADA systems are Cyber-Physical Systems (CPS).
They connect physical devices, machines, and IT systems
related to the production process into a coherent entity via
a data network [29]. This integration enables real-time pro-
duction data acquisition, data processing and transmission,
and process management through a single interface. SCADA
also enables fully automated controls that dynamically respond
to the production process. [30] In the context of this paper,
a SCADA system at a forestry company’s production plant
is responsible for controlling almost the entire production
process of the plant. The primary control of the process is cen-
tralized in the plant’s central control room but several SCADA
interfaces are also located at the plant’s physical production
facilities. The SCADA interface is a traditional graphical user
interface (GUI), keyboard and mouse. Interfaces located on the
production floor have also touch screens. The forest company’s
production facility is divided into five departments and each
department has a unique SCADA view(s).

IV. INDUSTRY SURVEY IMPLEMENTATION: DEFINING
USABILITY ATTRIBUTES AND EXECUTING THE SURVEY

Conducting the study involved four main steps: 1) identify-
ing usability attributes based on academic research and stan-
dards, 2) defining a usability survey based on these attributes,
3) conducting the survey within the company, and 4) analyzing
the survey results (in Sections V and VI).

The first and most critical step was to compile the usability
attributes to be evaluated during the study. The company rec-
ognized that a focused effort was needed to select the attributes

that would best serve its objectives. This required familiarity
with usability research and a combination of academic and
business needs and insights. Based on the usability definitions
presented in Section II, the study identified the following
usability attributes to be used to evaluate the SCADA system
(Table I):

• ISO 9241 and Nielsen: Effectiveness, Efficiency, Satisfac-
tion, Learnability, and Memorability [6] [27] [24] [26]

• ISO 25023 and Karnouskos: Errors/User error protection,
Appropriateness recignisability, Operability, User inter-
face aesthetics, Accessability [18] [19]

• Industry 4.0 user interfaces: Up-to-date information and
Supporting the user in decision making [2]

• Intuitivity [26]

The second step of usability research was to define the
survey. Table I lists the usability attributes, their sources,
descriptions and references. Based on this table, the question-
naire was designed and structured to ensure that each question
corresponded to a specific usability attribute. The question-
naire consisted of 13 statements derived from the usability
attributes and metrics, as well as the practical experience with
the SCADA system in the forestry company.

The first-hand work experience of one of the authors with
the use of the SCADA system in the forestry company
was also used to define the statements. All statements in
the questionnaire were closed-ended, 7-point yes/no Likert
scale questions. Using a 7-point Likert Scale was chosen to
provide more variation in the results of the questionnaire, thus
providing more accurate results. In the questionnaire, a Likert
scale of 1 indicates that the respondent strongly disagrees with
the statement and 7 indicates that the respondent strongly
agrees with the statement (Figure 1). For question 11, the
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Likert scale was reversed and is therefore shown separately
from the other questions (Figure 2). All questions in the
questionnaire were mandatory. Open-ended questions at the
end of the survey enabled participants to clarify their an-
swers and provide additional comments on SCADA usability.
Personal and background information of the users was fully
anonymized. The survey only required respondents to specify
their department within the plant and their SCADA experience
duration (more or less than one year).

The third step was to collect the survey responses. The
data collection process for the SCADA usability case study
was conducted as an electronic Webropol-survey between
14.2.2023-11.1.2024. The questionnaire was open for volun-
tary participation by operators using SCADA in their opera-
tions. The questionnaire was sent out to a limited number of
operators by a manager of the forestry company. This limited
the number of potential respondents, but also improved the
value and quality of the responses received.The questionnaire
and the instructions on how to complete the survey were
distributed to the operators in the forest enterprise through
the internal communication channels.

V. RESULTS OF THE SURVEY

The fourth and most significant step of the study was
analyzing the results and identifying root causes and causality
(in Section VI). All departments within the plant participated
in the survey, resulting in a total of 19 responses on SCADA
usability.

Figure 1. End-user survey questions and results

Figure 2. Survey results - Question 11 reversed scale

Figure 3. SCADA usability findings

Figure 4. The operators’ observations and comments

Many respondents shared their own experiences, highlight-
ing various usability issues. Specifically, 14 operators provided
detailed opinions, user experiences, and usability observations
in the survey’s open comment field. Among the survey respon-
dents, 93.8% had over a year of SCADA experience, lending
credibility to their feedback. However, the small number of
respondents per department prevented a comparative analysis
of usability between production plants departments. Conse-
quently, SCADA usability was analyzed at a holistic system
level. This approach was validated by operator comments,
which consistently highlighted similar experiences and usabil-
ity observations across different departments.

SCADA usability was examined by dividing the survey
statements into two categories based on average score (Figures
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Figure 5. Root cause analysis of the cumulative effect resulting from process deviation

1 and 3): achieved usability characteristics (more than 4) and
areas for improvement (less than 4). A Likert scale of 4 for
neutral opinion was used as the cut-off value. For question
11 (Figure 2), the average was inverted because it was asked
on an inverted Likert scale compared to other items. Figure
3 shows how the statements were distributed. The same table
also shows which usability attribute or metric in Table I is
referenced by the statement and which observation in Figure
4, provided by the operators, clearly refer to the statement.

The results in Figure 3 show that the average dispersion is
weighted well below the neutral average, suggesting there is
room for improvement in SCADA usability. The operator com-
ments in the Figure 4 also reflect this observation. Although
the averages are generally weighted below the neutral average,
the responses to many of the survey and figure statements vary
widely between the two extremes. This is an indication of the
high degree of subjectivity in the user experience, especially
in the areas around these statements.

Questions 1, 7, 9, and 11 exceeded the neutral average
and are therefore considered functional and successful in
describing their SCADA usability characteristics. Based on
these statements, SCADA has been successfully implemented
in a fault-tolerant manner so that human errors or their effects
do not negatively affect the usability of the system (Q11).
Operators also feel that they can use SCADA in a wide range
of work situations (Q9). Furthermore, the system is easy to
remember (Q7) and not challenging to learn. The operators’
comments do not contradict these findings.

Questions 2-6, 8, 10, 12, and 13 are below the neutral aver-
age. Based on the usability characteristics described by these
statements, the areas for improvement in SCADA usability are
related to: system error messages and their understandability
(Q5), fault alarm indication (Q10), perceived aesthetic satis-
faction (Q6), fault alarm localization (Q12), perceived sense
of system logic and understandability (Q13), negative user ex-
periences (Q3), system intuitiveness (Q8), system navigability
and ability to find information or commands (Q4), and difficul-
ties of using the system (Q2). Issues that are clearly related
to these statements also appear in the operators’ comments,
in Figure 4. A new finding of usability that emerges from
the operator comments is the slowness of SCADA (operator
observations 1, 3, 7, 8, 11). The survey results particularly

indicate that the most important areas for improvement in
SCADA usability are related to system performance under
fault conditions (Q5, Q10, Q12).

Figures 1-3 provide a clear and easily interpretable overview
of SCADA usability successes and areas for improvement.
These are supported by the operator usability findings pre-
sented in Figure 4. However, the identified usability improve-
ment areas must also be viewed in the context of the SCADA
being a complete control system in operation and meeting its
operational objectives.

VI. DISCUSSION: THE IMPORTANCE OF UNDERSTANDING
CONTEXT, ROOT-CAUSES AND CAUSALITY

The results were analyzed using personal first-hand SCADA
experience and contextual insight into how SCADA systems
operate. The small sample size (19) limits both the gen-
eralizability of our findings and their applicability in other
operational environments accross different industries. The
study shows that, across departments, SCADA usability issues
primarily involve system performance under fault conditions,
including error messages, fault alarms, navigability, informa-
tion retrieval, and system slowness (questions in Figure 3:
5, 10, and 12, and operator observations in Figure 4: 1, 3,
7-13). Faults typically involve situations where the control
system automatically responds to process conditions and stops
production. In this case, the control system also requires the
operator to make a decision or take an action before the
process can resume. This can mean controlling the process
via SCADA or physically working on the production line.
Faults are caused by deviations in the automated production
process, and in these cases the operator’s task is to return
the production process to its normal state and resume it as
quickly as possible. The operator faces both problem-solving
and time pressure, impacting perceived usability. It is crucial
to note that usability results under fault conditions reflects
only these specific situations, not the system’s overall uptime
performance.

The primary usability challenges that follow a production
process deviation are error messaging, fault alarm indication,
and fault alarm localization. These are related to the system’s
capability to provide initial assistance to the operator in
making decisions related to the ongoing process deviation.
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Consequently, problems with these primary usability chal-
lenges, if not mitigated, lead to secondary challenges, which
in this case are system navigability, ability to find information,
system slowness, and perceived sense of system logic and
understandability. This illustrates the underlying logical and
contextual relationship between different usability challenges
(RQ).

Similarly, it can be interpreted that the causal relationship
can also have a cumulative effect on other areas of perceived
usability: overall user experience, system operability, intuitiv-
ity, system ease of use, and visual pleasantness (questions 2-
4, 8, 13). Figure 5 illustrates the causal relationship and cu-
mulative effect between usability challenges. Another finding
related to this interpretation is that the averages in Figure 3
closely support the development of this cumulative effect. This
shows that the primary usability challenges may be root causes
that have a cumulative and cascading effect on other aspects
of the user’s experience with the system (RQ).

The goal of this study and industry survey was to estab-
lish robust measurement criteria based on academic research,
which is critical to accurately assessing usability issues. By an-
alyzing the results with industry insights, we can identify root
causes and causal relationships, enabling targeted development
activities to improve usability and address gaps. These results
demonstrate that understanding the context of use is crucial for
making accurate observations and drawing valid conclusions.
Additionally, the cumulative effect and root-cause hypothe-
sis offer a valuable perspective for usability analysis. This
approach shifts the focus from merely interpreting usability
metrics to understanding causality, making it highly practical
and beneficial for the industry.

VII. CONCLUSION

This paper presents the results of a SCADA usability study
conducted in the Finnish forestry company, highlighting the
challenges of achieving optimal usability. The study revealed
that despite the achievement of system goals and the successful
implementation of the system, there can be a significant gap
between the actual usability experienced by the end user and
the way the system performs. An important finding is that
understanding the contextual aspects of the user experience
proved to be critical. While the attributes and measures used
in the study generally capture various aspects of usability
effectively, the findings highlight the importance of a thorough
understanding of the operating environment and workflow to
accurately identify and address usability issues.
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Abstract—Websites give many advantages to a religious com-
munity, making religious practices more accessible and enabling
communication and community-building. At the same time, the
user’s privacy needs to be protected. This is particularly true
for the data about their religious beliefs. The General Data
Protection Regulation has strict requirements on the processing
of special categories of personal data, including data revealing
an individual’s religious beliefs. This paper presents a case study
of websites of the largest religious community in Finland, the
Evangelical Lutheran Church. We study the prevalence of third
parties and potential data leaks on 31 websites of this church. Our
findings show that several measures have been taken to protect
the user’s privacy by the church and website maintainers, such
as introducing a common platform for the vast majority of the
websites and replacing Google Analytics with Matomo. However,
there were still some privacy concerns such as leaking data to
Meta and vague privacy policies. This case study serves both
as an example of how many correct measures have been taken
to prevent privacy violations and how web developers and data
protection officers can further improve data protection.

Keywords-Third parties; web analytics; data leaks; religious
websites; online privacy.

I. INTRODUCTION

The information and communication technology is used to
deliver all kinds of services and information today. This also
goes for religious communities that seek to improve commu-
nication, community building and the accessibility of religious
practices [1]. Web-based services, in particular, help religious
communities to easily share their beliefs and announce events
online. This way, they can spread their message, teachings and
practices to a wider audience [2][3]. Internet makes it possible
for religious communities to extend their reach beyond phys-
ical boundaries [4]. The websites of religious communities
benefit both current members and those interested in learning
more about the religion or community.

Religious beliefs – at least in the largely secular academic
world and in postmodernism – are usually regarded as private
matters [5]. An argument can be made that this privacy should
also extend to online spaces [6]. The General Data Protection
Regulation (GDPR) also reinforces this idea, setting strict
requirements on the processing of data concerning religious
beliefs [7]. Processing such data is forbidden by default,
and requires explicit consent or specific legal grounds to
occur. Therefore, privacy is an important consideration and
challenge when designing websites of religious communities.
For example, modern websites often use third-party analytics
services. The data collection carried out by these services
can lead to the inadvertent disclosure of users’ religious

affiliations. Protecting sensitive personal data on religious
websites requires special attention and care.

In this paper, we study what kinds of third-party services
are used on 31 websites of the Evangelical Lutheran Church of
Finland. We also examine whether sensitive data concerning
users’ religious beliefs is sent to third parties. By analyzing
the outgoing network traffic generated when browsing the
websites, we study whether these websites leak sensitive
personal data to third parties. Additionally, we analyze whether
the user is into accepting cookies and data collection with dark
patterns and whether the user is adequately informed about
potential data sharing occurring on these websites. Finally, we
also gauge how well the church supports parishes in building
websites that prioritize privacy by design.

The rest of the paper is structured as follows. Section
II presents the prior work related to our study. Section III
explains the study setting and methods. Section IV presents
the results of our network traffic analysis, along with an
assessment of dark patterns and privacy policies. Section V
discusses the lessons learned from assessing the privacy of
the studied religious websites and explores the implications of
our findings. Finally, Section VI concludes the paper.

II. RELATED WORK

The body of literature on third-party tracking is large.
The excessive and intrusive collection of sensitive data has
generally been considered a problem [8]–[11] and only rarely
a benefit to users [12]. In particular, third-party health data
leaks have been widely covered in prior work [13]–[17].
Automatic tools have been build to detect third-party data
leaks and assess website privacy [18][19]. Several studies also
examine privacy policy documents and gauge how well users
are informed of ongoing data collection [20]–[26]. While the
topic of data collection and data leaks on websites has been
explored widely in the research literature, it has not been
studied very extensively in the context of religious websites.

Hoy et al. [27] studied the privacy violations happening
in 102 USA-based websites of Christian parishes, and also
presented a questionnaire to the parish leadership figures
which prompted responses from 23% of them. The sample
material of this study consisted of a mixture of different Chris-
tian nomination websites, including Lutherans, Methodists,
Catholics and Baptists. Their results indicated that as many
as 99% of the church websites collected personal identifying
information. However, it must be noted that their research
methodology was different from ours, as they focused much
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more on the information that the parishioners knowingly and
willingly submitted to the websites, whereas we focus entirely
on the use of website analytical tools to collect data.

Samarasinghe et al. [6] conducted a very large scale survey
on religious websites from four major religions – Christianity,
Buddhism, Islam and Hinduism – focusing on their cyber-
security and privacy aspects. This study was done by utiliz-
ing OpenWPM, which is an automated system for detection
privacy violations developed by researcher Steven Englehardt
[28], Uniform Resource Locator (URL) Classification which
is web-based system used for categorization of websites, and
VirusTotal, which is a web-based computer virus detection
platform operated by Chronicle, a subsidiary of Google. With
this technology, Samarasinghe et al. scanned 583 784 websites
and ultimately chose 62 373 of them to be analyzed. Their re-
sults indicated, among other things, that 27.9% of the religious
websites used tracking scripts, and 5.7% used tracking cookies
to collect personal data on their users.

While our sample size is small compared to Samarasinghe
et al., their methodology was also very different, and that the
study of data leaks was only one aspect of their research. Their
sample material also consisted of a much more heterogeneous
material, comprising websites representing many different
religious worldviews and organizations. In contrast, the current
study focuses on a very specific religious online presence, the
Lutheran parish and diocese websites operating in Finland,
presenting multi-case study that delves deeper into a specific
group of religious websites. Thus, while their study gives a
wider perspective on the privacy behavior of the religious
websites in general, ours offers detailed description of websites
of one religious community, offering a more in-depth analysis
of the privacy issues, third parties and data leaks.

III. STUDY SETTING AND METHOD

In this section, we explain how the study is conducted
including the data sets selected, the methods used and the
study scope.

A. Case and Website Selection

The Evangelical Lutheran Church of Finland was chosen
to be studied because it has a strong connection with the
state and is a large organization with hundreds of websites
[29]. These include websites for parishes and dioceses around
Finland and general websites of the church. The Evangelical
Lutheran Church of Finland holds a special legal position as a
national church (along with the Orthodox Church of Finland),
and has the capability to tax its members. In 2023, over 3.5
million Finns belonged to the Evangelical Lutheran Church.
This means that approximately 65.1% of Finns were members
of the church. Because of the church’s special role and large
number of potential visitors, special attention should be paid
to the privacy of the church’s websites, and it was a logical
choice for a multi-case study.

Altogether, the Evangelical Lutheran Church of Finland has
354 local parishes in 9 dioceses [30]. The set of websites to

be studied was selected according to the following selection
criteria:

• Two parish websites were chosen randomly from each
diocese to have a diverse selection of websites from
around the country.

• The websites of all 9 dioceses were also selected.
• All the parish websites that did not use the church’s own

web platform (Lukkari) were also included. As stand-
alone websites, these were deemed more likely to include
unique third parties and potential data leaks.

• The general top-level website of the church (evl.fi) was
also included in the study.

Overall, 31 websites were chosen to be studied, 17 of which
used the Lukkari platform. Because we are first and foremost
studying data leaks as a phenomenon here, naming specific
parishes or dioceses behind the websites serves no purpose.
When necessary, the studied websites are referred to using
pseudonyms WS1–WS31.

B. Recording the Network Traffic

Network traffic was recorded with Google Chrome Devel-
oper Tools, and saved in HAR (shorthand for HTTP Archive)
log files. Upon entering the website, all caches were disabled
to ensure that they would not disrupt the recording results.
Also, all cookies were consented to. Initially, we accessed
the landing page. Following this, we conducted a search
using the search feature, if available, and examined other
pages on the website, particularly those that might process
sensitive personal data or reveal information about how the
user practices religion.

All network traffic generated while navigating the website
was recorded to determine whether there were any data leaks
to third parties and to analyze the nature of this data. Only
the HTTP requests directed to third parties (external domains
outside the studied web service) were filtered for further
inspection. We manually looked through each of the filtered
requests to examine the payloads for leaks of sensitive personal
data.

Because this study focuses on personal data, it is important
to define it. According to GDPR and the Finnish Office of
the Data Protection Ombudsman, "personal data" refers to "all
data related to an identified or identifiable person" [31] [32].
This definition covers technical details like Internet Protocol
(IP) addresses, device identifiers, location data, or any variable
that helps to identify the user of the website. While all of
these data items alone may not identify an individual, they
can often be combined to make identification possible, and
therefore fall under the definition of "personal data". Rather
than the actual identifying data, however, in this study we
focused on contextual data related to an identifiable person,
most notably religious beliefs.

C. Analyzing the Recorded Network Traffic

When studying the recorded network traffic, we looked for
the following two sensitive data leak types in the HTTP request
payloads:
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1) Search terms. Search terms are inputs that are usually
freely decided by the user, so they can be sensitive.
For example, on a parish’s website, a user might search
information about services held in that parish. This im-
plies interest in ecclesiastic activities and may disclose
religious beliefs.

2) Page URLs. The individual pages under the website
can often reveal specific religious topics the user is
interested in. Particularly, numerous different events,
such as church services, may have their own separate
pages within the website. This way, the religious beliefs
and practices to which an individual adheres can be
disclosed.

D. Dark Patterns and Privacy Policies

We also analyzed dark patterns, privacy policies and cookie
consent banners found on the websites. Dark patterns, UI
designs crafted to manipulate users into taking actions they
might not otherwise choose, can cause users to inadvertently
accept data collection. In this study, we specifically looked
at three dark patterns, adapted from the "Report of the work
undertaken by the Cookie Banner Taskforce" by European
Data Protection Board [33]: 1) The first layer of the cookie
consent banner does not offer a reject button, 2) pre-ticked
boxes are present in the cookie banner or cookies settings,
which can used to define cookie choices, and 3) The "Accept
all" button is unfairly highlighted with color or contrast
choices in order to attract users to click it.

Privacy policies and cookie consent banners available on
the studied religious websites were examined to answer the
following questions:

• Does the document clearly inform users that they can be
uniquely identified as a result of data collection?

• Does the document clearly mention what personal data
items are sent to third parties?

• Does the document name all the third parties receiving
the user’s personal data?

• Does the document mention that religious beliefs can be
revealed as a result of sharing data?

IV. RESULTS

This section exemplifies the results we collected using the
above mentioned study methods and data.

A. The General Picture

When it comes to privacy of public sector websites in
Finland, the Finnish Deputy Data Protection Ombudsman has
stated that governmental agencies must "carefully consider
what types of tracking technologies are necessary on their
websites." Furthermore, developers of public sector websites
should ensure that users are "able to use online services pro-
vided by authorities without data on their website visit ending
up in commercial use, for example." [34] This statement
from the Deputy Data Protection Ombudsman offers clear
guidance on how to maintain balance between using tracking
technologies and protecting user privacy.

The Evangelical Lutheran Church of Finland has improved
the privacy of their websites as a result of the statement.
The vast majority of all websites of the church use the com-
mon Lukkari platform [35], and Google Analytics formerly
employed by this platform was replaced with Matomo in
2023 [36]. Although Google Analytics was widely used by
church websites before this, the privacy has since been greatly
improved, and the common platform serves to enforce robust
privacy.

B. Network Traffic Analysis

Figure 1 represents the most serious leak types we detected:
page URL and search term leaks in the 31 studied websites
of the Evangelical Lutheran church. On the left, numbers
represent the total data leaks (both page URL leaks and search
term leaks) for each website. In the middle, data leaks are
categorized into two categories, page URL leaks and search
term leaks. On the right, the number of data leaks received by
each third party is shown. As can be seen, page URL leaks
occurred 16 times, and search term leaks 14 times. The recip-
ients of the leaked data were Google, Meta and Siteimprove.
It is not surprising that Google Analytics amounted to 50% of
all page URL and search term leaks, as it has been proven to
be the largest reason for tracking and data leaks happening in
websites [37][6]. In the current study, however, Meta amounted
only to 3 data leaks, while Siteimprove Analytics, a much
smaller analytics provider, amounted to 12 leaks. The reason
for this is that the websites did not use Meta’s actual analytics
service (Meta Pixel) but made use of social media plugins on
the websites.

In total, only 12/31 (38.7%) of the studied websites ex-
hibited leaks, which can be seen as a good result, especially
considering we intentionally chose to include several websites
more likely to contain data leaks in our data set, that is,
websites not using the church’s Lukkari platform. On average,
the websites which did leak data had 2.5 data leaks per
website, with the lowest number of leaks being 1 and the
highest being 4.

It must be noted that there were some third parties that
were not considered risky and thus not counted in data leaks.
Firstly, the Matomo analytics service, which allows the website
maintainer to retain the control over the data (although data
may be stored on a remote server), was not counted. Rather
than a harmful analytics service, it is a recommended service.
Giosg, a popular chat service based in Finland was also not
counted as a risky third party. Finally, Snoobi, a Finnish
analytics service also widely used by public sector and state
websites, was also excluded.

Matomo was found on 24/31 (77.4%) websites, which is
a good result from privacy point of view. However, on many
websites it was used along with other analytics services, which
greatly undermines its privacy benefits. Still, compared to
many other studies [37][38], the number of third parties (3)
receiving sensitive data is exceptionally small, which speaks
of decent privacy practices.
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Figure 1. Data leaks detected on 12 different websites.

It is also worth noting that although not considered a highly
serious data leak type here and not included in Figure 1,
there were also website URL leaks in the studied pages.
Although not as critical as the page URL and search term
leaks discussed above, website URLs reveal that the user has
visited a specific website (domain name). They do not give
information on visiting specific subpages, but regular visits
to the same website could still reveal the user’s religious
affiliation. The studied websites leaked the website URL to
Meta 10 times, to Google 8 times and to Siteimprove 6 times.
Finally, it is worth noting that there was also one third party,
X/Twitter, which was present on more than half (16) of the
studied websites as a social media plugin, but never received
sensitive personal data such as visited pages.

Lastly, what makes the data leaks discussed here sensitive is
the combination of identifying data (such as an IP address) and
contextual data (such as a URL of a visited page). There are
several reasons why an individual user can often be uniquely
identified by third parties. First off, an IP address is a crucial
piece of data for identifying users [39] and it is considered
personal data in most cases [31]. Third parties can also identify
users through cookies. For example, Google Analytics uses a
cookie that lasts for 2 years and includes a unique client ID
(cid) to distinguish users [40]. Google also uses cross-device
tracking by leveraging data from logged-in Google accounts
[41]. Similarly, Meta/Facebook uses accounts to keep track of
users using different devices. Because of these technologies,
users’ actions and the pages they visit are not just linked to
IP addresses, but in many cases, to actual names of individual
persons.

C. Privacy Policies, Cookie Consent Banners and Dark Pat-
terns

There were 4 websites that failed to name the third parties in
their privacy policies or cookies consent banners, even though
our network traffic analysis showed they had third parties
present. Other 25 websites that had third parties present did
mention these third parties either in their privacy policies or
cookie consent banners, which is a positive result. However,
we found that none of the websites collecting data informed
the user adequately of the possibility of unique identification.
Also, none of the privacy policies or cookie consent banners
clearly mentioned that visited URLs or search terms are shared
to third parties, even when this was often the case in reality.
However, 8 websites vaguely mentioned collecting data on
how the visitors use the website. Lastly, the possibility of
religious beliefs leaking was never mentioned.

Privacy policies and cookie consent banners of all studied
websites of the parishes were identical with each other, and
those used by the dioceses except one were identical with each
other. In other words, the parishes used one kind of template
for these elements, and dioceses used another. However, the
third parties the websites included varied.

In many sections of the privacy policies of the diocese
websites, the possibility of data collection was explained in
raw technical details that are difficult for the average website
users to comprehend. This issue of privacy policies containing
overly technical jargon has been recognized in prior research
[42]. Also, many categorizations of the data collection methods
were incorrect or highly ambiguous.

Privacy policies of the parishes, on the other hand, all
linked to the same website containing the privacy policy,
maintained by the Evangelical Lutheran Church of Finland
[43]. This website listed all of the third parties present, and
provided a short common language explanation for the cookies
in use. However, it provided the details of the cookies used
by linking to other websites, which were maintained by the
proprietors of these analytics services. Most of these websites
were in English, and all of them asked for permission to data
collection, which can be seen as highly problematic in its own
right. This forces the user to enter a third-party website and
make a decision whether to allow the web analytics on that
website to harvest their data, just to read how the cookies are
used on the original parish website.

Out of 31 websites, 5 (16.1%) did not ask for consent for
cookies and data collection at all, although they collected
personal data. As a positive result, the rest of the studied
cookie consent banners did offer a reject button on the first
layer, and none of the banners had pre-ticked selection boxes.
On 9 websites (29.0%), however, the cookie consent banners
unfairly highlighted the accept button with prominent colors
and contrast. It must be noted that the reject button was always
labeled as "Allow only necessary", which could be considered
slightly misleading. Also, the tickable consent boxes used in
the cookie consent banners were colored light gray when the
consent had been given, and black when not. This can be
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considered misleading since the usual convention is to use a
lighter color for unchecked boxes and a darker color when it is
checked. In essence, the common convention of using colors
in website design was inverted in these banners.

V. DISCUSSION

The results are further discussed in this section. The main
discussion points are given as subsections.

A. Lessons Learned in Web Development

There are many lessons to be learned from the studied
websites and their privacy practices. In what follows, we
will explore both positive and negative aspects based on our
findings.

1) Positive Aspects:

Following the privacy guidelines. The Evangelical Lutheran
Church of Finland, unlike many other public sector bodies, has
taken note of the Deputy Data Protection Ombudsman’s state-
ment on the use of third parties on the websites of public sector
bodies and the careful consideration of necessary tracking
technologies. This shows that guidelines and recommendations
by data protection authorities have a significant effect on
privacy in practice. While our findings and lessons learned are
applicable to other religious communities in many respects, it
is very likely that not all communities have followed privacy
recommendations equally well. The same can be said of many
other application areas, such as healthcare, where web-based
systems often seem to lack much needed privacy measures.

Common platform and clear recommendations. The vast
majority of the websites are using the same platform and
the church strongly advocates employing a local analytics
solution, Matomo, instead of Google Analytics. Matomo en-
ables the church to control the collected data without sharing
users’ personal data with third parties [44][45]. Therefore, it is
evident that although using a common platform can sometimes
have negative effects to privacy by introducing or making it
easy to include third-party analytics [46], it can also prevent
data leaks when done correctly.

Getting rid of Google Analytics. Taking advantage of the
commonly used platform, the church has systematically phased
out Google Analytics, which has been seen to be a problematic
(and even illegal) web analytics solution based on the Deputy
Data Protection Ombudsman’s statement.

Migrating away from third-party analytics. The case of
Evangelical Lutheran Church of Finland also demonstrates
that data collected with Google Analytics can be migrated to
Matomo, even though it is not a quick and entirely straight-
forward process, when there is lots of gathered data.

Using a small set of third-party services. The church
websites only made use of a very small number of third-party
services, and data only leaked to 3 third parties. This makes
it possible to scrutinize the used services more closely and
improves user privacy.

2) Issues to be Addressed:

Not consistently using the common platform and failing
to follow recommendations. Some of the parish websites
did not use the provided Lukkari platform, even though it
has been available for about 10 years. Moreover, some of
the websites not built with the platform still used Google
Analytics, although its use is discouraged both by the church
and data protection authorities.

Ignoring risky third parties Another problem is ignoring
privacy issues caused by certain third parties even when the
common platform is used. Most notably, URL addresses of
visited pages leaked to Meta on two websites using the Lukkari
platform. It can be argued that Meta is as problematic a data
collector as Google is. Earlier studies have suggested that Meta
has commercially exploited potentially sensitive personal data
for advertising purposes [47]. From this viewpoint, we argue
it is quite obvious that the previously mentioned Deputy Data
Protection Ombudsman’s statement should also be applied
to Meta and Meta’s services should not be used on pages
processing sensitive data if they leak the page URL.

Vague privacy policies. All the studied websites used pri-
vacy policy documents that were generic and unclear at
many points. For example, as the third parties used on the
websites vary, privacy policies should also reflect this by
clearly mentioning the used third-party services. Users should
be able to find out what kind of personal data is being sent
out and to which third parties it is being shared. The privacy
policies should mention that the visited pages and their topics
can leak to third parties, some of which may be processing
data outside of Europe.

Inadequate consent. Not all websites asked for consent for
cookies and data collection. This violates the GDPR when the
website uses cookies [48]. Leaking data concerning religious
beliefs is especially serious when no consent is asked. Even
when a general consent for data collection was requested, data
concerning religious beliefs was never specifically mentioned
and it is unlikely the user expects this kind of information to
be shared with third parties.

B. Implications for Users

When a website leaks a user’s religious affiliation to a
third party, the user’s privacy is violated. The user’s personal
beliefs are shared and revealed, often without their explicit
permission. As a result of this, users may feel they have
lost control over their personal information. The leaked data
concerning religion can be used in targeted advertising or
attempts to persuade people [49]. It is possible that some
actors might try to change a person’s religious or political
views based on the gathered data. Obviously, these kinds of
actions raise ethical concerns and go against an individual’s
right to make their own choices.

In certain societies, people might face prejudice or unfair
treatment due to their faith when others find out about it [50]–
[52]. This unfair treatment can manifest in different ways, like
being left out or not getting hired for jobs. In extreme cases,

23Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-194-7

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

ICSEA 2024 : The Nineteenth International Conference on Software Engineering Advances

                            34 / 59



sensitive religious data leaked could even put people at risk
if malicious actors get their hands on it. While this may be
unlikely, the simple fact that these possible dangers exist is
enough reason to prevent careless sharing of sensitive personal
data.

Website visitors may also stop trusting their religious group
if their sensitive personal data is leaked to third parties. This
can hurt relationships between community members and make
them doubt their leaders. Moreover, leaking an individual’s
religious beliefs can cause them a lot of pain and anxiety.
Religious communities that let such data fall into wrong hands
could also face legal problems.

VI. CONCLUSION

To conclude, findings of this study are promising in regards
to user privacy. The number of third parties and privacy issues
detected was relatively small when compared to other studies
and categories of websites [6][37]. This is mainly the result
of the Evangelical Lutheran Church of Finland having an
organization-wide policy of using the same platform for the
majority of their websites, which significantly reduces the
number of third-party services in use. While using a common
platform does not always result in a positive outcome, in this
particular case it has resulted in uniform adoption of stringent
privacy practices, which can in many ways be considered a
recommendable outcome.

Still, several websites were found to leak personal data
potentially revealing the user’s religious beliefs to third parties
such as Google and Meta. This was because all websites did
not use the common Lukkari platform provided by the church
but also because this platform still allowed third parties like
Meta and Siteimprove to be present. This is why an external
privacy audit would still be a good idea for the websites
processing sensitive data like religious beliefs. Avoiding dark
patterns and aiming for the clarity and comprehensiveness of
privacy policies are also areas where corners can not be cut.
As future work, we plan to extend this examination to other
religious communities.
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Abstract—Model-driven software development is gaining atten-
tion due to the various benefits it promises. Typical approaches
start with the modeling of application domains and continue
with the specification of software to be developed. Model trans-
formations are applied to develop and refine artifacts. In a final
step, executable code is generated from models. Practice shows
that model-based code generators have to bridge a rather large
gap between the most refined software models and executable
code implementing these models. This makes the development of
code generators themselves an expensive task. In this article, we
discuss ways to break down the development of code generators
into smaller steps. Our discussion is guided on the one hand by
principles of compiler construction and on the other hand by an
application of model-driven development itself. Using a sample
modeling language, we demonstrate how code generation can be
organized to reduce development costs and increase reuse.

Keywords—software development; software engineering; sym-
bolic execution; top-down programming.

I. INTRODUCTION

Software construction requires methods and processes that
guide development from an initial problem statement through
all stages of the software lifecycle, culminating in the imple-
mentation, testing, roll-out, operations, and maintenance of the
software.

Model-Driven Software Engineering (MDSE) strives to sup-
port such development processes by making explicit

• the artifacts created in each stage and possibly interme-
diate results

• the decisions that lead to the development of each artifact.
Ideally, MDSE supports the entire software lifecycle from re-
quirements engineering and domain concepts through software
architecture, design, and programming to software operations.

Figure 1 outlines some typical artifacts of software en-
gineering processes. While many of them can be handled
in MDSE processes, executable code must be generated for
a particular target platform, such as a Programming Lan-
guage (PL), software libraries, a runtime environment, and
a target infrastructure. Later stages that depend on code, for
example, operations tasks, also must be considered in code
generation. This prepares code for activities like maintenance,
monitoring, etc.

The support provided by MDSE approaches has advantages
in many application areas. Models of sufficient formality can
be checked for completeness or correctness to a certain extent.
Traceability between artifacts allows to understand design de-
cisions and model transformation steps during software main-
tenance. A final step of automated generation of executable

code can save development costs during the implementation
phase. Fully automated generation allows incremental devel-
opment through model changes if the software is generated in
an evolution-friendly manner.

Therefore, code generation from software models allows to
take advantage of the potential benefits of modeling in MDSE.
However, experience shows that generator development tends
to be complex and costly. We see different reasons for this.

• The abstraction that models provide over programming
language expressions require code generators to deal with
a higher level of abstraction than compilers for PLs.

• Implementation details that are not reasonably part of
software models must be added in code during generation.

• Various non-functional requirements of professional soft-
ware development must be satisfied by generated code
in addition to the requirements explicitly reflected by the
software models. A code generator must add code for
these as cross-cutting concerns.

Furthermore, these aspects of code generation typically require
the development of project-specific generators.

Code generators are similar to compilers for high-level
PLs. From this point of view, a model-driven process can be
divided into a frontend and a backend part. In this logical
division, the frontend deals with the more abstract models
of the application domain and software design in model-
to-model transformations (M2MTs). These early phases are
covered by MDSE approaches. The backend activities of code
generation, optimization, and target platform considerations
are often hidden in implementations of comprehensive model-
to-text transformations (M2TTs).

In this paper, we propose a structure for decomposing code
generator development for easier development and a higher
level of reuse.

The remainder of this paper is organized as follows: In
Section II, we review model-driven software engineering with
a focus on the final step of code generation. A corresponding
approach to code generation is outlined in Section III. In
Section IV, we illustrate the model-driven code generation
approach with some sketches of code generation models. The
paper is concluded in Section V.

II. MODEL-DRIVEN SOFTWARE DEVELOPMENT

In this section, we revisit MDSE in general and code
generation in particular in order to lay the foundation for the
discussion of model-based code generation in the following
sections.
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Figure 1. Typical software engineering artifacts.

A. Software Modeling

Models of the early steps in the software lifecycle are
formulated from the perspective of the application domain.
We do not consider domain models in this paper.

B. Cases of Code Generation

We see two application scenarios for software construction
with MDSE:

1) approaches for systems of a given application class that
share fixed functionality at some level of abstraction

2) approaches for application-specific functionality
A typical case of an application class with fixed function-

ality is the case of information systems, that typically provide
only Create, Read, Update, Delete (CRUD) operations. Models
of information systems, therefore, mainly represent domain
entities and their relationships. Software generation is based
on fixed patterns for code that provides CRUD functionality
for the various entities.

Approaches that can be found in the class of generators
that produce code with fixed functionality work with meta-
programming [1], template-based approaches (see below), and
combinations of these two [2]. Since generators for a specific
target implementation can be built in a generic way, MDSE
can be employed comparatively easy in this scenario.

In the general case of software containing custom busi-
ness logic, software must be generated according to speci-
fied functionality. To automatically derive working software
from specifications, MDSE approaches for application-specific
business functionality must include formal models for precise
definitions.

Means for deriving software from formal models are often
built into editing tools for the respective formalisms. With
respect to running software, formal models are typically used

in one of two ways: Either code is generated from such models,
or hand-written code is embedded in formal models at specific
extension points.

For production-grade software systems, code generation is
the only option in order to satisfy nonfunctional requirements.

A practical software system consists of different compo-
nents, each of which is typically created by one generator
each. Therefore, multiple code generators need to work in
concert. To this end, different generator runs have to be
orchestrated [2], and information exchange (for example, for
identifiers used in different components) has to be man-
aged [1].

C. Code Generation Techniques
Code is generated in a final step of an MDSE process, often

based on M2TTs [3].
Special attention is paid to code generation, as this step can

be well formalized in an MDSE process. There are several
techniques for code generation, mainly generic code gen-
erators, meta-programming, and template-based techniques.
Generative AI could be an alternative.

This way, there is reuse of software generators that translate
formal specifications into code in a generic way. Typically,
there is little or no way to direct the code generation for
the case at hand [4]. Therefore, the generated code must be
wrapped in order to be integrated into a production-grade
software system, for example, to add error handling and
additional code for monitoring.

a) Generic Code Generators: Custom functionality gen-
erally needs to be formulated in a Turing-complete formalism.
Although the ability to verify such descriptions is limited, their
expressiveness is required. Formal specifications of software
functionality can be translated into working software by a code
generator, that works like a compiler for a PL.
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Code generators of modeling tools provide a well-tested
and generally applicable translation facility. Specifications
according to a given formalism are translated into a supported
target environment. Examples include parser generators that
generate code from grammars, software generators that take
finite state machines as input [5], and those that use Petri
Nets to execute code on firing transitions [6].

Generic code generators require significant development
effort. But they can be developed centrally in a generic way.
Therefore, there is a high degree of code reuse in the form of
generators. However, the models used as input are application-
specific, and they must be more elaborate than the input for
other forms of generators.

b) Meta-Programming: Programs that generate pro-
grams are an obvious means of generating software. Meta-
programming is possible with PLs, that allow the definition of
data structures that represent code and from which code can
be emitted. Since many widely used languages do not include
meta-programming facilities, this capability is added through
software libraries or at the level of development environments.

Meta-programming provides maximum freedom in generat-
ing custom code. Consequently, results can be tailored to the
application at hand, including specific business logic.

However, the development of such generators tends to be
costly, depending on the degree of individuality of code. This
is due to the fact that meta-programs are harder to maintain
and to debug due to their abstract nature. In addition, code
reuse is very low for custom code.

c) Templates: Code with recurring structures can be
formulated as templates with parameters for the variations of
this uniform code. Code is generated by applying the templates
with different parameter values.

A prominent example of a template-based approach is used
for the Model-Driven Architecture (MDA). The MOF Model to
Text Transformation Language [7] provides a means to define
code templates based on (UML) models.

Templates are easy to write, depending on the degree of
generics. They allow adaptation to the project at hand by
making changes to templates. The degree of reuse of templates
within a project can be high, depending of the structural
similarities between parts of the code. Cross-project reuse can
be expected to be quite low.

d) Generative AI: The currently emerging generative AI
approaches based on large language models provide another
way to generate code from descriptions. Based on a library
of examples, they allow the interactive generation of code
from less formal descriptions, especially natural language
expressions.

Generative AI can deal with complex requirements and
rules. It has the advantage of being able to generate code in
multiple PLs from (almost) the same descriptions.

There are indications that generative AI may be particularly
well suited to producing code on a small scale, for example,
individual modules [8]. Final quality assurance and assembly
currently remains a manual task.

Global Definitions Application-Specific Definitions

APM
Abstract Programming Model

ADM
Application Design Model

CPM
Concrete Programming Model

AIM
Application Implementation Model

Figure 2. Code models and their relationships.

Instead of generating the actual software solution, generative
AI can also be used to create code generators [3].

III. MODEL-BASED CODE GENERATION

In this paper, we discuss a way to construct code through
a series of model refinement steps and final code generation.
Thus, it follows the typical theme of M2MTs followed by an
M2TT. However, our goal is to make the code generation step
nearly trivial and fully automatic. To achieve this, we propose
certain code models that bridge the gap between domain or
solution models and executable code.

Our goal is to reduce the complexity of generators through
abstraction and to reduce costs through reuse of abstract code.

Figure 2 gives an overview of the kinds of code models.
Those in Global Definitions are provided centrally as a kind
of modeling framework. Those in Application-Specific Defini-
tions are models that are provided for each software project.

The four model boxes in the figure represent classes of
models. There will be several concrete models for each of
them.

We describe the models in the following subsections. Ex-
amples are given in the following main section.

The outline of the approach is as follows:
• Abstraction leads to a hierarchy of models.
• An Abstract Program Model (APM) provides a generic

model of code.
• An Application Design Model (ADM) defines the func-

tionality of a software system in terms of an APM.
• A Concrete Program Model (CPM) serves as a technol-

ogy model; it maps an APM to a concrete implementation
technology, such as a PL

• An Application Implementation Model (AIM) is used for
code generation; it provides a project-specific association
of the desired functionality and a technology model

With these models, some degree of reuse is achieved on the
level of

1) programming models / building blocks of abstract pro-
grams

2) idioms and design patterns for refactoring and optimiz-
ing abstract programs

3) code generation from abstract representations of the
constructs of a particular PL into code
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Figure 3. Typical software engineering artifacts.

A. Models of Programming

APMs serve as meta-models for abstract programs. Pro-
gramming paradigms constitute a possible starting point for
describing programming in general. Models of paradigms help
to capture the essence of a class of PLs.

Properties of hybrid languages can be captured by com-
bining models of programming paradigms. To this end, the
modeling language used should allow models to be combined,
and paradigm models must be set up to allow combinations.

There are differences between existing PLs that cannot
be captured within one central model of programming. For
example, object-oriented PLs have different ways of handling
multiple inheritance. Therefore, there may be coexisting pro-
gramming models, even for the same programming paradigm.

B. Assigning Functionality to Domain Models

In contrast to pure programming, program models in an
MDSE process refer to more abstract models, especially those
formulated from an application domain perspective. Program
models result from M2MTs, or they refer to source models.
Resulting model relationships are a basis for traceability [9].

Figure 3 illustrates a model relationship. A hypothetical
domain model contains a SalaryIncrease concept with a Raise
sub-concept . This specification is to be implemented using an
imperative programming language, so there is, for example,
a ConditionalStatement. The resulting model of the code for
the software is represented as an ASM with a procedure
CheckTargetSalary.

Application design models are essentially attributed syntax
trees. In a kind of “reverse programming”, we manually
construct syntax trees and generate code from them. This

is not the right level for manual development of software
generators. But program models can be derived from domain
models similar to template-based software generation. The
example in Figure 3 can be viewed this way. The advantage
of abstract models and model relations over code templates is
the independence from concrete programming languages. This
allows us to make an early connection between a domain and
a code model while still having the option of choosing the
implementation details, including the programming language
or other implementation technologies to be used.

C. Stepwise Refinement of Programming Models

Concrete models define which language constructs are avail-
able in a particular PL that is selected for implementation. For
code generation, the abstract application code (ASM) is com-
bined with a CPM containing models of typical programming
language constructs / idioms etc. in generalized form. M2MTs
are applied to the combined model to transform it into an AIM
that is suitable for code generation.

Model transformation consists of refining abstract program
models with respect to a concrete PL or other implementation
technology. There are several reasons why concrete models
differ from abstract programming models. For example, there
are different ways to implement abstract code in concrete
PLs, similar PLs may have different best practices, they may
have different constraints, and they may require different
optimizations.

The transformation from an abstract to a concrete program
need not be done in one step. For example, there is typically
a hierarchy of abstractions, from abstract programs at the pro-
gramming paradigm level, to classes of PLs and PL families, to
concrete PLs, PL implementations or dialects, or even project-
specific style guides.

D. Generating Code from Abstract Programs

An AIM is a model of a program that is suitable for code
generation. This means, that all parts of a model are assigned
a concrete PL expression and thus a syntactic form.

With this model property, code can be generated by assem-
bling pieces of code that each represent model entities.

IV. EXAMPLES OF MODEL DEFINITIONS FOR CODE

We outline some models in order to illustrate the approach
presented in the previous section. We use the Minimalistic
Meta Modeling Language (M³L) as our modeling notation.
This language is briefly introduced in order to discuss some
model sketches.

A. M³L Overview

The M³L is a (meta) modeling language that has been
reported about. Definitions are of the general form
A is a B { C is a D } |= E { F } |- G H .
Such a statement matches or creates a concept A. All parts of
such a statement except the concept name are optional.

The concept A is a refinement of the concept B. Using
the “is the” clause instead defines a concept as the only
specialization of its base concept.
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Type
Boolean is a Type
True is a Boolean False is a Boolean
Integer is a Type
Variable { Name Type }
Procedure { FormalParameter Statement }
Statement
ConditionalStatement is a Statement {

Condition is a Boolean
ThenStatement is a Statement
ElseStatement is a Statement }

Loop is a Statement { Body is a Statement}
HeadControlledLoop is a Loop {

Condition is a Boolean }
VariableDeclaration is a Statement {

Variable InitialValue is an Expression }
ProcedureCall is a Statement {

Procedure ActualParameter}
Expression is a Statement ...

Figure 4. Sample base model of procedural programming.

IfTrueStmt is a ConditionalStatement {
True is the Condition

} |= ThenStatement
IfFalseStmt is a ConditionalStatement {
False is the Condition

} |= ElseStatement

Figure 5. Semantics of conditional statements.

The concept C is defined in the context of A ; C is part of
the content of A. Each context defines a scope, and scopes
are hierarchical. Concepts like A are defined in an unnamed
top-level context.

There can be multiple statements about a concept with a
given name in a scope. All visible statements about a concept
are cumulated. This allows concepts to be defined differently
in different contexts.

Semantic rules can be defined on concepts, denoted by “|=”.
A semantic rule references another concept, that is returned
when a concept with a semantic rule is referenced.

Context, specializations, and semantic rules are employed
for concept evaluation. A concept evaluates to the result of its
syntactic rule, if defined, or to its narrowing. A concept B is
a narrowing of a concept A if

• A evaluates to B through specializations or semantic rules,
and

• the whole content of A narrows down to content of B.

Concepts can be marshalled/unmarshalled as text by syntac-
tic rules, denoted by “|-”. A syntactic rule names a sequence
of concepts whose representations are concatenated. A concept
without a syntactic rule is represented by its name. Syntactic
rules are used to represent a concept as a string as well as to
create a concept from a string.

Expression
Value is an Expression
ConditionalExpression is an Expression {
Condition is an Expression
TrueValue is an Expression
FalseValue is an Expression }

Function is a Value {
FormalParameter FunTerm }

FunCall is an Expression {
Function ActualParameterList }

PartialFunCall is a FunCall, a Value

Figure 6. Sample base model of functional programming.

MetaClass is an Object { Method }
Method { Parameter is an Object }
Classifier is a MetaClass
Interface is a Classifier
AbstractClass is a Classifier
ConcreteClass is a Classifier
ObjectClass is a ConcreteClass
Object is an ObjectClass

Figure 7. Sample base model of object-oriented programming.

B. Example Programming Models

Sticking with the example of starting the modeling of
programming with programming paradigms, there may be
models that describe typical constructs of PLs of a particular
paradigm. We give short outlines of PL base models for the
most important programming paradigms. Many details, such
as any type system, are omitted.

1) Procedural Programming: Descriptions of some typical
constructs of imperative PLs are shown in Figure 4. Typical
control flow constructs, such as conditional statements and
loops are given as M³L concepts.

For model checking or for model execution, the language
constructs must be given semantics. For example, the behavior
of the ConditionalStatement can be defined as shown in
Figure 5. When evaluated, such a conditional statement will
match (become a derived subconcept) of either IfTrueStmt or
IfFalseStmt, depending on which concept a given Condition
evaluates to. The semantic rule is inherited from the derived
base concept, making the statement evaluate to either the “then
branch” or the “else branch”.

This way of attaching semantics is typical for M³L models;
other modeling languages may have different ways of attach-
ing semantics. We will not go into this in detail. However, it
is an important part of the PL base models.

2) Functional Programming: Figure 6 outlines base def-
initions for functional PLs. Note that this model contains
definitions that may not apply to all functional PLs, so other
APMs exist.

3) Object-Oriented Programming: Only some base defi-
nitions for class hierarchies at the instance and class levels
are sketched in Figure 7. The complete model is much more
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Vi is a Variable {
i is the Name Integer is the Type }
VariDeclaration is a VariableDeclaration {
Vi is the Variable 0 is the InitialValue}
SomeLoop is a WhileLoop {
LessThanIntComparison is the Condition {
Vi is the Left 10 is the Right }

VariableAssignment is the Body {
Vi is the Variable
IntegerSum is the Expression {
Vi is a Summand 1 is a Summand }}}

Figure 8. A sample abstract program.

elaborate, and there are even more variants of PLs than in the
other paradigms.

C. Abstract Programs

ADMs can be formulated in the M³L as refinements of
APMs. Figure 8 shows an example of imperative code for
a loop that increments a variable i from 0 to 9.

D. Abstract Program Transformations

In our experimental setup with the M³L, model transfor-
mations can be expressed by relating concepts to each other:
one is a refinement or a redefinition of the other. In other
modeling languages, the respective model transformation or
model evolution facilities are used.

E. Code Generation

The final M2TTs to produce source code are performed on
models that combine an ADM with the abstract program for
the problem at hand and a CPM that declares concrete PL
constructs.

The CPM comes with predefined translation tables that
are used to generate code. Such translation tables can be
formulated by syntactic rules in the example of the M³L.

For example, rules for language-dependent code generation
for two different languages can be such as:
Java is a ProgrammingLanguage {
ConditionalStatement
|- if ( Condition )

ThenStatement
ElseStatement . }

Python is a ProgrammingLanguage {
ConditionalStatement
|- if Condition :

" " ThenStatement
else:
" " ElseStatement . }

By separating APMs and CPMs, it is possible to generate
different code from the same abstract program. In the M³L,
concepts can easily be redefined with different syntactic rules
in the context of a PL. When generating code in such a PL
context, the rules of all language constructs for that PL are
used. Variations for language dialects can be handled in sub-
contexts where some rules are redefined.

V. CONCLUSION AND FUTURE WORK

Model-Driven Software Engineering is receiving a lot of
attention for the benefits it brings to software engineering
processes. While model-to-model and model-to-text transfor-
mations are being researched, in practice the final step of code
generation from models is too costly to be applied in many
application scenarios.

In this paper, we propose an approach to define code
generators for the MDSE toolchain. Code generators consist of
executable models that are defined step by step, where each
step is characterized by a simple model. In addition, some
models are generic and can be shared. If the models that
define a code generator are formulated in the same modeling
framework as the models for earlier stages of the software
engineering process, then models of the application domain
and models of the software can be closely related.

The proposed approach allows us to achieve the goals
of reduced development costs for code generators and of
increased reuse. Using multiple levels of abstraction makes
each development step easier and less expensive. Since the
most abstract models are generically applicable, they can be
reused across applications.

Future work includes experiments with real-world code
models before pursuing new research directions. Since many
important PLs are hybrid in nature, remaining issues with
combined APMs need to be addressed, such as the mismatch
between imperative and declarative PLs.
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Abstract—This paper explores third-party services and track-
ers used on job search websites. We analyze what kind of data
on the job search process is sent to these third parties and
whether users have a fair possibility to understand what kind
of data collection is taking place on the studied websites. Our
results show that 87.5% of the studied websites leak data on
the user’s actions, such as displayed job advertisements, search
terms and the intent to apply for a specific position. One job
search website could leak data to as many as 9 third parties.
Websites run by public sector bodies had significantly less third
parties and data leaks, however. While some third parties may
be necessary for targeted advertising, it would be important for
website maintainers to consider the number of third parties and
better inform users about the data protection activities.

Keywords-Data leaks; third parties; web analytics; job search
websites; online privacy.

I. INTRODUCTION

More and more often, recruiting and seeking jobs happen
online [1][2]. Job search websites have become a tool of choice
for internet users looking for vacant jobs [3][4]. With these
online platforms, users can now effortlessly hunt for jobs by
browsing job openings and submitting applications. However,
many job search websites are also businesses trying to make
profit. Therefore, website maintainers add third-party web
analytics services to these websites to monitor the fulfillment
of their business goals and to measure the quality of user
experience. Job seekers are now faced with a privacy risk,
often unknowingly.

When users navigate on the job search websites, browse
through job listings, and show interest in specific positions,
their actions are monitored and recorded. While the justifica-
tion for this is often said to be collecting data for the company
that runs the job search website, data is also gathered by the
third party that hosts the web analytics service, such as Google.
Tracking job search activities secretly undermines users’ pri-
vacy. This is especially true if users are not transparently
informed of the fact that third-party services are deployed on
the job search websites. Informing users inadequately of the
data processing activities that taking place prevents users from
giving proper and genuine consent and making truly informed
decisions about their privacy [5].

In this study, we analyze 16 Finnish job search websites by
performing a network traffic analysis and study what kind of
personal data concerning the user’s job searches they send to
third parties. We also gauge the transparency of the privacy
policy documents on these websites and identify dark patterns
in their cookie consent banners. Previous research on privacy

of job search websites has usually concentrated solely on the
data the user willingly inputs on the job search platforms
[6][7], and we extend this research by covering third-party
tracking. Our paper also provides an up-to-date overview of
the privacy of Finnish job search websites.

The rest of the paper is organized as follows. Section II
reviews related work. Section III describes the study setting,
explains how the dataset was collected, and presents the
method. Section IV discusses the results of network traffic
analysis, privacy policies and dark patterns. Section V covers
implications for users and offers recommendations for web
developers. Finally, Section VI concludes the paper.

II. RELATED WORK

Nickel et al. [7] study user trust in e-recruitment, focusing
on how perceived privacy affects user trust. They found that an
interface that conveyed a high level of privacy also increased
trust users place in the web service. Users that trusted the
service more also disclosed more sensitive information. It is
worth noting that perceived privacy and actual privacy can
be very different, especially with third-party services that are
invisible to the user. In a similar vein, Wijayanto et al. [6]
report that platform credibility and users’ awareness have a
positive correlation with the willingness to share personal
information in an online job portal. While the privacy of job
search websites has been discussed by several studies, third
parties have not received the attention they deserve. Our study
aims to fill this gap.

The privacy risks of including third party analytics in web
services have been widely studied [8]–[10]. The dangers of
Uniform Resource Locators (URL) and search terms leaking
to third parties have also been discussed in the literature [11],
and the need for analytics solutions that do not share users’
personal data with external parties has been acknowledged
[12].

Third-party analytics and trackers have been found to be
common privacy challenge in web services covering many
critical application areas. The dangers of third parties have
been explored for example in health-related websites [13],
online pharmacies [14], goverment websites [15], and voting
advice applications [16] just to name a few. The current paper
presents, to the best of our knowledge, the first study on third-
party analytics services on job search websites and the possible
implications of such third-party data leaks.
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III. STUDY SETTING, DATA COLLECTION, AND METHOD

In the current study, we examined 16 job search websites.
As there appears to be no official list of largest Finnish job
search websites, we attempted to choose the most popular
and well-known job search websites in Finland, based on
Google search results and several sources listing job search
services. Therefore, we believe the chosen websites form a
representative sample of Finnish job search websites.

The selected services include both public sector web-
sites (Kuntarekry, TE-palvelut, Työmarkkinatori, Valtiolle) and
websites run by private companies (Academic Work, Adecco,
Atalent, Barona, Biisoni, Duunitori, Eezy, Eilakaisla, Jobly,
Manpower, Oikotie, Staffpoint). However, it is not our inten-
tion to discuss or criticize the privacy of specific companies or
organizations, but rather adress the phenomenon of data leaks
from a holistic perspective. Therefore, in the current paper, the
websites are referred to by pseudonyms WS1–WS16, assigned
in a random order.

Our experiment involved running a short testing sequence
on the selected websites. All cookies were consented to upon
arriving at the selected websites. First, from the main page,
a search for a specific job title was initiated. On the results
page, the first job advertisement in the results was chosen
and clicked. Finally, on a specific job advertisement page, the
"apply for the job" button or link was pressed, indicating an
intent to apply for a position.

We recorded the network traffic by employing Google
Chrome’s Developer Tools (devtools). This set of tools allowed
us to examine network activity during the testing sequence.
The analyzed network traffic was filtered so that only the web
requests going to third parties were inspected. The recorded
traffic was also saved as log files for later analysis. From the
log files, we extracted any data sent to third parties that could
be used to identify the user or contained sensitive contextual
information (such as data showing an intention to apply for a
job). In other words, personal data items were collected from
the network traffic.

In addition to network traffic analysis, we also examined
on whether dark patterns – user interface design techniques
to deceive users into accepting cookies and consenting to
data collection [17] – were present in the cookie consent
banners of the analyzed websites. We chose to use the dark
pattern definitions of the European Data Protection Board’s
Cookie Consent Banner Taskforce [18]. We chose to focus
on following specific dark patterns, which were the most
unambiguous to detect and assess, detailed in the report:

• The "reject cookies" button is not present on the first layer
of the cookie banner, making it harder to reject cookies
and data collection than to accept them.

• Pre-ticked consent boxes or other predefined choices are
used, which is not sufficient for obtaining unambiguous
and freely given consent required by the General Data
Protection Regulation (GDPR).

• Deceptive use of button colors or contrast is present to
psychologically manipulate the user by the deployment

of specific colors. For example, the colors are used to
unfairly highlight the accept button so that the user is
deceived into clicking it.

Finally, we briefly define the term "personal data". In this
study, we employ the definition used in the GDPR and the
Finnish Office of the Data Protection Ombudsman: personal
data refers to "all data related to an identified or identifiable
person" [19][20]. Internet Protecol (IP) addresses, accurate
location data, and device or user specific identifiers used by
third-party analytics services are examples of personal data.
It is also important to note that many pieces of data can be
used together to identify a person, and therefore, they are also
considered as personal data. For instance, when window size
is sent to a third-party service, this data item does not identify
a specific user alone, but it can be effectively combined with
other technical details to profile users.

IV. RESULTS

In this section we look at the results we retrieved from the
prior methods.

A. Network Traffic Analysis

The third parties found in the network traffic analysis are
shown in Figure 1. The usual technology giants, Google and
Meta (Facebook), are the most frequent third parties, appearing
on 12 out of 16 studied websites. Although the use of Google
Analytics has raised legal concerns in the European Union
[21], Google’s services are still widely prevalent. The third one
on the list is LinkedIn (8 occurrences), a professional network-
ing platform, which is an expected third party on job search
websites. It is also noteworthy that TikTok, a Chinese social
media platform which has recently raised privacy concerns in
western countries [22], is also present with 3 occurrences.

When it comes to leaking contextual data related to
searching for a job, we found that there were three notable
categories of data leaks:

1) Job advertisement page. The URL of the job advertise-
ment the user is viewing leaks to a third party, thus
indicating that specific user shows interest in the job
opening.

2) Search term. The search term user has used with the
search function of the website (such as "Siivoaja" – a
cleaner in Finnish) leaks to a third party. This often
indicates the user is interested in a specific category of
jobs. The search term usually leaks as a part of the URL
of the search result page listing the job opportunities.

3) Intent to apply. The user’s intent to apply for a specific
position is leaked to a third party. This is probably the
most valuable piece of information that a third party
can receive from job search websites, because it often
indicates the user’s strong interest in a job opening. It
often also means the user applied for the job, although
some users may click the apply button just out of
curiosity or otherwise abort the process of applying to a
job before completion. From a technical viewpoint, there
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Figure 1. An alluvial diagram showing the third parties on the studied job search websites. Each third party has been counted once per website.

Figure 2. The leaked job search data on different job search websites and the numbers of third parties data was leaked to.
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were many ways the information about an intent to apply
for a job was leaked, but usually the button click event
or form submission along with explicit button or form
names reveal that the user has taken an action indicating
the start of the job application process.

TABLE I. DARK PATTERNS ON COOKIE BANNERS OF JOB SEARCH
WEBSITES.

Asks for Reject Pre-ticked Colors &
Website consent button boxes Contrast
WS1
WS2
WS3
WS4
WS5
WS6
WS7
WS8
WS9
WS10
WS11
WS12
WS13
WS14
WS15
WS16

Figure 2 shows the leaked job search data on different job
search websites, sorted into three categories discussed previ-
ously. The diagram displays the number of third parties data
was leaked to for each job search website and data category.
The leaked job pages are shown in blue, search terms in red
and intent to apply for a job in yellow.

It is quite clear that public sector websites – WS10, WS14,
WS15, and WS16 – fare better in terms of privacy and third
parties. WS14 and WS15 did not appear to have any third-
party analytics and did not leak personal data in our exper-
iment. The rest of the websites were maintained by private
sector companies, and they had a greater number of data leaks,
for example WS4 leaking the viewed job advertisement to 9
third parties, search term to 7 third parties and the intent to
apply for a job to 3 third parties. The clearest divide between
public and private sector job search websites, however, is in
whether they leaked the intent to apply for a job. All of the
private sector websites leaked this information, and none of
the public sector sites did.

On average, there were 4.2 third-party services receiving
personal information per job search website. Private sector
websites had 5.3 such services on average, while public sector
websites only had 1.0. This clearly shows that, when visiting
job search websites, at least the ones run by private companies,
one should expect their job search information to be leaked
and monetized.

While we have focused on contextual job search data
here, it is worth noting that this data would not be valuable
without identifying information. Therefore, the data delivered
to third parties includes identifying technical details like IP

addresses, and unique device and user identifiers, as well as
other technical data like screen resolution. For example, every
web request contains the device’s IP address, an important
piece of information when trying to identify a specific user
[23][24]. It is also clear that big tech companies like Google
and Meta track users with cookies and also usually have the
capability to know users’ real names and connect them to
job seeking data. When this identifying data and contextual
data such as the user’s intent to apply for a specific job are
combined, the user’s privacy is compromised.

B. Privacy Policies and Dark Patterns

While we gave consent to cookies and data collection in
our study setting, it is interesting to ask whether a user can
really understand that the information of the job openings they
browse, the search terms they use and the job they intend to
apply for are all recorded and sent to remote servers hosted
by third parties. Can it be said that the user truly consents to
this information collection knowingly?

When examining privacy policies, we found that only one
privacy policy document mentioned all the third parties that
were collecting data on the website (WS6). Also, the fact that
data on the job postings user has accessed is collected was
also only mentioned in one policy (WS10). The collection of
search terms or recording the intent to apply for a specific job
opportunity were not mentioned in any of the analyzed privacy
policies. Consequently, it can be argued that the transparency
of the studied job seeking websites is almost zero and the user
cannot genuinely understand what kind of data collection they
consent to on these websites.

Table I shows the dark patterns found on cookie banners of
the studied job search websites. Positive outcomes are shown
in blue, while red describes the fact that a recommended
practice has not been followed. All the analyzed websites ask
for consent for cookies and data collection, which is a positive
result. However, 4/16 websites did not have a reject button on
the first layer of the cookie banner, making it more difficult
to decline cookies.

Moreover, on 2/16 occasions, cookie banners also contained
pre-ticked boxes, trying to get consent without clear and
affirmative user action. Three of the cookie banners, marked in
black, did not have any tickable boxes. It is worth noting that
the GDPR (Recital 32) explicitly addresses the fact that pre-
ticked boxes should not be used: "Silence, pre-ticked boxes
or inactivity should not [...] constitute consent." This makes
pre-ticked boxes essentially illegal [25][26].

Finally, the most common flaw of cookie banners is using
misleading colors so that the accept button is portrayed as a
prominent and enticing option for users, deceiving them into
accepting cookies and data collection. This dark pattern was
present in 13/16 cookie consent banners.

V. DISCUSSION

The privacy and confidentiality of job-seeking and applying
for a job varies. In Finland, for example, the private sector can
keep applications confidential. In the public sector, recruitment
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is public. Information on applicants can be published and
anyone can request to see applications. Still, it is fair to say
many applicants applying for a job generally see the applica-
tion process as confidential. In this section, the implications
of the data leaks found in this study are discussed from the
viewpoints of users and web developers.

A. Implication for Users

Leaking data related to job searches to third parties can have
various implications. The use of web analytics and tracking
users’ activities on job search websites are a cause for privacy
concerns. Users’ job search queries, job advertisement pages
they display, and possibly even their intent to apply for a
job are being monitored and collected by third-party services.
Most users are probably not even aware that this kind data
collecton is taking place [27]. The user’s personal data is
compromised when their job search activities are secretly
monitored. Because the job seeker is often not transparently
informed about third-party services being present on the job
search website, it is fair to ask whether they can really give
proper consent and make truly informed decisions about their
privacy is greatly impeded.

Profiling and targeted advertising are another concern
[28][29]. Third-party analytics services collect data on job
seekers’ interests and search history. It is possible to create
user profiles using this information, and customize advertise-
ments displayed to the user online based on their preferences.
While this is also a positive thing to many users receiving more
interesting job advertisements and opportunities, profiling can
also limit the job opportunities the user sees on the web.
Obviously, profiles and preferences can also be used for many
other purposes besides matters related to job-seeking.

Discrimination during the recruitment process is also possi-
ble. The personal data collected by third party services could
be used to treat job seekers in an unfair manner. A job seeker’s
job preferences or past job search activities could have an
effect on recruitment decisions, if an employer were to obtain
this information. An example of this would be a potential
employer finding out what kinds of jobs a candidate has
viewed or applied for in the past. The employer could use this
data to make unjust assessments on how qualified or suitable
the candidate is for a job.

A situation where the current employer finds out that the
employee is looking for a job elsewhere could also sometimes
become a problem. Likewise, in some cases the relatives or
friends of an individual learning about what kinds of job
openings the individual has been interested in could be highly
undesirable. Applying for jobs in controversial companies or
politically inclined organizations are some examples of this.
Some lines of work, such as front-line service jobs, are also
often stigmatized [30]. While it may not be very probable
that the data collected by third parties becomes public, an
individual’s job search preferences can also leak through the
advertisements regularly displayed to them, that may also be
visible to their employer and the people close to them.

B. Implication for Developers

The findings of this study raise some concerns about job-
seekers’ privacy online. It is obvious that the job search
websites need some third parties to do well against their
competitors. Targeted advertising on social media is important,
as job-seeking often takes place on social media [31][32] and
big tech giants also have a great coverage when it comes to
advertising on other websites.

Even if we accept some of the third-party tracking taking
place on the studied websites, the problem of excessive use
of third-party services remains. For instance, having 9 third-
party services on one website and leaking personal data
to them is simply too much, not to mention this is done
without informing users appropriately. Dark patterns on cookie
consent banners further exacerbate this problem, as users are
surreptitiously coaxed into accepting the data collection.

It is evident that users should be better informed what
data related to the job-seeking process is handed over to
third parties. Even if job-seeking activities and applying for a
job are not usually highly sensitive personal data comparable
to data concerning health, for example [9][33], the users
should definitely have a possibility to make an informed
decision on this data collection. While some users may find
targeted advertisements useful and beneficial, there should be
a possibility to control them easily.

Considering and choosing the used third-party services
carefully is important. The use of each service should be well
justified. It is also important to understand where the services
send the user’s personal data. The network traffic analysis
approach discussed in this paper can be used to get a good
understanding of what kinds of data the website transmits to
external entities. If possible, third-party services should be
replaced by locally hosted services such as Matomo [12] that
do not leak the users’ data to third parties. This way, the
privacy-by-design approach is better followed and the user’s
privacy is respected.

VI. CONCLUSION

It is clear that competition and the drive to fulfill business
goals cause the job search websites to use several data-
collecting third-party services on their websites. At the same
time, the website owners are in many cases responsible for
placing the users’ privacy in jeopardy without adequately
informing them about their data processing activities. We have
observed that the visited job advertisements, search terms and
intent to apply are regularly leaked to third parties without
the user being explicitly informed. At the same time, dark
patterns – especially deceptive color choices – are used to
persuade users to accept cookies and data collection. Our
findings call for increased attention to the use of third parties
on job search websites and careful consideration on how these
services handle users’ personal data.
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Abstract—Nowadays, high-level languages and approaches to
software design and implementation are often used. The main
reasons for this are the possibility of faster and more efficient
design and more efficient verification of the design produced.
To deploy a system created in this way, either a framework
can be used to handle the formalism used or the design can
be transformed into a programming language or lower-level
formalism. In this paper, we focus on the Object Oriented Petri
Net (OOPN) formalism and introduce the idea of transforming
OOPN models into the Java programming language.

Keywords—Object Oriented Petri Nets; model transformation;
Java.

I. INTRODUCTION

The key activities in system development are specification,
testing, validation, and analysis (e.g., performance or through-
put). Most methodologies use models for system specification,
i.e., to define the structure and behavior of the system under
development. There are different kinds of models, ranging
from low-level formal-based models to purely formal models.
Each kind has its advantages and disadvantages. Less formal
models, e.g., Unified Modeling Language (UML), allow the
basic concepts of a system to be quickly described; on the
other hand, they do not allow the correctness or validity of
the system to be verified through testing or formal methods
– the system must be implemented before it can be tested.
More advanced approaches, e.g., Executable UML (ExUML)
or Model Driven Architecture (MDA) [1], allow models to
be simulated, i.e., provide simulation testing. Purely formal
models, e.g., Petri nets, allow formal or simulation approaches
to be used for testing, verification, and analysis.

Model and Simulation-Based System Design (MSBD) refers
to a set of techniques and tools for developing software
systems that are based on formal models and simulation
techniques. It aims to improve the efficiency and reliability
of development processes, including software system deploy-
ment. One way to increase the efficiency and reliability of
development processes is to work with high-level languages
and models throughout the development process. In traditional
system development methodologies, models are typically cre-
ated in the analysis and design phases and are input in the
implementation phase. The system code is implemented man-
ually by reflecting the created models or by transformations.
The fundamental problem with model transformations is often

the impossibility of a fully automated process and, therefore,
the mismatch between models and their implementation. The
transformed code needs to be modified manually, and these
changes are not fully reflected in the models. However, if we
use a formalism that allows us to include parts of the code, the
resulting transformed code does not need further modification.
The Object Oriented Petri Nets (OOPN) language is one of
these formalisms. This paper focuses on transforming models
described by the OOPN formalism into the Java programming
language.

There are many approaches in the field of code generation.
One direction [2]–[4] generates models in the chosen language
from UML models, usually from a class diagram. Other work
[5] transforms different levels of diagrams. Still, other ap-
proaches attempt to transform conceptual models described in,
e.g., SysML into simulation models [6]. There are approaches
working with simplified variants of UML models (xUML or
fUML) from which it is possible to generate the resulting
system more precisely [7][8]. However, freely available tools
allow only partial output (often, only a skeleton in the chosen
language is generated). The approach closest to ours is based
on the Network-within-a-Network (NwN) formalism, with
which the Renew [9] tool is associated. NwNs combine Petri
nets and the Java language, and models are directly translated
into Java. Our approach works with Smalltalk, which can be
transformed into Java or C++, or we can directly use these
languages for inscription. Our goal is to create a more efficient
representation of models for deployment on commonly used
platforms and languages (Java, C++).

The paper is structured as follows. In Section II, we intro-
duce the basics of the OOPN formalism. Section III describes
the basic structure of the OOPN, which is subject to the
transformation whose basic principle is described in Section
IV. Chapters V and VI discuss the essential element of the
transformation, the component, and its runtime in the Java
environment.

II. OBJECT ORIENTED PETRI NETS FORMALISM

An OOPN is a set of classes specified by high-level Petri
nets [10]. Formally, an OOPN is a triple (Σ, c0, oid0) where
Σ is the class set, c0 is the initial class, and oid0 is the name
of the initial object of c0. A class is determined primarily by
the object net and the set of method nets. Object nets describe
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the possible autonomous actions of objects, while method nets
describe the reactions of objects to messages sent to them from
outside.
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Figure 1. Example of the OOPN model.

An example illustrating the essential elements of the OOPN
formalism is shown in Figure 1. Two classes are depicted, C0
and C1. The object net of the class C0 consists of places p1
and p2 and one transition t1. The object net of the class C1
is empty. The class C0 has a method init:, a synchronous port
get:, and a negative predicate empty. The class C1 has the
method doFor:. An invocation of the method doFor: leads to
the random generation of x numbers and a return of their sum.

Object nets consist of places and transitions. Each place
has an initial marking. Each transition has conditions (i.e.,
inscribed test arcs), preconditions (i.e., inscribed input arcs),
guard, action, and postconditions (i.e., inscribed output arcs).
Method nets are similar to object nets, but each net has a
multiplicity of parameter places and the return place. Method
nets can access the places of the corresponding object nets to
allow running methods to change object states.

Synchronous ports are special (virtual) transitions that can-
not be executed independently but are dynamically joined to
some other transitions that activate them from their guards via
messaging. Each synchronous port contains a set of condi-
tions, preconditions, and postconditions over the places of the
corresponding object nets, a guard, and a set of parameters.
Thus, synchronous ports combine the concepts of transitions
(must satisfy preconditions and guards; when a synchronous
port is invoked, postconditions are executed) and method net
(must be invoked from the guard of another transition). The
parameters of an activated synchronous port s can be bound
to constants or unified with variables defined at the transition
level or port that activated the port s.

Negative predicates are special variants of synchronous
ports. Their semantics are reversed - the calling transition is
executable if the negative predicate is not.

III. BASIC STRUCTURE

Objects create a network of dependencies through their
links, which gradually arise and disappear. On the other hand,
the internal nets of an object (object net or method nets)
have a clearly defined structure that defines actions and the
conditions under which actions can be performed. Each net
contains transitions and places. Transitions represent actions

whose execution is conditioned on both the existence of the
corresponding objects at the entry points and the guarding of
the transition. The guard defines the conditions imposed on
objects entering the transition. If these conditions are not met,
the transition cannot be executed (fired). A transition may be
evaluated as feasible and executed for different objects avail-
able at the entry points satisfying the guard conditions. Thus,
a transition can be viewed as a special kind of component
that is dynamically duplicated when the transition is executed
and terminates after the last transition action is executed. Thus,
transitions, or their execution, represent the internal parallelism
of the nets.

Figure 2. Basic Java classes for OOPN transformation.

Figure 2 shows the basic structure of classes and interfaces
required to transform OOPN models into Java. The class Place
represents the collection corresponding to a place. In addition
to the standard and expected operations for adding, retrieving,
and deleting elements, it contains an operation for evaluating
a condition placed on the collection’s contents. The condition
is represented by a function (the Java functional interface
Function). When the condition is met, the operation returns
an object from the collection that satisfies the condition. The
special class ReturnPlace represents the return place of the
method nets. It overrides the get method, which is blocking
here (it waits for the object to be inserted into the collection,
i.e., for the called method to terminate). The meaning of the
other elements will be explained in sections IV and V.

a >= 10

code1

a < 10

code2

t1 t2

p11 p1

p2

a ab

y z

5, 1510

Figure 3. Example: Object net of the class C1.

Consider the simple example in Figure 3. This is an object
net of class C1 consisting of two transitions conditioned on
places p11 and p1, each transition having in addition its
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feasibility condition (guard1: a >= 10 and guard2: a < 10).
The result of each transition execution is placed at place p2.
Thus, executing this net produces a copy of component t1 (for
binding a = 5 and b = 10) and a copy of component t2 (for
binding a = 15).

IV. STRUCTURE TRANFORMATION

A view of the transition as a component can be used to
transform the model into a programming language, in this case,
Java.

p u b l i c c l a s s C1 ex tends PN {
p r o t e c t e d P l a c e p11 ;
p r o t e c t e d P l a c e p1 ;
p r o t e c t e d P l a c e p2 ;
p u b l i c C1 ( ) {

p11 = new P l a c e ( t h i s ) ;
p1 = new P l a c e ( t h i s ) ;
p2 = new P l a c e ( t h i s ) ;

c l a s s T 1 ex tends T r a n s i t i o n { . . . }
T 1 t 1 = new T 1 ( ) ;
c l a s s T 2 { . . . }
T 2 t 1 = new T 2 ( ) ;

t 1 . p r econd ( p11 , p1 ) ;
t 2 . p r econd ( p1 ) ;
p1 . add ( 5 ;
p1 . add ( 1 5 ) ;
p11 . add ( 1 0 ) ;

}
}

Figure 4. Translation of the OOPN model of class C1 into Java.

For each transition, a class derived from the Transition
class is generated, containing methods to verify the input
conditions (guard) and a method containing the actual actions
of the transition (action). A place corresponds to an unordered
collection of objects from which objects can be read and
removed, and new objects can be added. The principle of
model translation is shown in Figure 4. It presents a basic
structure of Java code based on the model example shown in
Figure 3. The following section will describe each aspect of
the code.

The class is always derived from the PN class, which
provides the primary means for object handling and com-
munication. The object net is represented by a parameterless
constructor (if a constructor is used in the model, the generated
constructor in Java is adapted to this). The object net’s places
can be considered attributes (object variables) of the object,
and their declarations are therefore placed in the member fields
space. They are then initialized in the constructor, i.e., an
instance of the Place class representing a type of collection is
created. As will be shown later, it is through the place, or by
inserting objects into the place, respectively, that invoke the
check for satisfiability of transition (component) conditions;
the place must pass information about the object through the
constructor.

p u b l i c PNObject m( PNObject p1 ) {
. . .
P l a c e r e t = new R e t u r n P l a c e ( ) ;
. . .
/ / T r a n s i t i o n : : a c t i o n −> r e t . p u t ( r e s u l t ) ;
. . .
re turn r e t . g e t ( ) ;

}

Figure 5. Example of the method translation into Java.

The OOPN object method has a structure similar to an
object net. It differs in the following aspects. It can have input
parameters that are modeled as places in OOPN. However,
since only one object can be inserted into a place when the
method is invoked, a variable can be used directly in the
generated method. The method can also return an object as its
result. In the OOPN model, such a return object is placed into
a place named return by performing some transition. Thus, the
method must wait before placing the object in the return place.
A special ReturnPlace class with a blocking get() method
is provided for this purpose. The method will wait until at
least one object is inserted into the place. An example of the
skeleton of the generated method is shown in Figure 5.

V. COMPONENT DEFINITION

Figure 6 shows an example of a component generated by
the transition. The component takes the form of a class derived
from the Transition class. The implementation of the guard and
action methods depends heavily on the model. The binding of
variables from input places is reflected in the guard method.
In this example, the input places are checked to see if they
are empty and if there is an object that satisfies the condition
given by the guard of the transition t1. If these conditions are
met, the corresponding objects are stored in the component
variables, and the guard method is terminated successfully.
Following the success, the component’s copy is then executed.

Because the OOPN language is typeless, the common type
of all variables is the PNObject class, and communication,
i.e., sending messages, must be done specially. PNObject is
the interface implemented by the PN class and, thus, by all
OOPN classes. However, we must consider that models also
work with other objects (e.g., primitive Java data types and
other Java classes). Therefore, we need wrappers for objects of
these classes that implement the PNObject interface to ensure
compatibility. The messaging is done via a special protocol
(see the call message in Figure 6), ensuring proper redirection
to the target object.

VI. COMPONENT EXECUTION

The question is how to verify the feasibility of transitions,
i.e., the execution of component actions. Repeatedly testing
the satisfaction of conditions is obviously inefficient and
completely inappropriate. For these purposes, the Observer
design pattern can be used. Each place knows the transitions
(components) whose feasibility it affects. At the moment of
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c l a s s T 1 ex tends T r a n s i t i o n {
p r i v a t e PNObject a ;
p r i v a t e PNObject b ;
p u b l i c boolean gua rd ( ) {

/ / guard1 : a >= 10
i f ( p11 . i sEmpty ( ) ) re turn f a l s e ;
i f ( p1 . i sEmpty ( ) ) re turn f a l s e ;
a = p1 . s a t i s f y ( ( o ) −> o . send ( ”>=” , 1 0 ) ) ;
i f ( a == n u l l ) re turn f a l s e ;
b = p11 . remove ( ) ;
p1 . remove ( a ) ;
re turn true ;

}
p u b l i c vo id a c t i o n ( ) {

/ / code1 : y = a + b
PNObject y = a . send ( ”+” , b ) ;
p2 . p u t ( y ) ;

}
p u b l i c T r a n s i t i o n copy ( ) {

T 1 t = new T 1 ( ) ;
t . a = a ;
t . b = b ;
re turn t ;

}
}

Figure 6. Implementation of generated transition t1.

change (it is sufficient to watch for the addition of an object to
the place), it notifies all connected components, which verify
their state. Access to these collections must be synchronous,
as each component is generally expected to run in its thread,
and hence, concurrent access may occur. Since verifying the
conditions to trigger a transition action (component) must
be an atomic operation, a method similar to event-driven
programming can be chosen for synchronization. Each object
contains a control thread in which the verification of the
conditions of all object transitions, i.e., the object net and the
method nets, is performed. Since only these nets can access
the object places, this will guarantee exclusive access and
atomicity of each verification. The control thread is created
and started when an instance of the corresponding class is
created, and requests for verification of transition feasibility
conditions are only processed in its code. The disadvantage of
this approach is that the thread exists even after the object is
no longer needed and could be removed from memory.

Another approach is to use a monitor that is implicitly
available in Java. When invoking condition validation, the
object monitor protects the relevant actions within which the
places (whether of object net or method nets) are accessed. The
monitor object is passed by the constructor when creating an
instance of the Place class. A code sample is shown in Figure
7. Each registered transition for which a given place is an input
condition is tested for feasibility (called its guard method). If
the transition is evaluated as feasible, its action (through the
action method) is executed in a separate thread; the executor’s
service is used via the PNSystem class. Since the component
action can be executed simultaneously for different bindings,
we need to run the action method of the component copy with

void add ( PNObject o b j ) {
synchronized ( m o n i t o r ) {

I n t e g e r c = c o n t e n t . g e t ( o b j ) ;
c = ( c != n u l l ) ? c + 1 : 1 ;
c o n t e n t . p u t ( obj , c ) ;
f o r ( T r a n s i t i o n t : o b s e r v e r s ) {

i f ( t . gua rd ( ) ) {
T r a n s i t i o n t t = t . copy ( ) ;
PNSystem . e x e c u t e ( ( ) −> t t . a c t i o n ( ) ) ;

}
}

}
}

Figure 7. The class Place, method add(PNObject).

the current binding in the thread. The copy method is used for
this purpose.

VII. CONCLUSION

This paper aimed to outline the possibilities of transforming
the models described by the OOPN formalism into Java.
The resulting code does not need to be further modified
because the original model allows the use of the code and
also objects from the target environment (in our case, Java).
The basic principle is quite simple. However, the efficiency of
the translated code depends on the analysis of transitions and
appropriate optimization techniques. For example, the place
corresponding to the input parameter of a method does not
need to be generated as a collection because it can contain at
most one object. For the same reason, a dependent transition
can be executed almost once.

If we include the declaration of [10] types in the OOPN
model or automated type derivation, it is possible to replace
the generic PNObject type with a specific type in the gener-
ated code and thus interact with objects directly by sending
messages.
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uml in modeling tools â an example with papyrus,” in 15th
Internation Workshop on OCL and Textual Modeling, MODELS
2015, pp. 105–119, [retrieved: August, 2024]. [Online]. Available:

http://ceur-ws.org/Vol-1512/paper09.pdf
[9] L. Cabac, M. Haustermann, and D. Mosteller, “Renew 2.5 - towards a

comprehensive integrated development environment for petri net-based
applications,” in Application and Theory of Petri Nets and Concurrency
- 37th International Conference, PETRI NETS 2016, Toruń, Poland,
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Abstract—DevOps, with its tools and practices that integrate 
and automate software development tasks, has become 
mainstream and offers a host of benefits for modern software 
development. While the main goal is to foster collaboration with 
stakeholders, the plethora of platforms and tools, the 
uniqueness of each pipeline, coupled with a non-uniform display 
of information (graphical or not), can hinder collaboration and 
insights, especially for non-developers. Our solution concept 
VR-DevOps contributes a cross-platform immersive 
visualization of DevOps pipelines in Virtual Reality (VR). Our 
prototype realization shows its feasibility, while a case-based 
evaluation provides insights into its capabilities. 

Keywords – DevOps; virtual reality; visualization; software 
engineering; continuous integration; continuous delivery; 
pipelines; automation workflows. 

I.  INTRODUCTION 
DevOps [1][2] is a methodology that combines 

development (Dev) and operations (Ops) with automation to 
improve the quality and speed of software deliveries. While 
there is no universally agreed to definition, key principles 
include Continuous Integration (CI), Continuous Delivery 
(CD), shared ownership, workflow automation, and rapid 
feedback. Both the code and tool integration and automation 
that DevOps addresses has become indispensable to modern 
software development. It has been reported that 83% of 
developers surveyed reported being involved in DevOps-
related activities [3]. Lately, Security (Sec) has often been 
included in DevOps, denoted at the stage where it is primarily 
considered, e.g., DevSecOps [4]. Despite the popularity of 
DevOps, there are no visualization standards for pipelines; 
each platform and vendor has their own, and it can thus be 
difficult for non-developers to grasp - and hence collaborate 
regarding - the current state of pipeline runs, and the processes 
involved in software development, testing, and delivery. 

Virtual Reality (VR) offers a mediated visual digital 
environment created and then experienced as telepresence by 
the perceiver. In contrast to a 2-dimensional (2D) space, VR 
enables an unlimited immersive space for visualizing and 
analyzing models and their interrelationships simultaneously 
in a 3D spatial structure viewable from different perspectives. 
In their systematic review of the DevOps field, Khan et al. [5] 
identified a lack of collaboration and communication among 
stakeholders as the primary critical challenge. Towards 
addressing this collaboration challenge, our contribution 
leverages VR towards enabling more intuitive DevOps 
visualization and interaction capabilities for comprehending 
and analyzing DevOps pipelines, thereby supporting 

enhanced collaboration and communication among a larger 
spectrum of stakeholders. A further challenge is the finding by 
Giamattei et al. [6] that the landscape for DevOps tools is 
extremely fragmented, meaning stakeholders access various 
custom webpages or logs. Hence, a further goal of our solution 
concept is to unify the visualization and information access 
across heterogeneous DevOps tools. 

An excerpt of our prior VR work related to Software 
Engineering (SE), DevOps, and workflows: VR-Git [7] and 
VR-GitCity [8] provide VR-based visualization of Git 
repositories and version control. VR-SDLC [9] (Software 
Development LifeCycle) uses VR to visualize lifecycle 
activities and artefacts in software and systems development. 
VR-BPMN [10] (Business Process Management Notation) 
portrays processes in VR. This paper contributes VR-DevOps, 
a solution concept for visualizing and interacting with 
heterogenous DevOps pipelines in VR. Our prototype 
realization shows its feasibility, and a case-based evaluation 
provides insights into its potential for DevOps pipeline 
comprehension, analysis, and collaboration. 

This paper is organized as follows: the next section 
discusses related work. Section 3 presents our solution 
concept. Section 4 describes our realization, followed by an 
evaluation in Section 5. Finally, a conclusion is drawn. 

II. RELATED WORK 
For VR-based DevOps-related work, VIAProMa [11] 

provides a visual immersive analytics framework for project 
management. DevOpsUseXR is mentioned in the paper as an 
eXtended Reality (XR) approach for incorporating end users 
to allow them to directly provide feedback in Mixed Reality 
(MR) regarding their experience when using a specific MR 
app. In contrast, our solution concept is independent of the 
software type being built in the pipeline, and is purely virtual, 
remaining consistent, app-independent, and focusing on 
visualizing and collaborating with regard to the DevOps 
pipeline. The systematic review of DevOps tools by Giamattei 
et al. [6] does not mention any VR, XR, or MR tools. 

Non-VR based DevOps work includes DevOpsML [12], a 
platform modeling language and conceptual framework for 
modeling and configuring DevOps engineering processes and 
platforms. DevOpsUse [13] expands DevOps to collaborate 
more closely with end users. The authors also state that there 
is in general a research gap in applying information 
visualization to software engineering data, and that this needs 
further investigation. This concurs with our view, as we were 
not able to find much VR or non-VR work related to DevOps 
visualization. 
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III. SOLUTION CONCEPT 
Our VR-DevOps solution concept is shown in blue 

relative to our other VR solutions in Figure 1. VR-DevOps is 
based on our generalized VR Modeling Framework (VR-MF) 
(detailed in [10]). VR-MF provides a VR-based domain-
independent hypermodeling framework addressing four 
aspects requiring special attention when modeling in VR: 
visualization, navigation, interaction, and data retrieval. Our 
VR-based solutions specific to the SE and Systems 
Engineering (SysE) areas include: VR-DevOps (the focus of 
this paper, shown in blue), VR-V&V (Verification and 
Validation) [14], for visualizing aspects related to quality 
assurance, VR-TestCoverage [15] for visualizing in VR which 
tests cover what test target artefacts, VR-Git [7] and VR-
GitCity [8] for different ways of visualizing Git repositories 
in VR. In the Enterprise Architecture (EA) and Business 
Process (BP) space (EA & BP), we developed VR-EA [16] to 
support mapping EA models to VR, including both ArchiMate 
as well as BPMN via VR-BPMN [10]; VR-EAT [17] adds 
enterprise repository integration (Atlas and IT blueprint 
integration); VR-EA+TCK [18] adds knowledge and content 
integration; VR-EvoEA+BP [19] adds EA evolution and 
Business Process animation; while VR-ProcessMine [20] 
supports process mining in VR. Since DevOps (or DevSecOps 
or DevOpsUse) can be viewed as inter-disciplinary, at least 
for software organizations we view the EA and BP area as 
potentially applicable for VR-DevOps to support synergies, 
more holistic insights, and enhanced collaboration across the 
enterprise and organizational space. 

 
Figure 1.  Conceptual map of our various published VR solution concepts 
with VR-DevOps highlighted in blue. 

Work supporting our view that an immersive VR 
experience can be beneficial for analysis of software-related 
issues include Müller et al. [21], who compared VR vs. 2D for 
a software analysis task. They found no significant decrease 
for VR in comprehension and analysis time. While interaction 
time was less efficient, VR improved the user experience, was 
more motivating, less demanding, more inventive/innovative, 
and more clearly structured. 

A. Visualization in VR 
A horizontal pipeline hyperplane represents a pipeline, 

holding vertical semi-transparent colored boxes called run 
planes (see Figure 2), which are ordered chronologically left 
to right. A run plane represents a pipeline run, which is 
colored based on status (green=success, yellow=in progress, 
red=error, grey= aborted). Hyperplanes also enable inter-
project pipeline differentiation for larger portfolio scenarios 
involving multiple pipelines. The bottom of each run plane 
encloses a directed graph of sequential stages (cubes) of the 
pipeline between a start (black sphere) and an end (black 
sphere), while vertically stacked smaller cubes linked with 
lines above each stage show the internal steps within a stage. 
A cube with black borders is used to represent the entire run, 
and is all that is shown when a run is collapsed (e.g., to reduce 
visual clutter); on its front various details are depicted (ID, run 
duration, circular percentage of stages with status). The 
visualization form remains consistent across DevOps tools. 

B. Navigation in VR 
Two navigation modes are incorporated in our solution: 

default gliding controls for fly-through VR, while teleporting 
instantly places the camera at a selected position via a 
selection on the VR-Tablet.  Teleporting is potentially 
disconcerting, but may reduce the likelihood of VR sickness. 

C. Interaction in VR 
User-element interaction is supported primarily through 

VR controllers and a VR-Tablet. The VR-Tablet is used to 
provide detailed context-specific element information. It 
includes a virtual keyboard for text entry via laser pointer key 
selection. On a hyperplane corner, an anchor sphere 

 
Figure 2.   Hyperplane (annotated) of SprintBootExamaple Jenkins pipeline showing vertical colored run planes on a pipeline hyperplane. 
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affordance (labeled with its pipeline ID) supports moving, 
hiding (collapsing), or showing (expanding) hyperplanes, as 
shown in the bottom left of Figure 2. 

IV. REALIZATION 
In our prototype realization, VR visualization aspects were 

implemented using Unity. It is supported by a Data Hub 
implemented in Python that integrates and stores all data in 
JSON. All integrations with DevOps tools use their Web APIs 
via our tool-specific Adapters in our Data Hub. The 
MongoDB Atlas cloud is used for storage (easily switched to 
a local MongoDB). To demonstrate the tool or platform 
independence (i.e., heterogeneity) of our solution concept, we 
chose to integrate with Jenkins, exemplifying a private cloud, 
as well as SemaphoreCI to exemplify a public cloud tool.  

 
Figure 3.  Snippet of VR-DevOps common run representation in JSON. 

A CD pipeline is an automated expression of the process 
for preparing software for delivery. A Jenkins pipeline is a set 
of Jenkins plugins with a set of instructions specified in a text-
based Jenkinsfile using Groovy syntax. It can be written in a 
scripted or declarative syntax, and typically defines the entire 
build process, including building, testing, and delivery. 
Concepts involved can include agents (executors), nodes 
(machines), stages (subset of tasks), and steps (a single task). 
A SemaphoreCI pipeline is described via a YAML syntax. We 
created our own common generic JSON format to store 
pipeline information, see Figure 3. A pipeline instance refers 
to a run. The refresh rates can be configured for Data Hub state 
retrieval from Unity and for each Adapter’s Web APIs calls. 

V. EVALUATION 
The evaluation of our solution concept is based on the 

design science method and principles [22], in particular a 
viable artifact, problem relevance, and design evaluation 
(utility, quality, efficacy). A scenario-based case study is used 
(assuming the user may not be a developer): the Status 
scenario focuses on comprehension (run state, number of 
runs), while the Analysis scenario focuses on information 
retrieval (towards problem identification or resolution). To 
demonstrate the heterogeneity of the solution, screenshots of 
runs from Jenkins or SemaphoreCI are interchangeably used. 

For Jenkins, the SpringBoot PetClinic example pipeline [23] 
includes 39 Java files and 1335 Lines of Code (LOC). For 
SemaphoreCI, the Android App example pipeline [24] 
includes 13 Kotlin files and 287 LOC. An additional step with 
an artificial error was inserted into the SpringBoot example 
for illustration purposes in a second version of the pipeline. 

A. Status Scenario 
Analogous to a dashboard, a VR-DevOps stakeholder should 
be able to readily comprehend and assess the current status 
and state of the various pipeline runs, exemplified for Jenkins 
in Figure 2 and SemaphoreCI in Figure 10. Each run may 
execute different steps and stages (e.g., due to an abort or 
error). Fully collapsed run planes provide a purely high-level 
overview with relevant info on the black-lined cubes, as in 
Figure 11. In contrast, every DevOps tool has its own web 
interface and way of accessing information, illustrated via 
screenshots of Jenkins in Figure 4 and SemaphoreCI in Figure 
5. Retrieval of equivalent status and state details typically 
requires multiple separate web page requests, thus improving 
utility and efficacy, especially for increasing pipeline 
complexity, pipeline versions, and large scale-out of runs.  

 
Figure 4.  Jenkins tool web screenshot. 

 
Figure 5.  SemaphoreCI tool web screenshot. 

B. Analysis Scenario 
VR-DevOps supports issue analysis via immersive visual 

patterns and contrasts, visually revealing differences in 
pipeline versions and the detailed steps executed shown for 
the Android App in Figure 6. The contrasts with its YAML 
(YAML Ain't Markup Language) pipeline definition in Figure 
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8, which contains many details (difficult for all stakeholders 
to grasp) but lacks status info, or Figure 5, which provides 
simplified status, but lacks sufficient overall details. 
Immersive visual differentiation of runs via perspective and 
alignment is shown for PetClinic in Figure 7; grasping the 
pipeline structure from its Groovy file in Figure 9 would be 
more difficult for non-developers. Visual depiction and 
differentiation can help support the inclusion of non-tech-
savvy stakeholders, improving the speed of assessments and 
the quality of analysis tasks by including more stakeholders. 
The VR-Tablet provides additional context-specific metadata 
and error messages about a block (Figure 12 left), step or stage 
task instructions (Figure 12 right), or its raw log (Figure 13 
left) or pipeline info (Figure 13 right) for developers. This 
consolidation, in conjunction with visual differentiation, 
could improve the utility and efficacy of analysis tasks, 
especially when considering increasing pipeline complexity, 
pipeline versions, and large scale-out of runs.  

 
Figure 6.  Immersive analysis via visual colored run comparison of 
stage/step status (for SemaphoreCI pipeline). 

 
Figure 7.  Immersive analysis of pipeline changes via visual alignment of 
stage/steps (for Jenkins pipeline). 

 
Figure 8.  SemaphoreCI Android App pipeline in YAML format 

 
Figure 9.  SpringBoot PetClinic Jenkins pipeline in Groovy (snippet) 
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VI. CONCLUSION 
VR-DevOps provides an immersive solution concept for 

visualizing, analyzing, and interacting with DevOps pipeline 
runs in VR. The realization prototype showed its feasibility, 
and the case-based evaluation showed its potential to support 
typical scenarios such as status and analysis. The solution 
concept is DevOps tool-independent, hiding the differences 
that the fragmented DevOps tool landscape might present to 
non-tech-savvy stakeholders. It thus provides a way towards 
broader inclusion of various DevOps stakeholders, and can 
thus support greater collaboration and communication to 
address one of the top challenges facing DevOps. Combining 
VR-DevOps with our other VR solutions, such as VR-Git, 
VR-GitCity, VR-SDLC, VR-EA, VR-V&V, VR-
TestCoverage, etc., can support more holistic DevOps 
insights. 

Future work includes: a VR-native collaboration and 
annotation capability, additional DevOps tool integrations, 
and a comprehensive industrial empirical study. 
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Figure 10.  VR-DevOps run status for a set of SemaphoreCI pipeline runs showing expanded step details and an aborted process in grey on the far right. 

 
Figure 11.  Collapsed SemaphoreCI runs on a pipeline hyperplane with stages expanded (and steps collapsed) for a selected run. 

  
Figure 12.  VR-Tablet shows contextual element details: metadata (left) and instructions/description (right). 

 
Figure 13.  VR-Tablet offers raw file access to log (left) and pipeline (right). 
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