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ICSEA 2016

Forward

The Eleventh International Conference on Software Engineering Advances (ICSEA 2016), held on
August 21 - 25, 2016 in Rome, Italy, continued a series of events covering a broad spectrum of software-
related topics.

The conference covered fundamentals on designing, implementing, testing, validating and
maintaining various kinds of software. The tracks treated the topics from theory to practice, in terms of
methodologies, design, implementation, testing, use cases, tools, and lessons learnt. The conference
topics covered classical and advanced methodologies, open source, agile software, as well as software
deployment and software economics and education.

The conference had the following tracks:

e Advances in fundamentals for software development

e Advanced mechanisms for software development
Advanced design tools for developing software

Software engineering for service computing (SOA and Cloud)
Advanced facilities for accessing software

Software performance

Software security, privacy, safeness

Advances in software testing

Specialized software advanced applications

Web Accessibility

Open source software

e Agile and Lean approaches in software engineering

e Software deployment and maintenance

e Software engineering techniques, metrics, and formalisms
e Software economics, adoption, and education

e Business technology

e Improving productivity in research on software engineering

Similar to the previous edition, this event continued to be very competitive in its selection process
and very well perceived by the international software engineering community. As such, it is attracting
excellent contributions and active participation from all over the world. We were very pleased to receive
a large amount of top quality contributions.

We take here the opportunity to warmly thank all the members of the ICSEA 2016 technical program
committee as well as the numerous reviewers. The creation of such a broad and high quality conference
program would not have been possible without their involvement. We also kindly thank all the authors
that dedicated much of their time and efforts to contribute to the ICSEA 2016. We truly believe that
thanks to all these efforts, the final conference program consists of top quality contributions.



This event could also not have been a reality without the support of many individuals, organizations
and sponsors. We also gratefully thank the members of the ICSEA 2016 organizing committee for their
help in handling the logistics and for their work that is making this professional meeting a success.

We hope the ICSEA 2016 was a successful international forum for the exchange of ideas and results
between academia and industry and to promote further progress in software engineering research. We
also hope Rome provided a pleasant environment during the conference and everyone saved some time
for exploring this beautiful historic city.
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The Uncomfortable Discrepancies of Software Metric Thresholds and Reference
Values in Literature
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Lavras, Minas Gerais, Brasil
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Abstract— Software metrics perform a crucial role in the
software industry because they provide measures needed to
control software process and product, such as software quality,
complexity, maintainability, and size. Measuring software allows
one to diagnose whether the project is within expected norms or
there is a deviation. However, many publications present metrics
but omit thresholds or reference values that would give guidance
about their ideal limits and range. Metrics might be used more
frequently and effectively if they were accompanied by reliable
reference values. We therefore present a Systematic Literature
Review to find research that presents such reference values and
thresholds. The keyword search phase of the systematic review
generated 6.654 articles from IEEE Xplore, ACM Digital
Library, Ei Compendex, SCOPUS, and Elsevier Science Direct.
Further filtering narrowed this to only 19 articles actually
disucssing thresholds and reference values. We present an
analysis of these papers, including a comparison highlighting
discrepancies in the reference values and thresholds. The results
serve as a starting point to guide further research.

Keywords- software metrics; software measures; thresholds;
reference values; systematic literature review.

. INTRODUCTION

In medicine, when a blood test is done, the values obtained
are compared with their respective reference intervals printed
beside the results. If there is any abnormality in the results then
the doctor makes a diagnosis, defines the disease, and
determines the type and dose of medicine the patient should
take. There are reference values for most tests, allowing the
diagnosis of patients. However, in software engineering, there
is still a long journey to obtain these values and achieve
maturity based on measures.

Software metrics perform an important role in the software
industry because they provide measures for software features,
such as maintainability, reusability, portability, readability,
correctness, complexity and so on. These measures provide the
software engineer, software architects and project managers the
current state of the software. The measures allow diagnosing of
projects, products and processes, and check whether the values
of measures are within the expected norm or there is
unexpected deviation.

Over the years, a variety of software metrics [1]-[11] and
automated tools for measuring [12][13][14] have been
proposed. However, despite the importance of software
metrics, most have not been widely applied in industry

Copyright (c) IARIA, 2016. ISBN: 978-1-61208-498-5
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School of Information Technology and Engineering
University of Ottawa
Ottawa, Canada
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[15][16]. It is believed that one reason is the lack of reference
values and thresholds for most metrics [17].

A threshold defines a point that should (or not) be exceeded
due to (un)desirable effects involved. A reference value or
range gives objectives for what should be achieved or defines
value sets classified qualitatively; for instance the classification
could be bad, regular and good. In this paper, the term
‘reference value’ will be used for both in most of what follows,
unless context requires otherwise.

In some cases, the reference values are known, but not
widely accepted. This causes an uncertainty which, according
to [16], inhibits the popularization of software metrics.

Reference values for metrics enable interpretation of the
results of measurement. It is through comparing measures to
reference values that software engineers can verify that the
project, product and process meets a desired standard or, that
the project is improving, worsening or stable.

Various authors [18]-[22] have proposed reference values
for software metrics and techniques for deriving them. There
are articles, such as [19][21][23], which provide benchmarks
based on "experience" (tacit knowledge) without any statistical
or technical analysis that supports the claim. However, since
they were obtained in a specific context, published reference
values tend not to be generalizable beyond the context of their
inception.

In this work, the results of a systematic literature review
(SLR) of software metrics are presented, focusing on reference
values. The SLR selection process resulted in selection of 19
articles, out of 6.654 considered. In subsequent sections we
summarize these articles and present the reference values cited
or calculated in the articles . We discuss certain differences in
metric interpretations. We also comment on the amount and
type of software used to calculate and validate the reference
values. We then present a comparison of the discrepancies
among reference values proposed in those articles. Finally, we
suggest future work that would promote improvements in
software metrics and measurements.

The SLR methodology has proven very useful software
engineering researchers. It provides a documented and
repeatable process to identify the state of the art about some
issues of researchers’ interest.

The structure of this paper is as follows. Section Il
describes SLRs in general, the SLR construction process, the
protocol used and the results obtained from this SLR. Section
V presents the comparison analysis and discussion of the
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articles as a group. Section VI presents the main conclusions
obtained in this work, as well as contributions and future work.

Il. SYSTEMATIC REVIEW PROCESS

A systematic literature review is an evidence-based
technique originating in medicine and medical sciences [24].
This technique has been employed in several areas including
software engineering.

An SLR involves several distinct activities [25]. In the
literature, it is possible to find different suggestions for the
number and order of activities undertaken in a systematic
review. In [24][25][26] the authors present an SLR process
consisting of three main phases: planning, execution and
analysis of results. This section presents the application of the
SLR, following the three-phase approach.

1. Planning

This section presents the planning phase.

e Objectives: To perform a survey of scientific papers
that discusses software metrics that have ranges or
specific reference values associated with them.

e Research questions: What software metrics have
values or ranges of reference assigned to them? What
values or ranges have been identified in the literature?

e Keywords: The following keywords were adopted:
Software metric, measure, measuring, threshold,
reference value, value, range, limit.

Search string: the search string was compiled from the
keywords, linking them logically: (software) AND
(metric OR metrics OR measure OR measures OR
measuring) AND ("reference value" OR "reference
values" OR ranges OR thresholds OR limits OR range
OR threshold OR limit).

e Search method sources: Web sites of virtual scientific
libraries.

e List of research sources: IEEE  Xplore
(http://ieeexplore.ieee.org), Elsevier Science Direct
(www.sciencedirect.com), Scopus (Www.scopus.com),
ACM Digital Library (http://dl.acm.org), and
EiCompendex (www.engineeringvillage2.org).

e Types of articles: Papers considered are those relating
to software metrics, including comparisons and
analyzes.

e Language of articles: The articles must be in English.

e Criteria for inclusion or exclusion of articles: Articles
should: i) Be available for download as full papers; ii)
Provide reference values for software metrics; and iii)
Have been published between the years 1990 and
2015.

It is known that the search string used can return a lot of
articles or limit the results as well. So, in this investigation, the
results expected are papers that contain the words present in
search string. A string search containing the name of a specific
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metrics was not used. For instance, Depth Inheritance Tree,
Response for Classes, Coupling Between Objects, Number of
Children, Weighted Methods per Class, LCOM and others
could be inserted in the search string. Considering the amount
of metrics, the length of the search string, the volume of
articles that need to be retrieved and the data need to be
processed, the work must be separated for each metric.

2. Execution

The execution was divided into four steps, as suggested in
[27] called initial selection, primary selection, secondary
selection, and obtaining and evaluation of scientific papers.

e Initial selection (obtaining of articles): Searches are
conducted in databases defined in the protocol; then
the results are summarized according to previously
established criteria. This process is iterative, i.e. the
search can be readjusted and run again, if the results
are not reasonable.

e Primary selection: This is the first filtering of the
results. Usually the Title and Keywords of articles are
read to verify compliance with the criteria for inclusion
and exclusion.

e Secondary selection: This is the second filtering of the
results. This step aims to eliminate irrelevant results by
reading the abstracts and conclusions of the articles,
and checking compliance with the criteria for inclusion
and exclusion.

e Results organization: The results are tabulated in a
way that favors a quick visual analysis.

Step 1 — Initial selection

The initial selection was conducted by searching in the
databases mentioned above. Filters were carried out during
searching activity to restrict the results according to year (the
period between 1990 and 2015), language (English), and
discipline (computer science and/or software engineering).
Scientific articles were searched for using our search strings
applied to titles, abstracts and keywords.

Because of the characteristics of the search engines for
some databases, the search strings defined in the protocol
required slight change, but their semantics were retained. In
some situations, it was necessary to include the query string
parameters. For instance, in the ACM Digital Library it was
necessary to divide the search string into three, to obtain a
plausible result for analysis. The searches were performed on
November 10 and 26, 2014.

Table | presents the exact search strings used in the SLR for
each database.

As a result of that search, 6.654 scientific articles were
found, as shown in the second column of Table Il. The tool
JabRef version 2.7.2 [28] was used to manage the list of
articles.
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TABLE I. SEARCH STRINGS USED IN PRIMARY SELECTION

Databases Search strings

|EEE ((software) AND (metric OR metrics OR measure OR measures OR
measuring) AND ("reference value" OR "reference values" OR

Xplore ranges OR thresholds OR limits OR range OR threshold OR limit))
Elsevier pub-date > 1989 and TITLE-ABS-KEY ((software) AND (metric OR
Science metrics OR measure OR measures OR measuring) AND (“ref_er(_ence
Direct value" OR "reference values" OR ranges OR thresholds OR limits

OR range OR threshold OR limit))[All Sources(Computer Science)]

(((((software) AND (metric OR metrics OR measure OR measures
Ei OR measuring) AND ("reference value" OR "reference values" OR
ranges OR thresholds OR limits OR range OR threshold OR limit))

criteria. In other words, 19 papers were found that had clearly
stated an intent to define or analyze thresholds or reference
values in their title, abstract or introduction. Table Il presents a
summary of the results in its rightmost four columns.

Step 4 - Obtaining and evaluation of scientific papers

Those 19 papers were read and discussed one by one, and
data were gathered in order to show the state of the art around
the research theme. Table Ill presents the relevant scientific
articles that answer the research questions set out in the
protocol. Section 3 presents the analysis and discussion of

Compendex WN KY) AND (({computer software} OR {software engineering}) papers identified.
WN CV)) AND (((english) WN LA) AND (1990-2015) WN YR ))
TITLE-ABS-KEY ((software) AND (metric OR metrics OR measure
OR measures OR measuring) AND ("reference value” OR 3. Results analysis
Scopus "reference values" OR ranges OR thresholds OR limits OR range ) L ) .
p OR threshold OR limit)) AND PUBYEAR > 1989 AND (LIMIT- This SLR indicates that the number of papers discussing
Igé'—MAP'ﬂ)G)UAGEv “English’)) AND (LIMIT-TO(SUBJAREA, reference values for software metrics has increased in recent
a1 | CooRware measure™) AND (reference value®” O years. One of the factors co_ntrlbuted to that increase is likely
ing range* OR threshold* OR limit*) the market demand for quality products. The SLR shows that
ACM String 2 (“software measuring”) AND (“reference value*” OR 57.8% of scientific papers were publlshed since 2009.
Library 9 range* OR threshold* OR limit*)
String3 | ((software metric*”) AND (“reference value*” OR TABLE IV - RELEVANT INFORMATION OF ARTICLES IDENTIFIED IN SLR.
range* OR threshold* OR limit*)
Articles or Values
ID | Classification tools empirically Technique | Context
referenced validated
TABLE II- RESULTS AFTER APPLYING SELECTIONS Typel 3] no experience | _specific
P - ; distribution .
Initial Primary Secondary Selection B Type Il [10] no ; generic
Data Bases Selection | Selection | Irlvt | Rpt | Incompl Selected 3233?3;
IEEE 3.266 91 80 0 0 1 Type | [18] no analysis | SPecific
Elsevier 180 27 24 0 0 3 D Type | [9][21] negative experience | specific
Compendex 1.254 33 19 11 0 3 Tvoe Il a1 i statistical i
Scopus 1.687 54 37 16 0 1 ype [31] negative analysis specitic
ACM 267 37 33 3 0 1 F T logistic ifi
ype | ISM no . specific
Total 6.654 242 193 | 30 0 19 regression
distribution .
A ) Type 1l - yes analysis specific
Step 2 — Primary selection ) .
Type | [44] no experience generic
P . | Type Il R yes statistical specific
After the initial selection was performed (step 1), the analysis
scientific articles were submitted to primary selection, where 3 Type Il 21] yes 5;22.5‘32' specific
titles, keywords and abstracts were filtered and analyzed T
manually. K Typell ) no analysis specific
_During filtering, it was found that a large pro_portion of the L Type Il } ves S;f]gls;;;i' specific
articles belonged to other areas of computer science and did ROC —
not meet the purposes of this SLR. Hence, the number of M Typell - no courves | SPecific
scientific articles decreased from 6654 (obtained in the initial N Type Il - no experience | _generic
selection) to 242. This is shown in column 3 of Table II. o Type Il [45] o ROC. | specific
Inan SLR, it is usual for the initial search to return a large P Typeli p” experience | specific
number of irrelevant articles that neither respond to the o Tvoe 5] - statistical oneric
research questions nor are unrelated to the theme in question P analysis | ¢
31][46 learnin, -
[26]. R Type | [[23}][[9]] no machin% specific
Step 3_ Secondary selection S Type Il [13] no experience specific

In secondary selection, the 242 scientific articles selected in
the primary selection (Step 2) passed an inspection in which
both introductions and conclusions were read. At this stage,
relevance, repetitiveness and completeness were checked.

Out of 242 articles selected earlier, 193 papers were
considered irrelevant, because they did not correspond to the
objectives of this SLR; 30 articles were considered repeated,
because they were found in more than one database; no article
was considered incomplete, and all items surveyed were
available. Finally, 19 scientific articles passed the selection
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A total of 66 metrics having thresholds were identified
from the 19 papers. Among the metrics identified, there are
metrics specific to the OO paradigm as well as traditional
metrics adapted to the OO paradigm, such as LOC and
cyclomatic complexity. In total, 57.4% of the papers refer to
OO metrics specifically and 82.5% of them come from the CK
metrics suite [4].

The IEEE Xplore database presented the most relevant
articles for this research, with 58% of studies. The databases
with the lowest number of relevant studies were Scopus and
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the ACM Library, with 5% of scientific articles each. Table IV
summarizes the articles analyzed. The first column gives the
reference number (see Table I11).

TABLE Ill. RELEVANT ARTICLES THAT ANSWER THE RESEARCH QUESTIONS
SET OUT IN THE PROTOCOL.

ID | Year Title Ref. Base
An outlier detection algorithm based on

A 2009 object-oriented metrics thresholds [29] IEEE
Deriving metric thresholds from

B 2010 benchmark data [18] IEEE
Benchmark-Based Aggregation of

¢ 2011 Metrics to Ratings [30] IEEE

D 2000 Thresholds for object-oriented measures [31] |IEEE
The optimal class size for object-oriented

E 2002 software [32] IEEE
Clustering and Metrics Thresholds Based

F 2009 Software Fault Prediction of Unlabeled [33] |IEEE
Program Modules

G 2003 A metrics suite for measuring reusability 34] |EEE
of software components
Observing Distributions in Size Metrics:

H 2007 Experience from Analyzing Large [35] |IEEE
Software Systems

I 1997 Software metrics model for quality [36] |EEE
control
A Quantitative Investigation of the
Acceptable Risk Levels of Object-

J 2010 Oriented Metrics in Open-Source (371 IEEE
Systems

K 2014 Extracting_ relative thresholds for source 138] \EEE
code metrics

L 2011 Identifying thresholds for object-oriented [20] Elsevier
software metrics
Class noise detection based on software .

M 2011 metrics and ROC curves [39] Elsevier

N 2011 Improvmg the appllgablllty c_)f object- [40] Elsevier
oriented class cohesion metrics
Finding software metrics threshold

0 2010 values using ROC curves (22] Compendex

P 1992 Software metrics for object-oriented [19] Compendex
systems
An empirical exploration of the

Q 2005 distributions of the Chidamber and [41] Compendex
Kemerer object-oriented metrics suite
Calculation and optimization of

R 2011 thresholds for sets of software metrics [42] Scopus

s 2010 Estl(natno_n of Software Reusability: An [43] ACM
Engineering Approach

The second column categorizes the papers into: i) Type I -
studies that use existing reference values to achieve a goal,
such as outlier detection and predicting failures, and ii) Type-
Il studies that aim to establish or optimize reference values.
Among the identified articles, 31.6% use existing thresholds
and 68.4% aim to identify or optimize thresholds as shown in
Table IV.

The thresholds classified as Type | and presented by
selected papers were gathered from tool documentation or
from other studies that they had referenced. The thresholds
obtained from tools such as: McCabe 1Q, or ISM are hard to
reproduce because the tools are not readily available and some
thresholds were determined “by authors experience”.

The labels "no", "yes" and "negative" shown in Table IV
mean respectively that "there was no validation", "there was
validation", or "there was validation, but the result states that
the reference values are bad values". Articles D and E [31][32]
had negative validation, representing 10.5% of the articles. A
total of 21.1% of articles validated the thresholds and
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reference values, and 68.4% did not validate them. These
results are undesirable, because only 21.1% validated values
and only article L [20] out of 21.1% were classified as general
context. The other articles were considered neither validated
nor general. Software engineering should have well validated
thresholds in order to support software engineers during the
development process.

Other articles had used the thresholds to validate only the
method used to discover thresholds, but they did not validate
their own thresholds as presented. This was the case for
articles R and S [42][43].

Regarding the techniques used to obtain the thresholds, as
Lanza and Marinescu indicated in [16], there are two main
approaches: professional experience and statistical analysis.
Of the articles analyzed, 31.6% obtained thresholds through
experience, i.e., the authors determined arbitrarily and
subjectively the thresholds, and 68.4% obtained them through
statistical analysis. Methods like machine learning and error
models were classified as statistical analysis approaches.

The context was classified as generic and specific. The
‘generic’ label indicates the reference values fulfill all of the
following criteria: a) Three or more systems; b) more than
50% of systems are developed by people different from the
authors, ¢) more than one domain, and d) more than one
programming language. Otherwise the label 'specific' is used.
A total of 79% of selected papers were classified as specific,
and 21% were classified as general.

During the analysis process, several methods were found
to calculate thresholds. These include experience, statistical
analysis, error models, clustering, distribution analysis, and
machine learning.

Most of the papers would not be amenable to replication
due to incomplete details such as missing versions of systems,
names of systems, details about applied metric interpretation
to measure software and so on. Those details should be
included in articles. In fact, it is necessary to establish a
protocol to guide authors to supply that information, allowing
replication and validation of research of this kind.

Several articles did not define precise instructions for how
metrics were counted in papers. For instance, what is the
difference between ‘comments’ and ‘lines of comments’?
How were lines of comment blocks counted? And how were
lines counted that had both code and comment?

Another difficulty faced was determining whether a value
refers to a minimum or maximum, for instance in
Schneidewind’s article (1997) [36].

In [37], the authors used three versions of Eclipse to
determine values. However, using different versions of the
same software will not result in the same level of generality as
if completely different systems had been used. The same
argument can be made when multiple systems in the same
domain are analyzed.

In next section, some metrics are analyzed considering the
values found in the articles. The reference values presented by
article E [32] are results from a negative validation meaning
that values are invalid to use.

I1l.  COMPARING REFERENCE VALUES PRESENTED BY PAPERS

After reading all selected papers, the gathered reference
values are presented in tables below with columns labelled
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metric, reference, value, and nature of measure. Respectively,
each table contains the name of the metric evaluated, the
reference to the paper that presented the reference value, the
reference value presented or proposed to the metric mentioned,
and the nature of measure that represents the meaning of the
value presented like maximum, minimum, desirable, good,
bad, typical, etc.

In this section, the reader will note the existence of
different reference values for the same metric.

1. Weighted Methods per Class (WMC)

Two interpretations for the WMC metric were found. The
first interpretation, called here WMCL, is calculated by
summing the complexity of each method in a class and
assuming the complexity of each method is 1. That means the
WMC is a simply counting the number of methods (each
method has complexity 1). The second interpretation, called
here WMC2, is calculated by summing the McCabe
Cyclomatic Complexity of the methods.

Table V presents just one reference value that was found
for WMC1 and several different values for WMC2. For the
same interpretation, the WMC2 threshold could be 20 or 100 as
cited and calculated, respectively, in [22]. This situation makes
the work of software engineers difficult, since they will not
know what value should be used as a threshold in their
projects.

TABLE V - VALUES OF WMC METRIC

TABLE XII - VALUES OF CICLOMATIC COMPLEXITY METRICS.

Metrics Ref. Value Nature of Measure
<=6 low risk
B 16;8] moderate risk
18;14] high risk
>14 very-high risk
It was impossible check it,
F 10 because original reference
on web is not available
Cyclomatic Complexity Per P1-3
Method P2-5 Best value for each dataset
M P3-5 P1,P2,..., P5
P4-3 N
P5-4
P 10 Max
C-24
R C++-10 Max
C#-10
Max Value, considering
Cyclomatic Complexity per 10 methods and each one
P 100 .
Module supporting max
complexity equal 10.
P1-3
Design Complexity Per Module P2-3
- Number of paths including M P3-3 Best V?Te;gr eacpsdataset
calls to other modules P4 -3 c T
P5-3

4. Number of Children (NOC)

NOC represents the number of children that any given class
has. In Table VIII, it is observed once again that there are
different values for the maximum value or upper threshold
ranging from 3 to 10.

TABLE VIII - VALUES OF NOC METRICS.

Ref. Value Nature of Measure
A 3 Max
Q 10 Max
Q 14, 6[ Java and <6 C++ Desirable and Max

Metric Ref. Value Nature of Measure
WMCL - Counting methods A 14 Max
D 100 Max
K 100 Max
K 20 Max
WMC2 - Sum complexities N 24 Max
N 100 Max
R 100 Max

S 20 and 100 Desirable and Max

. 80% quantiles
WMC - not defined K % (relative threshold)

2. Depth of Inheritance Tree (DIT)

The papers presented moderate differences among
suggested DIT thresholds. This metric measures the maximum
depth of the inheritance hierarchy in a system. In Table VI, it is
observed that values from 6 to 10 are most commonly found to
be the maximum suggested value or upper threshold. This is

5. Lack Of Cohesion Methods (LCOM)

LCOM measures lack of cohesion and has several
interpretations and different names as shown in Table IX. As
different cohesion views appeared over time, new metrics were
developed. Article [40] explains the subtle difference among
the various LCOM metrics.

TABLE IX - VALUESOF LCOM 1, 2, 3, 4,5 AND LOCM METRICS.

still a large range, so further research is needed to determine Metric Ref. Value Nature of Measure
how much worse a system would be if it had a DIT of 10 vs. 6. LCOML N 42 and 21 Mean and 75th percentile
L 0, [10;20] and >20 Intervals mean:
LCOM2 ' ' Good, Regular and Bad
TABLE VI - VALUES OF DIT METRIC. N 27 and 8 Mean and 75th percentile
LCOM3 N 1.67 and 2 Mean and 75th percentile
Ref. Value Nature of Measure LCOM4 N 162and 2 Mean and 75th percentile
A 7 Max LCOMS5 N 0.76 and 1 Mean and 75th percentile
D 6 Max LOCM
L 2 Typical (McCabe Tools) A ® Max
Q 10 Max LCOM K 3 80% quantiles
Q 6 (in Java or C++) Max (not defined) (relative threshold)
S 3and 6 Desirable and Max

3. Cyclomatic Complexity (CC)

The Cyclomatic Complexity metric is the number of
linearly independent paths in program flow and has
significantly different reference values in the papers studied, as
shown in Table XII.
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6. Operator and Operand Countings

Halstead’s metrics count Unique Operators, Unique
Operands, Total Operators and Total Operands as shown in
Table X. There are different reference values for each dataset
from NASA in [39] called P1,..., P5 in this paper. Halstead
used these direct measures to calculate indirect measures, for
instance, volume of software can be used to indicate
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complexity. The higher the volume of software, the higher its
complexity.

TABLE X - VALUES OF COMPLEXITY OPERATOR AND OPERAND METRICS.

Value to UNIQUE Value to TOTAL
Ref Operator Operand Operator Operand
Count Count Count Count
F 25 0 125 70
| 10 33 26 21
P1-7 P1-7 P1-13 P1-8
P2-12 P2-17 P2 - 42 P2 -27
M P3-15 P3-19 P3 - 54 P3 - 36
P4 -18 P4 -21 P4 - 53 P4 - 57
P5 - 15 P5 - 20 P5 - 50 P5 - 34

7  Response For a Class (RFC), Coupling Between Object
Classes (CBO), Fan-in, Afferent Coupling (AC) and
Number of Function Calls (NFC)

Metrics shown in Table XI to Table XIII are related to
method calling. Fan-in is known as afferent coupling and Fan-
out is known as efferent coupling.

There are different values for the same metric in this case
too. For instance, Table XI shows in its first line the maximum
value is 2 and in line 6 the maximum value is 13.

TABLE XI - VALUES OF CBO AND METRICS.

Ref. Value Nature of Measure
A 2 Max
D 5 Max
J 5 Max
J 9 Max
[¢] 5 Max
[¢] 13 Max
R 5 Max

In Table XII, there are discrepancies among values. For
instance, the RFC maximum value starts with 0 and ends with
222,

TABLE XII - VALUES OF RESPONSE FOR CLASS (RFC).

Ref. Value Nature of Measure
A 100 Max
D 100 Max
J 100 Max
J 40 Max
K 49 80% quantiles - relative threshold
e} 100 Max
[¢] 44 Max
R 100 Max
S [50;100] and 222 Desirable and Max

TABLE XIII - VALUES OF FAN-IN, AFFERENT COUPLING (AC) AND
NUMBER OF FUNCTION CALLS (NFC) METRICS.

Metric Ref. Value Nature of Measure
0, 0, 0,
FAN-IN B 10, 22 and 56 70%, 80 A’.’ 90%
percentiles
AC L 1, [2:20] and >20 Intervals mean:

Good, Regular and Bad
R 5 Max

NFC- Number of
Function Calls

8. Number of Attributes, Methods and Parameters

Metrics shown in Table XV measure characteristic related
to classes and methods like number of attributes and methods
per class and the number of parameters in a method signature.
Some variations are considered, such as whether modifiers are
public or private . The maximum value of 0 for the public
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attributes measure was presented in paper H, due to suggested
good practices for OO modeling. Values originating from good
practices could be called theoretical recommendations.
However, paper H considers 0 as good, but accepts up to 10 as
the regular situation, when considering the distribution analysis
of dozens of open source systems. Those values could be called
practical recommendations.

TABLE XV - VALUES OF NUMBER OF ATTRIBUTES, NUMBER OF METHODS
AND NUMBER OF PARAMETERS.

Metric Ref. Value Nature of Measure
Invalid Threshold. Do not
E 39
Number of use.
Attributes K 01 75th percentile
) (relative threshold)
. Intervals mean:
. L 0, [1;10], >10 Good, Regular and Bad
Number of Public
. H 0 Max
Attributes -
K 01 75th percentile
) (relative threshold)
B 29,42 and 73 70%, 80% 90% quantiles
Invalid Threshold. Do not
E 1
Number of use
Methods (NM) R 20 Max
80% quantiles
K 16 (relative threshold)
Number of Public H [5:10] MIT;Q?VZ:‘;!:TM
Methods L [0;10], [11;40], >40 Good, Regular and Bad
Number of 0 2004 ONO :
Parameters (NP) B 10, 22, 56 70%, 80% 90% percentiles

These reference values have not been widely accepted for
the following main reasons: a) The thresholds that have been
found cannot distinguish ‘good’ from ‘bad’ values, they just
present statistical results; b) the thresholds originate from
studies of only one (or a few) application domains,
geographical regions, or groups of companies, reducing the
generalizability of results; c) There are important discrepancies
among thresholds proposed in different scientific papers; d)
The papers do not explain why a new threshold proposed is
better (or worse) than older ones. They just show numbers and
assert their new numbers as new suggested thresholds.

Acrticle [20] seems to have reference values that are more
reliable, considering the number of systems and domains, but it
considers only Java systems.

Some reference values that were proposed omit
explanations of how they were calculated or the reason for
those values. Sometimes, it was stated that the values were
established based on author’s experience [13][19], suggesting
for us to close our eyes and just trust. Therefore, there is a
long distance to be walked in this journey to improve metrics
and their use.

During this analysis, no evidence was found regarding
whether different kinds of software (e.g., CPU bound vs. I/O
bound) should have the same thresholds or reference values. A
similar question arises regarding whether software employing
particular frameworks, or generated by code-generation tools
should be expected to have reference values consistent with
software that does not employ such technologies. For example,
such software might contain attributes and methods that are
empty or not used.

In [33] the authors showed different values for five projects
(Table X). There were significant differences among the values
for certain metrics in different articles. So, the question arises



ICSEA 2016 : The Eleventh International Conference on Software Engineering Advances

of whether it is even possible calculate a single threshold or
reference value in many cases.

Furthermore, in articles [31] and [32] the authors show
negative results for those validations. The first one [31]
demonstrates that there was no threshold effect (sudden effect
change at some threshold) in some metrics. The second one
[32] demonstrates there is no empirical evidence for the
“Goldilocks Conjecture” that there is a ‘sweet spot’ for a given
metric. Even if these are valid conclusions, surely there must
be negative effects at some extreme values. In other words,
even if Goldilocks found that all the beds were comfortable,
she likely still would not have wanted to sleep on a board or on
quicksand.

This context, without reference values that are generic,
brings to mind learning processes like machine learning, neural
networks, fuzzy systems, and so on. Those methods, without
generic values for training, have to be trained in each context
and must have their application limited to that context only.

Considering the current scenario without generic thresholds
and reference values, more effort needs to be applied to find
reasonable values.

We found no articles presenting values of metrics that
simultaneously take into consideration dimensions such as
domain, architecture, language, size of system, size of
developer teams, modeling approach, code generation
technology, build system, or delivery system. We believe that
reference values may be quite different depending on where
systems are situated in the space defined by the above
dimensions. Additionally, there were no papers comparing
metrics in several independent systems or different versions of
the same system. By independent systems, we are referring to
systems produced by others than those that are collecting,
calculating or validating thresholds or reference values. In
some cases, it was not clear whether the systems studied were
independent of the evaluators.

Many reference values found should be used only with
caution, because, for instance, either they do not have
validation, or their measurement cannot be repeated, or they
might be specific to a certain type of system, and hence not
generic.

As mentioned earlier, it is also important to consider how a
metric is interpreted or implemented and what impact this has
on reference values. For instance, when the metric LOC is
applied, it is necessary to define how blank lines, comments,
and statements in more than one line will be counted.

There are also likely to be inherent differences in reference
values for different programming languages. For example,
some object-oriented languages might intrinsically need
different numbers of classes, or different depths of inheritance
due to such features as inner classes and multiple inheritance.
Other feature differences could lead to different numbers of
attributes, methods, and so on.

Thus, we recommend that a Metrics Research Protocol
should be developed. This would promote consistent research
and enable the exchange of ‘big data’ in this field among many
researchers. It would be similar to what has happened in
biology (e.g., genomics), particle physics, and so on.

There are some metrics for which there likely should be no
natural limit and for which a more complex system would
always have higher values. For instance, this would apply to
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LOC, number of classes, number of methods, and number of
attributes in a system. For such metrics, the reference values
should suggest averages or medians per unit, where the unit
might be the class.

The situation described in this paper indicates that the
software engineering community must conduct considerable
additional research if it wants to be considered a true branch of
engineering.

1V. CONCLUSION AND FUTURE WORK

The main objective of this study was to conduct a survey of
software metrics that have reference values or thresholds
associated with them. For this, a systematic literature review
was performed to identify, interpret, and evaluate the relevant
scientific articles available.

During the conduct of the SLR, 6654 scientific articles
were identified after searching of IEEE Xplore, EiCompendex,
Elsevier Science Direct, Scopus and the ACM Library. The
primary selection obtained 242 papers, based on scanning titles
and keywords. With further refinement, 193 papers were
classified irrelevant, 30 were classified repeated, and none
were classified incomplete. Finally, the SLR resulted in 19
articles read and analyzed completely.

The original questions that motivated this SRL were: a)
What software metrics have reference values or ranges
assigned to them? b) What values or ranges were identified in
the literature? Both of these questions were answered, and
details were discussed throughout this paper. However, our
analysis showed that the values are not yet generic enough or
sufficiently validated to be useful.

The major contributions of this work are: i) the
identification of a set of measures that have reference values ii)
the summary of measures, values, systems evaluated, domains
and languages involved, and technical validation, of these iii)
critical evaluation of 19 articles.

The main conclusions of this paper are: i) There are
conflicts among the most reference values; ii) There are several
non-reproducible research papers in the field; iii) There are
reference values based on weak or absent validation; iv) The
selected reference values are for the most part not
generalizable; v) There is little comparison between reference
values and discussion of how one value is better than another;
vi) The thresholds found cannot be used to distinguish ‘good’
from ‘bad’ values, they mainly represent statistical results; and
vii) The scientific community should establish a protocol to
determine what authors should consider minimum information
and procedures that a paper must have when they study and
purpose thresholds and reference values for software metrics.

Thus, the values presented in papers should not be trusted.
The lack of reference values for software metrics persists.
Additional investigation involving other articles not covered in
this SLR and new statistical analysis involving multiple
software systems must be conducted. Considering the
discrepancies among values presented in this paper, we assert
that the issue involving metrics and their thresholds and
reference values is completely open and deserves more effort.

The possible threats to validity of this study include the
limitations of search engines of the digital libraries, and lack of
retrieval due to insufficient detail in the title, abstract or
keywords of the papers. Other valid articles without keywords
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in the titles or provided keywords might not have been found.
The authors will conduct a new SLR involving the name of
each metric and also conduct a statistical analysis of more than
100 open source software projects.

Software metrics have played a key role in organizations.
Even though there has been a growth of research related to
software metrics and thresholds in the last few years, this issue
still needs further research and publications that provide
support to software engineers.

Various actions should be taken as future work:

i) Perform a backward and foward SLR considering the
set of articles discussed in this paper as the starting point. This
might uncover important information that may have been
abandoned over time, as well as complementary data about
thresholds and methods.

ii) Perform a comparative analysis in order to identify
discrepancies among thresholds selected in the literature,
considering software both within various domains and across
domains.

iii) Study and conduct research to establish thresholds for
metrics of interest, creating quality protocols useful as for
reference.

iv) Evaluate evolution of measures between different
versions of the same software, of the same domain and
different domains in order to get average values and uncover
discrepancies.

v) Compare different metrics tools in order to look for
discrepancies in the same metrics applied in the same projects,
to understand why they produce different values, and to enable
creation of warnings and advice about their use.

vi) Develop and propose a protocol to facilitate research
into reference values for various metrics and software types,
and for specific software instances to assure sharing of data
and replicability.

vii) Model thresholds as an n-dimensional problem
considering different domains, sizes, languages, paradigms,
kinds of system and so on.

viii) Develop a comparative analysis about correlation
among similar metrics in order to identify distinct behaviors
even though those metrics assess the same software attribute
(characteristic).

The software engineering research groups from UFLA and
UOttawa continue their work in advancing all these proposals.
In particular, we are extending the Umple technology [47, 48]
to compute metrics for state machines and networks of
associations embedded in code, and will develop systematic
reference values for these metrics.

Finally, the results obtained in this SLR served to
understand the state of the art and serve to guide subsequent
studies related software metrics and thresholds.
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Abstract—This paper proposes a harmonization between a
product quality model and a software process model used in
the industry, CERTICS (a national Brazilian model) and
CMMI-DEV (an international model). The focus of this
harmonization is on the Competence Area of Technology
Management of CERTICS, which addresses the key question
of whether “the software is Kkept autonomous and
technologically competitive”. The results of the harmonization
are examined step by step, as well as including a review of the
harmonization, and were assisted by an expert on the
CERTICS and CMMI-DEV models. Thus, this paper aims to
correlate the structures of the two models to reduce the
implementation time and costs, and to stimulate the execution
of multi-model implementations in software development.

Keywords-software engineering; software quality; technology
management; CERTICS; CMMI-DEV; harmonization.

I. INTRODUCTION

The growing use of software in companies means that
most manual work is now automated, as well as most
business routines [1]. This can be regarded as a benefit
since the adoption of software products generates a greater
demand for goods and services. The increase in demand
leads to a proportional increase in customer requirements.
Thus, the requirement for greater quality in software
products is increasing, since these customers are becoming
more selective with regard to the software products they
find acceptable [2].

There are several certified models on the market to
ensure the quality of the software products, such as the
Capability Maturity Model Integration (CMMI) [3], the
International Organization of Standardization / International
Electrotechnical Commission (ISO / IEC) 15504 [4] and Six
Sigma [5]. In Brazil, there are two models that are gaining
prominence, which are Brazilian Software Process
Improvement (MPS.BR) [6], and the Certification of
National Technology Software and Related Services
(CERTICS) [7].

Brazil is a country, which has one of the world’s largest
range of software products, and every day the requirements
of customers regarding the quality and complexity of
products is increasing. From this standpoint, it can be
observed that companies are increasingly seeking maturity
in their software processes so that they can reach
international standards of quality and productivity, which
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are essential for survival in the IT market. However, the
cost of certification for a company can be up to US$
400,000, which is not feasible for micro, small and
medium-sized firms, and is a characteristic of Brazilian IT
Enterprises. Because of this, the Department of Information
Technology of the Ministry of Science, Technology and
Innovation launched a number of Government and
marketing initiatives, which led to a more aggressive stance
to export-oriented software. These involved the creation of
models to comply with the features required by national
companies, and the recent investment policies for the
training and expertise of professionals [6][7].

Despite the wide range of certification models, many
companies seek to make improvements in their processes
and products by using more than one of these models. The
reason for this is that the practices included in a single one
cannot fully comply with their requirements for
improvement. The great difficulty in the implementation of
more than one model is that each has a different kind of
structure, which causes conflicts and problems about how to
understand the models, which will be implemented in the
company. These implementation problems that are found in
more than one model can only be reduced by achieving a
harmonization between them. This task will help to identify
the similarities and differences between the models [8]. This
harmonization is fully accepted by the regulatory bodies as
a means of obtaining quality in the products and services
related to software.

The research question of this paper is about how
CERTICS (product quality model) and CMMI-DEV
(process quality model) can help to bring about an
organizational improvement in an integrated way by using
the assets (practices, processes and others) that these models
possess. Thus, this research is driven by the need for
materials that guide the implementation process of the
multi-models (CERTICS and CMMI-DEV) in companies,
by providing assets to identify their strengths and
weaknesses. Furthermore, this research aims to show the
relationship between the CERTICS and CMMI-DEV
quality models, by harmonizing their features to show the
level of adhesion between their structures and support
organizations that want to implement them together. The
description of the main objective concerns the application
of the practices defined in the quality models for the
software process and product.

The extent of the business / scientific problem and its
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challenges is revealed by the number of existing models that
focus on improving the quality of software development.
The harmonization can help to identify the common features
of these models, by providing the software company with
an instrument to guide the joint implementation of its
practices, and thus reduce time and costs. Thus, the means
of tackling this problem is to determine how many assets
(practices, processes and others), which are needed to
support the implementation of different models, can be
applied together in the software company.

In this paper, there are discussions related to the details
of the harmonization of the CERTICS model of technology
management competence area with the CMMI-DEV model.
In describing the similarities between the structures of the
models, the coverage criteria and evaluation are performed
to validate the correctness of the harmonization between the
models. Thus, the purpose of this paper is to design an
instrument that can guide the joint implementation of the
practices contained in the two models (CMMI and
CERTICS).

Several questions need to be addressed in this research:
these include the way the nature and scope of the
investigated problem are related to the software quality and
the improvement of the process and product. They also
involve an attempt to ensure that, within the scope of the
process improvement in practice, the improvement of the
software products can be achieved.

According to CTI Renato Archer [7], the model of
CERTICS provides benefits to Brazilian software
development companies that seek to gain preference in
government procurement and market differentiation, and
thus create a positive image of the company as an innovator
of software development and technological progress in the
country. Until April 2016 this model had 29 products
certified and registered on the site [7].

CERTICS is composed of four competence areas. The
choice of the Technology Management area for this work
was based on the fact that it involves establishing action-
driven strategies for research and development (R&D). This
includes the absorption and / or acquisition of existing
software to be embedded in technologies, based on
autonomous and technological innovation. This area makes
use of the results of R&D in domain ownership software,
together with the relevant technologies used in software.
This means that the technological innovations and decision-
making capacity in the key software technologies must be
introduced to ensure that the software remains
technologically competitive [7].

Thus, it is expected that the results of this research will:
a) reduce the burden of companies with joint
implementation models, b) reduce inconsistencies and
conflicts between models, and c) reduce costs through this
kind of implementation. The difficulty is how to harmonize
two models that are defined by different organizations and
decide which practices should be integrated. Finally, this
research is constrained by being concentrated in one
CERTICS competence area and, for this reason, an expert
has been invited to evaluate the harmonization.

This paper is structured as follows. Section II examines
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some related works, which carry out the harmonization of
two or more models, and the two models of this research are
discussed in detail. Section III outlines the harmonization of
the Technology Management Competence Area of
CERTICS with regard to CMMI-DEV practices. Finally,
Section IV concludes with some final considerations. These
include the results obtained and the limitations of this
research, followed by some suggestions for possible future
work.

1I. RELATED WORKS AND BACKGROUND

This section provides an overview of the concepts of the
CMMI-DEV and CERTICS models and some related
works.

A. Related Works

The work of Baldassarre er al. [9] proposes a
harmonization model that aims to support and guide
companies in the integration, management and alignment of
software development and quality management practices, or
those that are concerned with improving existing ones. This
is possible by mapping the ISO 9001 and Capability
Maturity Model Integration for Development (CMMI-DEV)
model, using the Goal Question Metrics (GQM) for the
definition of operational goals. In this work, the statements
of ISO 9001 can be reused in the CMMI assessments.

In [10], Pelszius and Ragaisis put forward a scheme for
mapping and matching the maturity levels of the CMMI-
DEV model and ISO / IEC 15504. The authors investigated
which maturity level of a model was ensured by each level
of another one. Thus, the mapping was divided into the
following stages: (i) the elements of the CMMI-DEV
Process Areas were mapped with the ISO / IEC 15504
process indicators, (ii) a summary of each level mapped by
the models, i.e. the CMMI practices were mapped in
relation to the ISO / IEC 15504 outputs, (iii) calculating the
percentage of the ISO / IEC 15504 process attributes, (iv)
defining the indicators that express the capability of each
process, such as N for Non-Performed, P for Partially
Performed, L for Largely Performed and F for Fully
Performed, (v) establishing the capabilities of the ISO / IEC
15504 processes, and (vi) determining the organizational
maturity of the ISO / IEC 15504, by ensuring a CMMI-
DEV maturity level.

In [11], Garcia-Mireles et al. show the results of
harmonizing the processes and product quality models. A
different approach is adopted in this work, where guidance
is given by the improvement goals of the software product
quality control. Four stages were defined for the mapping
between the process models, which are: (i) analysis models,
(ii) definition of mapping, (iii) implementation of mapping,
and (iv) evaluation of mapping results.

Finally, in Araujo’s work [8] there are two mappings:
the first is between the MPS Reference Model for Software
(MR-MPS-SW) [6] and the Brazilian Test Process
Improvement (MPT.Br) [12] models, and the second is
made with the MR-MPS-SW and CERTICS models. On the
basis of the results of this research, it was found that the
first mapping showed a great adherence to the models used,
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while the second mapping showed that the MR-MPS-SW is
only slightly adherent to the CERTICS model.

The existence of many frameworks and works dealing
with the harmonization of practices included in different
quality models, led to the joint implementation and
evaluation of these models. It also helped the regulatory
bodies to accept the existence of practices that are not yet
present in the versions of their models. This brings about
improvements in the the organizational process without the
need for individual interventions by the large number of
models.

B.  The CERTICS Model

CERTICS is a Brazilian evaluation methodology that
seeks to determine whether or not software is the result of
technological development and innovation in the national
sphere. In this way, it seeks to assess whether the product
developed “creates or expands technological skills that are
related to the country, or contributes to the creation of
business based on knowledge. This leads to an increase in
technological autonomy and innovative capacity.” [7].

The CERTICS methodology was designed on the basis
of the ISO / TIEC 15504-2 standard [4] and aims to define a
minimum set of requirements related to technological
development and innovation in the country [7].

The CERTICS model is composed of four Competence
Areas and sixteen Outcomes. The Competence Areas
include the details about the concepts of the resulting
software that is used for technological innovation and the
development of the country. Each Competence Area has a
key feature that describes characteristics that must be
reached in order to fulfil the requirements of the model. The
competence areas are as follows:

* Technological Development (DES), key question -

“Is the software the result of technological
development in Brazil?”,

* Technology Management (TEC), key question -
“Does the software remain technologically
autonomous and competitive?”,

* Business Management (GNE), key question -
“Does the software leverage knowledge-based
business and is it driven by these business?”, and

¢ Continuous Improvement (MEC), key question -
“Is the software the result of continuous
improvement originating in the management of
personnel, processes and knowledge to support and
enhance their development and technological
innovation?”.

The Competence Areas have a set of outcomes, which,
when implemented, must satisfy the goals of the model. The
model also provides guidance about how to implement each
outcome, as well as a list of examples of work products that
illustrate what is desirable to fulfill each outcome [7]. In the
domain of this work area, the Outcomes of the Technology
Management Competence Area are:

¢ TEC.1. Use of Results from Technological R&D -
the software development uses results from
Technological Research and Development,

e TEC.2. Appropriation of Relevant Technologies,
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the relevant technologies used in software are
appropriated by the Organizational Unit,

* TEC3. Introduction of Technological
Innovations, - the introduction of technological
innovations in software are stimulated and kept at
the Organizational Unit, and

* TEC4. Decision-Making Capacity - the
Organizational Unit has a decision-making capacity
for the key technologies in the software.

C. The CMMI-DEV Model

CMMI is a maturity model for process improvement
that is created by Software Engineering Institute (SEI) to
integrate knowledge areas in a single model, such as
Systems Engineering (SE), Software Engineering (SW),
Integrated Products and Process Development (IPPD) and
Supplier Sourcing (SS) [3].

Currently the CMMI is in version 1.3 and is composed
of three models, which are: CMMI for Development
(CMMI-DEV), which is concerned with development
processes, CMMI for Acquisition (CMMI-ACQ), whose
focus is on acquisition processes, as well as product and / or
services sourcing, and CMMI for Services (CMMI-SVC),
which deals with service processes such as maintenance and
evolution.

The CMMI structure consists of several elements that
are grouped into three categories, which are: a) required
components (Specific and Generic Goals), b) expected
components (Specific and Generic Practices) and c¢)
informative components (Subpractices, Examples of Work
Products, and others). These components assist in the
interpretation of the model requirements. Thus, the CMMI-
DEV is composed of twenty-two process areas, which
consist of its purpose and specific goals for each area
supplemented by generic goals, since they are related to all
the process areas. The specific goals define unique
characteristics for each process area, while the generic goals
define characteristics that are common to all the process
areas. Each specific goal has a set of specific practices,
which are activities that must be taken into account to
ensure that the goal is satisfied. Similarly, the generic goals
have generic practices.

III. THE HARMONIZATION BETWEEN CERTICS AND CMMI-
DEV MODELS

The CERTICS and CMMI-DEV models have different
structures, each of which has a set of specific requirements,
however, despite the particular features of each model, it
can be inferred that the models have elements that can
influence the fulfillment of some of the requirements that
can be found in both models, according to Table I.

The CERTICS model is formed of Competence Areas,
which have a set of practices (outcomes) that must be
implemented so that it can fulfill the requirements of the
model. Similarly, the CMMI-DEV model has an element
called Process Area, which is also composed of many
practices that must be implemented to fulfill their goals;
these practices are called Specific and Generic Practices.
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TABLE 1. ELEMENTS THAT CAN INFLUENCE THE FULFILLMENT OF

THE CERTICS AND CMMI-DEV REQUIREMENTS.

CERTICS Elements
Competence Area

CMMI-DEYV Elements
Process Area

Key Questions Specific Goals | Generic Goals
(S16)) (GG)
Outcomes Specific Practices | Generic Practices
(SP) (GP)
Guidelines Subpractices Generic  Practice
Elaborations

Evidences from Processes
related with Software

The Key Questions of the CERTICS model are similar
in some respects to the Specific Goals and Generic Goals of
CMMI-DEV, because these three elements have a set of
characteristics that must be identified in a company to
ensure that it fulfills the requirements of the model. Thus,
the Outcomes of the CERTICS model have goals that can
be equated with the Specific Practices and Generic Practices
of CMMI-DEV, since these features represent the details of
the requirements with regard to what should be performed
as a practice to ensure the goals of these models are
achieved.

It should be noted that when guiding the implementation
process of these models, both have some elements that help
to bring about a correct implementation of the requirements
of the models. In the CERTICS model there are Guidelines
and in CMMI-DEVthere are Subpractices and Generic
Practice Elaborations, which offer guidance about how to
implement each kind of model item.

Similarly, it was found that the Evidence of the
CERTICS model also had goals that can be equated with
the Example Work Products of CMMI-DEV, because these
elements can act during the implementation of the models
as a reference-point for what can be used so that it can
provide evidence that the requirements of each model have
been fulfilled.

The set of supporting concepts adopted in this paper
defines a set of technologies that can be integrated to assist
in the software process appraisal and improvement. In this
domain, there are tools, techniques, procedures, processes,
roles, methodologies, frameworks, languages, standards,
patterns, and so on.

Example of Work Products (WP)

A. The Conformance Analysis of the Competence Area of
Technology Management

The competence area of Technology Management has
four outcomes, which are designed to ensure that the
software remains autonomous and technologically
competitive [7].

1) TEC.I: Use of Results from Technological R&D

The TEC.1 outcome seeks to analyze the technologies
used in the software development to find out whether the
results of the research and technological development
(R&D) were applied to the development of the software
product.

For this reason, when the CMMI-DEV model was
analyzed, it was noted that the CMMI-DEV does not cover
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this outcome because the model does not require the results
of the research and development (R&D) results in its
implementation. To obtain this outcome, it would be
necessary for the CMMI-DEV practices to provide the use
of technological resources, such as those of any project that
seeks to define the technical solutions based on R&D,
partnerships or investment indicators in R&D related to the
software product.

2) TEC.2: Appropriation of Relevant Technologies

The TEC.2 outcome seeks to determine whether the
relevant technologies in software development that have
been used, are appropriate for the organizational unit. In
assessing whether this outcome has been achieved, the
organizational unit must demonstrate that action taken for
the appropriation of technological knowledge is present in
the software, (such as the training of its professionals).
Thus, this outcome needs a set of CMMI-DEV Process
Areas and Practices to achieve its goals.

In the Project Planning (PP), the SP.2.3 focuses on
data management planning, and the SP.2.5 and SP.2.6
ensure that the planning of the professionals involved in the
project is based on their professional profiles and skills as
well as the involvement of the stakeholders.

In the Project Monitoring and Control (PMC), the
Specific Practice SP.1.1 allows the monitoring of the
practices that were planned in PP.SP.2.5 and PP.SP.2.6,
while the SP.1.4 allows the monitoring of data management
based on the project plan.

In the Organizational Training (OT), the SP.1.1 seeks
to maintain the training on the basis of organizational
strategies and needs. The SP.1.2 determines what the
training needs are in the business and what the projects are,
while the SP.1.3 seeks to establish and maintain the tactical
training plans, as well as the quality of this training to meet
the needs that are fulfilled by the SP.1.4. Moreover, with
the SP.2.1 it can ensure that the training takes place in
accordance with the tactical training plan. The records of
these training sessions can be kept by the SP.2.2, while the
SP.2.3 makes it possible to evaluate the effectiveness of the
training in the company.

The Generic Practice GP.2.5 seeks to ensure that the
professionals are able to handle the technology used in the
company, by providing training that is suited to the needs of
the company.

The coverage in TEC.2 was complete, because the
CMMI-DEV had met the requirements of this outcome.

3) TEC.3: Introduction of Technological Innovations

The focus of this outcome is on technological
innovation, because it seeks to find out whether the
organizational unit has taken steps to introduce and
encourage the use of technological innovation in software
development. To this extent, this outcome needs a CMMI-
DEV Process Area and Practice to achieve its goals.

In the Organizational Performance Management
(OPM), with the SP.2.1 it can initiate and categorize the
suggested improvements.

The coverage in TEC.3 was not complete because the
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CMMI-DEV does not have practices for conducting the
professional activities for members of the project that set up
the schemes for technological innovation. Another
requirement is the incorporation of innovative ideas that
arise from joint ventures with R&D teams, as well as the
software made available for technological innovation.

4) TEC.4: Decision-Making Capacity

The TEC.4 outcome seeks to determine whether the
organizational unit has decision-making powers with regard
to the relevant technologies that are presented in the
software product. Hence, to ensure that this outcome is
fulfilled, it is necessary for the organizational unit to prove
that it has the authority to make changesin the relevant
technologies that are present in the software. Thus, this
outcome needs a set of Process Areas and Practices of
CMMI-DEV to achieve its goals.

In the Organizational Performance Management
(OPM), the Specific Practice SP.2.2 allows the
improvements to be analyzed with regard to the possible
effects of achieving the quality goals of the organizational
process performance. The SP.2.3 is concerned with
validating the improvements selected. In the case of the
SP.2.4, it can select and prepare the improvements for
implementation in the company, on the basis of an
evaluation about costs, benefits and other factors.

The coverage of this outcome was partial because the
CMMI-DEV has practices that allow the suggested
improvements to be analyzed by selecting, implementing
and validating these improvements, but the CMMI-
DEVprovides no evidence to support the updates of the
relevant technologies that can be found in the software and
that can allow a decision to be made in the organizational
unit.

B. The Evaluation of the Harmonization of Technology
Management

The peer review technique was employed to evaluate the
harmonization between the requirements of the CERTICS
and CMMI-DEV models outlined in the last section, This
was overseen by an expert, who has over five years of
experience with the implementation of quality models in
software development companies, and has recognized
certification in CERTICS and CMMI-DEV models. The
expert received the document that contains the
harmonization of CERTICS and CMMI-DEV models, and
carried out the review in accordance with a set of criteria,
which were defined on the basis of Araujos’s work [8], as
shown in Table II.

When reviewing the harmonization of Technology
Management (TEC) Competence Area, the expert detected a
problem, which was classified as General (G). It was
suggested that an analysis should be conducted of all the
CMMI-DEV specific and generic practices that have been
mapped in the TEC area with the aim of determining
whether they are listed and described at the end of the
document. If any mapped practice had not been listed, the
expert suggested that it should be included in the document,
as a means of enabling the goal of these practices to be
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understood.
TABLE II. CRITERIA DEFINED FOR THE HARMONIZATION
EVALUATION.
Criteria Definition
TH (Technical | Indicates that a problem in a harmonization item
High) was found and, if not changed, would impair the

system.

Indicating that a problem in a harmonization item
was found and a change would be appropriate.
Indicating that a Portuguese language error was
found or the text can be improved.

Indicating that there were doubts about the content.

TL (Technical
Low)
E (Editorial)

Q (Questioning)
G (General)

Indicates that in general a commentary is needed.

In TEC 2, the expert found a problem that was classified
as TL. Since in this outcome a Generic Practice was
unnamed, the expert suggested that its name should be
included in the harmonization document.

The expert did not find any problem classified as TH, E

or Q.
C. How should the Harmonization be used?

The purpose of the harmonization of CERTICS and
CMMI-DEV models is to help businesses that wishing to
obtain certifications through multi-model implementations
or even by making evaluations of the two models. The use
of harmonization can optimize costs, time and effort
because the models now have their structures harmonized
and interrelated.

It was possible to find and highlight the differences and
similarities included in the requirements of CERTICS and
CMMI-DEV models. In this way, it can be seen that
although some requirements of the models are similar or
even complementary, it is not always possible for them to
fulfil their goals in the same way. According to Association
for Promoting Excellence in Brazilian Software (SOFTEX)
[6], this may occur because of the different level of
requirements found in some of the practices, outcomes and
expected results of the models.

The harmonization spreadsheets have become an
important support tool in the joint evaluation or
implementation of the models, because they provide inputs
that allow adaptation / harmonization in the frameworks of
the models and in their expected results, practices and
outcomes. This can enable the multi-models to be
implemented in companies.

As a result, the company saves time from the
implementation of joint models, because it will not have to
spend time on separately analyzing the frameworks of the
models. This means that it has to determine in what way a
model can suit another one. This is because all the
structures and requirements, which are the same for all the
models, have been identified, harmonized and documented
in the harmonization spreadsheet of the models.

IV. CONCLUSION AND FUTURE WORK

This research study has examined the harmonization of
Technology Management Competence Area included in
CERTICS with CMMI-DEYV practices. To achieve its goals,
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this research sought to identify the similarities and
differences between the CERTICS and CMMI-DEV
frameworks by investigating their harmonization. To avoid
problems of understanding and inconsistencies, an expert in
the models evaluated the harmonization by the peer review
technique. The results of this review were analyzed and
suggested changes should be implemented to eliminate
inconsistencies and problems of understanding problems,
which were detected by the expert. The document with the
complete harmonization generated after the peer review,
including all the CERTICS Competence Areas is available
in [13].

The usability of the harmonization of the two models
can be corroborated by numerous certifications registered in
the CERTICS website [7] about products developed by
Brazilian software companies that have also made
appraisals of their processes that are outlined in the CMMI
website [3]. This shows that there is national interest in the
two models.

The lessons learned from this research stem from the
fact that there is an analytical and comparison domain
between the models. Thus, it is recommended that more
than one person perform it, so that any conflicts or
uncertainties can be discussed and solved by a peer review.

One drawback of this study is that the harmonization has
not been evaluated in a software development company; it
has only been evaluated by peer review. An evaluation of
the harmonization in a company is being completed in
Brazil, and its processes are in accordance with the practices
of CMMI-DEV Maturity Level 3. As a result, it is possible
to determine whether the harmonization -contributed
positively or negative to a multi-model implementation.
Another drawback is the fact that the peer review has only
been performed by a single expert, which means that it can
only be a limited view of the results obtained from the
research. However, this expert is a part of a team that
specifies the CERTICS model, and he has extensive
experience with the implementation of the CMMI-DEV
model, and reduces the bias of the results obtained from the
review.

In the future, we intend to continue expanding this
research, and apply it to other enterprises, and thus allow
the positive and negative aspects of the use of
harmonization in a CERTICS multi-model implementation
with the CMMI-DEV to be quantified. Another future study
concerns the definition of the complete cycle of a
harmonization based on the research results of Araujo’s
work [8] and the SOFTEX guide [14].

So far now that the case study has not been completed, it
is possible to perceive that the benefits of joint
implementation are as follows: a reduction in costs and time
to fulfill the expected results and practices in CERTICS and
CMMI-DEV models, creation of unified and standardized
evidences to achieve the two models, and the
standardization of technical language, which is employed in
these models, to define the software development process.
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Abstract— Function Point Analysis (FPA) is widely used,
especially to quantify the size of applications in the early stages
of development, when effort estimates are needed. However,
the measurement process is often too long or too expensive, or
it requires more knowledge than available when development
effort estimates are due. To overcome these problems, early
size estimation methods have been proposed, to get
approximate estimates of Function Point (FP) measures. In
general, early estimation methods (EEM's) adopt measurement
processes that are simplified with respect to the standard
process, in that one or more phases are skipped. EEM's are
considered effective; however there is little evidence of the
actual savings that they can guarantee. To this end, it is
necessary to know the relative cost of each phase of the
standard FP measurement process. This paper presents the
results of a survey concerning the relative cost of the phases of
the standard FP measurement process. It will be possible to use
data provided in the paper to assess the expected savings that
can be achieved by performing an early estimation of FP size,
instead of properly measuring it.

Keywords- functional size measurement; Function Point
Analysis; IFPUG Function Points; measurement process; cost of
measurement.

1. INTRODUCTION

FPA [1][2][3][4] is widely used. Among the reasons for
the success of FPA is that it can provide measures of size in
the early stages of software development, when they are
most needed for cost estimation.

However, FPA performed by a certified FP consultant
proceeds at a relatively slow pace: between 400 and 600 FP
per day, according to Capers Jones [5], between 200 and 300
FP per day according to experts from Total Metrics [6].
Consequently, measuring the size of a moderately large
application can take too long, if cost estimation is needed
urgently. Also, the cost of measurement can be often
considered excessive by software developers. In addition,
cost estimates may be needed when requirements have not
yet been specified in detail and completely.

To overcome the aforementioned problems, EEM's that
provide approximate values of FP measures have been
proposed. A quite comprehensive list of such methods is
given in [7].

The goal of the work presented here is to assess the cost
of the measurement activities (detailed in Section II.B).
However, as mentioned in the introduction, there is little
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agreement on the cost of FP measurement: for instance,
Capers Jones [5] and Total Metrics [6] provide quite
different evaluations. Therefore, it appeared more viable to
pursue an evaluation of the relative cost of the measurement
phases. In this way, we will be able to assess how much we
save -in terms of measurement effort, hence ultimately of
money- by skipping a measurement phase, i.e., by not
performing one of the activities of the standard measurement
process. In fact, if a manger knows that applying the standard
measurement process in her organization takes X
PersonHours per FP, and a simplified measurement process
allows for saving 70% of the effort, she can easily conclude
that in her organization the application of the simplified
process will take 0.7X PersonHours.

The paper is structured as follows. Section II reports a
few basic concepts of FPA. Section III describes how the
surveys was carried out, illustrates the results of the survey
and discusses the threats to the validity of the study. Section
IV accounts for related work. Finally, Section V draws
conclusions and briefly sketches future work.

II. FUNCTION POINT ANALYSIS CONCEPTS

FPA aims at providing a measure of the size of the
functional specifications of a given software application.

A.  The model of the software being measured according to
FPA

FPA addresses functional specifications that are
represented according to a specific model. The model of
functional specifications used by FPA is given in Fig. 1.
Briefly, Logical files are the data processed by the
application, and transactions are the operations available to
users. The size measure in FP is computed as a weighted
sum of the number of Logical files and Transactions. The
weight of logical data files is computed based on the Record
Elements Types (RET), i.e., subgroups of data belonging to a
data file, and Data Element Types (DET), i.e., the elementary
pieces of data; besides, the weight depends on whether the
data file is within the boundaries of the application, i.e., it is
an Internal Logic File (ILF) or it is outside such boundaries,
ie., it is an External Interface File (EIF). The weight of
transactions is computed based on the Logical files involved
—see the FTR (File Type Referenced) association in Fig. 1-
and the DET used for I/O; besides, the weight depends on
the "main intent" of the transaction. In fact, depending on the
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main intent, transactions are classified as External Inputs
(ED), External Outputs (EO) or External Queries (EQ).

SW application functional specifications

Logical file Transaction

?

Record Element Type

FTR

1/0

Data Element Type

Figure 1. The model of software used in FPA.

B. The FPA measurement process

According to the International Function Point User
Group (IFPUG) measurement manual [3][4], the
measurement process includes the following phases:

1. Gathering the available documentation concerning
functional user requirements;

2. Identifying application boundaries;

3. Determining the measurement goal and scope;

4. Identifying Elementary Processes (Transactions) and
Logical Data Files;

5. Classifying transactions as EI, EO or EQ; classifying
files as ILF or EIF; identifying RET, DET, FTR and
determining complexity;

6. Calculating the functional size;

7. Documenting and presenting the measurement.

The EEM's tend to skip as many as possible of the steps
listed above. The idea is straightforward: the less phases
have to be performed, the faster and cheaper is the process.
However, some activities —namely, those involved in phases
1, 2 and 4- are preparatory of the real measurement and
cannot be skipped. Similarly, phase 7 can hardly be avoided.
In any case, it should be noted that the simplification of the
measurement process can affect phases 1 and 7 as well: on
the one hand, a simplified process requires less
documentation concerning Functional User Requirements
(FUR); on the other hand, documenting and presenting a
simplified measurement is easier and faster than
documenting the full-fledged measurement.

As a final observation, the extent of phase 7 depends on
the context and the goal of measurement: for instance, if an
organization is measuring the size of the application to be
developed for "internal" purposes, the documentation can be
kept to a minimum; on the contrary, if the functional size
measures have to be used in a bid or in establishing the price
of a contract, the documentation to be produced has usually
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to be quite detailed, and the presentation of the measures and
measurement has also to be accurate. In practice, the cost of
phase 7 depends more on the context and goal of the
measurement than on the fact that the standard process or a
simplified process were used.

In conclusion, EEM's address mainly phases 4, 5 and 6.
However, there is hardly any evidence of how much you
save if you skip any of these phases. On the contrary, some
evidence exists that by simplifying the measurement process,
some measurement error is introduced [19].

III. EXPERIMENT AND RESULTS

A. The survey

The investigation described here was performed via a
questionnaire, which was filled by people that are
experienced in IFPUG Function Point measurement.

The questionnaire was published on the kwiksurveys site
[20]. The questionnaire was publicized via several channels:
® An invitation to fill out the questionnaire was sent to the

Italian Function Point User Association (www.gufpi-

isma.org);

e A similar invitation was sent to the Nesma association
(21];

e  Finally, a question was published on ResearchGate [22],
and experts were redirected to the questionnaire URL.

The questionnaire is reported in the appendix. It can be
noticed that the questionnaire targets both the IFPUG [3][4]
and the Nesma [9] measurement processes. In fact, according
to Nesma, "[Since 1994,] owing to [...] the intensive
cooperation between the Nesma and the IFPUG, the
counting guidelines of the NESMA and the IFPUG
continuously came closer and closer. [...] With the
publication of IFPUG CPM 4.2 (2004) the last major
differences between IFPUG and NESMA disappeared.”
Therefore, mixing data concerning the current IFPUG and
Nesma measurement processes is perfectly safe, and the
results found apply equally well to both measurement
methods.

The questionnaire was published in November 2014, and
answers were collected until April 2015.

B. The Results of the survey

31 answers were collected. Even if the number is not
very large, it is nonetheless sufficient to get a reasonably
reliable assessment of the relative cost of FP measurement
activities.

Of the respondents, 21 are certified Function Point
Specialist (CFPS), and 4 are certified Function Point
Practitioner (CFPP). Only 6 have no certification; however,
of these, 2 use NESMA Function Points, therefore it is
reasonable that they do not need an IFPUG certification.

The experience of the respondents is also quite
reassuring: 20 respondents have been using FP measurement
for over 10 years; only two for less than 5 years.

It should be noted that the questionnaire does not ask for
a specific percentage for each phase; instead, it asks to
specify in what range the actual percentage of effort belongs.
This choice was due to two reasons: 1) the free version of the
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questionnaire provided by kwiksurveys does not support the
collection of numeric values, and 2) it is unlikely that a
respondent knows the exact fraction of effort that is spent in

each phase, while it is much more probable that he/she can
indicate the correct range.

TABLE L ANSWERS CONCERNING RELATIVE PHASE COSTS

Respondent | Phase 1 Phase 2 Phase 3 Phase 4 Phase 5 Phase 6 Phase 7
1 11-15% | 0-5% 0-5% 26-30% 36-40% 0-5% 16-20%
2 16-20% | 6-10% 0-5% 36-40% 6-10% 0-5% 16-20%
3 6-10% 0-5% 0-5% 6-10% 46-50% 0-5% 11-15%
4 0-5% 0-5% 0-5% 66-70% 0-5% 0-5% 0-5%

5 0-5% 6-10% 6-10% 36-40% 16-20% 0-5% 0-5%

6 0-5% 0-5% 46-50% 31-35% 0-5% 0-5% 0-5%

7 6-10% 6-10% 0-5% 21-25% 26-30% 0-5% 11-15%
8 26-30% | 11-15% 6-10% 11-15% 11-15% 0-5% 11-15%
9 16-20% | 0-5% 0-5% 21-25% 21-25% 0-5% 11-15%
10 0-5% 0-5% 0-5% 46-50% 31-35% 0-5% 0-5%
11 31-35% | 0-5% 0-5% 21-25% 16-20% 11-15% 0-5%
12 0-5% 0-5% 0-5% 16-20% 0-5% 0-5% 11-15%
13 0-5% 0-5% 0-5% 21-25% 46-50% 0-5% 0-5%
14 0-5% 0-5% 0-5% 41-45% 26-30% 0-5% 0-5%
15 11-15% | 6-10% 0-5% 36-40% 11-15% 0-5% 0-5%
16 6-10% 0-5% 0-5% 51-55% 16-20% 0-5% 0-5%
17 6-10% 6-10% 0-5% 26-30% 6-10% 36-40% 6-10%
18 0-5% 0-5% 0-5% 36-40% 36-40% 0-5% 0-5%
19 6-10% 6-10% 0-5% 11-15% 11-15% 0-5% 41-45%
20 31-35% | 16-20% 6-10% 26-30% 11-15% 0-5% 0-5%
21 16-20% | 6-10% 6-10% 16-20% 11-15% 6-10% 16-20%
22 16-20% | 0-5% 0-5% 61-65% 0-5% 0-5% 0-5%
23 0-5% 56-60% 16-20% 66-70% 51-55% 0-5% 11-15%
24 6-10% 6-10% 11-15% 26-30% 11-15% 11-15% 0-5%
25 11-15% | 6-10% 0-5% 21-25% 21-25% 11-15% 6-10%
26 6-10% 0-5% 0-5% 41-45% 21-25% 0-5% 6-10%
27 41-45% | 6-10% 0-5% 6-10% 6-10% 6-10% 11-15%
28 6-10% 16-20% 6-10% 31-35% 11-15% 0-5% 16-20%
29 11-15% | 0-5% 0-5% 66-70% 11-15% 0-5% 0-5%
30 21-25% | 0-5% 0-5% 21-25% 21-25% 6-10% 0-5%
31 0-5% 0-5% 0-5% 6-10% 6-10% 0-5% 0-5%

The collected data concerning the relative effort required
by each measurement phase are given in Table I.

When information is collected via questionnaires, it is
always possible that some respondents do not provide correct
data. Therefore, before proceeding to the analysis of the
collected data, it is necessary to remove unreliable answers
from the dataset. In our case, the following problems were
considered:

1) The sum of the efforts spent in each phase must be
100%. Having asked for ranges, we expect that the sum
of the lower bounds of the ranges is < 100% (but close
to 100%) and that the sum of the upper bounds is >
100% (but close to 100%). Respondents 12, 23 and 31
do not satisfy these conditions: total effort is in [27%,
60%] range for respondent 12, in [200%, 230%] range
for respondent 23 and in [12%, 45%] range for
respondent 31. These are clearly meaningless
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2)

3)

indications, therefore they have been excluded from the
dataset.

Among the remaining respondents, it is easy to spot a
few outliers. Respondent 19 declared a fraction of effort
for phase 7 (Documenting and presenting the
measurement) that is almost half the total effort and
more than double than the other respondents'.
Respondent 27 declared an abnormally large amount of
effort dedicated to phase 1 (Gathering the available
documentation concerning FUR): such a large effort
may be required in specific contexts, but is not
representative of the general case (as other respondents
clearly show). To preserve the representativeness of the
data, the answers provided by the mentioned
respondents have been excluded from the dataset.
Respondents 4 and 5 declared that they use (EEM's).
Their answers were removed from the dataset, since we
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are interested in the relative cost of the standard

measurement process.

To analyze the data in Table I, the following procedure
was adopted:

1) For every phase, the mean values of the lower bound
and upper bound of the given ranges were computed.
Let MLB; and MUB; be the means of the upper and
lower bound, respectively, for phase i.

2) For every phase, M; = (MLB; + MUB,)/2 was computed.
Being the midpoint between MLB; and MUB;, M;
indicates the more likely value for the fraction of effort
spent in the i phase, according to respondents.

3) It was then found that Xi-;7 M; = 91.4%. This is not
acceptable, since the sum of the efforts dedicated to the
measurement phases must equal the total measurement
effort. Therefore, we computed a weighted version of
M;: WM; = 100 Mi/91.4, so that Zi=1,7 WM; = 100%.
WM is assumed to indicate the most likely value for the
fraction of effort spent in the i phase.

The values of MLB;, MUB; M; and WM; are given in

Table II.

TABLE IL MEAN VALUES OF PHASE RELATIVE COSTS

Phase | MLB; MUB; M; WM
1 10.8% 15.0% | 12.9% 14.1%
2 3.5% 8.1% | 5.8% 6.4%
3 3.4% 8.1% | 5.8% 6.3%
4 30.8% 34.8% | 32.8% 35.9%
5 18.8% 22.9% | 20.9% 22.8%
6 3.4% 8.1% | 5.8% 6.3%
7 5.3% 9.8% | 7.5% 8.2%

Since in general the mean is affected by the smallest and
largest values in the observed population, we repeated the
procedure described above using the medians of upper and
lower bounds. The results obtained are given in Table III.

TABLE III. MEDIAN VALUES OF PHASE RELATIVE COSTS
Phase MLBi MUBi Mi WMi
1 8.5% 12.5% | 10.5% | 15.8%
2 0.0% 5.0% | 2.5% 3.8%
3 0.0% 5.0% | 2.5% 3.8%
4 26.0% | 30.0% | 28.0% | 42.1%
5 16.0% | 20.0% | 18.0% | 27.1%
6 0.0% 5.0% | 2.5% 3.8%
7 0.0% 5.0% | 2.5% 3.8%

The results of the analyses provide some useful
indications concerning the relative cost of the phases of FP
measurement, performed according to the IFPUG or Nesma
process.

The results concerning the relative efforts derived using
the means and the medians are fairly close: this fact supports
the hypothesis that values reported in Tables II and III are
actually representative of the real relative effort per phase.
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The fact that more than half the effort is concentrated in
phases 4 and 5 also appears to confirm the reliability of
results. In fact, it is popular wisdom that most measurement
effort is required by the analysis of data and processes,
which is concentrated in phases 4 and 5.

C. Threats to validity

A first threat to the validity of the study is due to the
number of datapoints that were collected. Although it was
possible to collect only 31 datapoints, we strived to
guarantee the representativeness of the collected data by
eliminating outliers, as well as data that appear incorrect. In
any case, the size of the dataset that was finally analyzed
(containing 24 datapoints) is not smaller than many datasets
used for empirical software engineering studies.

Concerning the statistical analyses that were performed
in this study, they are so simple that it is unlikely that any
serious threat to statistically validity actually applies. One
could observe that confidence intervals for the mean values
could have been computed, but having already asked for
ranges rather than specific values, computing confidence
intervals would have been sort of overkilling.

Most respondents (23) are from Italy, four are form the
Netherlands and the remaining ones are from Brazil,
Switzerland and Belgium. The lack of geographic dispersion
could be a limit for the generalizability of results. However,
most respondents are certified Function Point Specialists or
certified Function Point Practitioners, thus we can assume
that they all follow the process specified in the official
manuals [3][4][8][9]. If so, our results should be applicable
to all the measurements performed according to the standard
counting practices.

IV. RELATED WORK

There is not much literature concerning the cost of
functional size measurement. A couple of documents report
about the total cost of FP measurement [5][6], but none
provides information concerning how the total effort is
spread among the various measurement phases.

Some indications are provided by the proposers of
EEM's. For instance, it was reported that "the E&Q size
estimation technique has been proved in practice to be quite
effective, providing a response within + 10% of the real size
in most real cases, while the savings in time (and costs) can
be between 50% and 90% (depending on the comprised
aggregation level) with respect to corresponding standard
measurement procedures." [18]

It was also reported that "the results found with NESMA
estimated fall within a reach of -6% to +15% of the
corresponding result found with a NESMA detailed
approach, and NESMA estimated FSM is performed 1,5
times as fast as a NESMA detailed FSM." [12]

These evaluations are probably optimistic to some extent.
However, they are not precise enough to be used for decision
making: for instance, it is not clear if the reported savings are
evaluated with respect to the whole measurement process or
only with respect to the core part (phases 4-6).
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V. CONCLUSIONS

The measurement process of IFPUG (and Nesma) FP is
often considered too expensive and time consuming. To
overcome this problem, EEM's have been proposed, to
obtain faster and cheaper approximate measure estimates.

However, it is quite difficult to estimate how much
measurement effort can be actually saved by using an EEM
instead of the standard measurement process. This
knowledge would be clearly quite important for managers
who have to choose whether to perform a full-fledged
measurement or an approximate estimation.

Since EEM's indicate what phases of the measurement
process they allow to skip, to be able to evaluate the saving
yielded by EEM's we need to know the relative cost of the
measurement phases that compose the standard IFPUG
measurement process. To this end, a questionnaire was
proposed to professional measurers, and the collected
answers were analyzed.

The results of the analysis are reported in this paper (see
Section B).

Most EEM's allow for skipping phases 5 and 6. Among
such methods are the NESMA estimated [8][11][12],
Early&Quick Function Point [10], simplified Function Point
[14] (not to be confused with the Simple Function Point
method, which is a proper functional size measurement
method, not an EEM method[17][15][16]), ISBSG average
weights (which assigns to each basic functional component
the average weight that type of component has in the ISBSG
dataset [13]).

According to the values given in Tables II and III, we can
see that EEM's that allow to skip phases 5 and 6 are expected
to save 28-30% of the measurement effort. Actually, as
previously mentioned, also phases 1 and 7 are expected to
become faster and simpler when EEM's are used. However,
the analysis reported here does not support the evaluation of
savings in phases 1 and 7, which are largely dependent on
the context.

Future work includes:

e Extending the dataset, especially with answers from
non-European countries, to make the dataset
representative of a larger community of IFPUG users.

e [f possible, collecting real effort data from the field,
instead of subjective indications provided by
measurers. This would make it possible to analyze not
only the relative cost of measurement phases, but also
the actual cost of measurement.

e Characterizing the contexts in which measurement is
performed, to support the empirical evaluation of the
dependency of the relative cost of measurement phases
on the context.
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APPENDIX - THE QUESTIONNAIRE

A survey about the relative effort required by the phases
of Functional Size Measurement

A. About you...

Question Possible answers
Are you a certified Function | Yes/No

Point Specialist (CFPS)?

Are you a certified Function | Yes/No

Point Practitioner (CFPP)?

How  many years of | Lessthan$
experience do have in FP | Between 5 and 10
counting? More than 10

No more than 200
Between 200 and 1000
Between 1000 and 5000
More than 5000

How many FP per year do you
count on average?

B. Relative effort required by the phases of functional size
measurement

According to your experience, what is the relative effort
required by the phases of functional size measurement?
Please, specify how big is the percentage effort for each
phase, according to your experience. Please note that here we
consider the measurement performed at the beginning of the
project, based on functional user requirements.

Thanks a lot for your answers! If you have any additional
comment or remark, or if you want to be informed on the
results of the survey, please send an email to:
luigi.lavazza@uninsubria.it

Question

Possible answers

Phase 1: gathering the available documentation concerning
functional user requirements

0-5%, 6-10%, 11-15%, 16-20%, 21-25%, 26-30%, 31-35%,
36-40%, 41-45%, 46-50%, 51-55%, 56-60%, 61-65%, 66-
70%, 71-75%, 76-80%, 81-85%, 86-90%, 91-95%, 96-100%

Phase 2: Identifying application boundaries

0-5%, 6-10%, 11-15%, 16-20%, 21-25%, 26-30%, 31-35%,
36-40%, 41-45%, 46-50%, 51-55%, 56-60%, 61-65%, 66-
70%, 71-75%, 76-80%, 81-85%, 86-90%, 91-95%, 96-100%

Phase 3: Determining the measurement goal and scope

0-5%, 6-10%, 11-15%, 16-20%, 21-25%, 26-30%, 31-35%,
36-40%, 41-45%, 46-50%, 51-55%, 56-60%, 61-65%, 66-
70%, 71-75%, 76-80%, 81-85%, 86-90%, 91-95%, 96-100%

Phase 4: Identifying Elementary Processes (Transactions)
and Logical Data Files

0-5%, 6-10%, 11-15%, 16-20%, 21-25%, 26-30%, 31-35%,
36-40%, 41-45%, 46-50%, 51-55%, 56-60%, 61-65%, 66-
70%, 71-75%, 76-80%, 81-85%, 86-90%, 91-95%, 96-100%

Phase 5: Classifying transactions as EI, EO or EQ;
classifying files as ILF or EIF; identifying RET, DET, FTR
and determining complexity

0-5%, 6-10%, 11-15%, 16-20%, 21-25%, 26-30%, 31-35%,
36-40%, 41-45%, 46-50%, 51-55%, 56-60%, 61-65%, 66-
70%, 71-75%, 76-80%, 81-85%, 86-90%, 91-95%, 96-100%

Phase 6: Calculating the functional size

0-5%, 6-10%, 11-15%, 16-20%, 21-25%, 26-30%, 31-35%,
36-40%, 41-45%, 46-50%, 51-55%, 56-60%, 61-65%, 66-
70%, 71-75%, 76-80%, 81-85%, 86-90%, 91-95%, 96-100%

Phase 7: Documenting and presenting the measurement

0-5%, 6-10%, 11-15%, 16-20%, 21-25%, 26-30%, 31-35%,
36-40%, 41-45%, 46-50%, 51-55%, 56-60%, 61-65%, 66-
70%, 71-75%, 76-80%, 81-85%, 86-90%, 91-95%, 96-100%

Please, specify what measurement method the given data
you gave apply to

IFPUG
NESMA
Other

Please, specify if the given data take into account some type
of simplification

No simplification
Nesma estimated

Nesma indicative

Early & Quick FP
Other
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Abstract—Distributed applications depend on application-layer
communication protocols to exchange data among processes and
coordinate distributed operations, independent of underlying
communication subsystems and lower level protocols. Since such
protocols are application-specific, developers often must invent
or re-invent solutions to reoccurring problems involving sending
and receiving messages to meet specific functionality, efficiency,
distribution, reliability, and security requirements. This paper
introduces a pattern language, called CommDP, consisting of
nine design patterns that can help developers understand
existing reusable solutions and how those solutions might apply
to their situations. Consistent with other pattern languages, the
CommDP patterns are described in terms of the problems they
address, their contexts, and solutions. The problems and
consequences of the solutions are evaluated against four
desirable qualities: reliability, synchronicity, longevity, and
adaptability for scalable distribution.

Keywords-design patterns; pattern languages; communication
protocols.

l. INTRODUCTION

At the application level, a distributed system is two or
more processes sharing resources and working together via
network communications to accomplish a common goal
[1][2]. Such systems are ubiquitous in today’s Internet-
connected world and are found in virtually every application
domain, such as personal productivity tools, social media,
entertainment, research, and business. Even single-user
software systems that appear to be non-distributed may in fact
communicate with other processes in the background to
download updates, track usage statistics, or capture error logs,
and are therefore actually distributed systems.

In general, the developers of a distributed system try to
increase its overall throughput, reliability, and scalability by
hosting data and/or operations on multiple machines, while
minimizing network traffic, congestion, and turn-around
times. Exactly how they do this depends heavily on the nature
and requirements of the application. In some cases, developers
may choose to distribute instances of one type of resource,
e.g., image files in a peer-to-peer shared photo library. In other
situations, developers may group resources such that all
instances of a single type are on one server. Still in other cases,
developers can take hybrid approaches, distributing certain
types of resources among peers and hosting other types on
dedicated servers. A closely related design issue deals with the
granularity of the distributed resources, i.e., data and
operations. From a data perspective, the possible choices
range from whole databases to individual records or even
individual fields within records. From an operations
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perspective, the choices range from entire subsystems to
atomic operations. With today’s programming languages,
many developers follow the object-oriented paradigm,
encapsulating operations with data and making choices for
granularity that range from entire sets of objects to object
fragments [3].

Besides deciding on the granularity and distribution of
resources (data, operations, or objects), developers often have
to consider requirements for security, fault tolerance,
maintainability, openness, extensibility, scalability, and
dynamic quality of service [2]. The degree to which an
application possesses these desirable characteristics is
primarily a consequence of architectural design choices,
which, in turn, place new requirements on inter-process
communications.

The problem is not that existing application-level
communications protocols are poorly designed and
implemented; rather, the problem is that application developer
has to re-invent or re-design them for every new application.

In this paper, we will refer to an exchange among two or
more processes for a particular purpose as a conversation. A
single conversation may be short and simple, like querying a
stock’s price, or it could be long and complex, like the
streaming of a video. The rules that govern a particular type
of conversation are a communication protocol and a collection
of protocols is called a protocol suite [4][5].

Application-layer communication protocols (ACPs) are
often defined on top of other protocols. For example, the
Hypertext Transfer Protocol (HTTP), which is an ACP, is
defined on top of the Transmission Control Protocol (TCP)
[1]. Many higher level ACPs, like webservice-based ACPs,
are in turn defined on top of HTTP [1]. Section Il provides
additional background on protocols and protocol suites, as
well as a brief discussion on layered communication
subsystems.

Because requirements for ACPs can come from an
application’s (a) functional requirements, (b) architectural
design, and (c) use of lower layer protocols, coming up with
effective designs can be challenging. Fortunately, the
problems that developers are likely to encounter are not
uncommon and have known solutions. The key is to capture
this knowledge in a way that developers can easily find it and
adapt it to a new application. This is precisely what design
patterns can do [6].

Unfortunately, design patterns for communication
protocols at application layer have yet not been gathered,
correlated, and formally organized into a cohesive and
thorough collection. To this end, this paper introduces a
system of design patterns, i.e., a pattern language, for ACPs,
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called CommDP. The patterns in CommDP come from a
variety of sources and are by themselves not new ideas, as is
the case for all newly documented design patterns [7]. Section
I11 provides more background information on design patterns
and pattern languages, as well as information about related
work.

Since designing ACPs is different from designing
executable software, it is necessary to discuss desirable
qualities for protocols. Section IV introduces four, namely
reliability, synchronicity, longevity, and adaptability for
scalable distribution. Section V presents a design pattern
template that incorporates these characteristics into the
definition of communication problems and the consequences
of pattern solutions.

Section VI-A introduces three communication idioms that
act as conceptual building blocks for all the ACP patterns in
CommDP. We then provide an overview of the ACP patterns
in Section VI-B. Additional details for the CommDP patterns
are available on-linet.

Patterns are rarely used in isolation; instead, developers
typically weave multiple pattern instantiations together to
create complete solutions [8]. A system of patterns, i.e., a
pattern language, not only includes a collection of patterns,
but relationships among them that help developers know how
they might be effectively combined [9]. Section VI-C
provides a digest of these relationships for CommDP. Finally,
in Section VII, we summarize the value of CommDP and
outline our future research direction.

Il.  PROTOCOLS AND PROTOCOL SUITES

Software and electrical engineers model, design, and
implement inter-process communications in layers. Fig. 1
shows a simple 5-layer model commonly favored by those

Process 1 Application-level Process 2
. . conversations . .
Application Application
TCP Streams or UDP
Transport Datagrams Transport
IP Packet
Network s Network
Packet: .
Data Link =R Data Link
Physical Link Raw Data Physical Link

Figure 1. 5-Layer Model for IP-based Communications

who work with IP-based protocols [1][10]. There are several
other common models, such as the 7-layer OSI model [11]. A
conversation between Process 1 and Process 2 can be
discussed at any layer and, for each layer, it must adhere to
agree upon protocol(s) for that layer. For example, if Process
1 were a web browser, Process 2 were a web server, and the
conversation a simple web-page request, then the application-

! http://commdp.serv.usu.edu/
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layer protocol would be HTTP, the Transport-layer protocol
would be TCP, and the Network-layer protocol would be IP.

Besides providing a convenient way for discussing
protocols, layered models establish a basis for creating
substitutable software communication subsystems. Since we
are addressing ACPs in this paper, we do not deal directly with
design and implementation of these software components.
Nevertheless, we assume that appropriate communication
subsystems exist at the transport layer for streaming of
unstructured data and transmitting datagrams (semi-structured
data). Section V relies on this reasonable assumption to define
four communication idioms.

At the application layer, a protocol governs why, when,
and how processes interact with each other to accomplish a
common goal. Specifically, an ACP should define the
following:

1. the processes involved in the interaction in terms of
the roles they play during a conversation;

2. the possible sequences of messages for valid
conversations;

3. the structure of the messages;

4. the meaning of the messages; and

5. relevant behaviors of the participating processes.

Because processes in a distributed system typically have
to communicate with each other for many different tasks, e.g.,
authentication, resource sharing, and coordination, it is
common for a distributed system to require multiple ACPs,
i.e., an ACP suite.

I1l.  DESIGN PATTERNS AND PATTERN LANGUAGES

Christopher Alexander et al. defined a pattern as a reusable
solution to a reoccurring problem [9]. Kent Beck and Ward
Cthe detailsunningham started to apply the concept of pattern
languages to software engineering in 1987 [12], and the idea
was later popularized by Eric Gamma et al. with their
landmark language of 23 patterns [6]. Since then, pattern
languages have been documented for many areas of software
engineering, including architectural design [13][14], user-
interface design [15], event handling [16][17][18], and
concurrency [19]-[25]. There are even patterns specifically for
distributed computing [8], distributed objects [26][27][28],
communication software [29][30], RESTful and SOAP web
services [31], cloud computing [32], and distributed real-time
and embedded systems [33]. However, to date, no pattern
language has been published specifically for ACPs.

There are two hoped-for benefits of pattern languages that
are important to ACP design. First, they create a vocabulary
that enables developers to discuss complex ideas in a few
words [28]. Second, they allow developers of all experience
levels to benefit from expert reusable solutions [34].

IV. QUALITIES OF COMMUNICATION PROTOCOLS

Like software, ACP suites, as whole, should possess
certain desirable qualities that contribute to the overall success
of a system. Some of these desirable qualities come directly
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from the software arena. For example, cohesion is the degree
to which the elements of a software component align with a
single purpose [35]. Cohesion and its definition can apply
almost directly to ACPs, but this is a subject for future
research (see Section VII). Another desirable software quality
directly applicable to ACPs is modularization. Modularization
is the degree to which a system is divided up into independent
components [36]. When a system has good modularization,
developers do not have to look very far beyond a component
to understand it or reason about it. We believe the same to be
true for ACPs, but the details of modularization applied to
ACPs are also a subject for another paper (see Section VII).

Although we believe cohesion and modularization are
important qualities for ACPs, they do not directly help in
describing reoccurring communication problems nor are they
good discriminators for reusable solutions, because all pattern
solutions should, by definition, have good cohesion and
modularization. So, we turn our attention to four other
qualities with discriminating definitions for ACPs, namely:
reliability, synchronicity, longevity, and adaptability for
scalable distribution.

A. Reliability

For an ACP, reliability is the degree to which a process
that sends a message as part of a conversation obtains an
assurance that the intended recipient(s) received it, entirety
and uncorrupted, and reacted as prescribed in the ACP. At the
application level, reliability is typically achieved by the
recipients returning messages that provide the sender with
confirmation that the message was received and/or processed.
When such return messages fail to arrive in a timely fashion,
reliable ACPs will require the sender to retransmit the original
message.

In Section VI, where we present an overview of the ACP
patterns in CommDP, we rank each of the patterns in terms of
reliability using the following 3-point rubric:

Rank/Criteria

3 The problem (P) addressed by the pattern is primarily
concerned with reliability and the solution (S) can
make the following guarantees under normal and
extreme conditions:

a. The sender can distinguish between successful
and failed conversations.

b. The receiver can distinguish between successful
and failed conversations.

c. In successful conversations, any process X that
sends a message M to process Y, gives a timely
assurance to X (in some subsequent message)
that Y received M.

d. In successful conversations, for any process X
that sends a message M to process Y, if M is
supposed to trigger a non-trivial behavior in Y,
then X receives a timely assurance that Y
successfully handled M.

2 Pisconcerned with reliability and S can guarantee at
least (a) and (c) from above in normal situations.

1 Pisnotconcerned with reliability and S doesn’t limit
reliability.
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Clearly, there are other conceivable problem/solution
criteria for reliability not listed above, such as a reoccurring
problem where reliability is a major concern and a solution
that doesn’t address it. However, we don’t include such
meaningless classifications because they wouldn’t help
classify patterns with expert, reusable solutions.

B. Synchronicity

In the most general sense, synchronization deals with the
coordinated execution of actions in a distributed system and
what the state information is necessary for that coordination.
This broad definition encompasses, but is not limited to, the
common view among programmers that synchronous
communications occur when the sender of a message stops
and waits for a response from the message receiver [37].
However, this is not the only way to achieve synchronization.
Some other common mechanisms are logical clocks [38][39],
vector clocks [40][41], vector timestamps [42], optimistic
concurrency controls [43], and timing signals.

To evaluate the synchronization requirements for ACPs,
we consider: (a) what are the actions that need to be
coordinated, (b) where will those actions be executed, and (c)
what kind of state information is needed to achieve the desired
coordination. A distributed system may perform many
different tasks comprised of numerous operations, but rarely
all of them have to be fully coordinated. In fact, the more
independent the individual operations are, the more a system
can maximize concurrency and increase throughput. From a
coordination perspective, where the operations take place is
actually more important than what the operations do. For
example, if all of the actions occur in just one process, then
that process may not need to know anything about the state of
the other process. Once developers know what operations
have to be coordinated and where they will execute, they can
consider what local or global state information the
coordination logic will need.

To rank synchronicity for ACP patterns, we will use the
following definitions:

e C is a conversation involving a closed set of processes,

C.P={p,,..,pn}, and a set of messages, C.M =
{my,..,m,} , such that sender(m;)€C.P A
receivers(m;) € C.P  for 1<i<n where

sender(m;) is the process that sent message m; and
receivers(m;) is the set of processes that received m;.
o Aisaset of operations, {a,, ..., a,} that run on C. P and
whose execution requires coordination, e.g., ordering,
simultaneous execution, etc.
e h(a) is the host process for operation, a, where a € A
and h(a) EC.P
e s(a) is the state information that h(a) needs to coordinate
a’s execution with the rest of the operations in A.
o H(A) is the set of host processes for all operations in A
Below is an informal 3-point rubric for ranking
synchronicity for CommDP patterns using these definitions.
We believe that a more rigorous ranking system would have
value beyond the categorization of ACP patterns, and its full
definition is beyond the scope and purpose of this paper.
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Rank/Criteria

3 The problem (P) addressed by the pattern deals with
situations where |[H(A)| > 1 and the solution (S) can
guarantee that for all a € A, h(a) receives s(a) via
messages, m; € C. M, in time to do the prescribed
coordination.

2 P deals with situations where [H(A)| = 1 and S can
guarantee that for all a € A, h(a) receives s(a) via
messages, m; € C. M, in time to do the prescribed
coordination.

1 P isnot concerned with synchronicity, e.g., |A| = 0,
and S does not limit synchronicity.

C. Longevity

Longevity is the degree to which an ACP can support
long-running  conversations caused by long-running
operations. The primary problem for conversation with long-
running operations is that there could be huge span of times
when processes are uncertain of each other’s states. Consider
a simple request/reply conversation where some process A
sends a request to B, but B takes a long time to execute the
requested operation and sends back a reply. While waiting for
the reply, process A doesn’t know if B received the request,
has failed, or is just taking a long time. ACPs that support
long-running operations include mechanisms for exchanging
state information independent of results.

We rank the longevity for ACP patterns according to the
following 3-point rubric:

Rank/Criteria

3 The problem (P) addressed by the pattern is primarily

concerned with long-running conversations and the

solution (S) can guarantee the following in
successful conversations:

a. Participants made aware of each other’s states in
periodically.

b. Each participant in the conversation can detect
when other participants are no longer available or
accessible.

2  Pisconcerned with long-running conversations and

S provides for (a).

1 P is not concerned with long-running conversations

and S doesn’t limit longevity.

D. Adaptability for Scalable Distribution

ACPs can support scalability by providing location
transparency and/or replication transparency [42], and by
allowing resources (data, operations, or objects) to be
distributed across multiple hosts. To understand location and
replication transparency, consider a website with a large
number of resources. It can support scalability by placing the
various resources on an expandable collection of backend
servers and use a front-end server to distribute requests from
browsers. If the browser doesn’t need to know where a
resource is actually located, then the system supports location
transparency. Similarly, as traffic increases, the system could
replicate resources across multiple backend servers. If the
client doesn’t have to know that replicas exist, then the system
supports replication transparency. Both location and
replication transparency simplify scalability.
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Another technique for supporting scalability is allowing
complex resources to be broken up into smaller resources and
distributed across multiple servers. One approach for doing
this is to untangle cross-cutting concerns, like security or
logging, from complex operations and host these pieces of
functionality on proxies [44][42].

Here is a simple rubric for the adaptability for scalable
distribution.

Rank/Criteria
3 The problem (P) addressed by the pattern is primarily
concerned about scalability or the distribution of
action or resources and the solution (S) can provide
two or more of following:
a. Location transparency for shared resources
distributed across multiple hosts
b. Load balancing with shared resources replicated
across multiple hosts
¢. Untangling of cross-cutting concerns
separate actions
2 P is concerned with scalability or distribution of
resources and S provides at least one (a), (b), or (c).
1 Pisnotconcerned with scalability or distribution and
S doesn’t limit them.

into

V. TEMPLATE FOR COMMUNICATION-PROTOCOL
PATTERNS

To document the patterns in CommDP, we have
developed a template, loosely based on the way Gamma,
Helm, Johnson and Vlissides documented their patterns [34],
referred to here as the GoF template. The main goal is to keep
the documentation as simple as possible, while still capturing
the details of the pattern. Following are the elements of
CommDP pattern template.

A. Name

As with the GoF template, the name uniquely identifies the
pattern. Since the name will become part of the vocabulary for
the pattern language, it is important that it captures the essence
of the pattern, distinguishes it from other patterns, and is as
concise as possible.

B. Intent

The intent is an abstract for the pattern. It summarizes the
problem, the context, and the solutions, particularly in terms
of reliability, synchronicity, longevity, and adaptability for
scalable distributes.

C. Description

The description consists of three subsections that explain
the problem, context, and solution. The problem subsection
relates closely to the Motivation part in the GoF template, in
that it explains the nature of the reoccurring communication-
protocol design problem. This subsection should highlight the
problem’s need for reliable communications, synchronization,
long-running conversations, or scalable distribution. The
context subsection is like the Applicability in the GoF
template, capturing information when the pattern may or may
not be applicable and assumptions about distributed systems
in which the communications will take place. The solution is
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analogous to the Structure in the GoF template. It focuses on
the describing protocol design ideas and how they can be
adapted.

D. Consequences

As with the GoF template, the consequences are important
part of CommDP pattern definitions because developers will
use them to determine if the pattern is a good fit for a particular
situation. The consequences of CommDP patterns are
described in terms of the qualities discussed in Section 4. The
rankings provide a general classification, and pros explain the
consequences in more detail.

E. Known Uses

Like the GoF template, this part references known
instances of the pattern in production systems

F. Aliases and Related Work

The section combines two elements of the GoF template
by the similar names.

G. References

This section contains a bibliography for the citations made
elsewhere in the pattern definition.

VI. ComMmMmDP

A design pattern is composed of a set of patterns and
idioms that are used together to solve a design engineering
problem.

A. ACP Idioms

Before launching into a description of CommbDP’s
patterns, it is important to first introduce three fundamental
building blocks for all ACPs: point-to-point send, multicast,
and broadcast. These are idioms instead of patterns because
their usage depends on the lower layer communication
protocols and because, by themselves, they do not address the
qualities discussed in Section 4.

A point-to-point send is the transmission of a single
message from one process to another, such as a message sent
over a TCP connection or via a UDP datagram. An underlying
communication subsystem may provide some reliability
relative to the transmission but, at the application-level, a
single message does not allow the sender to know if the
receiver processed the message or anything about the
receiver’s state, nor does it help with longevity or adaptability
for scalable distribution.

A multicast send is the transmission of a single message to
a set of receiving processes [45]. It can be implemented at
virtually any layer in communication hierarchy, including the
physical layer. Mechanisms for identifying the group of
receiving processes vary from sender determined to receiver
subscriptions. By themselves, multicast are idioms for ACPs.
The same is true for broadcasts, which also transmit messages
to multiple receivers [45].

B. ACP Patterns

Table I. COMMDP PATTERNS lists the nine patterns
currently in CommDP, along with their rankings from their
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consequences relative to the characteristics discussed in
Section 4 (R=Reliability, S=Synchronicity, L=Longevity, and
A=Adaptability for Scalable Distribution). Their full
definitions are available on [http://commdp.serv.usu.edu].

The Request-Reply pattern is undoubtedly the most
common. It addresses the problem where a process, A, needs
to access or use shared resources in another process, B, with a
reasonable degree of reliability and synchronicity. The
solution consists of A sending B a message (i.e., a request)
and B sending back a message (i.e., a reply) after processing
the request, as you can see in Fig. 2. For A, this simple
mechanism provides a modest level of reliability and
synchronization, because the reply proves that B received the
request and can provide relevant information about B’s state.
Furthermore, if A does not receive a reply within a specific
amount of time (i.e., a timeout), it can resend the request. It
can continue to timeout and retry until it eventually receives a
reply or it exceeds some maximum number of retries. This
“timeout/retry” behavior is the essence of the request-reply
pattern.

TABLE |. COMMDP PATTERNS

Name Consequences
R|S|LJ|A

Request-Reply 2 (2|11
Request-Reply-Acknowledge 3 (3|11
Idempotent Retry 3 (1|11
Intermediate State Messages 3 (13|31
Second Channel 1]13[3]1
Front End 11113
Proxy 1 ]1]1]3
Reliable Multicast 3 (3|12
Publish-Subscribe 2 (1]1]3
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request

/_

PR A T
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PG
|

Waiting with
timeout/try

Figure 2. Request-Reply Message Sequence

The Request-Reply-Acknowledge pattern extends this
solution with a third message (an acknowledgement) that A
sends to B after receiving the reply, and gives B a
timeout/retry behavior with respect to its sending of the reply
and waiting for an acknowledgement, see Fig. 3. This pattern
is useful in situations were significant processing may occur
on A after receiving the reply or when it is problematic for B
to reprocess duplicated requests caused by A’s timeout/retry
behavior. With this pattern, instead of reprocessing a duplicate
request, B can simply cache its replies and resends them to A
when necessary. The acknowledgement tells B that A has
received the reply and, thus, can remove it from its cache. This
pattern offers more reliability and synchronization than
request-reply, but at the cost of an additional message.
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Figure 3. Request-Reply-Acknowledge Message Sequence

The ldempotent Retry pattern [46] captures a different
solution to the problem of processing duplicate requests. Like
Request-Reply, its solution consists of A sending a request to
B with a timeout/retry behavior and B sending a reply back to
A. But, unlike Request-Reply, the semantics of the protocol
dedicate the processing of the request must be idempotent.
This pattern applies to situations where the requested
processing is relatively light, i.e., less expensive than caching
replies.

The next pattern, Intermediate State Message, is also
similar to Request-Reply, but addresses the problem of long-
running conversations due to request actions taking
substantial amounts of time to complete. To solve this
problem, it has B send A one or more intermediate messages
that reflect its current state. For example, B may send a
message immediately after receiving the request to let A know
that it got the request, another message when the processing is
10%, another at 20% complete, and so on. Each intermediate
message provides state information about B, which improves
synchronization in the presence of time-consuming actions,
see Fig. 4.

B
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g.g i |
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[ ( X
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1 [ 0]
1 1 A
I state, =
] 1 va
1
: reply !

Figure 4. Intermediate State Message Sequence
The Second Channel pattern is also for situations

involving long-running conversations, but ones dominated by
significant amounts of data transfers instead of time-
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consuming actions. Because the large data transfers can delay
intermediate state messages, this pattern’s solution suggests
opening a second communication channel between A and B
that is dedicated to data transfer, leaving the original
communication channel available for intermediate state or
control messages, as it is shown in Fig. 5. The File Transfer
Protocol (FTP) and its variations are classical examples of this
pattern[10][45].
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X I

Data messages

]
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|
]

-'
I
1
|
1
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I
|
|
|
I
I
I

messages

s

> i

Figure 5. Second Channel Message Sequence

The Front End pattern addresses the problems of making
the location of shared resource transparent to the client,
allowing the number of resources to change dynamically. It
has a resource client send requests to a front-end process that
automatically redistributes them to appropriate resource
managers, B processes. After processing the request, a
resource manager replies back to the client directly, for a
graphic description of this pattern, you can see Fig. 6. The
front-end process can use a variety of criteria to decide how to
redistribute requests, including request type, resource type or
identity, and resource manager load. By itself, this pattern’s
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%’:
|
|

request
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]
=2
=

Waiting with
timeout/try

Figure 6. Front End Message Sequence
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primary focus is on the distribution and scalability of
resources.

Like the Front End, the Proxy pattern, presented in Fig. 7,
introduces a process between a resource client and a resource
manager. However, the intermediate process, called a proxy,
serves other functional purposes besides re-distribution of the
requests, for example it may provide authentication, access
control, audit logging, and data transformation functionality.
Also, the resource manager returns replies through the proxy
to client, completely isolating the client from the resource
manager.

1>
o
\g

request

timeout/try
Processi n/

Waiting with

Bulssanold

ey :

Figure 7. Proxy Message Sequence

The Reliable Multicast pattern builds on the multicast
idiom to provide reliability and synchronization among a
group of processes. Its solution is a protocol that starts with a
process A sending a request message to a group of process,
B={bs, .., bn}. Each process bj sends a reply back to A when it
receives the request and is ready to process it. After A receives
reply from all B processes, then A will multicast a go-ahead
message back out to all B message indicating that they can
proceed with the processing of the request, shown in Fig. 8. In
this way, the execution of the request is synchronized among
all of the B processes. If A fails to receive a reply from every
B process, it can resend the request to some or all of them until
it gets a reply from all of them or terminates the conversation

- I
o

by | .| b
I
I
|
I

Waiting with
timeout/try

BUISS320.4

Figure 8. Reliable Multicast Message Sequence
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as failed. This pattern focuses on providing strong reliability
and synchronization, but can also help with scalable
distribution of resources.

Finally, the Publish-Subscribe [8] pattern is a powerful
mechanism for decoupling message senders (publisher) from
message receivers (subscribers). With this pattern, an
intermediate process acts as a store-and-forward buffer for
message transmission with the capabilities for managing
subscribers and delivering individual message to multiple
subscribers.

C. CommDP: Pattern Relationships and Composition

Patterns are rarely used in isolation; instead, developers
combine their solutions to solve complex problems. Virtually
any of the CommDP patterns could be combined with any
other pattern, but the more useful combinations are ones that
have complimentary characteristics, like Request-Reply with
Second Data Channel or Request-Reply Acknowledge with
Front End.

To ensure that the CommDP pattern set was as minimal as
possible, we did not include in any pattern in CommDP that
was simply an aggregation of two or more patterns. For
example, there is a common type of distributed system that
deals with information flow and processing. In such systems,
a process A might send a request to B through a series of
intermediate proxy-like processes that transform or augment
data in request on its way to B. At each intermediate step, a
reply is sent back to A, informing it of the message’s process.
Eventually, when the transformed message arrives at B and
processes it, then B sends a final reply message back to A.
This  particular  solution  offers good reliability,
synchronization, longevity, and adaptability to scalable
distribution, but it is actually just a composition of the Proxy
pattern (applied perhaps multiple times) and the Intermediate
State Message pattern.

VIlI. SUMMARY AND FUTURE WORK

CommDP pulls together reusable solutions to reoccurring
design problems with ACPs, filling a much needed gap in the
knowledge base for developers of distributed systems. We
have characterized the nature of the problems that the
CommDP patterns address and the consequences of their
solution in terms of four desirable qualities, namely:
reliability, synchronicity, longevity, and adaptability for
scalable distribution. These qualities are both instructive and
discriminating, in that they can help a developer understand
the solutions and choose the most appropriate solution for a
given situation. However, more work needs to be done to
formalize these qualities and to solidify their sufficiently and
completeness relative communication-protocol design. So this
is one of our research group’s immediate goals.

We also hope to investigate other qualities, like cohesion
and modularization that might be valuable for protocol design
even if they are not good discriminators for design patterns.
Being able to reason about assess, and teach these qualities
more formally will help developers create better distributed
systems.

Finally, over time, we hope the expand the patterns in
CommDP, without adding any that are just compositions of
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existing patterns, to encompasses a boarder range of reusable
solutions for ACPs.
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Abstract—Reverse engineering in product lines means identification
of feature locations in the source code or formation of the non-redundant
feature model from descriptive documents. The feature identification can
be represented by feature to code trace, graphical notations or tools based
view. For adopting a specific approach, it is very important to know how
it works, the kind of expertise needed to use it, the kind of tool support
that is there, the format of the required input for using that approach, the
output notation that it can provide, the related shortcomings that cannot
be avoided and the kind of pre-requisite work each approach demands.
Based on these parameters, this paper provides a classification of the
reverse engineering approaches related to software product lines. Such
classification can help the product line engineers or relevant researchers
to narrow down the practical options for their implementation and to
obtain the better understanding of reverse engineering in product lines.

Keywords: Product Line Engineering; Reverse Engineering;
Static Analysis; Dynamic Analysis; Textual Analysis; Hybrid Anal-
ysis; Feature Location.

I. INTRODUCTION

”The output of a reverse engineering activity is synthesized,
higher-level information that enables the reverse engineer to better
reason about the system and to evolve it in an effective manner”
[1]. Usually, the result of reverse engineering is in higher notation of
abstraction in order to understand the system. Output can be a model,
graphical chart, re-structured code or some notation that can express
the system in a feasible way.

The idea behind a software product line is to make different cus-
tomized software products by using same platform that can support
different variations in all the products. The process of constructing
and managing such common platform (product line) is known as
product line engineering [2].

A product line is usually composed of features ranging from
few dozens to several hundreds [2]. These features are related to
each other by well-defined constraints [3]. Without very extensive
documentation and trace, it is almost impossible for product line
engineers to understand the composition of code in terms of features.
The process of reverse engineering in product lines is used for finding
the feature locations in the code or for constructing a non-redundant
feature model from descriptive documentation. With the evolution of
the product line, the major purpose of reverse engineering is to keep
code and variability modelling synchronised and understandable.

One of the concerns for product line practitioners and pro-
grammers is to know the difference in applicability of different
reverse engineering approaches according to domain, available in-
house expertise, tool support and required notation of extraction after
reverse engineering. This short survey provides a basic classification
for software product line engineers and programmers to know the
difference between reverse engineering approaches for product lines,
the tools that come with some approaches, kind of output provided
by each approach, kind of input needed by each approach, associated
shortcomings to each approach, prerequisites for implementing an
approach and kind of expertise needed in order to implement an
approach. Such comparison between these approaches will help in
the selection of an approach over others on the basis of compatibility
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with all such parameters. This classification can also help novices
to understand what it takes to do reverse engineering for software
product lines.

The term technique and approach should not be confused in this
survey. One approach can use various well-defined techniques for its
implementation where as an approach is the way in which a process
uses many techniques in order to get the results, e.g., Language
Independent Approach [4] is an approach of reverse engineering
that is based on techniques of Formal Concept Analysis (FCA)
and Latent Semantic Indexing (LSI). Similarly, Static Analysis is a
kind of analysis technique in reverse engineering and this technique
can be used by multiple software product line reverse engineering
approaches. The presented classification in this paper can help the
product line engineers and relevant researchers to narrow down the
practical options for their implementation instead of wasting time on
comparing all such options.

The remainder of this paper is organised as follows. Section
2 explains the related work. Section 3 includes the framework of
classification. Section 4 includes the classified approaches based on
the framework. Section 5 provides available tool support for each
approach and major shortcomings of approaches. Section 6 is the
final section that includes conclusion.

II. RELATED WORK

There are hundreds of approaches in the reverse engineering but
most of them are not applicable in the domain of product lines. In this
paper only the approaches that meet the following criteria have been
selected: they are for product lines in particular, related to product
variants, relevant to feature identification/formation in the complex
system families and tackle the variability of the product variants.
Therefore, many well-known general reverse engineering techniques
like LSI [5], Probabilistic Latent Semantic Indexing (PBLSI) [6] and
NL-Queries [7] are not part of this paper. These techniques can be
part of complex reverse engineering approaches related to software
product lines but as standalone techniques they are not relevant. This
is because a product line is constructed in terms of features and
their variations, and general techniques cannot produce results in
terms of features and variants. It is not the intention of this paper
to include the approaches that use (reuse) artefacts to construct a
product line. Approaches with the sole purpose of reverse engineering
are considered only, therefore approaches like clone and own are not
part of this classification because they are mainly used to reuse not
to reverse engineer.

This paper covers more than thirty approaches of reverse
engineering in the field of software product lines. Each approach
uses many techniques of reverse engineering. Techniques like LSI,
FCA, etc., do not belong to a specific domain. The way an approach
uses these techniques determines whether the approach is suitable for
product lines or not. Few surveys have classified reverse engineering
techniques but none have done it solely for software product lines
and their angle of interest is quite different, e.g., Bogdan Dit’s
survey [8] is the closest one because it covers the identification of
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feature locations. Work of Michael L. Nelson [9] covers automation
of reverse engineering in legacy system. Purpose of M. Spiros and
K. Moshe’s survey [10] is to classify the tool support for specific
operating systems. Such classifications and surveys cannot help in
the domain of software product lines. They cannot help in deciding
the applicability of reverse engineering because they do not discuss
the classification parameters with respect to software product lines.
A classified tool of reverse engineering may be great from operating
system’s point of view but can be useless for software product lines
at the same time. Overall, no such survey exists at the moment that
has discussed the reverse engineering from software product line’s
point of view.

III. FRAMEWORK OF CLASSIFICATION

Table I. shows the framework of classification in terms of
different parameters. The parameters used for classification are;

o Analysis Technique

« Required input notation

¢ Generated output notation

e Phase Compatibility

¢ Required Expertise

o Pre-Requisite Implementation

These parameters are selected by considering their importance for
applicability of practical implementation. Analysis techniques define
the type of analysis used by an approach for reverse engineering.
Required input notation classifies the approaches based on the input
they require for execution. Generated output notation classifies the
approach based on the type of output produced by each approach.
Phase compatibility means whether an approach is suitable for con-
struction or maintenance of a product line. Required expertise groups
the approaches based on the kind of techniques they use and pre-
requisite implementation classifies the approaches based on the kind
of work they require before implementation. Further classification of
these parameters is presented in Table 1.

IV. CLASSIFICATION OF REVERSE ENGINEERING APPROACHES
FOR SOFTWARE PRODUCT LINES

This section will classify the reverse engineering approaches for
software product lines based on analysis technique, input notation
required by each approach, output notation, phase compatibility, pre-
requisite implementation required by each approach and expertise
required by each approach. All these classification parameters are
presented in the following sections.

A. Classification based on Analysis Technique

Analysis techniques in reverse engineering are classified as
follows: [8]

o Static Analysis Techniques

o Textual Analysis Techniques

e Dynamic Analysis Techniques

o Hybrid Analysis Techniques

1) Static Analysis Techniques: Static feature location tech-

niques are based on structural information of the code. They consider
control flow, data flow and dependencies in the code to identify
features. These techniques work by building a model of states of
the program and then determine all possible routes of the program
at each step. To design such approach one has to keep the balance
between preciseness and granularity and some abstraction is used to
consider which steps should be added in the static analysis model
[11].

These techniques are based on the control structure of the
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TABLE I. REVERSE ENGINEERING: FRAMEWORK OF
CLASSIFICATION

Parameter of Classifi- | Classification

cation

Static

Textual
Dynamic
Hybrid
Source Code
Feature Set
Description
Feature Model
Code

Analysis Technique

Req. Input Notation

Output Notation Concept
Lattices
Graphs

Feature to

Code Trace

View Based and

Construction
Maintenance
Profiling

FCA

LSI

Vector  Space
Modelling
(VSM)
Domain
Knowledge
Natural
Language
Processing
(NLP)
Profiling (Code
Instrumenta-
tion)

Approach Cen-
tric

Phase Compatibility

Required Expertise

Pre-Requisites

source code, hence their result has very good recall but the major
drawback is lack of precision. False positive results are very common
in static techniques as these techniques work on user-defined model of
control flow rather than the actual trace of the program. The biggest
advantage is the future re-usability.

The output of such techniques can be a configuration matrix, a
dependency graph or re-formation of the actual source code. Usually,
these techniques are used to extract a dependency matrix between the
source code and features in order to understand the relation between
code and the variability model composed by features. RecoVar [12],
Language Independent Approach [4], Dependency Graph [13], Con-
cern Graph [14], Automatic Generation [15], Concern Identification
[16] and Semi-Automatic Approach [17] are some of the approaches
related to the product line engineering based on static analysis.

2) Textual Analysis Techniques: Few researchers [18] referred
textual as a static technique but it is quite different from a standard
static technique. Textual analysis does not need any abstraction model
and uses the query-based input to match the words with identifiers
and comments in the code.

Most textual analysis reverse engineering techniques produce
feature locations as an output. These code locations are displayed
either by concept lattices (if Formal Concept Analysis is used) or
by dependency graphs. Examples of such approaches are Combining
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FCA with IR [18] and Source Code Retrieval [19]. Few approaches
produce feature models from the provided description or the feature-
set as description. Examples of these approaches include Evolutionary
Algorithms [20], Reverse Engineering Feature Models [40] and
Feature Models from Software Configurations [21]. Few textual based
approaches also extract and show the code in terms of variability,
e.g., Product Variants [22] and few represent domain concepts after
extracting them from the code in order to provide understanding of
the code in simple domain terms, e.g., Natural Language Parsing [23].

The biggest problem is the user designed queries that are
responsible for almost the whole analysis and quality or accuracy of
the output. Another problem is polysemy and implicit implementation
of the feature across many locations.

3) Dynamic Analysis Techniques: Dynamic analysis uses exe-
cution trace of the program to follow and identify the feature locations
by following running code. Test scenarios or profiling is needed in
order to design an execution trace with respect to some feature.
Profiling is instrumentation of the code and it is a difficult task.
Usually one scenario can only involve one feature, hence in case
of hundreds of features, dynamic analysis becomes more complex.
For every new profiling, old results are useless whereas in static we
can reuse the rules of abstraction as many times as we want with
continuous refinement.

Dynamic analysis output is always a trace that shows feature
locations in the code. This relation is represented either as concept
lattices or view-based tools. The abstraction level of code in the
trace varies from approach to approach. Dynamic Feature Traces
[24], Feature to code trace [25], Focused views on Execution Traces
[26], Software evolution Analysis [27], Trace Dependency Analysis
[28], Featureous [29], Embedded Call-Graphs [30], Scenario-Driven
Dynamic Analysis [31] and Concept Analysis [32] are examples of
product line approaches based on dynamic analysis.

4) Hybrid Analysis Techniques: A hybrid analysis in reverse
engineering can be a combination of Dynamic-Static, Dynamic-
Textual, Textual-static or Dynamic-Textual-static analysis. Hybrid
analysis can join recall of static and precision of dynamic analysis.
Recall is required in order to make dynamic analysis reusable in
the future. So a static analysis can obviate the collection of certain
information and dynamic can run over that collection in order to
get better results. Also, many approaches like [33] use one analysis
technique just to rank the elements of the code so this ranking of
feature relevancy will be considered in the final results in order to
increase accuracy.

Hybrid techniques provide feature locations either by using
concept lattices or graphs. Static and Dynamic Analysis [34], Cer-
berus [33], Sniafl [35], Locating Features in Source Code [36], Using
Landmarks and Barriers [37] and A Heuristic-Based Approach [38]
are examples of reverse engineering approaches based on hybrid
analysis.

Few approaches that cannot be fit in the classification are
the ones that are dependent on pure data mining in order to cor-
relate product variants to dependency graphs in order to predict
the influence of one feature on others, e.g., [39]. The selection of
analysis technique is based on many parameters like availability of
the abstraction model, trade-off between false positive and accuracy,
availability of profiling to run every feature and most importantly the
kind of reverse engineering needed. The whole classification of this
section is summarised in Table II.

B. Classification based on Input and Output

After selecting an appropriate analysis technique on grounds
of compatibility and associated shortcomings, it is very important to
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TABLE II. REVERSE ENGINEERING:CLASSIFICATION OF REVERSE
ENGINEERING APPROACHES BASED ON ANALYSIS

Reverse Engineering Classifica-
Approaches

RECoVar [12], Language Indepen-
dent Approach [4], Dependence
Graph [13], Concern Graphs [14],
Concern Identification [16], Au-
tomatic Generation [15], Semi-
Automatic Approach for Extraction
[17]

Product Variants [22], Natural lan-
guage Parsing [23], Evolutionary Al-
gorithms [20], Software Configurations
using FCA [21], Source Code Retrieval
[19], Combining FCA with IR [18],
Reverse Engineering Feature Models
[40]

Dynamic  Feature  Traces [24],
STRADA [25], Call-Graphs [30],
Focused views on Execution Traces
[26], Concept Analysis [32], Trace
Dependency Analysis [28], Scenario
Driven Dynamic  Analysis [31],
Featureous [29], Software Evolution
Analysis [27]

Static and Dynamic Analysis [34], Cer-
berus [33], Heuristic-Based Approach
[38], Landmarks and Barriers [37], Lo-
cating Features in Source Code [36],
SNIAFL [35]

Analysis
tion

Static

Textual

Dynamic

Hybrid

know about required input notation and generated output notation
of each approach. Some input notations are not compatible with
some product lines implemented form and a lot of work is needed
in order to transform code into specific input notation. To avoid
extra work, one can select an approach that is most appropriate
for the environment. The required input notation can be classified
as Source Code, Feature Set and Description Based Input. Feature
Set means configuration matrix or product-feature mapping in some
notation where Description includes user Queries, Document-Corpus
and Textual Input like natural language text etc.,

Similarly, output can also be classified into Feature Model,
Generated Code and View Based Output. View Based Output can
further be classified into concept Lattices or graphical notations and
ranked Based Mapping or Feature to Code Trace.

Few approaches produce feature models as output [20] [21]
[40]. Few transform code into core and variability parts [4] [22]. Few
approaches generate feature-code trace [15] [17] [19] [23]- [25] [28]
[31]- [36] [38]. Few generate output in the form of concept lattices
or graphs [12]- [14] [16] [18] [27] [30] [37]. Concept lattices are
different from general graphs because they are generated by defining
the FCA and can be manipulated by changing the formal contexts
whereas general graphs usually show variability models extracted
from the code.

Hybrid approaches in this category use one analysis technique to
reinforce the results and then use another technique on the generated
output of the first one. Such hybrid approaches show results in the
form of ranked based mapping where each mapping has a value based
on its validity. Ranked based mapping is also a trace but it includes
the ranking of the traces. Few approaches like [26] [29] generate both
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TABLE III. REVERSE ENGINEERING: CLASSIFICATION BASED
ON REQUIRED INPUT

TABLE IV. REVERSE ENGINEERING: CLASSIFICATION BASED ON
GENERATED OUTPUT

tomatic Generation [15], Reverse Engi-
neering Feature Models [40]

trace and graphical views. Table III. and IV. show the classification
based on these parameters.

C. Classification based on Phase Compatibility, Pre-requisite Imple-
mentation and Required Expertise

Table V. shows the pre-requisites for implementing an approach.
Pre-requisites have classified into approach centric process, i.e.,
macro constant’s selection, landmarks method selection, domain con-
cepts, corpus extraction and profiling. Profiling is the most common
pre-requisite. RECoVar [12] is an approach that requires selection of
the macro constants before it can be applied. It shows code based
variability by extracting a model from the code. Users have to define
the macro constants in the code to use them in conditional compiling
while generating the model. Such macro constants can be if-def
blocks or anything that can define a variation in pre-compilation and
they are called variation points. Another approach Landmarks and
Barriers [37] demands selection of landmark methods. Landmark
methods are those that have a key role in execution of a feature.
Hence, in order to select landmark features one must have to know
that feature composition in terms of code. Barrier methods are those
methods that do not have major importance from a feature point of
view and they have to be selected in order to decrease the size of
generated variability graph. Combining FCA with IR [18] demands
generation of the document corpus by LSI. Document corpus is the
generation of the part of the code that matches the user queries and
it should be in vector space form which is a well known form in
LSI. FCA uses this notation to start matching and producing the
output in the form of concept lattices. Dependence Graph [13] needs
identification and selection of the nodes that should be included

Copyright (c) IARIA, 2016. ISBN: 978-1-61208-498-5

Required Input Reverse Engineering Tech- Generated Output Reverse Engineering
niques Techniques
RECoVar [12], Call-Graphs Feature Model Evolutionary  Algorithms
[30], Concern Identification [16], [20], Software
Scenario Driven Dynamic Analysis Configurations using FCA
[31], Featureous [29], Language [21], Reverse Engineering
Independent Approach [4], Semi- Feature Models [40]
Automatic Approach for Extraction Code Product  Variants  [22],
[17], SNIAFL [35], Static and Language Independent
Source Code Dynamic Analysis [34], Cerberus [33], App%oafh [4] b
Bug Localization [19], Focused views Concept Combining FCA  with
on Execution Traces [26], Heuristic- View-Based Lattices or | IR [18], Landmarks
Based Approach [38], Dependence Graphical and Barriers [37], Call-
Graph [13], Software Evolution notations Graphs [30], Concern
Analysis [27], Concern Graphs [14], Identification [16],
Concept Analysis [32] Dependence Graph
Product Variants [22], Natural lan- [13], Concern  Graphs
guage Parsing [23], Dynamic Feature [14], Software Evolution
Feature Set Traces [24], Evolutionary Algorithms Analysis [27], RECoVar
[20], Software Configurations using [12], Focused views on
FCA [21], Static and Dynamic Anal- Execution Traces [26],
ysis [34], STRADA [25] Featureous [29]
Description Cerberus [33], Landmarks and Barriers Cerberus [33], SNIAFL
(Queries, [37], Locating Features in Source Code [35], Source Code
Document- [36], Source Code Retrieval [19], Trace Retrieval [19], Scenario
Corpus, Dependency Analysis [28], SNIAFL Driven Dynamic Analysis
Textual input) [35] Combining FCA with IR [18], Au- [31], STRADA  [25],

Natural language Parsing

[23], Trace Dependency
Analysis [28], Concept
Analysis [32], Dynamic

Ranked Based Feature Traces [24], Static

Manpin or and Dynamic Analysis

pping [34], Locating Features
Feature to in Source Code [36]
Code Trace ’

Heuristic-Based Approach
[38], Semi-Automatic
Approach for Extraction
[17], Focused views
on Execution Traces [26],
Featureous [29], Automatic
Generation [15]

in the search graph in order to search the implementation of a
feature. The relevant code parts cannot be selected unless one has
the knowledge and some familiarity with the domain and composition
of the features in terms of code. So some code understanding and
domain knowledge is must before executing this approach. In case
of Reverse Engineering Feature Models [40], domain knowledge is
needed because domain expert have to select the parent of each
feature at each step and correct decisions require code and domain
knowledge.

Table VI. shows the phase compatibility classification. Phase
Compatibility shows whether an approach is suitable to use in the
construction of a product line or in the maintenance of a product
line. There are several approaches that are not designed for the
maintenance or evolution but for the construction of a product line
and hence they should be used for this purpose, e.g., approaches
that can produce Feature Models are more appropriate to use in
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TABLE V. REVERSE ENGINEERING: PRE-REQUISITE

TABLE VI. REVERSE ENGINEERING: PHASE COMPATIBILITY WITH

REQUIREMENTS SOFTWARE PRODUCT LINES
Pre-Requisite Implemen- | Reverse Engineering Techniques Approaches Phase Compatibil-
tation ity
Dynamic Feature Traces [24], Sce- RECoVar [12], Dependence Graph
nario Driven Dynamic Analysis [13], Concern Graphs [14], Concern
[31] Trace Dependency Analy- Identification [16], Automatic Gener-
sis [28], Featureous [29], Lo- ation [15], Natural language Parsing
cating Features in Source Code [23], Bug Localization [19], Combin-
Profiling [36], Static and Dynamic Analy- ing FCA with IR [18], Dynamic Fea-
sis [34], Cerberus [33], STRADA ture Traces [24], STRADA [25], Call-
[25], Call-Graphs [30], Focused Graphs [30], Focused views on Ex-
views on Execution Traces [26], ecution Traces [26], Concept Analy- .
. . . . Maintenance
Concept Analysis [32], Heuristic- sis [32], Trace Dependency Analysis
Based Approach [38], Software [28], Scenario Driven Dynamic Anal-
Evolution Analysis [27] ysis [31], Featureous [29], Software
Macro Constants Selection | RECoVar [12] Evolution Analysis [27], Static and Dy-
Selection of Landmark | Landmarks and Barriers [37] namic Analysis [34], Cerberus [33],
Methods Heuristic-Based Approach [38], Land-
Document corpus extrac- | Combining FCA with IR [18] marks and Barriers [37], Locating Fea-
tion for LSI tures in Source Code [36], SNIAFL
Understanding of Domain | Dependence Graph [13], Reverse [35]
Concepts Engineering Feature Models [40] Product Variants [22], Semi-Automatic
Approach for Extraction [17], Evo-
lutionary Algorithms [20], Software .
Construction

constructing a product line rather than maintaining one because a
non-redundant Feature Model can be achieved from requirement text
or product lines initial product-feature documentation. Evolutionary
Algorithm [20], Software Configuration using FCA [21] and Reverse
Engineering Feature Models [40] are examples of such approaches.

Table VII. shows required expertise that are grouped as FCA,
LSI, NLP, Profiling, VSM and Domain Knowledge. Product Variants
[22], Concept Analysis [32], Combining FCA with IR [18] and Lo-
cating Features in Source Code [36] require the knowledge of FCA.
FCA demands the designing of a formal context in which objects
are defined in order to generate the model. Product Variants [22],
Cerberus [33], Combining FCA with IR [18] and Heuristic-Based
Approach [38] require the knowledge of LSI. LSI is a well known
textual technique, mostly used in search engines. Natural language
Parsing [23] requires Natural Language Processing which is a well
established research domain on its own. Dynamic Feature Traces
[24], Scenario Driven Dynamic Analysis [31], Trace Dependency
Analysis [28], Featureous [29], Locating Features in Source Code
[36], Static and Dynamic Analysis [34], Cerberus [33], STRADA
[25], Call-Graphs [30], Focused views on Execution Traces [26],
Concept Analysis [32], Heuristic-Based Approach [38] and Software
Evolution Analysis [27] require profiling. SNIAFL [35] requires
the knowledge of VSM. VSM is a special kind of LSI. Finally,
Dependence Graph [13] and Reverse Engineering Feature Models
[40] need the domain knowledge and the reasons are as stated in the
previous section.

V. AVAILABLE TOOL SUPPORT, LANGUAGE CONSTRAINT AND
SHORTCOMINGS

This section explains Primary Tool, Secondary Tool, Evaluation
Language and Major Shortcoming related to each approach. Primary
Tool attribute means tools that are specifically made for the approach
where secondary Tool means third party tools that are not designed
for the specific approach but help in implementing one. Most of the
tools are academic where Reverse Engineering Feature Models [40],
Focused views on Execution Traces [26] and Featureous [29] have
professional tools. Table VIII. and Table X. show the primary tools
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Configurations using FCA [21], Lan-
guage Independent Approach [4], Re-
verse Engineering Feature Models [40]

TABLE VII. REVERSE ENGINEERING: REQUIRED EXPERTISE

Approaches Required Exper-
tise

Product Variants [22], Concept Analy-

sis [32], Combining FCA with IR [18], | FCA

Locating Features in Source Code [36]

Product Variants [22], Cerberus

[33], Combining FCA with IR [18], | LSI

Heuristic-Based Approach [38]

Natural language Parsing [23] NLP

Dynamic Feature Traces [24], Scenario

Driven Dynamic Analysis [31], Trace

Dependency Analysis [28], Feature-

ous [29], Locating Features in Source

Code [36], Static and Dynamic Analy- Profiling

sis [34], Cerberus [33], STRADA [25],
Call-Graphs [30], Focused views on
Execution Traces [26], Concept Anal-
ysis [32], Heuristic-Based Approach
[38], Software Evolution Analysis [27]
SNIAFL [35]

Vector Space Mod-

elling
Dependence Graph [13], Reverse En- .
. . Domain
gineering Feature Models [40] Knowledge

and secondary tools availability for each approach.

Evaluation language shows the language in which an approach
has been experimented and validated. Approaches that generate
feature models and require description based documents as input are
language independent, e.g., Evolutionary Algorithms [20] and Soft-
ware Configurations using FCA [21]. Few approaches like RECoVar
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TABLE VIII. REVERSE ENGINEERING: PRIMARY TOOL SUPPORT

TABLE IX. REVERSE ENGINEERING: EVALUATION LANGUAGE OF

APPROACHES
Approach Primary Approach Evaluation
Tool Language
RECoVar [12], Evolutionary Algo- Product Variants [22], RECoVar [12], Evolu- | Language Inde-
rithm [20], Feature Models from Soft- tionary Algorithm [20], Feature Models from | pendent
ware Configurations [21], CERBERUS Software Configurations [21]
[33], Source Code Retrieval [19], Com- Natural Language [23], Language Independent
bining FCA with IR [18], Heuristic- NA [4], Semi Automatic Approach [17], Dynamic
Based Approach [38], Dependence Feature Traces [24], Static and Dynamic Anal-
Graph [13], SNIAFL [35], Trace De- ysis [34], CERBERUS [33], STRADA [25],
pendency Analysis [28], Locating Fea- Source Code Retrieval [19], Combining FCA
: . . .. JAVA
tures in Source Code [36], Scenario- with IR [18], Heuristic-Based Approach [38],
Driven Dynamic Analysis [31] Software Evolution Analysis [27], Concern
Product Variants [22] Progmodel Graph [14], Automatic Generation [15], Con-
Natural Language [23] Patch Tool cern Identification [16], Featureous [29], Using
Language Independent [4] ExtractorPL Landmarks and Barriers [37]
Semi Automatic Approach [17] CIDE Concept Analysis [32], Embedded Call-Graphs
Dynamic Feature Traces [24] DFT [30], Locating Features in Source Code [36], | C
Static and Dynamic Analysis [34] Customised SNIAFL [35], Dependence Graph [13]
BIT Source Code Retrieval [19], Focused Views
STRADA [25] STRADA on Execution Traces [26], Reverse Engineer-
Focused Views on Execution Traces [26] | CGA-LDX ing Feature Models [40], Scenario-Driven Dy- | C++
Concept Analysis [32] Customised namic Analysis [31], Embedded Call—Graphs
GCC [30], Trace Dependency Analysis [28]
Software Evolution Analysis [27] Trace Scrapper
Concern Graphs [14] FEAT
Automatic Generation [15] EclipsePlug- TABLE X. REVERSE ENGINEERING: SECONDARY TOOL SUPPORT
in
Concern Identification [16] CoDEx
Featureous [29] Featureous Approach Secondary
Using Landmarks and Barriers [37] Prototype Tool Tool
Embedded Call Graphs [30] Call Graph Product Variants [22], Natural Language [23],
Prototype Language Independent [4], Semi Automatic
Reverse Engineering Feature Models [40] | CDT Approach [17], Dynamic Feature Traces [24],
TOOLS STRADA [25], CERBERUS [33], Focused
(LVAT) Views on Execution Traces [26], Dependence
Graph [13], Software Evolution Analysis [27], NA
. Lo Concern Graphs [14], Automatic Generation
[12] are methodologle{s and hence thf':y can be appllec! in any language [15], Locating Features in Source Code [36],
but the approaches like Focused views on Execution Traces [26_], Featurcous [29], Concern Identification [16],
Featureous [29] and Call Graph [30] .are language dependent as. their Embedded Call Graphs [30], Using Landmarks
tools are dependent on the progrémmlng language they have designed and Barriers [37], Reverse Engineering Feature
for. Table IX. shows the evaluation language of each approach. Models [40]

One major shortcoming is the inability of an approach to con- RECoVar [12] Treeviz,
sider cross cutting constraints (CTC), e.g., Semi-Automatic Approach Orange
for Extractiog [17] and Language In'dependvent Approach [4]. Eew Feature Models from Software Configurations [21] | FAMA,
approaches like Software Configurations using FCA [21] consider SPLOT
CTC but they cannot produce feature model beyond two levels of Source Code Retrieval [19] Gibbs
hierarchy. Results of Dynamic Feature Traces [24], STRADA [25], LD A+’+
Source Code Retrieval [19], Concept Analysis [32], Combining FCA — -
with IR [18], Heuristic-Based Approach [38] and Trace Dependency Combining FCA with IR [18] SreML,
Analysis [28] are highly dependent on the user defined input. This - Collumbus
. . . . Trace Dependency Analysis [28] Rational
input is approach centric and can be code knowledge, profiling, test
scenarios or setting the formal context. More detail is expressed _ _ _ _ Coverage
in Table XI. Language constraint, availability of tool and relevant SCCnaI.IO-Drlven D}fnamlc Analysis [31] JGraph
shortcomings are the primary factors to consider one approach over Evolutionary Algorithm [20] BETTY
the others. Static and Dynamic Analysis [34] SA4]

Concept Analysis [32] Graphlet
VI. CONCLUSION Heuristic-Based Approach [38] MoDeC

This paper has presented a concise classification of reverse SNIAFL [35] SMART
engineering approaches in software product lines. Individual reverse
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TABLE XI. REVERSE ENGINEERING: MAJOR SHORTCOMING OF
APPROACHES

Approach Major Shortcoming
Language Independent Ap- | CTC not considered
proach [4], Semi Auto-
matic Approach [17]
Dynamic Feature Traces
[24], STRADA  [25],
Source code  Retrieval
[19], Concept Analysis
[32], Trace Dependency | Result dependency on user
Analysis [28], Heuristic- | defined input

Based Approach [38],
Combining FCA with IR

[18]
RECoVar [12], Reverse
Engineering Feature

Models using Landmarks | Require code understand-
and Barriers [37], | ing

Dependence Graph [13]
Natural Language [23], | High computation cost
Evolutionary ~ Algorithm
[20]

Product Variants [22] Non-re-usability if feature
set changes

Feature Models from Soft- | Extract Feature Model for

ware Configurations [21] two levels of hierarchy
Static and Dynamic Analy- | Work for only one feature
sis [34] at a time

CERBERUS [33], Locating | No tool support
Features in Source Code
[36]

Focused Views on Execu- | Only work for C/C++ code
tion Traces [26]
Software Evolution Anal- | Method  implementation
ysis [27], SNIAFL [35], | neglected

Scenario-Driven Dynamic
Analysis [31]

Concern Graphs [14], Con- | Intra-method flow of calls

cern Identification [16] neglected

Automatic Generation [15] | Implicit features neglected
Featureous [29] JAVA tool dependency
Embedded Call-Graphs | C/C++ tool dependency
[30]

engineering techniques that cannot produce results in terms of fea-
tures and variants of a product line were not considered. The primary
aim of this short guide is to present such information that can narrow
down the practical options of implementation for the product line
engineers so they can discard the non-feasible options of reverse
engineering. The reverse engineering in product lines is considered
as extraction of artefacts from the code of a product line. However,
current approaches do not propose to extract something architectural
or in a component notation. Reverse engineering is focused on
variability management and features locations at the moment. Future
work in this domain can include the approaches that can extract
executable architecture from a product line code in order to reuse
it across many systems. Hence, the concept of reverse engineering in
software product lines should consider the architectural extraction in
future.
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Abstract—Function Point Analysis (FPA) is used to measure
the size of functional user requirements of software applications.
However, the measurement process of FPA is slow, expensive and
complex. The Simple Function Point (SiFP) method has been
proposed as a replacement of FPA that is much faster and
cheaper to apply. However, no tools supporting Simple Function
Point measurement have yet been proposed. In this paper, we
aim at building a tool to facilitate SiFP measurement.
Specifically, we propose a measurement based on UML models of
requirements, including use case diagrams and domain model
(class diagrams). The proposed methodology —including a set of
guidelines for domain modeling and the mapping between SiFP
measure components and UML elements - makes SiFP
measurement much easier to perform. In fact, the proposed
methodology is usable in the early requirements definition stage,
when only use case diagram and the primary class diagram
illustrating the domain model (including classes' names and
relationship among classes) are available. We used 17 academic
sample applications to validate our proposal. The result shows
that our method and tool can be used to replace manual Simple
Function Point measurement in the early phases of the software
development cycle to measure the functional size of software
project.

Keywords— Functional Size Measures; Simple Function Point;
SiFP; UML,; Object-oriented measures.

I INTRODUCTION

Function Point Analysis (FPA) [1][2][3] aims at measuring
the size of Functional User Requirements (FUR) of software
applications. Being based on FUR, which are available in the
early phases of development, these measures are widely used
to estimate the effort required to develop software applications.
FPA was originally introduced by Albrecht to measure data-
processing systems by quantifying the functionality the
software provides to the user, from the information view, by
quantifying the volume of data flow and the storage [4].

The basic idea of FPA is that the "amount of functionality"
released to the user can be evaluated by taking into account the
data used by the application to provide the required functions,
and the transactions (i.e., operations that involve data crossing
the boundaries of the application) through which the
functionality is delivered to the user. Data are user identifiable
groups of logically related data, and are classified as Internal
Logical Files (ILF) or External Interface Files (EIF). A

transaction is a set of actions seen as one cohesive unit of work.

FPA differentiates three types of transactions: External Input
(El), External Output (EO), and External Inquiry (EQ). The
size of each data function depends on the type of contents; the
size of each transaction depends on the number of data files
used and the amount of data exchanged with the external. The
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sum of the sizes of data and transactions is the size of the
application in Unadjusted Function Points (UFP).

Organizations that develop software are interested in
Function Point measurement process that is reliable, rapid and
cheap, and that fits well in their development processes.
However, performing FPA requires a thorough exploration of
FUR, to identify and possibly weigh basic functional
components. Therefore, the measurement process can be quite
long and expensive. In fact, FPA performed by a certified
function point consultant proceeds at a relatively slow pace:
between 400 and 600 function points (FP) per day, according
to Capers Jones [5], between 200 and 300 FPs per day
according to experts from Total Metrics [6]. Consequently,
measuring the size of a moderately large application can take
too long, if cost estimation is needed urgently. Also, the cost of
measurement can be often considered excessive by software
developers.

In addition, at the beginning of a project, size estimation
would be necessary for bidding and planning. But, FURs have
not yet been specified in detail and completely, namely the
available information is often incomplete and insufficient. So
the customer is only able to do approximate measurements.
The accuracy of a FP measure grows with the completeness
and precision of FUR specifications. When we can measure
with the highest accuracy, we no longer need that measure. The
situation is described by the paradox illustrated in Fig. 1.

Fig. 1. Paradox of estimation and informations about estimation

Given the above situation, many simplified methods, such
as Early & Quick Function Points (E&QFP) [7], Estimated
NESMA [8], Simplified FP[9], ISBSG [10], ILF model [11],
and Early FP [12], have been proposed. The SiFP method
[13][14][27] is different from the other methods mentioned
above, as it does not aim at providing approximate estimation
of FP measures; rather, it defines a brand new functional size
measure, to be used in place of traditional FP.

In this paper, we propose some rules for building UML
models in a SiFP-oriented way. Since SiFP counting is based
on the identification of Unspecified Generic Elementary
Process (UGEP) and Unspecified Generic Data Group
(UGDG), which basically correspond to system data and
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process, we exploit the ability of UML to represent such
information by establishing an explicit relation between SiFP
elements and UML language constructs. We also define some
rules to measure the SiFP size of an application from use case
diagrams and the domain model, and develop a tool to
automatically measure SiFP on the base of XMI/XML files
abstracted from UML model. Throughout the paper we take for
granted that the reader knows at least the basics of FPA
measurement and is familiar with basic UML concepts.

The rest of the paper is organized as follows: Section Il
explains the background knowledge about SiFP. Section Il
describes the empirical study. The validity of the study is
discussed in Section IV. Related work is presented in Section
V. Finally, Section VI draws some conclusions and outlines
future work.

Il.  BACK GROUND KNOWLEDGE-SIFP

This section presents a brief summary of the SiFP method.
For full details and explanations of the method, see the
reference manual [13].

SiFP method was proposed by the Simple Function Point
Association, Italy. Its basic idea is that a notion of complexity
based on the number of logical data file or cross reference
among transaction and file or subgroup of data in a file is not
significant to the goal of representing functional size and of
estimation effort or cost. In order to measure the functional size
of an application, it is not necessary to identify several types of
transactions and files.

The SiFP method defines the generic software model as
shown in Fig.2, which highlights the components related to the
functional requirements of "moving" data, "processing” data
and data "storage".

Fig. 2. Theory of SiFP [13]

The SiFP method defines and uses only two basic
functional components (BFCs): UGEP and UGDG, see Fig.3.
An UGEP is defined as: "An atomic set of functional user
requirements conceived for processing purposes. It refers to an
informational or operational goal considered significant and
unitary by the user and includes all automated, mandatory and
optional activities needed to meet the goal. After an UGEP is
concluded, the measurable software application (MSA) to
which it belongs must be in a logically consistent state." [13]
An UGDG is defined as: "An atomic set of user requirements
having a storage purpose. It refers to a single logical data set
of interest to the user, for which information must be kept
persistently."[13]
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Fig. 3. BFC Types [14]

In the case of the UGEP, the term "unspecified" highlights
that it is not necessary to distinguish whether a process is
mainly for input, or output, or what is its primary intent of data
processing. Similarly, in the case of the UGDG, it means that it
is not necessary to distinguish between internal and external
logical storage with respect to the boundary of the MSA.

On the other hand, the term "Generic" indicates that for any
BFC there is no need to identify subcomponents in order to
determine BFC's complexity: all the BFCs weight equally
within the same type of BFC. Future developments of the
methodology may lead to define different functional weights
for each specific BFC depending on elements related to the
processing component of transactional BFCs that, at present, is
not quantitatively taken into account.

Fig. 4. SiFP measurement process [13]

The SiFP measurement process is represented in Fig.4. It is
a 6-step process:

— Gather the available documentation,;

— Identify application boundary;

— Determine the measurement goal and scope;

— Locate elementary processes (UGEP) and logical data
files (UGDG);

— Calculate the function size using function SiFP = 4.6
UGEP + 7 UGDG;

— Document and present the measurement.

I1l.  THE EMPIRICAL STUDY

In this section, we introduce UML-based SiFP estimation
method through a case study and present briefly the Tool
SiFPOQOTool developed by us.
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A. The case introduction

We use as the case a reduced version of a real Information
System by Lavazza [15], since it is concise and its size is
appropriate. Its functional size in FP is already measured, so
we do not need to do it again. In our case, a system class
diagram that involves composition and
specification/generalization meets our needs. The only
drawback of this system for our study is that the use case
diagram is relatively simple; the relationships among the use
cases just involve the general association. But, overall, it is
suitable for our objectives.

This GymIS is an information system for Gym
management. The application offers annual and monthly
subscriptions. The client who subscripts the annual service
only needs to pay 12 times the cost of a month but have the
right of receiving 13 months service. The client and
subscription data are stored in the system database. The former
is characterized by name, age, profession, address, and SSN.
Clients can also be updated, but, once inserted, they are never
removed from the system. A subscription is characterized by
the duration, the subscription date, the subscribing client, the
set of optional services to which the client subscribed (their
cost adds up to the cost of the basic subscription). Among the
optional services there is the possibility to get a monthly
medical check.

The functions that the application must provide are the
following: record a new client, update the client data, record a
new subscription, record the payment by a given client for a
given month, compute and print how much is due by every
client for the previous months, compute the number of
subscriptions that include the given service in a given period,
and record the results of a health check. The detailed
requirements for the transactions are not presented here. The
complete FURs of the GymlS can be found in [15]; they were
measured according to FPA rules on the basis of a traditional
description. The result was that the application is 67 FP.

B. SiFP-oriented modeling

UML-based SiFP estimation method works well only if the
given models incorporate all the required information at the
proper detail level and the modeling and measure rules are
defined according to the SiFP theory. In this sub-section we
define the SiFP-Oriented modeling methodology as a set of
guidelines. For the purpose of modeling, we use UML as
defined in [16]. We do not define extensions or force the
semantics of the language. This choice contributes to
minimizing the impact of the measurement-oriented modeling
on the development process, and to make the adoption of the
method as seamless as possible.

Usually, the activity of creating OO models is not
sequential; rather, it is often iterative, with several refinements,
deletions, extensions, and modifications of the model. In order
to keep the presentation clear, we present the modeling
methodology as a sequence of conceptual steps.

Step 1: Present application boundary

The first objective of the model is to represent the
application boundaries and the external elements that interact
with the system to be measured.

A use case diagram is a graphic depiction of the
interactions among the elements of a system. A use case
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diagram contains four components. The boundary defines the
system of interest in relation to the world around it. The actors
are usually individuals involved with the system defined
according to their roles. The use cases are the specific roles
played by the actors within and around the system. The last
component is the relationships between and among the actors
and the use cases. UML provides use case diagrams, which are
well suited for our purposes. The boundary of the use case
diagrams can be directly taken as the boundary of the MSA.
The correspondence between the SiFP concepts and the
elements of UML use case diagrams is schematically described
in Table I.
TABLE I. MAPPING OF THE ELEMENTS BETWEEN SIFP AND UML
SiFP UML

Boundary of the object that
owns the use cases

Application boundary

UGEP Use case
User Actor
UGDG locating out of the Actor

system boundary

Step 2: Present UGEP using use case

Use Case Diagrams indicate —as actors— the elements
outside the boundary with which the application interacts; most
important, use case diagrams show the transactions. We
represent each UGEP as a use case.

Rule 1: Each use case must represent the smallest unit of
activity that is meaningful to the user(s), and must be self-
contained and leave the business of the application being
counted in a consistent state.

Rule 2: Relationship among the use case, extension, include,
generalization, must be correctly presented.

Rule 3: A use case that cannot be instanced must be noted
as "abstract" stereotype. The base use case of a cluster of use
case formatted by generalization must be noted as "abstract"
stereotype.

By applying the rules above to the GymlIS the use case
diagram reported in Fig. 5 is obtained.

System

Add_new_diient

Add_new_subscription

Record_health_check
1 =
% E — %

Operator
5ewice_freﬂV Serviceespricves
Payment_due

Fig. 5. Use case diagram of the GymIS

Step 3: Present UGDG using domain class

Usually, the methods proposed in the literature for
measuring the functional size of UML models map the concept
of data functions onto (sets of) classes. The difficulties in
matching classes and logic files are exemplified very well in
[18], where four different manners of identifying logical files
are defined, according to the different possible ways to deal
with  aggregations and  generalization/specializations
relationships.
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Although in several cases it is possible to identify a class as
a logic file, it is also quite common that a single logic file
corresponds to a set of classes.

In object-oriented development process, such as ICONIX
processes [17], the modeling process of static model can be
split into three stages: 1) requirements definition, 2) analysis,
conceptual design and technical architecture, 3) design and
coding. The obtained models are domain model, updated
domain model and Class model -as shown in Fig. 6- which
separately correspond to three types of diagram: domain class
diagram, updated domain class diagram and class diagrams.

Domain Model Class Model

Fig. 6. Static domain model of OO development using ICONIX process

Information presented by domain diagram contains names
of the entity objects, and the relationships among these entity
objects; updated domain class diagram is added boundary
objects and controllers. Also the attributes of each entity class
abstracted from use case specification are equipped; Class
diagram contains all the information mentioned above, and
some controllers are changed into one or more operations and
those operations are assigned to corresponding class. Analysis
and comparison about different types of objects at different
stages is shown in Table II. Through the above analysis we can
see the domain class diagram already fully meets the demand
for measuring the data "storage" part of SiFP except that it
doesn't have the ability to present the UGDG located outside
the system boundary.

TABLE II. ANALYSIS ADN COMPARISON ABOUT DIFFERENT TYPES OF
OBJECTS
Domain ggr(rjgii Class
Model Model Model
Entity Yes Yes Yes
Stereotype Controller / Yes Yes
of Class
Boundary / Yes Yes
Class Name Yes Yes Yes
Information | Relationship Yes Yes Yes
about entity -
class Attributes / Yes Yes
Methods / / Yes
Suitable for SiFP measure Yes Yes Yes

Since for any BFC there is no need to identify
subcomponents in order to determine BFC complexity. We
define some rules as following:

Rule 4: SiFP does not distinguish between internal and
external UGDG, but in order to facilitate the later statements,
we divided UGDG into two types: external UGDG and internal
UGDG. Internal UGDG is the UGDG that locates inside of the
system boundary, external UGDG locates outside of the system
boundary.
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Rule 5: Entity classes that appear in the domain model
diagram are the candidates for UGDG. Entity classes appear in
domain model must be complete, namely, no entity class be
missed. Each entity class should have its name, and the
relationships among the entity classes should be complete.

Rule 6: Each entity class must be noted as stereotype
<<Entity>>.

Rule 7: In general, a UGDG corresponds to an entity class
(see the class User and Payments in Fig.7). A relevant
exception is given by clusters of classes that are connected by
composition relations (see the set classes consist of
HealthRecord and Result in Fig.7), or generalization relations
(see the classes Subscription, MonthScription and
AnnualScription in Fig.7). A cluster of classes that are
connected by composition or generalization relations is defined
as one UGDG.

TABLE Il MAPPING OF THE ELEMENTS
SiFP UML Class(es) #UGDG

UGDG association 1 1

UGDG aggregation 1 1

UGDG composition a cluster of 1

UGDG generalization a cluster of 1
UGDG locating out of logic data 1 1
the system boundary component

Rule 8: When necessary, add to the domain model one or
more special class(es) to present the external system logical
data: these class(es) are named as external UGDG(s) and are
stereotyped <<XUGDG>> (see class otherSystem in Fig.7). A
class diagram with added special classes is called an extended
class diagram.

By applying the rules above to the Gym IS, the extended
class diagram reported in Fig. 7 was obtained.

<<Entity>> <<XUGEDG>>
User otherSystem
N — Entity=>
=<Entity>> Subscription S
Payments Pt HealthRecord
<<Entity> <<Entity>> <<Entity>>
MonthScription AnnualScription Result

Fig. 7. Extended Class diagram of the Gym IS

C. Counting and summing

Here our SiFP counting procedure is redefined with respect
to the UML model with the following goals: it must be
coherent with the principles reported in SiFP reference manual
[13]; it must be precise, without ambiguities, thus leaving no
space to the measurer for interpretation; it must require little
effort; it must be executable by people without big skill in FP
counting and with little knowledge of the requirements.

As mentioned earlier, a UGEP is represented as a use case,
but not every use case should be counted as a UGEP. By
analyzing the role and the characteristics of each use case
belonging to a set of use cases connected by include, extension
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or generalization relations (see Table 1V), and according to
SiFP rules, we define rule 9.

TABLE IV. COMMON ELEMENTS FROM GENERAL MODEL AND FPA
ORIENTED UML MODEL
for
Type of UC Role of UC Complete Abstract measure
unit
Base UC Yes No Yes
Include -
Inclusion Yes No Yes
. Base UC Yes No Yes
Extension -
Extension Yes No Yes
general UC No Yes No
Generalization [ Specialized Ves No Ves
ucC

Rule 9: In general, a use case is counted as a UGEP. A
relevant exception is that the use case noted as abstract is not
counted as a UGEP.

Rule 10: As defined by the rules 4-8, whether it is a single
class or a group of classes, as long as it is defined as a UGDG,
it is counted as a UGDG.

Rule 11: A class stereotyped <<XUGDG>> is counted as
a UGDG.

Once the UGEP and UGDG lists are complete, the scores
are assigned to the individual BFCs and added together as
shown below. The scores to assign to each individual BFC are:
UGDG =7.0 SiFP and UGEP = 4.6 SiFP.

So the size of a whole application is:

SiFP=M(UGEP)+M(UGDG)= #UGEP*4.6 + # UGDG*7.0.

Here #X means the number of X.

According to the conversion between SiFP and UFP
defined in the SiFP reference manual, we can draw the
following equation to calculate the FPA functional size from
the SiFP value:

UFP = #SiFP /0.998

D. Measure Tool for SiFP

There are several UML modeling tools which support OO
modeling, such as Visio, Rational Rose, Power Designs, EA
and StarUML. These tools not only provide a graphical
modeling function, but also export the model as XMI and/or
XML file. Measurement tools can be designed by parsing
XMI/XML document and using measurement rules. We
designed a measure tool SiFPOOTool to automatically
measure the SiFP size of an application by its UML model,
precisely use case diagram and class diagram. The high-level
structure of the tool is shown in Fig.8.

Info. about SW

Measurement

FUR ;
SiFPOOTool Wpon

StarUML SOMI/XMI

Measuremeant
records

Fig. 8. Theory of SiFPOOTool

The tool provides some functions, such as, reading and
parsing XML file derived from UML model, recording and
reporting the measure result. Moreover, the related
information about the application being measured, the
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company which holds the application (see Fig. 9), the measurer
that carries out the measurement are all recorded by the tool to
meet the needs for analysis and inquiries.

Holder Info

SWiProducer Info

Name: Name: ’7 SWID:

size: size: ’7 SoftwareTitle:
Address(City)! Address(City): ’7 App Domain:
Tele. N.: Tele. Nz ’7 Application Type:
Internet Site: Internet Site: ’7 Language:
Measurer: Developer:

Fig. 9. Information input interface of the tool

We measure the GymlS software application using our tool
SiFPOOTool: 5 UGDG and 7 UGEP were identified, thus the
total size is 67.2 SiFP.

IV. EMPIRICAL VALIDATION

We aimed to validate the two issues: the first one is
whether the tool can be used to replace the manual SiFP
measurement, when a UML requirement model is available.
The second is to validate whether our SiFP-oriented UML
modeling rules are correct. The validation overview is shown
in the Fig.10.

Manual Measurement

SiFP- #SiFP h
oriented Valdating |
UML the tool
R Model XML #siee o FR |0 —
Valdating
Using SiFPOOTool L he
modgling and
FPA-oriented _ | measurerules
UML Model

Fig. 10. Validation overview

We used 17 projects' models mainly prepared during
previous work [19]. The FURs, UML models (use case
diagram, class diagram, components diagram, and sequence
diagram) and size measures (in UFP) of those projects are
available.

The experimental validation procedure was organized as
follows:

—Firstly, for each project, the use case diagrams are
reviewed and modified according to the rules 1, 2 and 3
defined in Section I11.B.

—Second step: the class diagrams are reviewed and
modified according to the rules 4-8 in Section I11.B.

—Third step: The activities involved in steps 1 and 2 are
repeated until all the projects’ use cases and class diagrams
comply with the rules 1-8 in Section I11.B. Using StarUML, the
XMI/XML files are exported from UML model.

— The fourth step: those 17 projects are manually measured
using the SiFP method: the results are given in columns 2-4 of
Table V. The correspond SiFP and UFP are also calculated
automatically and inserted in the 4th and 5th columns of the
Table V. The UFP values are computed according to the

43



ICSEA 2016 : The Eleventh International Conference on Software Engineering Advances

function SiFP = #UFP*0.998 described in the reference manual
[13].

— Then we use our tool SiFPOOTool to measure each
model XMI/XML file obtained at step 4. The results and their
corresponding UFPs are inserted in columns 6-8 of Table V.
To automatically obtain the UFP values, the previous function
SiFP=#UFP*0.998 was used in our tool.

— Finally, we copied into Column 10 the functional size
measures in UFP manually measured in the previous work.

When all the preparatory work was finished, we performed
three paired sample t-Tests on the datasets of manual
measurement (Column 5), of the measurement based on
SiFPOOTool (Column 9) and of UFP values (Column 10)
obtained in the previous work. As usually the level of
significance is set as 5%. Test results are as follows: on the
datasets of manual measurement (Column 5) and of the
measurement based on SiFPOOTool (Column 9), the two-
tailed test p-value is approximately 0.104. For the datasets of

the manual measurement(Column 5) and the UFP(Column 10),
the datasets of measurement based on the tool(Column 9) and
UFP(Column 10), both the two-tailed test p-values are
approximately 0.001. Then we analyzed the average of
absolute value of the ratio of UFP based on the tool(Column 9)
and the UFP(Column 10), it is approximately 9.95%, which is
less than 10%, so the results obtained based on the tool is
acceptable. Our approach (based on UML model) belongs to
the third level, detailed measurement level, of the six accuracy
levels for software sizing defined in [20][21].

In conclusion, our estimation tool SIFPOOT ool can be used
to replace manual SiFP measurement in the early phases of the
software development cycle, namely domain modeling phase,
to measure the functional size of software project. As it turns
out, our modeling and measure rules (Rules 1-11 presented in
Section I11. B, C and D) lead to good experiment results.

TABLE V. DATASETS OF MEASUREMENTS BY HAND, USING SIFFOOTOOL
Manual Measurement Measurement Using SiFPOOTool Ratio of Ratio of Ratio of
P.ID - - UFP 5th/9th 5th/10th 9th/10th
#UGEP | #UGDG | SiFP | UFP | #UGEP | #UGDG | SiFP UFP column column column
1 15 13 160 160.3 15 13 160 160.3 160 0.00% 0.20% 0.20%
2 15 15 174 174.3 15 14 167 167.3 140 4.19% 24.53% 19.52%
3 12 6 97.2 97.4 12 3 76.2 76.4 84 27.56% 15.95% -9.10%
4 22 10 171.2 1715 22 11 178 178.6 163 -3.93% 5.24% 9.54%
5 20 6 134 134.3 20 6 134 134.3 128 0.00% 4.90% 4.90%
6 18 8 138.8 139.1 18 9 146 146.1 130 -4.80% 6.98% 12.38%
7 16 3 94.6 94.8 16 3 94.6 94.8 78 0.00% 21.53% 21.53%
8 15 8 125 125.3 15 6 111 111.2 107 12.61% 17.06% 3.95%
9 17 7 127.2 1275 17 5 113 1134 102 12.37% 24.96% 11.20%
10 7 8 88.2 88.4 7 8 88.2 88.4 79 0.00% 11.87% 11.87%
11 18 7 131.8 132.1 18 5 118 118.0 105 11.88% 25.78% 12.42%
12 28 4 156.8 157.1 28 4 157 157.1 138 0.00% 13.85% 13.85%
13 22 5 136.2 136.5 22 5 136 136.5 124 0.00% 10.06% 10.06%
14 13 2 73.8 73.9 13 2 73.8 73.9 73 0.00% 1.30% 1.30%
15 20 3 113 113.2 20 3 113 113.2 106 0.00% 6.82% 6.82%
16 27 6 166.2 166.5 27 6 166 166.5 159 0.00% 4.74% 4.74%
17 14 5 99.4 99.6 14 5 99.4 99.6 86 0.00% 15.81% 15.81%

V. RELATED WORK

The generic concepts of FPA were published in the late
1970s. Later, more detailed measurement rules were developed
to improve consistency of measurement. Due to lack of good
software documentation, it is not always possible to apply all
the detailed rules, and measurers must fall back on
approximation techniques [22].

In [22] M. Lelli and R. Meli announced this as a paradox:
Size estimation is necessary when we do not have enough
information (thus, early estimation methods must be used to
obtain it). When we can measure with the greatest accuracy,
we no longer need that information any more.

In order to figure out whether FPA in the early phases is a
realistic option, the committee "FPA" in the early phases” was
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established in September 1989. The committee investigated
whether FPA can be used to perform an indicative size
estimate before a complete logical (detailed) design is available
[23].

Many techniques for early size estimation have been
proposed for FP, such as component sizing technique by
Putnam and Myers [24] and the Early and Quick Function
Point size estimation techniques by Conte et al. [25]. These
methods — such as Estimated NESMA method [8], ISBSG
average weights, simplified FP [13], prognosis of CNV AG [11]
and so on - do not require the weighting of functions; instead
each function is weighted with average values.

Some methods extrapolated the FP counts from the
countable components (usually the ILFs) using statistical
methods (mostly regression analysis). Some simplified

44



ICSEA 2016 : The Eleventh International Conference on Software Engineering Advances

methods — Mark 1I, NESMA’s Indicative FP, Tichenor ILF
Model, Prognosis by CNV AG, and ISBSG Benchmark — were
constructed according to such technique.

In [15] Lavazza et al. proposed a FPA-oriented UML
modeling technique that can make FPA performed in a
seamless way, while yielding reliable results. In [26] del
Bianco et al. introduced the model-based technique into
COSMIC method and suggested a simplified model-based cost
estimation models. By using the data from a large popular
public dataset Lavazza and Meli confirmed that SiFP can be
effectively used in place of IFPUG [14]. However, there has
been no measure tool for SiFP so far.

VI. CONCLUSIONS AND FUTURE WORK

Performing Function Point measurement according to the
traditional process is expensive and time consuming. The SiFP
was proposed as a replacement of FPA. Functional size is
mainly used for estimating development costs and project
planning. Many software developers use UML, hence they are
interested in basing functional size measurement on UML
models. In principle, UML-based estimation can be used
effectively at the earliest stage of software: our proposal makes
this possibility practical and viable. Additional researches
(concerning both measurement technology and measurement
tools) are necessary to support functional size measurement in
different stages of software development.
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Abstract—TransJ is an extension to AspectJ for encapsulating
transaction-related cross-cutting concerns in modular aspects.
This paper presents an empirical study to evaluate the
reusability and performance cross-cutting  concerns
implemented with TransJ compare to Aspect] alone. As part
this study, we define a reuse and performance quality model as
an extension to an existing quality model. We then formalize
eight hypotheses that can be tested using metrics from the
quality model. Finally, to assess the hypotheses, we compare
implementations of different sample applications across two
study groups: one for TransJ and another for AspectJ. Results
from the study show improvement in reusability when using
TransJ, while preserving the performance.

Keywords-Transaction-related ~ Aspects;  Aspect-Oriented
Programming (AOPL); Abstractions; Transaction Joinpoint;
Dynamic Weaving; Pointcuts; Transaction-related Contexts
(TCC's); software reuse; and performance.

l. INTRODUCTION

The implementation of complex applications using Aspect-Ori-
ented Software Development (AOSD) —as a modern modularization
technique— results in a better implementation structure relative to es-
sential application qualities, such as maintainability, reusability,
modularity, and reduce complexity [1]. One of the recognized
strengths of Aspect-Oriented Programming Languages is the separa-
tion of concerns (SoC’s) through the definition of modular abstrac-
tions, called Aspects, that reduce scattering and tangling of crosscut-
ting concerns (CC’s) in the application code. By definition, CC’s im-
pact multiple components of an application’s core code. Common
examples include logging, enforcement of real-time constraints, con-
currency controls, transaction management, access controls, and so
on. Implementing these such concerns directly into a Distributed
Transaction Processing System (DTPS) can cause the scattering and
tangling of code and, thus, make the code unnecessarily complex and
difficult to understand, reuse, maintain, and evolve.

Aspect] is considered the de facto standard and the most widely
used Aspect-Oriented Programming (AOP) framework for modeling
CC’s. It extends Java with mechanisms for supporting logic related
to CC’s, starting with aspect, which are first-class programming con-
structs for CC’s [2][3]. Aspects encapsulate advice, pointcuts, and
type-introduction declarations. An advice is a method that embodies
some piece of CC functionality, but it is not called explicitly like class
or object methods. Instead the execution of an advice method is wo-
ven into the core application according to specifications, called
pointcuts. A pointcut is a predicate that defines where to weave ad-
vice at compile time and when to execute at runtime. More specifi-
cally, it is a pattern that identifies a set of joinpoints, which are best
characterized as intervals within the program’s execution flow. A
joinpoint represents places (intervals or times) in execution on pro-
gram and advice run before, after, or around these intervals [2].
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Aspect) supports many different kinds of joinpoints, such as
fields, methods, constructors, and catch blocks in exception handling,
but they only related to program-language abstractions and their con-
texts are limited to single-threaded execution flows. The problem is
that AspectJ does not inherently handle higher level abstractions or
application-level contexts, like transactions, which may be tied to
runtime objects and used by multiple execution threads or processes.
Hence, Aspect] cannot directly support the dynamic weaving of ad-
vice into transaction abstractions or directly leverage transaction con-
text information.

TransJ is an extension to Aspect] that introduces transaction-
aware aspects, independent of any specific transaction-processing
framework. With TransJ, developers can weave Transaction-Related
Crosscutting Concerns (TCC’s) into a DTPS in a modular and reus-
able way, while preserving core functionality, and obliviousness to
those TCC’s. (See Section II).

In this paper, we report on a study that investigated the impact of
TransJ on the reuse of DTPS code while preserving performance. It
does so by evaluating certain desirable characteristics and attributes
defined in an extended quality model (see Section II1) using a set of
computable metrics. Based on an initial theoretically investigation,
we hypothesized that developers would see improvement reuse im-
provements while preserving the software performance when using
TransJ. We formalize this notion into eight specific hypotheses (see
Section 1V). Section V explains our experiment methodology; selec-
tion of the sample software application; and identification of interest-
ing TCCs that would provide good coverage. The methodology also
included supporting activities such as recruitment and training of the
developers as test subjects. After the experiment, we collected and
analyzed data from the code, journals, questionnaires, and surveys.
From the results (see Section V1) of the study, we conclude that ap-
plication using TransJ have less coupling (less scattered), less com-
plex, and required less effort and time to enhance. Also, they are more
cohesive (less tangling) and oblivious without sacrificing the perfor-
mance. These preliminary results lead us to believe that further ex-
perimentation with TransJ and refinement of its framework could
prove to be very beneficial to a wide range of software applications.

Il.  HIGH-LEVEL OVERVIEW OF TRANSJ

Fig. 1 provides a high-level overview the TransJ’s layered design
[6], in which each layer embodies reusable functionality and provides
services to the layer above it and uses the services of the layer below
it.

One component at the lowest layer is the Unified Model for Join-
points in Distributed Transactions (UMJDT), first introduced in a
2014 ICSEA paper [5]. The UMJDT is a conceptual model for weav-
ing advice into distributed transactions that captures key events and
context information, and use that ideas to define interesting join-
points relative to transaction execution and context data for woven
advice.

AspectJ and some transaction-processing framework, like JTA,
are two components at the lowest level.
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Application
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Figure 1. TransJ Architectural Block Diagram.

The Core TransJ Infrastructure Layer (CTIL) is a library that im-
plements a transaction joinpoint model on top of an AspectJ joinpoint
model. It defines transaction abstractions, transaction-events join-
points, a collection of pointcuts for gathering context information that
can be used in the advice code, and mechanisms to track transaction
contexts and joinpoints. This library allows developers to treat trans-
actions as first-class concepts into which aspects can be woven, pro-
moting greater enhancements, obliviousness, and localization, along
with code reusability.

The Reusable Aspect Layer (RAL) is a toolkit-like collection of
transaction-related aspects that application programmers should find
useful in many different kinds of applications with significant trans-
action requirements. These reusable aspects can decrease the devel-
opment time; make CC’s more understandable, reusable, and predict-
able; and ensure that the core application is oblivious to the CC’s.

Application-level Aspect Layer is where application developers
implement transaction-related aspects using the abstractions pro-
vided by TransJ directly or by specializing the aspects from the RAL.
These aspects can encapsulate complex TCC behaviors in under-
standable, predictable and reusable software components, without
sacrificing obliviousness or efficiency [6].

I1l.  EXTENDED-QUALITY MODEL FOR TRANSACTIONAL
APPLICATION (EQMTA)

Many empirical studies have found that different soft-ware fac-
tors influence the quality of a software system [7][8][9]. Of these, we
picked reusability and performance as important qualities to consider
initially because of potential for cost savings that they both represent.
To formalize the reuse and performance qualities, we adapt and ex-
tend the Extended-Quality Model [9], which was based on the Com-
parison Quality Metrics (Sant’Anna quality model) [1][7] to include
quality factors and internal attributes specific for DTPS’s, forming
EQMTA.

EQMTA consists of four elements: Qualities, Factors, Quality
Attributes, and Metrics. The qualities, i.e., reusability and perfor-
mance, are the most abstract concepts in the model and represent the
ultimate goals of “good” software. Each quality is affected by one or
more factors, which are in turn determined by quality attributes (in-
ternal attributes). The quality attributes describe the internal view of
the system attributes with a set of quality metrics that are de-fined
and used to provide a scale and method for measurement.

Fig. 2 shows the specific qualities, quality factors, and quality
attributes of the EQMTA’s suite, and Fig. 3 shows the metrics. A
single star (*) next to an element in either of these figures tags a con-
cept that not exist in the original EQM [8] or Comparison Quality
Model [1]. Double stars (**) mark elements that are in the previous
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Figure 2. Extended-Quality Model for Transactional Applications
(EQMTA)

models, but have been modified to be a measure quality in transaction
systems.

The quality factors are the secondary quality attributes that influ-
ence the defining primary qualities and associated with well-estab-
lished internal quality attributes of the soft-ware systems as shown in
Fig. 2. Raza [8] proposes three important characteristics of modular
code, namely understandable, obliviousness and localization of de-
sign decisions. Hence, reasoning reusability in terms of understanda-
bility, localization of design decisions, and obliviousness are not
complete. Introduction of efficiency, predictability, and scalability
are also equally important. At the time Parnas [11] and Coady [12]
proposed that the definition of reusable modular code, obliviousness
and extensibility has not been documented as fundamental design
principles. How-ever, in the context of our research experiment, they
are critical to understanding the impact of TransJ.

A. EQMTA Metrics

The EQMTA contains 29 design and code metrics for the 9 inter-
nal attributes shown in Fig. 3. In some cases, we had to adapt the
metrics to better evaluate the attributes in DTPS. Twelve of the met-
rics can be computed automatically from the code written by the sub-
jects. The others have to be computed by hand. Below are brief de-
scriptions of these metrics, so the reader can better understand the

CDTA* CDTO* cbLoC *  New Metrics
* * * ** Modified Metrics
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Figure 3. Measurement Metrics in EQMTA
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results presented in Section VI. For space considerations, the full
definitions of all metrics are not shown.
1) Separation of Transaction Concern (SoTC)/ Scattering
Metrics

SoTC defines the ability to capture, encapsulate and manipulate
unnecessary complexities of transaction system that are relevant to
a particular concern [13]. The Concern Diffusion in Transaction Ap-
plication (CDTA), Concern Diffusion over Transaction Operations
(CDTO) and Concern Diffusion over Line of Code (CDLOC) are
SoTC metrics. CDTA number of primary transaction components
(class or aspect) whose main purpose is to contribute to the imple-
mentation of a concern. CDTO counts the number of methods and
advices that access any primary transaction component to pull all
relevant operation context information by calling their methods or
using them in formal parameters, local variables, return types, and
throws declarations. Constructors also are counted as operations.
CDLOC counts the total lines of primary transaction components
whose main purpose is to contribute to the implementation of a sin-
gle transaction-related concern.
2) Transaction-related Coupling Metrics

It is an indication of the strength of interconnections between
the transaction components in a DTPS [10][14]. Coupling between
Components (CBC), Depth Inheritance Tree (DIT), and Coupling
on Intercepted Modules (CIM) are coupling metrics. CIM counts the
number of classes, aspects or interfaces explicitly named in
pointcuts of a given aspect. High values of these metrics indicate
tight coupling, due to high crosscutting.
3) Transaction-related Cohesion and Tangling Metrics

The cohesion of a transaction is a measure of the degree fitness
between its internal pieces [7]. Lack of Cohesion in Transaction Op-
erations (LCTO) measures the lack of cohesion of a class or aspect
in terms of the occurrences of the method and advice pairs that do
not access the same context variable and hence should be reasonably
separated [15]. High cohesion often correlates with loose coupling,
and vice versa [10]. Low coupling is often an indicator of a well-
structured DTPS and a good design, and when combined with high
cohesion, supports the general goals of high reusability.
4) Complexity Metrics

The EQMTA defines metrics that are concerned with the differ-
ent aspects of the DTPS complexity. It measures how transaction
components are structurally interrelated to one another and
measures the size of a software system’s design and code [1]. In
EQMTA, the Vocabulary Size (VS), Line of Code (LOC), Method
Lines of Code (MLOC), Transaction Lines of Code (TLOC), Num-
ber of Transaction Operations (NTO), and Weighted Operations per
Transaction Component (WOTC), McCabe’s Cyclomatic Complex-
ity (CC), and Response for Module (RFM) are complexity and size
metrics in EQMTA. VS counts the number of classes and aspects
into the DTPS. Sant’ Anna mentioned that if the number of compo-
nents increases, it is a clue of more cohesive and less tangled set of
abstract datatype concepts [1]. NTO counts the number of transac-
tion-related operations. A transaction contains with more operations
are less likely to be reused and assumed to have more complex col-
laboration with other components. Sometimes LOC is less, but NTO
is more, which indicates that the transaction component is more
complex. The number of advices and methods and complexity is an
indication of how much time and effort is required to develop and
maintain the transaction-related components. The larger the value of
WOTC, the more complex the program would be [15][16]. CC is
intended to measure system complexity by examining the software
program’s flow graph [17]. In practice, CC amounts to a count of
the decision points present in the software system. The high value
of CC affects transaction components reuse. RFM counts the num-
ber of methods and advices that are executed by a given transaction

Copyright (c) IARIA, 2016. ISBN: 978-1-61208-498-5

in response to the request received by another transaction or system.
Transactions with a higher RFM value are more complex and com-
plicated.
5) Aspects/Obliviousness Metrics

The EQMTA involves metrics on concerns that evolve into con-
crete pieces of code, i.e., Aspects, and contribute directly to the core
functionality of the transaction software system [8]. This model de-
fines the following aspect metrics: Number of Inter-type Declara-
tions (NITD), Crosscutting Degree of an Aspect (CDA), Aspect
Scattering over Transaction Components (ASTC), and Aspect Scat-
tering over Transaction Operations (ASTO).
6) Transaction Throughput Metrics

Transaction throughput is the rate at which transactions are pro-
cessed by the system. The EQMTA defines the rate of the Mean Re-
sponse Time (MRT) to measure the performance of an individual
transaction, in milliseconds. MRT represents the amount of time re-
quired for transaction completion, i.e., commit or abort. The re-
sponse time for a transaction tends to decrease as you increase over-
all throughput.
7) Transaction Volume Metrics

Transaction volume is an indication of the efficiency of transac-
tion system to handle huge data volume, which determine the
amount of transactions processed by the system over the defined pe-
riod of time, i.e., second. The EQMTA defines the following trans-
action volume metrics: Number of the Committed Transactions
(NCT), Number of the uncommitted (aborted) Transactions
(NUCT), and Timed-out Transaction (ToT).
8) Transaction Velocity Metrics

Transaction Velocity gives an indication of the performance of
the transaction system. Rate of the Transaction Per Minute (RTPM)
is the only velocity metric in EQMTA that measures velocity of a
transaction in our model. RTPM is the average number of transac-
tions that are begin completed, either committed, aborted, or timed-
out, per minute on the transaction system.
9) Productivity Metrics

Productivity is a measure of the amount of effort needed to un-
derstand, implement and debug the transaction system components.
It considers the amount of bugs, and total development time into ac-
tive and passive times. Active Time (AT), Passive Times (PT),
Number of Bugs (NoB), Number of Changes in Concern at the ap-
plication level (NoC), and Number of Changes in Concern and its
Application (NoCA) are productivity metrics. NoC and NoCA count
the number of changes required to reuse the concern for another ap-
plication, and to maintain the concern, respectively. The difference
among them is that the NoC only considers changes in the concern;
however, the NoCA considers changes both in the concern and ap-
plication. A lower value of PT, AT, NoB, NoC and NoCA is more
desired to increase the efficiency of the development transaction-
related components.

IV. EXPERIMENTAL HYPOTHESES

The theoretical ideas underpinning TransJ lead to the following
eight hypotheses. All of these hypotheses have the same premise and
are tested using the EQTMA metrics. Let S represent a software
system that has TCC’s and is implemented in Aspect]. Also, let S’
be an implementation of same system using TransJ. The premise is
implementation of the TCC in S’ make reasonably effective use of
TransJ.

A. S’ has better encapsulation and Separation of Concerns (SoCs)
and less scattering than S.

S’ has a lower coupling than S.

S’ has higher cohesion and less tangling than S.

S’ not significantly larger or complex S.

S’ is significantly more oblivious to TCC’s than S.

moow
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The runtime of S’is no worse than S

The implementation TCC’s in S’ requires a smaller number of
changes to reuse compared to S.

H. The total programming hours for S’ is less than S, indicating
that S” is less complex and more readable than S.

V. EXPERIMENTAL PROCEDURE

The research experiment consisted of the following steps:

1. Experiment Approval: We submitted an application for con-
ducting this Human Research Experiment to the USU IRB and
got its approval [4]. Before submitting this application, all the
researchers passed the online human research experiment-
training course offered through the Collaborative Institutional
Training Initiative (CITI) [18].

2. Selection of Applications: we developed three non-trivial soft-
ware applications that were diverse in the way they imple-
mented transactions; used JTA API, X/Open standards, Jboss
Application Server; multithreaded; and therefore provide a
good coverage of different types of distributed transactions as
shown in Table 1. We used Java 2 Enterprise Edition (J2EE) to
build these non-trivial applications. They include classes for
distributed resources and make used Enterprise Java Bean
(EJB), Java Persistence (JPA), Maven, Hibernate, Jboss, JTA,
Arjuna, and MySql database drivers. The current EJB architec-
ture supports flat transactions only, but the Arjuna supports
nested transactions in the application. Most of the implementa-
tion details are not relevant to the contributions of this paper,
and are there omitted for space considerations.

3. Selection of TCC's: we picked three common TCC's for the ex-
perience such that they were applied to all the sample applica-
tions and the various concepts of transactions, as shown in Ta-
ble 2. To reduce chaos in our data, we wanted to make sure that
these CC's were adequately simple to a novice developer could
understand and integrate them into the selected sample appli-
cations in less than 15 hours, regardless of whether TransJ or
Aspect] is used.

4. Recruitment of Developers: To transparently recruit the devel-
opers, we sent invitation letters and then recruited four devel-
opers who were experienced OO and AOP software develop-
ment, Java, transaction, and software-engineering design prin-
ciples such as reusability and performance. We randomly orga-
nized them into two study groups: 1 and 2. Group 1 imple-

®m

TABLE 1. CATEGORIES OF SELECTED APPLICATIONS

Applications Gadget Conference Local
Manufac- Registra- Bank
turing tion System System
System
1 Distributed * *
Local *
2 Flat * *
Nested *
3 Few Resources * *
Many Resources *
4 Low Concur- *
rency
High Concur- * *
rency
5 | Low Potential for * *
Conflict
High Potential *
for Conflict
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TABLE 2. SELECTED TRANSACTION-RELATED CROSSCUTTING
CONCERNS (TCC)

# | Aspect Name

1 | Measuring
Performance

Description
It measures some performance-related
statistics for transaction-based applica-
tions between a client and server, such
as turn-around time (i.e., response
time).
It shares context information across
hosts only when necessary.
It records a history of actions executed
by transactions and users in order to
monitor transaction activities and pro-
vide assurance that meet the predefined
minimum requirements.

2 | Data-Sharing
Optimization
3 | Audit Trail

mented using an AOP approach and Group 2 used TransJ fash-
ion. Next, the participants completed a survey that assessed
their background and skill levels. We also provided JTA, Ar-
juna library, Jboss, AOP training to developers in Groups, and
had them worked through some practice applications. Simi-
larly, we trained Group 2 developers with TransJ, and had them
worked through some practice applications. Next, each devel-
oper filled a pre-implementation questionnaire, developed the
application using initial requirements, recorded hourly journals
and completed a post implementation questionnaire.

5. We analyzed the understanding of the requirements, familiarity
with the language and tools, and debugging the most prominent
challenges. They also recorded hourly journals of productivity.
At the end of implementation, each developer filled the post-
implementation questionnaire. Observation of this question-
naire indicated that all developers correctly understood the re-
quirements, familiarized with the language, tools, and de-
bugged the challenges.

We measured EQMTA code metrics using both manual-
based and automated tool-based methods [19][20]. Total meas-
urements include following: experiment input variables in-
cluded a total of four developers and three applications with
each; experiment generated a total of 12 software systems
against which the metrics need to be applied; the 29 code met-
rics of EQMTA, which will have a total of 348 measurements.
Of these, 144 measurements from 12 metrics were generated
using tools, and 204 measurements from 17 metrics were cal-
culated manually.

VI. EXPERIMENT RESULTS

This section presents empirical results relevant to the eight hy-
potheses. We analyzed and evaluated the reusability and perfor-
mance using the code developed by the student participants, ques-
tionnaires, hourly journals, and maintenance history. In the follow-
ing graphs, the vertical axes represent the measurements, and the
horizontal axes represent the three activities of the experiment. For
each activity, there are two bars: a blue bar for the results of AspectJ
group and an orange bar for the results of TransJ group. For space
limitation, we did not show all results.

A. S'has better encapsulation and Separation of Concerns
(SoCs) and less scattering than .5

From the graphs in Fig. 4, we found that the interest average of
CDTA, CDTO and CDLOC values for TransJ went to zero in all
three activities of the experiment, and the result was significantly
different from AspectJ in the all activities. The reason for this phe-
nomenon is that Trans) pointcuts provide total obliviousness be-
tween the transaction application and TCC's. AspectJ, transaction
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Figure 4. CDTA, CDTO, and CDLOC Coverage over Applications

components and their operations for CC's were significantly more
diffused in the transaction application because the pointcuts had to
be tied to programming constructs instead of transaction abstrac-
tions. From these results, we can conclude that the first hypothesis
holds true for better separation of concerns in TransJ than in As-
pectJ.

B. $"has a lower coupling than .5

Fig. 5 shows that TransJ implementation decreased the values of
CBC, DIT, and CIM in all the three activities of the experiment.
TransJ removed dependencies and did not maintain any direct rela-
tionship between TCC's and the core transaction application compo-
nents. In AspectJ, unnecessary coupling of TCC's with the core ap-
plication components increased CBC, which hindered reuse and
code understandability.

On the one hand, wide variations were found in DIT and CIM
metrics from TransJ group and AspectJ group. The most significant
indicator of the decrease in coupling between aspects and the core
code is the impact of TransJ’s joinpoints on the CIM metric. This
metric counts the number of modules explicitly named in pointcuts.
Compared to the AspectJ activities, the TransJ activities have a re-
duction of 100%, 100% and 100% in CIM (i.e., all of the three ac-
tivities have an average value of zero for CIM metric). This was
caused by providing a comprehensive set of pointcuts, which fully
encapsulates the distributed transaction abstractions. This allows
participant programmers to reuse the pointcuts directly, so they did
not need to override or inherit the aspect components to name in the
pointcuts of a given class. In contrast, the AspectJ programmers suf-
fered from a lack of clarity of relationship among TCC's and appli-
cation components, wherein aspects acquire context information
from one of more classes. Thus, they preferred to inherit all of the
attributes and operations from parent (superclass) methods in CC's
to share context data across aspects and distributed transaction ap-
plication components.
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Figure 5. CBC, DIT and CIM Coverage over Applications
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In consonance with these results, we can confidently conclude
that the second hypothesis holds true for reduced coupling in TransJ
compared with AspectJ.

C. S’has higher cohesion and less tangling than .§°

In Fig. 6, the result reveals that TransJ maintains a lower value
for LCTO than AspectJ in all the three activities of the experiment.
Thus, TransJ promoted encapsulation with implementing a more in-
dependent component that implements a single logical function
(more cohesive) than implemented with Aspect]. Compared to the
AspectJ group, the TransJ group improved cohesion in all activities,
sometimes significantly (from 8% to 75%). The decrease in the co-
hesion of the AspectJ activities is caused by the need to extract new
methods to expose advisable joinpoints i.e., multiple transaction
joinpoints cannot be advised as an atomic unit (e.g., begin —commit,
begin — abort, or lock — release). From these results, we conclude
that the third hypothesis holds true for increased cohesion in TransJ
than in Aspect].

D. S notsignificantly larger or complex

Figures 7 (a) through 7 (€) show that TransJ implementations de-
creased the metric values for LOC, MLOC, TLOC, NOT, WOTC,
CC and RFM and increased VS value in all the three activities of the
experiment. In comparison with TransJ, Aspect) programmers
found the aspects and application code tends to contain very terse
pointcuts, advices and extra code, especially, when combined with
transaction constructs, such as transaction demarcations, to pull all
relevant context information. In TransJ, two induced factors affect
these metrics: the UMJDT model captures various general distrib-
uted transaction abstractions in meaningful, reusable joinpoints and
a set of base aspects, which help developers implement the TCC's in
simpler and logical method bodies, i.e., advice, with no extra lines
of codes and less number of operations and advices, thus this re-
duced the RFM value. Second, TransJ’s joinpoints referenced by
broad contexts and stable pointcut definitions, therefore, applica-
tions did not need additional context information, such as an identi-
fier or lock snapshot. This allowed the reusable and application-
level aspects to inherit or reuse pointcuts to apply the logic of TCC'
in appropriate transaction places. Hence, TransJ reduced the values
of MLOC, TLOC, NTO, WOTC, and RFM. Fig. 7 (d) shows that
the value of CC is smaller for TransJ than AspectJ, because TransJ
hides complex transaction abstractions, as mentioned, which result
in simple conditional statements and less tangled code. As predicted
by the above hypothesis, results shown in Fig. 7 (e) give sufficient
evidence that the average VS value of all programs was more for
TransJ than AspectJ, due to inlined code in transaction scopes being
extracted and gathered to inner classes, i.e., contexts and base as-
pects (caused improvements of 12% to 23%). Although the number
of components were more in TransJ implementations, but they were
more cohesive. From these results, we can confidently conclude that

50



ICSEA 2016 : The Eleventh International Conference on Software Engineering Advances

" ra
n 151
&

AVERAGE LOC, MLOC, TLOC AND WOTC IN APPLICATIONS
B .
o
5]

Act.1|Act.2 |Act3 Act.l|Act2|Act3 Actl|Act2|Act3 Act1|Act.2 |Act3

MLOC TLOC ‘WOTC

mAspect] mTrans)

Figure 7 (a) Average LOC, MLOC, TLOC and WOTC over
Applications

mAspect) mTransl

20 I
. | m |

ACT.1 ACT.2 ACT.3

AVERAGE OF RESPOMSE FOR
TRANSACTION MODULE
I
!

Figure 7 (b) Average RFM over Applications

mAspect! mTransl
70

50
30

20
10
0 || ||

ACT.1 ACT.2

AVERAGE NURMBER OF ADVICES
CORSSCUTTIONG COMCERN

AND METHODS IN ASPECTS PRE

ACT.2

Figure 7 (c) Average NTO over Applications

B Aspect) ® Trans)

L O> 15
CEE
w < X

osy 1
EOQ_

ng 0.5

>q ¥
<00

0

ACT.1 ACT.2 ACT.3

Figure 7 (d) Average CC over Applications

the fourth hypothesis hold true for less complex and a small code
size software in TransJ compared with AspectJ.
E. J”is significantly more oblivious to TCC'’s than S

Fig. 8 shows that TransJ implementations significantly reduced
the values of NITD, CDA, ASTC and ASTO metrics. Compared to
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the Aspect), NITD and CDA for all TransJ activities differed by
100%. The reason for having this result, i.e., zero value, TransJ pro-
grammers directly used transaction abstractions and did not need to
use Inter-Type Declarations (ITDs) for sharing of context infor-
mation between application and aspect components. Significant re-
duction in ASTC and ASTO was due to the layers of indirections
among the transaction application and aspect components, which
TransJ provides but are missing in AspectJ. In a nutshell, the im-
provement of the TransJ activities verse the AspectJ activities was
caused by (a) the higher level of reuse of base aspects, and (b)
scoped joinpoints, i.e., contexts, eliminating the need to create oper-
ations to expose new joinpoints. From these results, we can confi-
dently conclude that the fifth hypothesis hold true for less oblivious
software CC's in TransJ compared with AspectJ.

F. The runtime of .§"is no worse than .8’

Figures 9 (a) through 9 (c) show that TransJ implementation
slightly decreased the metric values for MRT, NUCT, ToT, and
slightly increased NCT with maintaining the RTPM in all three ac-
tivities of the experiment. TransJ allows dynamic weaving of as-
pects at run-time by looking up to the contexts instead of needing to
programing by hand as done in AspectJ. Figures 9 (a) and 9 (b) in-
dicate that the TransJ group performed very slightly better than the
AspectJ group for Act.1 and Act.2 with almost 0% improvement for
Act.3. This lack of improvement for Act.3 was caused by the over-
head of creating a transaction and transaction operation thread in-
stances, synchronization and the high concurrent potential for con-
flicts over the shared resource. In other words, there are no major
differences between the efficiency of TransJ activities and AspectJ
activities.

Fig. 9 (c) shows that the results for the NUCT and ToT metrics
remained the same for the Act.1 and Act.2. However, in Act.3
TransJ decreased very slightly the potential of having better ToT and
NUCT values. The decrease in NUCT and ToT values in TransJ at
Act.3 was caused by exposing advisable joinpoints, i.e., lockingJP
and resourceLockedJP and dynamic weaving of aspects on them.
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These joinpoints represented an indication of the benefits that can
come when concurrent operations access the shared resource. How-
ever, there are no major differences between the throughput of
TransJ activities and AspectJ activities. In a nutshell, the results of
figures do not give sufficient evidence to claim that the benefits of
improving software performance. But from these results, we can
confidently conclude that the sixth hypothesis holds true: preserving
runtime performance in TransJ compared to AspectJ.

G. The implementation TCC's in S requires a smaller number of
changes to reuse compared to .5

From the results shown in Fig. 10 (a), we can see that TransJ
implementation significantly reduced the changes required to reuse
the performance measurement concern implementations in Act.1
and Act.2. This means that the application is more amenable to ex-
tension.

Compared with AspectJ, the presence of joinpoints in the base
aspect of TransJ allows the implementation of the CC' logic in reus-
able and application-level aspects, which allow contexts and CC's to
be explicitly communicated. Fig. 10 (a) presents the percentage of
CC's that were implemented by abstract aspects (in base aspect). The
data confirm that significant increases in reusability can be gained
by applying TransJ's joinpoints where appropriate.

Fig. 10 (b) provides another graphical representation of the anal-
ysis of reuse for AspectJ and TransJ. The orange-colored graphs rep-
resent scattering in TransJ (aspects only) and the blue-colored
graphs represent scattering in Aspect) implementations. The scat-
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tered points in the graph indicate that the number of changes re-
quired for reusing a concern with TransJ and AspectJ in different
activities, respectively. The scattered points represent ASTC,
ASTO, CDA, NITD, CDTA, CDTO, and CDLOC metrics results.
Overall, activities of TransJ (highly reusable and more extensible),
but were highly scattered for AspectJ. The reason for less scattering
is discussed above. From these results, we can conclude that the sev-
enth hypothesis holds true: more reusability and extensibility in
TransJ compared to AspectJ.

H. The total programming hours for .5”is less than .5, indicating
that $7 is less complex and more readable than .§°

From the results shown in Fig. 11, we can see that TransJ signif-
icantly reduced the period that required to read, understand, imple-
ment, and debug the implementations of TCC's in all activities of
the experiment compared to AspectJ. These results confirm that the
applications were more flexible to implement with TransJ and were
robust with respect to bugs and error compared to the Aspect] im-
plementation. In addition, this figure indicates that TransJ partici-
pants performed significantly better than the AspectJ participants for
all activities.

PT represents the amount of time they spent on reading the
source code, understanding secondary requirements and looking for
bugs. The increases in the PT in the AspectJ activities are caused by
the need to study the whole code to find new pointcuts to expose
advisable joinpoints and to gather the relevant information to a spe-
cific context that is required to weave the CC's of appropriate join-
points. In contrast, TransJ provides pointcuts that help developers
code the CC's obliviously. In addition, they do not need to create
shared data structures, i.e., contexts, to have an explicit cooperation
between base application code and aspects. This one simple benefit
in the mindset of programmers can drastically reduce the number
and seriousness of bugs, i.e., NoBs. From these results, we can con-
fidently conclude that the eighth hypothesis hold true: less software
development time is required for TransJ than for AspectJ.

VII. SUMMARY

In ICSEA 2014, we presented the new conceptual model, i.e.,
UMJDT, to define interesting joinpoints relative to transaction exe-
cution and context data for woven advice. TransJ is a new abstract
framework, which allows developers to encapsulate TCC's in reus-
able and cohesive modules [6]. This paper presents a preliminary
research experiment on hoped-for benefits of TransJ in comparison
with AspectJ. It defines an extended-quality model for transactional
application, then setup an experiment methodology, involving 8 hy-
potheses and data collection from 12 applications. Initial findings
provide sufficient evidence to conclude that TransJ is capable of en-
capsulating a wide range of TCC's and that it can provide more mod-
ular, reusable distributed transaction software without sacrificing
the performance. We hope to gather more empirical evidences of the
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TransJ’s value by increasing the number of aspects in the reusable
aspect library and by continuing to expand the number and types of
applications that use TransJ. Our future research will include more
formal software-engineering productivity experiments to verify the
performance belief. TransJ can be extended for distributed remote
pointcuts that would simplify the implementation of even more com-
plex crosscutting concerns, such as recovery, or multithreaded in a
distributed system.
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Abstract—Modeling correct complex systems architecture is a
challenging research direction that can be mastered by providing
modeling abstractions. For this purpose, we provide an iterative
modeling solution for a multi-scale description of software archi-
tectures. We define a step-wise iterative process starting from a
coarse-grained description, and leading to a fine-grained descrip-
tion. The refinement process involves both system-independent
structural features ensuring the model correctness, and specific
features related to the expected behavior of the modeled domain.
We provide a visual notation extending the graphical UML
(Uniform Modeling Language) notations to represent structural
as well as behavioral features of software architectures. The
proposed approach mainly consists of two steps. In the first step,
the architecture is modeled graphically according to the UML
notations. In the second step, the obtained graphical models are
formally specified using the Event-B method. We implement the
resulting models describing structural and behavioral properties
using the Rodin platform and prove their correctness. We apply
our approach for a methodological design of a smart home
scenario for the homecare monitoring of disabled and elderly
persons.

Keywords—Software; Architecture; multi-scale; iterative; model-

ing; UML; formal; specification; structural; behavioral; refinement;
Event-B.

I. INTRODUCTION

Software architecture design has become the key factor
for the success of the development of large and complex
software systems, for mastering the costs and the quality of
their development. The design of a software architecture is a
complex task. On the one hand, we have to describe the system
with enough details for understanding without ambiguity and
implementing in conformance with architects requirements and
users expectations. On the other hand, we have to master
the complexity induced by the increasing model details both
at the human and automated processing levels. Some high
level properties can be expressed on informal descriptions
with a high level of abstractions and checked on simple
formal descriptions. Some other properties need more detailed
descriptions to be expressed and deep specifications to be
elaborated. Description details may be application-independent
and mainly structural such as component decomposition, or
system-specific and mainly behavioral, such as message or-
dering in interaction protocols. An iterative modeling process
that helps architects to elaborate complex but yet tractable
and appropriate architectural models and specifications can be
implemented by successive refinements. Different properties
of correctness and traceability have to be maintained between
the models and the specifications at the different levels of
iterations. Providing Rules for formalizing and conducting
such a process is our objective, which we implemented in

Copyright (c) IARIA, 2016. ISBN: 978-1-61208-498-5

khalil.drira@laas.fr,

visual modeling notations and formally specified in a formal
description technique. For this purpose, we propose to con-
sider different architecture descriptions with different levels
of modeling details called “the scales”. We define a step-wise
iterative process starting from a coarse-grained description and
leading to a fine-grained description. The proposed approach
mainly consists of two steps. In the first step, multi-scale
architectures are modeled graphically using UML notations.
In the second step, the obtained models are formalized with
the Event-B method, and validated by its supporting Rodin
platform [11]. In order to illustrate our solution, we experiment
our approach with a case study dedicated to the smart home
system for the homecare monitoring of elderly and disabled
persons. The remainder of the paper is organized as follows.
We describe the UML modeling approach in Section II. In
Section III, we present the generated Event-b specifications.
Section IV presents the case study. In Section V, we present
a survey of related work. We conclude and outline some
perspectives in Section VI.

II. ITERATIVE MODELING

At the level of abstraction, a software architecture is repre-
sented as a collection of interconnected components, and it is
at this level that the structural and behavioral properties of soft-
ware systems are addressed. We define multi-scale modeling
as an incremental process where we constantly refine software
systems descriptions. We propose to illustrate UML notations
for describing software architectures at different description
levels. In the first iteration, an abstract model is defined.
At each iteration, design modifications are made and new
details are added. We consider both structural and behavioral
descriptions. In model-driven engineering, traceability links are
established from the application requirements. The traceability
links specify which parts of the design contribute to the
satisfaction of each requirement [9].

A. Structural modeling

We propose structural modeling for describing software
architectures using a visual notation based on UML. To de-
scribe the structure of a multi-scale architecture, we model the
first scale by a given coarse-grained description using a UML
component diagram. This model is refined until reaching a
fine-grained description representing the necessary modeling
details. We define a vertical description scale “S,y1” as
a model that provides additional details of the design, that
pertain to “S, ;" and more abstraction related to “S,yo.p”.
A vertical scale can be further refined into several horizontal
description scales (“Sy.1”, “Sy.n+1”s--.) thus providing more
details. We consider that v, resp. h, represents the vertical and
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horizontal iterations (v,h > 0). We, first, elaborate an initial
abstract architecture description from the user requirements.
At the first scale Sy, application requirements are specified
(a unique component Cj is identified). This is the beginning
of the traceability. A first vertical iteration from Sy to S7.1
is required in order to provide details on the application, and
refine it with several components. In Figure 1, two components
named C; and C5 are added. At the same scale, an hori-
zontal iteration is needed to specify the interactions between
components. We represent a link between C; and C5 in the
scale S7.2. A second vertical iteration is helpful for refining
components with new sub-components, and checking that at
the scale So1, the components identification is preserved, as
we keep traceability of a component from one scale to another.
This notation is used for identifying a component: C,,, where
m represents a cursor on the current component (m > 0). It can
be decomposed in the next scale. The component C'y, is refined
with two sub-components identified as Cj 1, Ci9, etc. The
component C5 is refined with two sub-components (C3; and
('5.5). Several horizontal iterations are needed in the second
vertical scale to show more specific details (related to the UML
description). An horizontal iteration called S5 o adds details
on data relating to the components: roles are associated with
components such as “Event-Dispatcher”, “Producer”, “Con-
sumer”, “Producer-Consumer”, “Client”, “Service”, etc. The
scale Ss o is inserting communication ports and more details;
the scale S 3 allows the addition of component interfaces.
Finally, we obtain the model S5, where connections are
established between components to define the architectural
style of the application. In the illustrated example, we are
limited on three vertical iterations to show the necessary
details. However, the iterative process continues while there are
still components to refine. The number of iterations depends on
the application requirements. Each new iteration does not only
include new sub-components but also adds necessary design
details on the information flow between components. In the
scale S5 4, we propose to refine the interaction (link) between
the two components C7 and Cs illustrated at the scale Si o
with respect to the following traceability constraints: if the
component C performs the role of an “Event-Dispatcher” and
the component Cs is a “Producer-Consumer”, the link between
C7 and C5 in S;; will be decomposed into a double assembly
connection in the scale S5 4 connecting (Cy.; and C51). We

Copyright (c) IARIA, 2016. ISBN: 978-1-61208-498-5

preserve the model traceability from one scale to another by
decomposing links, at the abstract scale, and refining them,
at the next scale, to show possible connections established
between components. Traceability is a desired characteristic
for software management. However, it is not always possible
to trace every design (or architectural) component back to
requirements. To ensure this property, we check during the
iterative process that the interface compatibility is preserved
in the multi-scale architecture: First, we verify through added
details on component roles that each required interface is asso-
ciated with a producer component and each provided interface
is associated with a consumer component. The main issue
is to ensure the well-typed and the well-connected in UML
component diagram. For this purpose, we have implemented
a tool supporting our approach in visual modeling notation
as an Eclipse plug-in to providethe designerwith an editor for
UML modeling architecture. Using this editor, we make sure
that refined models are correct by design. Second, we check
the interface compatibility through constraints on different
scales using the OCL (Object Constraint Language) interactive
console associated with the Eclipse.

B. Behavioral modeling

To specify behavioral features, we use UML sequence
diagram that provides a graphical notation to describe dynamic
aspects of software architectures [7]. The application is ini-
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Figure 2. Behavioral modeling

tialized (at the first scale), and after successive iterations, the
sets of components and interactions among them are identified
in a way that supports the required behavior of the abstract
application level. We describe the specified behavior of an
application using the UML sequence diagram in Figure 2.
The sequence diagram is helpful for describing the message
ordering in interaction protocols during the iterative modeling.
In the first scale, the whole application is presented as a
black box to illustrate the System Sequence Diagram (SSD)
named “Cy”. The main issue here is to secure the message
transmission and how elements cooperate to ensure correct
information propagation. Several events may refine an abstract
event: The single message (M) between actors in the scale
(S1) is refined with a set of messages (M1.1, M;. 2, M> 1, and
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My 5) in the scale (S3), or the content of translated messages
depends on earlier received message. The sequence diagram,
represented in Figure 2, specifies the behavioral features of the
publish-subscribe architecture. When the Producer-Consumer
component C7 sends a message (M) to the Event dispatcher
component C'y at the scale S1, the Event-dispatcher tracks this
message and, it replies to the Event-dispatcher by sending an
acknowledgement message (M>). At the next scale So, the two
messages will be refined into a parallel sequence of messages
while keeping track of the type of message sent or received in
the abstract scale.

Our approach is based on a multi-scale modeling that helps
to automate the construction of correct design architectures.
So, we need to specify the software architecture model that
describes the software components and their composition. In
fact, each model is represented as a set of scales, and each
scale denotes a set of architectures. Following our approach,
the designer starts by modeling the first scale architecture
which is refined to give one or many architectures for the next
scale. Then, these architectures are refined in turn to give the
following scale architectures and so on until reaching the last
scale. The transition between scales is ensured by applying
specific rules defined using the Event-B specifications. After
constructing the architectures of software architecture model,
we apply the relation between the two models in order to obtain
model-based architectures with different description levels.

III. EVENT-B FORMAL SPECIFICATION

The aim of formal modeling is to achieve a precise specifica-
tion of the intended structures and behaviors in the design [1].
The advantage of such specifications is to determine whether
a modeled structure can successfully satisfy a set of given
properties derived from the user requirements. We consider
here specifying a multi-scale architecture using the refinement-
based formal method: the Event-B [11]. We use the Event-
B method and its event based definition to formalize UML
models. Our approach facilitates layering and mapping the
informal requirements to traceable formal models. An Event-
B model is made of two types of components: contexts and
machines [2]. The obtained UML models are mapped to Event-
B specifications: the component diagram constitutes the static
part of the architecture, it is specified with the Event-B method
in the Context part. The sequence diagram constitutes the
dynamic part of the architecture, it is specified with the Event-
B method in the Machine part. A context describes the static
part of a model, and a machine describes the dynamic behavior
of a model. Each context has a name and other clauses like
“Extends”, “Constants”, “Sets” to declare a new data type
and “Axioms” that denotes the type of the constants and the
various predicates which the constants obey. Machines and
contexts can be inter-related: a machine can be refined by
another, can see one or several contexts, while a context can be
extended by another [8]. A multi-scale software architecture
is described with structural features and behavioral features.
Structural features are specified with one or several contexts
and behavioral features are specified with one or several
machines.

A. Structural specifications

In the component diagram we specify components that con-
stitute the architecture, their types and their connections. This
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diagram constitutes the static part of the defined architecture. It
is specified in the Context part. In the first scale Sy, the graph-
ical model is transformed into an Event-B specification called
Context0. In the Context0, we specify the whole application
with a Component as constants. The component, that composes
the architecture at scale Sy o, is named Cj. This is specified
by using a partition in the AXIOMS clause (CO_partition).

CONTEXT
ContextO
SETS
Component
CONSTANTS
Co
AXIOMS
CO_partition : partition(Component, {C0})
END

In the next scales, we use the refinement techniques to gradu-
ally add details until obtaining the final scale specification.
A new context named Contextl extends the Context0 and
specifies new components in the application. We define two
components C; and C5 as constants and the established link
between them. Formally, links are specified with an Event-B
relation between two components (Link_partition).

CONTEXT
Contextl
EXTENDS
ContextO
CONSTANTS
C1,C2, Link
AXIOMS
Cl1_partition : partition(Component, C0, {C1}, {C2})
Link_partition : Link € C1 <> C2
END

A Context2 is extending the previous Contextl, and is adding
sub-components of each component. We specify the role of
each component (producers, consumers and event-dispatcher)
as constants. Connectors are specified with an Event-B relation
between two components. The set of Connectors is specified
formally with two partitions (Ctl_part, Ct2_part).

CONTEXT
Context2
EXTENDS
Contextl
SETS
Role
CONSTANTS
C1.1,C1.2,C2.1,C2.2, Prod,
Cons, EventDis, Prodl, Prodn,
Consl, Consn, ED1, EDn, Connectorl, Connector2
AXIOMS
C2_partition :
partition(Component, {C1.1},{C1.2}, {C2.1}, {C2.2})
Ctl_part : Connectorl € C1.1 <+ C2.1
Ct2_part : Connector2 € C1.2 < C2.2
Role_part :
partition(Role, { Prod}, {Cons}, {EventDis})
Cons = {C1,.,Cn} ANC1#C2AN.N#Cn
EventDis = {ED1,..,EDn} AN ED1 # ED2A ..A # EDn
Prod = {P1,..,Pn} NP1 # P2A.A# Pn
END

B. Behavioral specifications

The Event B machine is used formally, to find structural
errors and to verify the semantic of the UML model. To specify
behavioral features, we specify the abstract description scale
with a machine at a high level of abstraction. Then, we add all
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necessary details to the first machine by using the refinement
process. In the first machine, we only specify the modeled
application by extending Context0.

MACHINE
Machine0
SEES
Context0
VARIABLES
Cco
INVARIANTS
inv : CO € BOOL
EVENTS
INITIALISATION
BeginAct
act : CO:=TRUE
EndAct
END

Machinel is a refinement of the Machine0, using the context
Context] and adding communication between the components
C7 and (5. The behavior is described as follows: the compo-
nent C; sends a Message to the component Co. When the
component Cs becomes available, it receives the Message,
processes it and sends the Acknowledgement Message. When
the component C; becomes available, it receives the ACK-
Message. The invariants (Send_Message, Receive_Ack) spec-
ifies what is the sent message, who is the sender and the
receiver. The Machinel has a state defined by means of a
number of variables and invariants. Some of variables can be
general as the variable Send, which denotes the sent message
and the variable Receive, which denotes the received message.
The variable Send is defined with the invariant (Send_Msg)
which specify that Send is a relation between two components
so that the sender, the receiver and the message are known.

MACHINE
Machinel
REFINES
Machine0
SEES
Contextl
VARIABLES
Send, Receive
INVARIANTS
Send_Message : Send € BOOL
Receive_ACK : Receive € BOOL
EVENTS
INITIALISATION
BeginAct
actl : Send := FALSE
act2 : Receive := FALSE
EndAct
EVT
initl : Send € C1 — C2
init2 : Receive € C1 — C2
init3 : Transmit := C1 — True, C2 — False
END

We follow the same method to specify a second ma-
chine named Machine2 which refines Machinel, using the
context Context2 and adding communication between the
sub-components Cj 1, Ci.2, Co1 and Cs,. The invariants
(SendMsgl.1, SendMsgl.2 , ReceiveAck2.1 , ReceiveAck2.2)
are specified in the INVARIANTS clause to check that each
sub-component can’t send a message or receive an acknowl-
edgment only if it is authorised.
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MACHINE
Machine2
REFINES
Machinel
SEES
Context2
VARIABLES
SendMsgl.1, SendMsgl.2, ReceiveAck2.1, Receive Ack2.2
INVARIANTS
Send_Message : SendMsgl.1, SendMsgl.2 € BOOL
Receive_ACK : ReceiveAck2.1, ReceiveAck2.2 € BOOL
EVENTS
INITIALISATION
BeginAct
al : SendMsgl.1l := FALSE
a2: SendMsgl.2 := FALSE
a3 : ReceiveAck2.1 := FALSE
a4 : ReceiveAck2.2 := FALSE
EndAct
EVT
initl : SendMsgl.1 € C1.1 — C2.1
init2 : SendMsgl.2 € C1.2 — C2.2
init3 : ReceiveACK2.1 € C1.1 — C2.1
initd : ReceiveACK2.2 € C1.2 — C2.2
inith : transmitl := C1.1 — True, C2.1 — False
init6 : transmit2 := C1.2 — True, C2.2 — False
END

The Event-B machine is used formally, to find structural errors
and to verify the semantic of the UML model. Besides, behav-
ioral properties are checked like liveness and reachability. The
reachability means that the components are able to capture all
exchanged messages. We formulate those properties as predi-
cates (INVARIANTS, AXIOMS). We check that each compo-
nent only sends a message if it is authorised. This is controlled
by the invariants (Send-Msg, Receive-ACK). Reaching the last
scale description by using refinement techniques, we guarantee
that refined models are not contradictory and we ensure that
they are correct by design. The multi-scale modeling helps to
automate the construction of correct design architectures. The
aim is to derive those UML models by applying correctness
preserving transformations, i.e. refinements, that conform to
the constraints defined by the application and by the adopted
architecture styles. The refinement techniques proposed by this
method allow to represent architectures at different abstraction
levels and are implemented using the Rodin platform.

IV. APPLICATION TO THE SMART HOME

This section focuses on modeling the smart home system
for the homecare monitoring of elderly and disabled persons.
The main issue is to ensure efficient management of the
optimized comfort, and the safety of the elderly and disabled
person at home [5]. We illustrate, in Figure 3, the constituent
elements of the smart home application. The monitoring center
is composed of three systems: the Environment Control and
Comfort Management, the Emergency Surveillance Center,
and the Medical Surveillance Center. The Home Care Actor
interacts with the monitoring center, by setting medical or
emergency conditions; the Equipment includes sensors and
house devices; the emergency surveillance center controls
critical situations using the activity sensors. Activity sensors
include fall sensors, presence sensors, video camera and micro-
phone. The medical surveillance center monitors physiological
sensors. While there are problems, the center requires the med-
ical assistant intervention (the doctor, the nurse). The comfort
management and the environment control system guarantees a
comfort life for the users. This center enables communications
between users, control the environment sensors (Humidity
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Figure 3. Smart Home application

and Temperature Sensors), and commands the house devices
(Convectors, Air conditioners).

A. Smart Home Model

We experiment our approach by applying successive iter-
ations to the smart home application. We obtained then the
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Figure 4. The Smart Home model
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following results: In Sy, we define the application named
“SmartHome”. The constituent systems of the smart home
are described (in Sy;): HomeCare-Actor, Equipment, and
MonitoringCenter). Those systems communicate with each
other via the monitoring center. Those relationships are rep-
resented (in S12) as links. In Figure 4, We illustrate the
iterative process applied to the smart home system. In the
next scale, the three components are refined and specified
with an associated role as shown in Figure 4. The Mon-
itoringCenter plays the role of an “EventDispatcher”. The
HomeCare-Actor and Equipment play the role of “Producer-
Consumer” in the application. We briefly describe the list of
required/provided services of the HomeCare-Actor component.
The MedicalAssistant receives information about the patient’s
situation from the MedicalSurveillanceCenter, he manages the
patient’s medical care (provides) and returns a report after the
care. The EmergencyService receives information about a crit-
ical situation EmergencySurveillanceCenter, reacts to save the
patient (provides), and returns a report after the intervention.
The User receives not only emergency and medical services
but also comfort services like online communication or house
device command provided by the EnvironementControl And
ComfortManagement component. During the iteration process,
we apply the link decomposing rule with respect to the
component role: if Cy plays the role of an “Event-dispatcher”
and C5 acts as a “Producer-Consumer”, the link in the scale
S1.0 between C5 which is related to “HomeCareActor” or
“Equipment” and C; in the scale S;o will be decomposed
into a double assembly connection in the scale Sy 4 between
(.1 which is related to “MonitoringCenter” and C5; which
is related to ‘HomeCareActor” or “Equipment”. While there
are still components to refine in the smart home, we move
to the third scale to add more design details. We focused on
mastering the system complexity description details through
including the third scale. This scale has not only included
new sub-components but also detailed the information flow
between them. Each added sub-component (e.g. the doctor) is
important for the design process. It influences the abstract level
where smart home requirements are specified. We illustrate the
last horizontal scale S5 4 adding new sub-components (Doctor,
Emergency Service, Video Camera, etc), and their connections.

B. Smart Home system-specific properties

In Figure 5, we present one of three fragments of the
UML sequence diagram to demonstrate the behavior of con-
stituent elements. The sequence diagram shows the instances
participating in the interaction having two dimensions: the
vertical dimension represents time; the horizontal dimension
represents different objects which is related to the behavior
of the smart home components. We illustrate the first scale
So.0 using the SSD named “Smart Home” to show the whole
system (as a black box). A vertical refinement called S o
allows to describe the objects HomeCare-Actor, Equipment,
and MonitoringCenter) and the exchanged messages in the
diagram “Sd Monitoring”. An object of class Equipment starts
the behavior by sending an alert message to an object of class
MonitoringCenter). This object responds by an acknowledg-
ment message to the equipment and sets the Sleep mode.
The monitoring center sends the information to the object
HomeCare-Actor that will respond immediately and send re-
turn message describing the situation after the care.

59



ICSEA 2016 : The Eleventh International Conference on Software Engineering Advances

[Sd Monitoring ]
HomeCareActor] MonitoringCenter Equipement]

| i 1.Send Status/Alert
4. Respond] 3.5end Information  |[2.Send-ACK & set Sleep Mod!ﬂ
.Send a report after the [care 7
Sl 2
Sd EmergencySurveillance

EmergencyService S Er_nergenc:y ActivitySensoﬁ

1.1 SendAlert on an accident

2.1Send-ACK & set Sleep Mode|

ﬁ4'1 Respond | [3.1.Send an alert tq feact
to save 5.1 Send a report |

on the patient situation

o

Sz4

Sd Emergency Surveillance

Eldery || Emergency || EmergencySurveillance
person Center Center

Video
Camera

Presence]
Sensor

Fall
Sensor

Microphone

1.1.1 Send alert on an/accident]
1.1.2 Send signal on { |e preseence of the person in @ place
1.1.3 Send video aler||on a def |cted emergency situation

[1.1.4 Send sound aler |on a de| icted e rgency situg fion

2.1.1 Send ACK & S¢ | Sleep Jode for | | the Presend| | sensor
2.1.2 Send ACK & Sq | Sleep | Jode for|| the Fall ser sor
2.1.3 Send ACK & SUt Sleep Mode for] | the video ¢ jmera
411.1Respond 2.1.4 Send ACK & Set Sleep Mode for| the microp jone
3.1.1Send anal| [t on an

|

|
o emergency case { ) react |
| .1.1 Send arepq |t on the :
| patient situd ion |

Figure 5. Fragment of the UML Sequence Diagram

C. Event-B specifications

We apply the Event-B refinement techniques to check the
correctness of the multi-scale architecture applied to the Smart
Home. We illustrate the Context2 that is extending the previous
Contextl, and is adding all sub-components in the smart home.
They are specified with three partitions: equipment-partition,
Monitoring-partition and Actor-partition. We specify in the
Context2 the components type role (producer-consumers and
event-dispatcher) as constants. There are many connections
between components. The Connectors are specified with con-
stants in the CONSTANTS clause. The set of Connectors is
composed of all Connectors. This is specified formally with a
partition (Connector-partition).

CONTEXT
Context2
EXTENDS
Contextl
CONSTANTS
ActSensor, Device, EnvSensor, PhysSensor,
EmerSurvCenter, EnvControl, MedSurvCenter,
User, MedAssistant, EmerService, Connectorl, ..
AXIOMS
Eq_partition :
partition(Component, { ActSensor}, { Device},
{EnvSensor}, {PhysSensor})
Eq_partition :
partition(Component, { EmerSurvCenter
{EnvControl}, { MedSurCenter})
Connector = Connectorl,..,Connectorl5T
END

To specify behavioral features, we have two steps. First,
we specify the first machine at a high level of abstraction.
Second, we add all necessary details by using the refinement
technique. We illustrate an example of machines called Ma-
chinel that is refining the Machine0, adding communication
between the Smart Home components. The behavior is de-

Copyright (c) IARIA, 2016. ISBN: 978-1-61208-498-5

scribed as follows: the Monitoring-Center sends a Message to
Equipment and then remains released from resources. When
the component Equipment becomes available, it receives the
Message, process it and sends the Acknowledgement Message.
When Monitoring-Center becomes available, it receives the
ACK-Message, process it and then becomes deactivated. The
invariants (Send_Message, Receive_Ack) specifies what is the
sent message, who is the sender and the receiver (The same
description for the message from the Monitoring-Center to the
HomeCare-Actor Component).

MACHINE
Machinel
REFINES
Machine0
SEES
Contextl
VARIABLES
Send, Receive
INVARIANTS
Send_Message : Send € BOOL
Receive_ACK : Receive € BOOL
EVENTS
INITIALISATION
EVT
il : Send € MonitoringCenter — Equipment
i2 : Receive € MonitoringCenter — Equipment

i3 : transmit := MonitoringCenter — True,
Equipment — False
i4 : transmit := MonitoringCenter — True,

HomeCareActor — False
END

During the refinement process, we check the correct transmis-
sion of messages between actors and we prove the correctness
property using the Event-B specifications. We demonstrate
that there is no conflict problem between messages sent and
received in parallel sequence which is not possible and correct
with UML notations. Dispatchers cooperate together to route
information from the producer-consumers to the subscribed
event-dispatcher (Monitoring-Center). This interaction is gov-
erned by a principle of information dissemination requiring
that produced information have to reach all subscribed con-
sumers. This is to check the correct message transmission
between dispatchers and producer-consumers.

The Event-b specifications allow to guarantee a correct
by construction architectures. This formal method provides
three steps. At the first step, the designer describes the nec-
essary information for the software architecture model and
the relation between them. Then, the second step consists in
generating automatically all the correct design architectures
following a multi-scale modeling approach. In fact, for each
model, a scale is defined by the designer. Then, it is refined
by successively adding smaller scale details. This refinement
process is performed by applying specific rules. Finally, the
third step is the selection of the efficient architecture according
to resource constraints.

V. RELATED WORK

Considerable research studies have been proposed on the
description of software architectures. Multi-level modeling
approaches [10] have been proposed to represent the different
abstraction levels. Baresi et al. [3] presented a UML based
approach and proposed formal verification and validation of
embedded systems. The approach is implemented using the
“CorrettoUML”: a formal verification tool for UML models.
Other research studies have been proposed for the specification
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of software systems using formal methods. Model verification
activity [12] is performed to ensure the correctness of model.
Formal verification means that any errors found in the design
of the system should be corrected. Ben Younes et al. [4]
proposed a meta-model transformation between UML Activity
Diagram and Event B models. A formal framework is defined
to ensure the correctness of the proposed transformations,
and the event B method is used for the formal verification
of applications. Bryans et al. [6] presented a model-based
approach to assist in the integration of new or modified con-
stituent systems into a System of Systems. The authors defined
two levels for system composition, the high-level structural
view that considers the connections within the system, and
the low-level behavioral view that deals with the behavior of
contractual specifications. They treated an industrial case study
for modeling Audio/Video system.

We can note that the research activities [3], [4], [6] deal
only with structural features during the design of the architec-
ture. They do not take into account the respect of behavioral
featuress to validate the architecture. Whereas, in our work,
we deal with both structural and behavioral features.

We analyze that several studies have been performed on
the modeling of multi-level architectures based on UML.
These semi-formal approaches did not, however, include the
concept of refinement. Although formal techniques and, more
specifically, works based on graph transformations allow the
architecture refinement, they require certain expertise in mathe-
matics for architects. Moreover, only few studies have provided
a clearly defined process that takes the compatibility between
different description levels into account, a challenging condi-
tion for the multi-level description of software architectures.
Model-based methods have addressed significant challenges
in software Engineering. Semi-formal models are used in
the architectural description of complex software systems.
This representation has advantages, mainly with regard to
comprehension, and can help to clarify areas of incompleteness
and ambiguity in specifications.

In this study, we have considered that a given modeling
level can be described by both vertical and horizontal scales.
Our work will help the architect to design a correct and
elaborated solutions for modeling multiple different levels of
description of the same modeling level through the scales.
Thus, we applied our model-based approach for describing
multi-scale architecture , defining both the structure and the
behaviour of the complex system and interactions between
them. Event-B as a formal method support an interactive and
an automatic theorem proving so that the resulted specification
after the transformation process can be proved automatically.
With the notion of refinement, we can to perform successive
refinement to the Event-B model in order to specify different
description scales.

VI. CONCLUSION

In this paper, we have presented a multi-scale modeling
and specification approach for software architectures. We have
proposed UML notations to represent the structure and the
behavior for modeling different description scales, and second
formally specified the models with the Event-B method. The
formalisation phase allows to formally specify both structural
and behavioural features of these architectures at a high level
of abstraction using Event-B method. We implemented the
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elaborated specifications under the Rodin platform. We have
also presented the application of our approach to the smart
home scenario. Finally, we have presented some research
studies discussing multi-level modeling for software architec-
tures using semi-formal and formal methods. Currently, we
are working on the improvement of the formal verification
of architectural properties, and the model transformation from
UML to Event-B. In our future work, we expect to apply the
multi-scale approach to other use-cases for modeling complex
systems architectures (e.g. System of Systems (SoS)) and
implement a tool supporting the approach.

REFERENCES

[1] Compatibility and inheritance in software architectures.
Computer Programming, 41(2):105 — 138, 2001.

[2] J.-R. Abrial. Modeling in Event-B: System and Software Engineering.
Cambridge University Press, New York, NY, USA, 1st edition, 2010.

[3] L. Baresi, G. Blohm, D. S. Kolovos, N. Matragkas, A. Motta, R. F.
Paige, A. Radjenovic, and M. Rossi. Formal verification and validation
of embedded systems: The UML-based mades approach. Softw. Syst.
Model., 14(1):343-363, Feb. 2015.

[4] A. Ben Younes, Y. Hlaoui, and L. Jemni Ben Ayed. A meta-model
transformation from uml activity diagrams to event-b models. In Com-
puter Software and Applications Conference Workshops (COMPSACW),
2014 IEEE 38th International, pages 740-745, July 2014.

[S] S. Bonhomme, E. Campo, D. Esteve, and J. Guennec. Methodology and
tools for the design and verification of a smart management system for
home comfort. In Intelligent Systems, 2008. IS ’08. 4th International
IEEE Conference, volume 3, pages 24-2-24-7, Sept 2008.

[6] J. Bryans, J. Fitzgerald, R. Payne, A. Miyazawa, and K. Kristensen.
Sysml contracts for systems of systems. In System of Systems Engi-
neering (SOSE), 2014 9th International Conference on, pages 73-78,
June 2014.

[7]1 S. Cimpan, F. Leymonerie, and F. Oquendo. Software Architecture:
2nd European Workshop, EWSA 2005, Pisa, Italy, June 13-14, 2005.
Proceedings, chapter Handling Dynamic Behaviour in Software Archi-
tectures, pages 77-93. Springer Berlin Heidelberg, Berlin, Heidelberg,
2005.

[8] T. S. Hoang, H. Kuruma, D. Basin, and J.-R. Abrial. [Integrated
Formal Methods: 7th International Conference, IFM 2009, Diisseldorf,
Germany, February 16-19, 2009. Proceedings, chapter Developing
Topology Discovery in Event-B, pages 1-19. Springer Berlin Heidel-
berg, Berlin, Heidelberg, 2009.

[9] I Omoronyia, G. Sindre, S. Biffl, and T. Stilhane. Relating Software
Requirements and Architectures, chapter Understanding Architectural
Elements from Requirements Traceability Networks, pages 61-83.
Springer Berlin Heidelberg, Berlin, Heidelberg, 2011.

[10] P. Petrov, U. Buy, and R. Nord. The need for a multilevel context-
aware software architecture analysis and design method with enterprise
and system architecture concerns as first class entities. In Software
Architecture (WICSA), 2011 9th Working IEEE/IFIP Conference on,
pages 147-156, June 2011.

[11] W. Su, J. Abrial, and H. Zhu. Formalizing hybrid systems with event-b
and the rodin platform. Sci. Comput. Program., 94:164-202, 2014.

[12] B. Uchevler and K. Svarstad. Assertion based verification using psl-like
properties in haskell. In Design and Diagnostics of Electronic Circuits
Systems (DDECS), 2013 IEEE 16th International Symposium on, pages
254-257, April 2013.

Science of

61



ICSEA 2016 : The Eleventh International Conference on Software Engineering Advances

A Cost-benefit Evaluation of Accessibility Testing in Agile Software Development

Aleksander Bai, Heidi Camilla Mork

Norwegian Computing Center, Oslo, Norway

Email: {aleksander.bailheidi.mork}@nr.

Abstract—Accessibility testing in software development is test-
ing the software to ensure that it is usable by as many people as
possible, independent of their capabilities. Few guidelines exist
on how to include accessibility testing in an agile process, and
how to select testing methods from a cost-benefit point of view.
The end result is that many development teams do not include
accessibility testing, since they do not know how to prioritize the
different testing methods within a tight budget. In this paper, we
present an evaluation of four accessibility testing methods that
fits in an agile software development process. We discuss the
cost of each method with regards to resources and knowledge
requirements, and based on a cost-benefit analysis, we present
the optimal combinations of these methods in terms of cost and
issues discovered. Finally, we describe how accessibility testing
methods can be incorporated into an agile process by using the
agile accessibility spiral.

Keywords—Accessibility testing; Agile software development;
Cost-benefit analysis; Usability.

I. INTRODUCTION

The past decades have seen an increased interest in integrat-
ing usability in the software development process. However,
far to little attention has been paid to the field of accessibility.
Accessibility focuses on letting people with the widest range
of capabilities be able to use a product or service [1]. There
is an increased focus on accessibility from governments and
the United Nations with “Convention on the Rights of Persons
with Disabilities” [2].

Studies show that doing usability testing is costly and can
take around 8-13% of the project’s total budget [3]. Much
of the cost goes to recruiting participants and evaluators
in addition to the man-hours required for conducting and
evaluating the results [4]. For accessibility testing, the cost can
be even higher than usability testing, since recruitment and ac-
commodation of participants usually have more requirements.

However, by not doing accessibility testing at all or by
postponing testing until the end of the project, the cost can
be extremely high, and it might not even be possible to do
accessibility adjustments at a late stage [5] [6]. Many studies
show that software that is hard to use, or have features that
are hard to understand, make users find better alternatives [7].
There might also be legal requirements to provide accessibility.

We argue that developers and testers in software teams
can take more responsibility for accessibility testing, and thus
lower the total testing cost of the project and at the same time
deliver a better product that is both more usable and accessible.
Our approach is targeted towards agile software development,
since it has become the mainstream development methodology

(81 [9].
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During our evaluations, we have investigated different ac-
cessibility testing techniques, and we discuss the cost-benefit
aspect of these in an agile development process. We argue
that accessibility testing does not necessarily require a high
cost. We describe where in the process the methods can
be used and how they can be combined in optimal ways.
Consequently, the impact from accessibility testing towards
the end of the project will be minimized, and thus reduce
the cost of retrofitting [5]. Our suggested approach is not a
substitute for doing user testing, but an addition, incorporated
into the agile development process, to reduce the overall cost
and increase the usability and accessibility of the software.

The remainder of this paper is organized as follows. Section
IT summarizes related work, and section III gives an overview
of accessibility testing methods. Section IV describes the
evaluation approach and the issues that were found during
the evaluations. Section V reports our cost-benefit analysis of
the accessibility testing methods and Section VI discusses the
results. Finally, we summarize and conclude in Section VIIL.

II. RELATED WORK

Zimmermann and Vanderheiden [10] have proposed a
method for integrating accessible design and testing in the
development of software applications, both iterative and non-
iterative processes. However, the proposed method’s main
focus is on how to gather accessibility requirements and does
not contain much details on how to actual perform testing in
an iterative process. There has been some focus on integrating
an agile development process with usability testing [11], and
in recent years, there has been an increasing interest in Agile
UX (User Experience) [12]. Bonacin et al. [13] propose how
to incorporate accessibility and usability testing into an agile
process, but do not discuss which accessibility testing methods
that are optimal to use or how to combine them in an efficient
setup.

A recent systematic review of usability testing methods for
software development processes [7] request more research into
evaluating the different testing methods and how they affect
the testing outcome. To the best of our knowledge, there are no
evaluations of accessibility testing methods in an agile process,
and there are no studies of which accessibility testing methods
that are most effective compared to resources and knowledge
available in a agile team. We address the latter issue in this
paper by showing a cost-benefit approach on how to select
accessibility testing methods in an agile process.
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III. BACKGROUND

There are several methods for testing usability [7] and
accessibility [10] in software development: automated tools,
guidelines, expert walkthrough, interviews and user testing to
name a few. There are different alternatives of grouping these
methods [14], and we have chosen to divide them into five
groups based on the resources and knowledge required when
using the methods in software development, as shown in Table
Tablel.

The amount of resources and knowledge required is cate-
gorized as either low, medium or high. In terms of resources,
low means that none or little prerequisites (tools, setup,
administration) are required to conduct the method; medium
means that some prerequisites are required, and they are
relatively cheap (under $1000); high means that the method
requires considerably investments in terms of setup, purchase,
administration or maintenance. In terms of knowledge, low
means that no or very little prior knowledge is required;
medium require some prior knowledge, either technical (usage,
commands) or domain (knowledge or experience with the
impairment); high means that extensive or expert training is
required to conduct the evaluation.

TABLE I. ACCESSIBILITY TESTING GROUPS.

#  Group Resource Knowledge
requirements  requirements

1 Automated tools Low Low

2 Checklist and guidelines Low Low

3 Simulation using wearables ~ Medium Low

4 Expert walkthrough Low High

5  User testing High Medium

Automated testing tools require fewer resources in terms
of time, knowledge and resources, compared to other testing
methods. It is quite feasible for a developer or tester to install
a tool and run an evaluation, and most of the tools are also
free to use. There are numerous alternatives out there, like the
NetBeans accessibility module [15] that integrate directly into
the developer’s tools, but most automated tools only support
simulation of visual impairments or a limited variant of other
impairments. Overall, the automated testing tools are low in
resources required to acquire and use them. The automated
tools usually explain the evaluation results in great details to
the operator, and give suggestions on how to fix or improve the
problems that have been found. This means very little prior
knowledge is required from the operator, and explains why
we have also labeled the automated tools methods with low
knowledge requirements in Table 1.

Checklists and guidelines provide the evaluator with a
set of instructions and criteria to evaluate, and the WCAG
(Web Content Accessibility Guidelines) 2.0 standard [16] is
a common choice. It is easy to find both checklists and
guidelines on the Internet, and they have good and detailed
documentation on how to perform the evaluation and how
to assess the results from the evaluation. This is why we
have labeled checklists and guidelines methods with low for
resource and knowledge requirements. Even though these
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methods require little resources and knowledge, studies have
shown that guidelines are hard to understand and follow, and
have not increased accessibility as much as anticipated [17].

There are many different tools or wearables that an able-
bodied person can use in a simulation. The motivation is to let
a person experience an impairment so the person might be able
to gain some insight into the issues that an impairment might
have with a certain design or solution [18]. It is important to
note that the intention of a simulation kit is not to simulate the
disability in itself, which is highly criticized [19]. Simulation
kits are fairly cheap to purchase and setup, but it requires some
planning; the simulation kits must be evaluated to discover
which is most suitable, and the simulation kits must also
be purchased. The planning and cost aspect is the reason
for labeling the simulation methods as medium. However,
simulation kits come with good instructions on how to operator
them and normally requires no prior knowledge, which is
reflected by low knowledge requirements in Table I.

Expert walkthrough, also called persona walkthrough or
persona testing approach [20], is where an expert simulates
or play-acts a persona while carrying out tasks. The more
knowledge the expert has about the disability that a particular
persona has, the easier it is to do a realistic and credible
acting while testing the solution. The approach is informal and
relatively quick to do, but is heavily dependent on the selected
personas and the experience that the expert has with the
particular type of disability. All expert walkthrough methods
requires expert knowledge (as the name indicates) and is
thus marked with high knowledge requirements. However,
there are few resource requirements for expert walkthrough
methods, and this is why they are labeled with low for resource
requirements.

The best approach for accessibility testing is user testing,
since the actual users are involved and the testers does not
have to do any approximation of impairments or mental states
[21] [22]. However, it is also an expensive method because
it requires much planning, recruitment and management [4].
Examples of user testing involves inquiry, interview, focus
group and questionnaire. This means that resource require-
ments are high as indicated in Table 1. User testing methods
requires some prior knowledge on how to recruit, organize and
conduct user testing, and we have indicated this with medium
knowledge requirements.

IV. ACCESSIBILITY EVALUATIONS

We conducted eight evaluations. The goal of the evaluations
was to investigate what kind of issues the different test
methods can discover, and how the test methods differ from
each other. The findings of the evaluations were then used in a
cost-benefit analysis, to suggest where in an agile development
process the methods might be most valuable.

The system used for evaluation was a pilot for electronic
identification, developed during the EU project FutureID. The
pilot uses a software certificate or an ID card with a card
reader for the authentication process. The pilot uses both a
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Java client and a web front end, and consists of around ten
different user interfaces with varying complexity.

A. Selected Methods

We selected methods from the groups in Table I suitable
to be performed by a person working in an agile team, i.e.,
from all groups except user testing and testing with automated
tools. Table II shows the selected method types; Simulation kit
(group 3), VATlab (group 2), Persona (group 4) and Manual
WCAG (group 2).

The four types of methods were selected based on a
combination of resources and knowledge required to perform
a method. Ideally, in a development cycle, one wants to use
as little resources as possible on accessibility testing, but at
the same time discover the most critical accessibility issues
that exists in the software. Therefore, we focused on testing
methods that are relatively inexpensive to conduct in terms of
time and resources. This is why user testing was omitted, since
it is an expensive method to conduct. Automated tools were
also omitted, since they are limited in what they can actually
test.

Almost all methods are labelled as low with regards to
resources. The only method with prerequisites is the simulation
kit because some hardware must be purchased ahead of testing.
This is usually a one-time purchase, but it must also be stored
and assembled before usage, so we think it qualifies as medium
resource demanding compared to the others.

Most of the methods require very little prior knowledge.
Method 3 involves using a screen reader that requires knowl-
edge on how to operate it, but almost everyone can learn how
to use a screen reader in a short amount of time, and therefore
we labelled it medium. However, our level of using screen
readers cannot compare with the expert level of people that use
screen readers daily and are dependent of them. The persona
testing methods requires much more prior knowledge, both in
terms of the method itself, but also on the impairments that is
being play-acted. Thus, the persona testing methods are high
in knowledge demands.

TABLE II. OVERVIEW OF THE EIGHT EVALUATIONS

#  Method Impairments Resources  Knowledge
1 Simulation kit Reduced vision Medium Low

2 Simulation kit Reduced dexterity ~ Medium Low

3 VATLab Blindess Low Medium

4 VATLab Light sensitivity Low Low

5  VATLab Multiple Low Low

6 Persona Dyslexia Low High

7  Persona Being old Low High

8 Manual WCAG  Multiple Low Low

For the simulation kit approach, two impairments were

selected that cover both visual and physical dimensions. We
used Cambridge inclusive design glasses [23] for simulating
reduced vision, and the Cambridge inclusive design gloves
[23] to simulate dexterity reduction. These gloves are typically
used for testing a physical products, but they were included
in our evaluation since there was a card reader involved.

We used a Virtual Assistive Technology Lab (VATLab) to
test various assistive technologies [24]. The VATLab contains
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two different screen readers; NVDA and SuperNova. These
tools are used by blind people, and give a good indication of
how accessible the solution is for this type of impairment. We
also used the built-in high contrast mode in Windows. The
VATLab project also includes a checklist for evaluating web
pages for screen readers, and we used this checklist in the
evaluation [24].

For the persona walkthrough we defined two personas
that we had experience with, one being old and one with
dyslexia. For each persona there was an expert play-acting
the particular persona while performing the predefined test-
scenarios. To make it more realistic, the persona testing of
being old was also conducted with two layers of Cambridge
glasses to simulate reduced vision that often comes with age.

Finally, we conducted a manual testing of the WCAG
checklist. The testing was performed with supportive use of
available browser plugins to check for instance color contrast.

B. Participants

Six different participants performed the evaluations, where
the participants’ knowledge on accessibility testing ranged
from beginner to expert. All the participants had technological
background, their age ranged from 35 to 61, and there were
both males and females in the group. Two of the participants
where recruited based on their experience with persona testing
and their knowledge on dyslexia and aging.

C. Procedures

Before we started the evaluation, we defined whether an
issue was critical or cognitive. We defined a critical issue
as an issue that prevents the participant from continuing or
completing a task; e.g. difficult to read images or text because
of poor contrast or resolution. A cognitive issue was an issue
caused by confusing or missing information for the given
context; e.g. not understanding the purpose of a screen or not
understanding how to operate a controller. A problem can thus
belong to both the critical and cognitive category, as it was
often the case.

All the evaluations were conducted on the same machine
with the same setup to ensure an equal test environment.
Each evaluation also had a coordinator who wrote down the
issues reported by the tester, and the coordinator also made
notes when difficulties, that were not verbally expressed, were
observed. All the evaluations were conducted by at least two
different participants, and the results were aggregated.

A short initial test was conducted before the evaluations
started, in order to verify that the overall setup, the scenarios
and the ordering of them were best possible. The goal of
all the scenarios was to successfully log into the system.
Each participant performed five different scenarios in the same
order: 1) Invalid digital certificate 2) Valid digital certificate
3) Invalid smart card 4) Valid smart card, but incorrect PIN
code 5) Valid smart card and correct PIN code

The participants were unaware that they were given invalid
certificate, invalid smart card and invalid PIN (Personal Iden-
tification Number) code. The scenarios were also executed in
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the listed order to avoid biasing the participants as they should
gradually progress a little further in the logging process.
Each method took under two hours to complete for a single
participant for all the scenarios.

D. Evaluation results

As can be seen from Table III, a high number of critical
issues were discovered with most of the methods. It should be
noted that a critical issue might only be critical in the context
of a given disability. For instance, incorrect HTML tags can be
critical for blindness, but may not be relevant for impairments
like reduced dexterity. However, for the solution as a whole, all
critical issues are equally relevant since an issue might exclude
some users if nothing is done to improve the problem.

TABLE III. ISSUES FOUND.

Method | Issues  Critical — Cognitive
1 54 14 9
2 4 0 0
3 33 26 0
4 10 4 0
5 19 17 0
6 34 15 15
7 27 13 9
8 32 7 5
213 96 38

The simulation kit methods found fewer critical issues than
VATLab and persona testing, and this is mostly because most
of the issues reported were visual problems that were annoying
at best and in most cases problematic, but not marked as
critical since it did not hindered further progress. Of the
critical issues discovered with simulation kit, almost all were
also marked as cognitive. Note that a relative few number of
issues were found when simulating reduced dexterity, and we
believe this is mainly because the application did not require
much motoric precision. This is of course highly related to the
software that is evaluated.

WCAG also reported few critical issues, however this was
mostly because the WCAG evaluations criteria are high level.
For instance did a single criteria in WCAG cause over 17
critical issues to be reported in the VATLab methods since
it has a much finer granularity. WCAG also reported few
cognitive issues for the same reason.

VATLab methods reported on average the most critical is-
sues, and many of the issues were related to poor compatibility
for screen readers. We suspect that more issues could be found
if there had not been so many critical problems which made
further investigate in many screens impossible.

Persona testing methods found the most cognitive issues,
and this is not unexpected since the persona used in the
evaluations had focus on usability and understanding the
context. Most of the issues reported by persona testing were
directly related to the participant not understanding the context
of a screen and what was expected from the participant. A high
number of the cognitive issues were also marked as critical
since it is impossible for the participant to complete his task,
and this explains the high number of critical issues discovered
by persona testing.

Copyright (c) IARIA, 2016. ISBN: 978-1-61208-498-5

V. RESULTS

Based on the evaluation results in Section IV, we performed
an cost-benefit analysis (CBA) of what combinations of ac-
cessibility testing methods that discovered most issues with
regards to resources and knowledge. The motivation for doing
a CBA is to get a more objective evaluation of the different
testing methods, so it is easier to evaluate when to include a
testing method in the process. CBA is a systematic approach
for comparing strengths and weaknesses for different options
[25]. It has not been used for comparing accessibility testing
methods to our knowledge, but it is a well known technique
that is used in many fields [26].

In order to do a CBA, we first defined the cost to be the
combination of resources and knowledge where resources
and knowledge € {1,2,3} where low corresponds to 1,
medium to 2 and high to 3. This makes sense since both
variables contributes equally to the cost of executing a testing
method. We argue that the most beneficial accessibility testing
methods are those that find a high number of issues, but also
many critical and cognitive issues. We can then define the
benefit as the sum of found, critical and cognitive issues. Based
on the the definition of cost and benefit we can then define
the cost-benefit relationship accordingly:

OB — 1 total® + critical® + cognitive? 0
V/n resources x knowledge

Where total is the total number of issues for n methods,
cognitive is the total number of cognitive issues for n method,
critical is the total number of critical issues for n method
and n is the number of methods. We have included squared
weighting of both cognitive and critical issues since we argue
that these issues are more important to discover than minor
issues. We used +/n instead of n as a penalty for the number
of evaluations, since using only n gave a too big penalty when
using multiple methods.

We calculated CB for all permutations of the different
accessibility testing methods to identify the combinations that
gives most benefit compared to cost. The top results in addition
to some selected results are shown in Table IV ordered by CB.

Combining all methods (except method 2) gives a very
high coverage (almost 100%), but comes at a high cost, as
shown with #20. The CB found 19 better alternatives when
considering the costs. The optimal combination of methods
that maximize benefit compared to cost is using methods 5,
8, 3 and 1 (#1). This combination has a relatively low cost,
and discovered almost 65% of all issues in addition to a
high number of both critical and cognitive issues (66.7% and
36.8%).

It is not surprising that if more methods are combined then
the results are better, but at a higher cost, as for instance
shown with combination #5 and #8 in Table IV. However,
a combination of two methods (#3) gives reasonable good
results of discovering around 40% of the known issues, and a
large number of both critical and cognitive issues (21.9% and
36.8%).
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TABLE IV. COST BENEFIT RESULTS.

# Methods Cost Issues  Critical ~ Cognitive
1 5,83, 1 6 64.8% 66.7% 36.8%
2 83,1 5 55.9% 49.0% 36.8%
3 8,1 3 40.4% 21.9% 36.8%
4 58,1 4 49.3% 39.6% 36.8%
5 5,8,6,3,1 9 80.8% 82.3% 76.3%
6 8,6,31 8 71.8% 64.6% 76.3%
7 5,8,4,3,1 7 69.4% 70.8% 36.8%
8 5,8,7,6,3,1 12 93.4% 95.8% 100%
9 5,3, 1 5 49.8% 59.4% 23.7%
10 58,73, 1 9 77.5% 80.0% 60.5%
20 5,8,7,6,4,3,1 13 98.1%  100.0% 100.0%
53 | 5,8,7,6,4,2,3,1 15  100.0%  100.0% 100.0%

With a small increase in cost using three testing methods,
around 50% of all issues were discovered, as shown with
combination #2 and #4. Combination #2 finds 55.9% of
all issues, and almost half the known critical issues. It is
also worth noting that this testing method combination use
three different accessibility testing method types (simulation
kit, VATLab and Manual WCAG testing) to discovery many
different issues.

VI. DISCUSSION

Based on the results in Table IV we found that the combi-
nation of several methods provides good results compared to
the investment. Our CBA shows that combining the testing
methods 5, 8, 3 and 1 is the most profitable combination
of methods. The cost is moderate, and yet, the combination
of methods discover a large number of the issues with the
software we evaluated. However, the results does not say
anything about when to apply the different methods during
a development process.

Testing accessibility using simulation kit with reduced vi-
sion (method 1) is the only method which is always part
of top ten results. Manual WCAG (method 8) is part of the
combinations a total of 9 times, while testing blindness using
VATLab (method 3) is part of top ten a total of 8 times.
VATLab with checklist (method 5) is part of the top 10 results
7 times, while dyslexia persona testing (method 6) is part of
the top results three times. Based on these results we can make
some general recommendations on which methods to include
in accessibility testing during an agile process, and the order
in which they should be included.

In Figure 1 we have illustrated how to prioritize the different
accessibility testing methods in an agile development process,
and we call this the agile accessibility spiral. The circular
layers represents the testing methods, and start from the
center with automated tests and expands outwards to show
the priority of the testing methods. The red arrow illustrates
an agile process that spirals outwards and cover the same
activities in different iterations, and the motivation behind the
agile accessibility spiral is that the different testing methods
can be included in all the activities. The total cost increase as
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more testing methods are included in testing, but the number
of issues discovered also increases.

The different process activities are shown at the edge of the
circle with blue separations between the different activities.
The activities are gradual and not necessarily clearly sepa-
rated as shown in the illustration, and they often happen in
parallel. We have illustrated four common activities (design,
development, test, review) that usually occur in agile software
development.

Automated tests are always a vital part of any development
process and are thus in the center of the spiral, but we argue
that the first accessibility testing method that should be added
to automated tests is the simulation kit for reduced vision. This
is supported by our results in Table IV, and by the knowledge
required as shown in Table I. It is a method that can be
performed many times without affecting the bias of the tester
too much, since it is a wearable gadget that is used by the
tester and not so much a mental testing approach.

Other testing methods like persona testing should be per-
formed less often since the cost is quite high, but also because
it is a mental process which might be biased if performed too
often by the same person. After the simulation kit method
with reduced vision the methods follow successive with man-
ual WCAG, VATLab and blindness, VHL checklist, persona
dyslexia. We have not illustrated more methods in Figure 1,
since these 5 methods cover over 80% of known issues as
shown in Table IV. As a minimum at least two different testing
method should be included during testing [27].

During the first iterations in an agile development process, a
prototype is often developed, and since the motivation behind
a prototype is to show a concept and not necessarily think
about all possible outcomes or users, it is still beneficial to do
some accessibility testing to avoid costly adjustment at a later
stage [5]. However, not all accessibility testing methods are
suitable for testing against prototypes or even design sketches.
The agile accessibility spiral in Figure 1 also incorporate this
in the ordering.

Simulating reduced vision with simulation kit can be done
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against both prototype and design sketches, and parts of
WCAG can also be tested at an early stage. Further out in the
agile accessibility spiral layers, when testing blindness with
VATLab and screen readers, a more stable software version
should be tested instead of design sketches or prototypes. This
is because screen readers requires elements to be marked so
the screen readers can find the required information.

VII. CONCLUSION

Based on our results, we recommend to use the agile
accessibility spiral, as a reference for accessibility testing in
agile development. We recommend to start from the center
and gradually apply more testing methods as the project pro-
gresses. The cost and knowledge of testing methods increase
from the center and outwards, but the discovery of issues also
increases when moving outwards from the center. Ideally, if
the team has access to staff that can perform persona testing,
or are willing to invest the resources to train one or more
in persona testing, then we strongly recommend to include
persona testing as part of the development cycle.

The different testing methods should be adjusted to the
software and the expertise of the development, so they fit
into the agile process. The more knowledge and experience
an agile team gains, the smaller the circles in the agile
accessibility spiral will become. And as stated before, we
strongly recommend to do testing with actual users at some
point in the software development. No amount of automated
tools, checklist and guidelines, simulation using wearables
or expert walkthrough can replace feedback from real users.
However, we argue that developers and testers can contribute
more with accessibility testing to deliver a better end product.

Our study of accessibility testing methods was limited in
number of participants and the size of the evaluated applica-
tion, hence, future work should explore the different accessibil-
ity testing methods for other software solutions. More research
on cost benefit evaluation in accessibility testing should be
done, and it would be interesting to evaluate more testing
methods and place these in the agile accessibility spiral.
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Abstract—Nowadays, more and more web applications are devel-
oped to provide their services over the Internet. In addition to
functionalities, performance characteristics, including response
time, throughput, latency, stability etc., are key factors when
selecting appropriate web applications. However, complex archi-
tectures, fast changing requirements, strict quality criteria and
time to market pressure all impose difficulties and complexities
on testing activities. Therefore, for software testers, how to
evaluate and ensure performance characteristics systematically
and efficiently becomes a critical challenge. In this paper, an
approach for automatic performance testing for Representational
State Transfer (REST)-based web applications is introduced.
Based on Application Programming Interface (API) document
and test cases, the proposed approach employs natural language
processing (NLP) to parse, match and generate test scripts for
performance testing tool automatically. It not only eases the
burden of test scripts design, implementation and maintenance
efforts on software testers, but also facilitates the execution of
performance testing tasks.

Keywords—Performance testing; web application; software test-

ing.

I. INTRODUCTION

Software companies and service providers develop more
and more web applications to provide their services over the
Internet. In addition to functionalities, potential users will
consider performance characteristics, including response time,
throughput, latency, stability, etc. when selecting appropriate
web applications for their tasks [1]. Nowadays, in order to
fulfill various functional and quality requirements from users,
the complexity of web applications is increasing dramatically.
Multi-tier considerations, the composition of different soft-
ware components, architecture concerns, distributed or cluster
designs, and data processing mechanisms, all impose design
and implementation complexities on web applications. Thus,
the difficulties of testing activities arise correspondingly [2].
Furthermore, fast changing requirements and time to market
pressure could worsen the situation. In such circumstances,
software testers need to frequently create or refine test cases,
redesign and implement corresponding test scripts, and execute
test scripts to acquire results for further actions. Therefore, how
to evaluate and ensure the performance characteristics of web
applications systematically and efficiently is a critical issue for
software testers [3].

In this paper, an approach for automatic performance
testing for REST-based web applications is introduced. It
aims to provide software testers with an integrated process
from test cases design, automatic test scripts generation, to
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test execution. Two major software artifacts, including APIs
document and test cases, generated from the software de-
velopment process are used in the proposed approach. APIs
document describes information about functionalities provided
by specific web application. On the other hand, test cases
depict the test scenarios designed by software testers. Through
the composition of necessary APIs, the test scenario can be
achieved for testing tasks. Based on APIs document and test
cases, the proposed approach uses NLP [4] to parse and match
corresponding test cases and API, and then generate test scripts
for performance testing tool automatically. On the one hand,
it eases the burden of test scripts design, implementation
and maintenance efforts on software testers. On the other
hand, software testers can focus more on the design of test
cases and the analysis of test results. Finally, it facilitates the
execution of performance testing tasks through automation.
Thus, the performance characteristics of web applications can
be identified efficiently for further actions on development,
operation and maintenance tasks.

The remainder of this paper is organized as follows. Section
II reviews related studies. Section III describes the design of
the proposed architecture and Section IV presents the usage
of the architecture. Finally, Section V presents conclusion and
future works.

II. RELATED WORK

In this Section, related studies about automatic test
cases generation are introduced. Nébut, Fleurey, Traon, and
Jézéquel [5] proposed an approach for automating the gener-
ation of test scenarios from use cases. Through the developed
transition system, the approach synthesized and generated
test cases based on use cases extended with contracts. Jiang
and Ding [6] also designed a framework for automatically
generating test cases from textual use cases. By using use cases
in specific format, the framework built an activity table for
constructing EFSM (Extended Finite State Machine), which is
the base for test cases generation. Lipka et al. [7] presented a
method for semi-automated generation of test scenarios based
on textual use cases. The method derived the scenarios from
use cases with annotations and then generated the sequence of
method invocations for testing. Landhidufler and Genaid [8]
proposed the usage of ontology to present the relationship
among source code, natural language elements of user stories
and test scripts. Through the ontology, the test steps and
related artifacts (e.g., APIs and test scripts) can be identified
and reused for testing new user stories. Wang et al. [9]
proposed an approach that automatically generates executable

68



ICSEA 2016 : The Eleventh International Conference on Software Engineering Advances

manage

n -

Software Testers

Test Case Test Case Parser

update

—

APl Mapper
Test Parameter l load
Configurator

|

Test Script generate
Builder I >
-—

Test Scripts

l execute

Software Developers AP| Catalog API Parser Test Script Generator
commit deploy
N~
S——

Code Repository

Test Target

Figure 1. Overview of the automatic performance testing architecture.

system test cases from use case specifications and a domain
model. NLP is also used in the approach to extract behavioral
information from use cases for test automation. Chen and
Miao [10] presented an automatic approach to generate test
scripts automatically against JavaScript. The study parsed test
cases in XML format and generated Java code for Selenium
to execute testing tasks.

To sum up, several studies discussed about the automatic
generation of test cases for testing tasks. Based on previous
studies, the gap between test scenarios and test scripts is
considered in this study through the matching of test cases
and APIs document to achieve more automatic testing. In
addition, the integrated environment and process for facilitating
automatic testing is designed and introduced in this paper.

III. ARCHITECTURE DESIGN

Fig. 1 depicts the design of the automatic performance test-
ing architecture. Major actors and components are described
as follows.

e Software Testers: Software testers are responsible
for all the testing activities throughout the software
development process. Generally, the testing activities
include (1) identify test environment, (2) identify per-
formance acceptance criteria, (3) plan and design tests,
(4) configure the test environment, (5) implement the
test design, (6) execute the test, and (7) analyze results,
report and retest [11]. In the proposed approach,
software testers can focus on the planning and the
design of test cases based on requirements or quality
criteria. The implementation and the execution of tests
can be achieved automatically.

e Software Developers: Based on specific software
development process, software developers perform re-
quirement analysis, design, implementation and main-
tenance tasks to web applications. The implementation
will be committed to code repository for version
control and continuous delivery. Besides, software
developers should update modifications to the API
Catalog in the proposed architecture correspondingly.
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Test Case: Software testers are responsible for the
design, implementation and maintenance of test cases
based on requirements and specifications. Generally,
test cases include preconditions, test steps, postcondi-
tions, and expected results. Test cases can be preserved
and managed by test case management systems. In
addition, several test case management systems (e.g.,
Testopia [12]) provide APIs for external access of
specific contents within test cases. In the architecture,
the test case will be retrieved and analyzed by a test
case parser.

Test Case Parser: The test case parser is responsible
for analyzing the test steps written in test case. By
using NLP, major components can be analyzed and
identified, including cardinal number (CD), singular
noun (NN), plural noun (NNS), verb (VB), determiner
(DT), to (TO), etc. Basically, CD can be considered
as the configurations (e.g., number of users and work-
load) in the performance test case. NN and NNS could
be actors, specific objects and the system, respectively.
Finally, VB may indicate specific operations of the
system. The analysis result can be used to match
corresponding APIs and determine configurations in
test scripts.

API Catalog: The API catalog helps software de-
velopers to create, update, query and maintain API
documents for software systems. Famous API cata-
logs [13] or API management services [14] include
Swagger, WSO2 API Management, Apigee, 3Scale,
etc. It is anticipated that software developers update
API documents to the API catalog once changes
happen. Thus, the API information will be kept up to
date with the committed code and the deployed test
target.

API Parser: The API parser is responsible for ana-
lyzing components in an API document. In recent web
applications, REST has emerged as the foundation and
development principle of the web architecture [15]. A
RESTful web service contains three major aspects: the
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Figure 2. API catalog for web application Smart Tourism Taiwan.

URL of the service, the communication data, and the
operations supported by HTTP methods. Through the
parsed result, the information about how to invoke the
service can be identified.

e Test Script Generator: The test script generator is
used to generate corresponding test scripts based on
test case and API documents. Three major compo-
nents, the API Mapper, the Test Parameter Configu-
rator and the Test Script Builder, are included in the
test script generator. Firstly, the API mapper analyzes
the parsed result of test case, searches and maps cor-
responding APIs based on the information extracted
from API catalog. If a specific API is matched, the
information described in the API document is parsed
and obtained. Secondly, test parameter configurator
helps to identify configurations (e.g., number of users
and workload) described in test case. Finally, based
on the information extracted from test case and API
document, the performance test script conformed to
specific format of test tool is generated by the test
script builder.

e Test Tool After the generation of performance test
script, the test tool loads and executes the test script
to test the target system. In current design, Apache
JMeter [16] is selected as the test tool in the perfor-
mance testing architecture.

IV. CASE DEMONSTRATION

A web application “Smart Tourism Taiwan” [17] is used
to describe the usage of the automatic performance testing
architecture. The information of all the APIs are managed
by Swagger, and Fig. 2 depicts the screenshot of partial
API information. The test case is “1000 users find top ten
attractions.” Through NLP, “1000” can be identified and
used as the input of “ThreadGroup.num_threads” for thread
configuration (number of users) in jmx for JMeter. On the
other hand, based on the information (API classification,
URL and description) from Swagger and NLP result, the
API ’/attraction/findTopTen’ can be identified. Then, the in-
formation of “Request URL” can be parsed and used as
the input of “HTTPSampler.domain,” “HTTPSampler.path,”
“Argument.name,” and “Argument.value” in jmx for JMeter.
Based on the content parsed and retrieved from test case and
API document, the test script can be built for JMeter for
performance testing tasks.
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V. CONCLUSION

Performance characteristics are important factors when
users select and use web applications. Due to growing com-
plexity of web applications and the fast changing requirements,
efficient and systematic performance evaluation will be the
key for further development, operation and maintenance tasks.
In this paper, an approach for automatic performance testing
for REST-based web applications was introduced. It used
NLP to parse and match test cases and API document, and
then generate test scripts for the performance testing tool
automatically. Through the approach, the burden of software
testers can be eased and the performance testing tasks can
be facilitated efficiently. A demo case was also introduced to
describe the feasibility of the design. Future works include
the identification and modeling of test cases to better analyze
and realize the purpose of testing tasks. In addition, the API
document can be indexed (e.g., by Apache Solr [18]) for
better identification, setting and deployment for more flexible
and complex test scenarios. Furthermore, the precision of API
matching will be analyzed quantitatively and the false positive
should be handled. Finally, the overall design will be deployed
and evaluated in the development process of various REST-
based web applications.
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Abstract—The construction of reports in software engineering,
although considered a simple task, is sometimes extremely
difficult for the developer, especially if the report has a rich
amount of detail and web software as a backdrop. This article
will show how you can reduce the stress of developers using
agile methodologies, such as Test Driven Development (TDD)
associated with Mock Objects. Software testing is gaining the
attention of software scholars because of the huge impact on the
quality they produce and of the reduced delivery time. This study
was driven by a shortage of literature and comes, as appropriate,
to demonstrate how it is possible to reduce the drudgery of
creating reports using open source tools like Jaspersoft and
their implementers, such as IReport, along with the Eclipse
IDE. The study was based on experiments carried out in the
Brazilian Army’s Performance Management Project, with a team
of professionals who used mock objects to save time and improve
performance gain speed and which also used performance in
conducting their work and also the TDD Methodology as the
main reference. From the results, empirical observation showed
us the best and worst aspects encountered by participants during
their work.

Keywords—TDD, Test Driven Development; Mock Objects;
Reports.

I. INTRODUCTION

The Brazilian Army’s Performance Management project,
materialized in a corporate system of the same name, the
“SGD”, or “PMS” - Performance Management System, came
into the world in order to carry out and follow the evaluations
of its internal public, whose final destination is the subsidy
decision-making of subsidies for several finalistic programs.
The project has become a priority in the high command of
the Brazilian Army, and there were several factors that led to
such a distinction. However, what most drew attention was how
quickly it got off the ground and won the web pages in the form
of robust and efficient software. The system was completed in
six months of development. In the seventh month, the system
went into production as planned. The project’s success was
due to the fact that the project manager had decided to use
agile methodologies, such as Test Driven Development (TDD),
throughout the project development phase.

This case study will permeate some definitions, guiding
and reinforcing the experiences developed along the Brazilian
Army’s Performance Management project, and showing why
the TDD process has been tenaciously important in the
software development process.
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What caught the eye with the production of reports using
mock objects was the increased pace of implementation,
as well as the reduced fatigue of programmers. Such
improvements led to an increase in the satisfaction of business
owners due to the high demand for increasingly rich reports.

The results were obtained by performing an experiment
conducted in the General Headquarters of the Brazilian Army,
Such experiment followed empirical methodologies, allowing
us to observe the best and worst aspects encountered by
members of the participating teams.

For a better understanding, this paper is structured as
follows: Section 2 presents several concepts on the subject at
hand, as well as some major works reported in the community.
This is very important because we found basis in the research
literature that supports the experiments that were conducted.
The Section 3 describes how the experiment was conducted,
the subject of this study, the methodologies used and the
composition of the teams that performed in it. The Section
4 presents the results, collected in the light of the experiment,
using previously selected indicators.

II. RELATED WORKS

The utilization of Mock Object simulates the behavior of
complex real objects and are therefore very useful when used
in conjunction with TDD practices. This section explores some
of the literature on the subject.

A. The Problem of Errors

A study published by the National Institute of Standards
and Technology[1] and also by the United States Department
of Commerce reveals that software errors cost around $60
billion to the US economy each year. Much has been said
about techniques to minimize the catastrophic effect caused
by software errors, as we see in Borges [1]. Such techniques
include reusing code that has been widely tested and is trusted,
as well as exhaustive verification techniques and validation
tests performed by a team of testers.

As reported in Leon and Kochs [2], agile methodologies
create ever-growing controversy, having their true effectiveness
auestioned and putting their advocates in a heated battle
of claims. However, the practice has shown that processes
arising from the agile methodology bring many benefits for
development, culminating in the satisfaction of clients.
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Fig. 1 shows that the use of agile methodologies can
systematically reduce the cost of making code changes.
Regarding this, Beck [3] believes that the following are key
aspects of agile methodologies:

e Effective (fast and adaptive) response to
change;

e Effective = communication
stakeholders;

e  Drawing the customer onto the team;

e Organizing a team so that it is in control
of the work performed; Quick, incremental
delivery of software.

among  all

According Baumeister and Wirsing [4], there are benefits
to an evolutionary approach in which the developer writes the
test before they write the functional code needed to satisfy that
test.

Below, we can see a graphical representation of this study.
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Figure 1. Agility and the Cost of Change [3]

B. The TDD as Tonic

TDD is defined as a set of techniques of Extreme
Programming (XP) associated with agile methodologies.

According to Beck [5], an agile method could be compared
to driving a car, where the driver has the task of driving the
vehicle to his destination safely, without committing traffic
offenses.

According Baumeister and Wirsing [6], there are benefits
to an evolutionary approach in which the developer writes the
test before he writes the functional code needed to satisfy that
test.

According to Marrero and Settle [7], TDD is a way
to reflect on modeling before writing the code itself. But
as reported by Baumeister and Wirsing [6], the testdriven
development is a programming technique where the main goal
is to write clean functional code from a test that has failed.

According to a manifesto published in 2001 [3], we see
that:

We are uncovering better ways of developing
software by doing it and helping others do it.
Through this work we have come to value:
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e Individuals and interactions over processes

and tools;

e  Working software over comprehensive
documentation;

e Customer collaboration over contract
negotiation;

e  Responding to change over following a plan
That is, while there is value in the items on
the right, we value the items on the left more.

As Fowler has shown in [8] developers should worry about
performing a refactoring of the code in order to optimize it
more and more, and TDD processes are perfectly consonant
with this approach.

Fig. 2 illustrates the TDD methodology. Note that, while
the traditional approach first encodes the main business rule
for later testing, the general idea of the TDD is to mitigate
the code through unit testing until it passes the test [9], where
frameworks like JUnit (Java) are often used by more savvy
developers.

| Start

h 4

Add test case |

A 4

Test the code |

Rework the
code

Test the code |

| Add new feature |

y
Done

Figure 2. Concept of the TDD, in general lines [10]

| Pass I

Fail

C. Mock Objects par Excellence

The main ground of TDD is to use intensive testing, even
before coding the main object. Therefore, the concept of Mock
Objects fits like a glove, from which false objects could be
created and tested with the main code, to obtain the desired
result.

A mock object, according Mackinnon et al [11], is a
substitute implementation to emulate another domain code.
It has to be simpler than the actual code, not a duplicate
implementation, and allow you to set your status to help the
test.

As seen in Stroustrup and Lenkov [12], it can be difficult to
conceive detailed unit testing in scoped languages such as Java,
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without breaking the scope. To remedy that, the unit testing
technique for field packs was created.

Fowler is emphatic when he says [13]:

“The term Mock Objects has become a popular
one to describe special case objects that mimic real
objects for testing. Most language environments now
have frameworks that make it easy to create mock
objects. What’s often not realized, however, is that
mock objects are but one form of special case test
object, one that enables a different style of testing”.

From what we can presume, and as we pointed out in
the text above, the use of Mock Objects is not limited to
performing unit testing using JUnit or similar frameworks.
Rather, Mock Objects are flexible enough to perform tests for
various purposes. In the case of our experiment, it was used
to build reports. The results were measured and scientifically
proven, and have brought many benefits to our team of
developers, allowing greater flexibility in the process.

Testing with Mock Objects has been the key to solving
problems, as it transfers the actual behavior of the object to
a close-to-real fictional situation, being in perfect conformity
with the principle of Demeter Law [14]:

“Code with the encapsulation of ideas and
modularity, easily following the object-oriented
technique to the programmer... while minimizing
code duplication, the number of method arguments,
and the number of methods per class.”

Nevertheless, Freeman et al. [15] state the following:

“Mock Objects is an extension to Test-Driven
Development that supports good Object-Oriented
design by guiding the discovery of a coherent system
of types within a code base. It turns out to be less
interesting as a technique for isolating tests from
third-party libraries than is widely thought.”

According to Brown and Tapolcsanyi [16], Mock Objects
are divided into patterns, as we can see in Table 1:

TABLE 1. PATTERNS CATALOG FOR MOCK OBJECTS [16].

Pattern Name Synopsis

MockObject Basic mock object pattern
that allows for testing
a unit in isolation by
faking communication with
collaborating objects.

Test Stubs

MockObject via Factory A way of generating mock
objects, utilizing  existing
factory methods.

Unit Test code serves as the
mock object by passing an
instance of itself.

Pass in a mock object in place
of the actual collaborating

Self Shunt

Pass in Mock Collaborator

object.

Mock Object via Delegator Creates a mock
implementation of a
collaborating  interface in

the Test class or mock object.

The following patterns will be added next year for
2004 PLOP:
-Mock Objects via CrossPoints;
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-Write Testable Code; and
-Mock Object with Guard.

During the experiments conducted in this study, as seen in
the table, we used the Mock Object described below.

III. THE EXPERIENCE

1) The Mock Object used: According to Brown and
Tapolcsanyi [16] and Fowler [13] Mock Objects can be used
to build repeatable, automated, and highly leveraged Unit
Tests. In many cases, setting up Mock Object frameworks that
“emulate” the real world objects is necessary. Thus, the pattern
used in the experiment was the Self Shunt. This pattern fit like
a glove, as the Java report-creation operations are extremely
repetitive, bringing some fatigue obstacles and construction
time.

Fig. 3 shows the report to be created in the experiment,
just to get an idea of the complexity of development. From
there, a mock object containing all the data would be used to
create form this report using fictitious data.

Departamento Geral do Pessoal
Diretoria de Avaliagéo e Promogdes
PERFIL DO DESEMPENHO DO AVALIADO 2016

St Avaliado
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Figure 3. Report template that served as “guide” to build the report.

Professionals in JasperReports know the difficulty in
formatting a report as complex as this, so much so that some
prefer not to venture. However, reports provide a lot of function
points as a measure to estimate the system size, ensuring larger,
more rewarding results from a financial point of view [17].
Therefore, no software factory will ignore this practice.
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To aid in the experiment, the stakeholders have provided
a psychologist, whose main function would be to analyze the
developers over of the more cognitive aspects, such as fatigue,
while also monitoring of the interviews.

2) Description of Experiment: The team of the Brazilian
Armys Performance Management Project performed the
experiment. It was conducted in an isolated room, and carried
out by three pairs of certified developers, all of which were
timed, in accordance to the following:

TABLE II. DESCRIPTION OF EXPERIENCE.

OBIJECT OF THE EXPERIMENT  Create a complex report of one of the
system’s activities, SGD, containing a

relatively heavy image and 45 attributes.

USED TOOLS Programming language: Java other
tools: IDE Eclipse, JUnit and IReport.

METHODOLOGY Alpha team: Development using TDD
only.
Beta team: Development using TDD
with Mock Object;

TIMING The stopwatches were linked at

the beginning of implementation
experiment, but had no finishing time
preset.

A. Sequence of Activities

First, we conceived the construction of a report, where the
sequence of the activities of developers should rotate around
through the steps shown in Fig. 4:

COMPILE

REFACTORING Eclipse

REFRESH

TEST

Figure 4. Report construction with TDD

Performing that activity to build reports with the
aforementioned tools is extremely strenuous, since the
developer uses a lot of manual effort to draw pictures, frames,
lines and put texts in places previously defined by the template
that serves as a guide, see Fig. 3. The time spent on the activity
could harm the progress of timelines, creating frustrations and
stress. Because of this, the developer should focus their tasks
exactly in this manual effort, not worrying about the collection
and processing of data, and thus gaining additional time.

When using Eclipse IDE, developer reports required the
execution of a “refresh” in preparation for the report, after
refactoring and recompiling the report. Only after that could
they call the run-time report. Such process is tiresome and
time-consuming. When running a report he needed to go to
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the database and bring the data to fill the report. This does not
seem very productive.

Before connecting the chronometers, each team received
the complete description for making the Mock Object and the
corresponding business rules, consisting of:

1)  Alpha Team: The report should present the data from
a database, consisting basically of an object with 45
attributes and one more consisting of type byte array
- an image. It was delivered to staff together with the
business rules for the connection and information, as
well as a report template as a guide, Fig. 3.

2)  Beta Team: The report should present the data from a
Mock Object, consisting basically of an object with
45 attributes and one more consisting of type byte
array - an image. It was explained also that this object
should be an identical copy of the original object. The
names of the attributes for making the Mock Object
were delivered along with the business rules as well
as the report template as a guide, Fig. 3.

IV. RESULTS

For a better understanding, we have grouped the results
into two subsections, with the metrics in the first subsection
and the analysis in the second.

A. Presentation

Prior to the experiment, we created an index to measure
the work of developers around seven items we deem relevant
for the study. This index was scaled from 2 to 10 points. To
understand it better, Table 3 shows this index in more detail.
Fig. 5, along with Table 4, present the final result of the
experiment.

TABLE III. DESCRIPTION AND CONTENT OF THE INDEXES.

Index Orientation index

10 Higher than expected.

8 Sometimes higher than expected.
6 Expected.

4 Sometimes lower than expected.
2 Below expected.

10

Evaluated rulings
o ~ IS @ o

4 &
« ¢ & F s & o
® & (c4 & R
¢ © & & &
) 3% &
< \&Q 8
D Equipe Alfa - Equipe Beta

Figure 5. Results with seven variables.
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Where:

1)  Time: Average Results of chronometers after delivery
of work, marked to the accuracy of seconds;

2) Fatigue: The developer reported extreme tiredness,
often interpreted as a painful sensation, result of
physical and mental effort;

3) Difficulty: The developer reported feeling some
difficulty performing the work required;

4) Hits: By examining the code, the developer has
submitted correct answers;

5) Visual quality: On visual inspection, the work
presented refinements;

6) Implementation: correct implementation of the
business rules and alignment with the template which
was the implementation guide;

7) Interruptions: The developer
proceedings to ask questions.

interrupted  the

Table 4 shows the final result of the experiment, the time
spent per each participant to carry out the work, and the
number of interruptions of each to the removal of doubts.

TABLE IV. TIMEKEEPING TEAMS.

Team Developer Time Interruptions

A 1 3h35m 37s 6
2 3h 15m 08s 5
3 3h 25m 15s 7
B 4 1h 35m 47s 4
5 1h 15m 22s 6
6 1h 40m 57s 4

The Time column displays the time, we measurements for
all developers and the Interruptions column shows the stops
made to clear doubts from developers in relation to business
rules considered by them as confusing. Each participant
possessed their corresponding timer, in order not to invalidate
the experiment.

B. Analysis

Analyzing the results, we confirmed our suspicions and
were not surprised that the Beta Team presented the best
performance, both from a qualitative point of view, as well as
quantitative. The disparities are more relevant in the following
items: Fatigue, Time and Difficulty. Notably, the Fatigue
presented by Alpha Team was most notorious.

TIME

In relation to the measured time, we see that no individual
participant fulfilled the expectations. However, the Beta Team,
which used Mock Objects, spent nearly half the time of the
Alpha Team to solve the problem. Fig. 6 shows the data of
Table 4 in a chart showing the real-time taken from their
stopwatches on the y-axis, where we can see more clearly the
disparity. The developer 6 from Beta Team has most experience
among the other.
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4 Dev 6
Dev 5
B Dev 4
2 Dev 3
1 Dev 2
Dev 1
0

Time

HDevl mDev?2 Dev 3 Dev4 mDev5 mDevb

Figure 6. Analysis of time developers.

FATIGUE

Fig. 7 shows the measurement of fatigue. Such
measurement was done empirically, by conducting interviews
with developers. The score was measured based on reports
and on a psychological evaluation. To this regard, a second
interview was necessary, this time with a psychologist, to
evaluate the general conditions of the participants and greater
accuracy of the calculation. The graph below is materializing
these indexes.

10 Dev b6
8 Dev 5
6 Dev 4
Dev 3
Dev 2

Dev 1
Fatigue

HmDevl mDev2 Dev 3 Dev4 mDev5 mDevb

Figure 7. Analysis of fatigue developers.

TIME x FATIGUE

Analyzing fatigue and time, side by side, we can see a
huge disparity between the teams. It can be seen quite clearly
that the Beta Team, represented by the participants 4, 5 and
6, showed less wear than the Alfa team. It was a result we
expected, since the Beta team was the one who was using
Mock Object in the experiment. This analysis can be seen in
detail in Fig. 8.
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Dev 6

Fatigue

mDevl mDev2 mDev3 Dev4 mDevS mDeve

Figure 8. Relationship between time and fatigue.

V. CONCLUSION

In this paper, we present the use of Mock Objects with
TDD, a few quotes on the subject and an experiment in the
laboratory which demonstrates the practice of this activity. The
experiment had two multidisciplinary teams that conducted a
study, consisting of the preparation of a report considered quite
complex, using the IReport and Eclipse IDE tools, the use of
timing and direct observation of the leader.

For the experiment, seven items were submitted for
evaluation: elaboration time, fatigue presented by the
developers, perception of difficulty reported by the
participants, number of hits, visual quality of the work,
correct implementation of business rules and the number of
interruptions per participant. Each of the items were measured
empirically by using a scale of 2 to 10. For the analysis
of results, we infer that the adoption of Mock Objects
can be a good strategy when work requires great effort
from developers. However, one more refined analysis of the
situation may provide better subsidies for decision-making.

There is strong evidence for the growth of TDD practice
in future. In recent years, the academic community has been
conducting various experiments to show empirically that TDD
helps the software development process. Some of these studies
are done by professors well known in the community, such
as prof. Laurie Williams (North Carolina State University)
[18] and Prof. David Janzen (California Polytechnic State
University) [19].

The Brazilian Army collaborated with researchers
providing the means to carry out this work, bringing an
important contribution to the science of Software Engineering.
Based on the studies in this field, we believe that the TDD
process will continue to be of interest to researchers.
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Abstract—— The automation of software testing has played an
important role in assessing the quality of software prior to
delivering the product to the market. Several practices to
introduce test automation are found both in the literature and
in practice. However, most of these are not directly related to
how automation practices could be systematically introduced
into a software development context. Therefore, this paper
describes a study which is still in progress on the best practices
of test automation and how they can be systematically
introduced into the software development process. It is in this
context that this article presents and describes FAST -
Framework for Automating Software Testing and does so by
defining automation levels, areas and practice areas. The
methodology used for this research is based on a systematic
review of the literature, empirical research, a focus group and a
case study. The initial general approach of the framework has
been defined and will undergo this method of evaluation in
order to collect feedback and identify improvements that need
to be made in order to produce the complete version of the
framework.

Keywords - software testing automation; software testing;
process improvement; software quality.

l. INTRODUCTION

Test automation is the use of software to support test
activities. It is considered an important topic of research and
has been intensively studied in the literature [25]. However,
despite its wide use, there are still gaps between existing
approaches to test automation and its use in the software
industry. The process of test automation needs time to mature:
the creation of an infrastructure for tests for automation
requires time and for automation-related processes to mature
[25]. If the strategy for introducing automation in a project
were to be inappropriate, this would not allow the company to
reap the benefits related to test automation. Moreover, a large
amount of time and resources is needed to support testing
activities in the software development process [21]. For
example, based on the model developed by Kit [17], it is
estimated that software testing uses up to 80% of the total cost
of software development, while the use of test automation
could reduce the software development effort by up to 50%.
Fewster [8] states that automating the running of tests is
becoming more popular due to the need to improve the quality
of software, whilst the complexity of software systems is
becoming greater.
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Despite the need to provide test automation techniques,
there is still a lack of approaches and guidelines to assist with
the design, implementation, and maintenance of test
automation approaches [33]. Based on the gaps derived from
observations in the software industry and on academic
research, the problem related to this study can be stated as:
How should software test automation be introduced in the
software development process?

The main goal of this research is to produce a framework
for software testing that could be used by the software industry
to support the systematic introduction of test automation in the
software development process. More specifically, we propose
a test automation framework to reduce costs and improve
product quality during the life-cycle of software development.

The rest of this paper is organized as follows. Section 2
gives a review of the literature followed, in Section 3, by a
description of the research methodology. Section 4 introduces
the technical approach and how it has been assessed so far.
Finally, Section 5 contains some concluding remarks and
offers suggestions for future studies.

Il.  LITERATURE BACKGROUND

This study is based on the concepts and theory associated
with testing in the software engineering domain, more
precisely in the area of test automation. Many of the tasks and
activities of tests can be automated, as can aspects of testing
techniques. Many additional test tasks and activities can be
supported by software-based tools, such as test case
management; test monitoring and control; test data
generation; static analysis; test case generation; test case
execution;  test  environment implementation and
maintenance; and session-based testing [14].

With a view to improving software quality, some studies
present technical approaches to introduce testing within the
software development context, by defining maturity models.
Over the years, some maturity models and approaches have
been developed, including models specifically related to the
software testing area (those related to this study), as well as
generic ones.

The first model to appear was the Software Capability
Maturity Model — CMM-SW [23]. From that point on, some
models appeared in order to present maturity models in the
test process, such as MMAST [20], TAP [29], TMM [30],
TCMM [2], TIM [7], TPI [19], TOM [32], TSM [11], TMMI
[31], MPT.Br [10], and TAIM [6]. Besides these, some
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maturity models mention best practices for software
development processes, without specifically focusing on
testing discipline, such as CMM-SW [23], CMMI [28] and
MPS.Br [27]. However, most of the test automation-related
studies are defined as maturity models. These require levels of
implementation and maturity assessment and this is one of the
differences between these models and the one set out in this
article.

In addition, except for Test Automation Improvement
Model (TAIM), these models do not directly address
techniques to introduce test automation into software
development and therefore they do not answer the research
question that this paper poses. On the other hand, TAIM
presents a model based on measurement to support
automation and the steps for improvement to be followed in
10 key areas and 1 general area. This approach is defined as a
maturity model but it does not show what steps towards
maturity must be taken in order to introduce automation.

Another approach related to this is the Maturity Model for
Automated Software Testing (MMAST). This is a model that
was developed for manufacturers of computerized medical
equipment and its purpose is to define the appropriate level of
automation into which an equipment manufacturer fits. It has
four maturity levels: Level 1 - accidental automation, level 2
- beginning automation, level 3 - intentional automation and
Level 4 - advanced automation. Despite being a maturity
model, it has neither key areas nor process areas and its
description is very broad and does not include matters as to
how test automation can, in fact, be performed.

The Testing Assessment Program (TAP) is a maturity
model which consists of 5 maturity levels, namely: initial and
ad hoc (chaotic); repeatable and intuitive; defined qualitative;
quantitative  managed; and optimizing  continuous
improvement. Maturity is evaluated based on four key areas,
namely: goals, people, management and techniques. however,
the literature has only superficial descriptions of the model
that impede it from making a more detailed analysis.

Test Maturity Model (TMM) is a model with 5 maturity
levels: Level 1 - initial, Level 2 - phase definition, Level 3 -
integration, Level 4 - management and measurement and
Level 5 - optimization/ defect prevention and quality control.
However, TMM does not discuss any issue directly related to
test automation.

Testing Capability Maturity Model (TCMM) consists of 5
maturity levels: initial, repeatable, defined, managed and
optimizing. The model includes key areas for each maturity
level. However, the little information available does not
describe TCCM appropriately so that what automation issues
are present in the model can be analyzed.

Testability Support Model (TSM) was developed with a
view to identifying actions that can improve the ability that a
system has to be testable. This has three levels of maturity and
6 Key Support Areas, namely: Software Engineering
Infrastructure, Project plans, Product information, Software
design, Testware and Test environments. However, there is
little information available on the model that enables it to be
analyzed in greater depth.

Test Improvement Model (TIM) is a model intended to
guide testing functions in their improvement work which has
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a four-step improvement ladder. The initial level has been
given the number zero, as it is a non-compliance level and the
other levels are numbered from 1 to 4, namely: Level 1 —
optimizing, Level 2 — risk-lowering, Level 3 — cost-
effectiveness and Level 4 — baseline. It has 5 key areas,
namely: organization; planning and tracking; test case,
testware and reviews. In its scope, testware deals with the
actual testing procedures that are run, the support software, the
data sets that are used to run the tests, and the supporting
documentation. It includes managing the configuration of
testware and the use of testware and tools. The model also
mentions that tools can assist in performing non-creative and
repetitive tasks, such as running the same test cases several
times and automating testing activities. However, no
guidelines are presented to support them

The Test Process Improvement Model (TPI) has 3 levels
and 14 scales. Each level consists of a number of scales and
these indicate which key areas need to be improved. The
levels are: controlled, efficient and optimizing. The model
also has 20 key areas, 1 of which is testware management. The
model states that testing products (testware) should be
maintainable and reusable and so they must be managed. Yet,
test automation itself is absent in the model.

The objective of the Organization Testing Maturity Model
(TOM) is to identify and prioritize organizational bottlenecks
and generate solutions to these problems. A questionnaire is
used to identify and prioritize both the symptoms and
suggestions for improvement. Despite its name, it is not
characterized as maturity model, as its focus is to solve
problems and not improve testing in the organization, and
there is no information on test automation.

The Test Maturity Model Integration (TMMi) is a model
for improving the testing process developed as a guide and
reference framework. It follows the staged version of CMMI,
and also uses the concepts of maturity levels for evaluating
and improving the testing process. TMMi consists of 5
maturity levels, namely: Level 1 - initial; Level 2 - managed;
Level 3 - defined; Level 4 - measured; and Level 5 -
optimization. Each level of maturity presents a set of process
areas that must maturity at that level, in which each level of
maturity is the starting point for the next level.

Despite being a maturity model specifically for the test
area and its having systematic ways to enter the practice of
software testing in the context of projects under development,
it does not have a process area specifically dedicated to tools
and/or test automation, nor does it include systematic
suggestions for improving testing automation.

The Brazilian Maturity Model for Testing (MPT.BR) is a
reference model that defines, implements and improves
testing processes based on its being continuously improved. It
also tackles the same approach to improving the testing
process by using process areas that include the best practices
of testing activities throughout the testing life cycle of the
product. The model has 5 maturity levels, namely: Level 1 -
partially managed; Level 2 - managed; Level 3 - defined;
Level 4 - prevention of defects and Level 5 - automation and
optimization.

Within the ambit of test automation, the model shows the
process area of Automation of Executing the Test (AET), the
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purpose of which is to develop and maintain a strategy to
automate the running of the test. This process area comprises
the following list of specific practices:

o  Defining the objectives of the automation regime;

o Defining criteria for selecting test cases for

automation;

Defining a framework for automating testing;
Managing automated testing incidents;

Ensuring adherence to the objectives of automation;
and

e Analyzing the return on investment in automation.

Although the specific practices have a systematic way for
introducing testing, they are still vague as to identifying the
moment at which automation is to be performed. There is no
specific information on introducing automation into the
software development process, besides its not saying which
testing levels can be automated. The written format is generic
and comprehensive, into which every type of automation can
fit. However, it does not help choosing where automation
should start and what benefits can be achieved.

Therefore, this article puts forward a framework that can
fill this gap in current research and aids taking a more flexible
approach, for which there are no strict steps for introducing
practices as this is in a maturity model. In this context, the next
section will detail the research methodology associated with
this study.

I1l. RESEARCH METHODOLOGY

The research methodology planned for this study has three
phases. The first is a Bibliographical Review, which
comprises an exploratory review and a systematic review and
the second is that of defining the Proposal. The latter is
developed, underpinned by an empirical research including
conducting interviews in the industry. The third phase is
Evaluation, which will be conducted by using a focus group
and a case study. Fig. 1 illustrates this approach.

1. BIBLIOGRAPHICAL REVIEW

EXPLORATORY

RV

2. PROPOSAL

SYSTEMATIC
REVIEW

EMPIRICAL RESEARCH WITH
INTREVIEW

NS

3. EVALUATION

FOCUS GROUP CASE STUDY

Figure 1. The design of the research activities | Source: author.

A. Exploratory Review

An exploratory review, or a bibliographical review, is a
critical, meticulous and comprehensive analysis of current
publications in a given field of knowledge. It is an important
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step in the research, since it supports understanding the subject
of research and assessment, if this is worth studying, and
provides insights into how a researcher can define the scope
for a particular area of interest [4]. The literature review
correlates the research to the ongoing dialogue in the
extensive literature, thereby filling in gaps and extending prior
studies [22].

The main objective of this research instrument is to
identify and explore publications related to the area being
studied in order to learn how this problem has been
approached and analyzed in previous studies with a view to
reaching a better understanding of the research problem being
investigated.

An ad-hoc bibliographical review has been undertaken by
conducting searches of the scientific libraries available, such
as IEEE Explorer, Engineering Village (including Inspec and
Compendex), Scopus, ACM, Google Scholar and Springer.

B. Systematic Review

According to Kitchenham [18], a systematic review of the
literature is a way to identify, assess and interpret all relevant
research available on a specific research question, or related
phenomena of interest.

In order to achieve these benefits, a systematic review is
under development which will be used to help assess the
benefits and limitations of software testing automation and to
analyze how the cost and quality of software is affected as a
result of introducing automation practices.

In this research, an analysis is made of material published
between 2005 and 2015, based on the main libraries such as
IEEE Explorer, Engineering Village (including Inspec and
Compendex), Scopus, ACM, Google Scholar and Springer. In
addition, several relevant journals and conference proceedings
are examined under the manual method. This is work-in-
progress, during which data are being extracted by automatic
searches. These data will be used to synthesize this study and
report the results.

This systematic review is very important because it will
ensure that all relevant studies in the literature are mapped.
This will underpin how best to define the strategy needed to
introduce test automation and guarantee that all related work
is known and assessed in this research.

C. Empirical Research with Interview

The empirical research with interview, based on experts’
opinion, was one of the methods chosen to support this study.
This consists of a comprehensive system for collecting
information to describe, compare or explain knowledge,
attitudes and behavior [24].

A group of experts in software testing automation was
selected in order to collect their opinions, attitudes and
expectations about the research questions for this study.

The survey was organized in three parts. The objective of
Part 1 was to gather personal information and information on
the professional background. The goal of Part 2 was to
validate the problems of test automation, and this included
analyzing the challenges, problems, benefits of the testing
automation area and determining what gaps there are. Part 3
focused on analyzing the automation strategy used in the
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companies, and included questions about the test strategy,
levels of automation and technologies used. Finally, the aim
of Part 4 was to evaluate what opinions experts have as to the
hypothesis of this study.

This survey was applied to 4 experts on testing, 2 of whom
work in England and the other 2 in Brazil. They work directly
on test activities in their companies and each of them has had
more than ten years’ experience in testing.

The results from Part 2 mainly showed that there is a
shortage of qualified professional who can engage on test
automation and this makes it harder to introduce automation
practices into a project. Moreover, the lack of senior
management support also makes it more difficult to include
automation practices in a project. Moreover, the difficulties
faced in setting up an automation environment is also an
impediment, as is the need for rework on tests assets due to
changes made in requirements.

In Part 2, the benefits gained from test automation were:
an increase in the team’s velocity; more frequent delivery of
working software; code continuous integration; fast execution
of a group of test cases; parallel work can be done while tests
are running; better visibility of code test coverage; and
increasing the likelihood of finding new errors before
delivering software to the market.

In Part 3, the intention was to collect experiences on how
test automation was first introduced into a project. No results
could be reached from this question, which re-emphasized the
hypothesis of this study that there are no systematic ways to
introduce test automation in a project that has not
implemented this practice when that project was under
development.

D. Focus Group

Using a focus group is an approach in which a group of
people gather to evaluate concepts and/or problems [3], and
consists of a survey to obtain qualitative insights and feedback
from experts in certain subjects. A focus group meeting
involves semi-structured group interviews, in which the
interactions in the group are explicitly used to generate data.
Participants offer personal opinions but can also interact based
on the response of other participants while the interviewer acts
as moderator so that the interview remains focused on its
objectives [9].

The objective of the focus group in the context of this
paper is to evaluate the proposal of this thesis with a view to
collecting suggestions for improving and developing the
proposal prior to conducting the case study.

E. Case Study

A case study can be defined as a research strategy on
understanding the dynamics present in a given environment,
in accordance with the view of Eisenhardt [5]. A case study is
an empirical method that targets analyzing a phenomenon in
a given context. The purpose of the case study is to seek pieces
of formal evidence by using variables that can be measured
and to draw inferences coming from the example for a given
population.

Case studies are appropriate when the boundaries between
the phenomenon and the context are not clearly defined, and
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the type of evidence is considered to be very rich and
contextualized [9].

In this context, a case study should be used as a tool to
validate the solution proposed, and will be conducted as
proposed by Runeson and Host [26], based on the following
steps:

e  Designing the case study;

e  Preparing for data collection;

e  Collecting evidence;

e Analyzing the data collected; and

e  Writing a Report.

The case to be applied will be in a software development
company that has an academic management product that
integrates all areas of the educational institution. The data
collection method will start from the principle that the
researcher will have direct contact with the data and collect
them in real-time (first degree data), by using interviews and
focus groups.

Data analysis shall be conducted quantitatively, using
correlation analysis, which describes how a given
measurement of a process activity is related to the same
measurement in a previous process, and thus compare them.
The measurement being compared is the cost of testing, by
assessing whether it decreases when automated testing is
introduced into the software development process. In addition,
the quality of the software shall also be analyzed from when
automated testing was introduced in the software development
process.

Based on all observations so far gathered, in line with the
steps defined in the research methodology, the technical
approach has been developed and will be detailed in the
following Section.

IV.  TECHNICAL APPROACH

The approach developed to support the objective of this
study and to answer the research questions is the Framework
for Automating Software Testing (FAST).

According to ISO/IEC/IEEE [16], a framework can be
defined as “a reusable design (models and/or code) that can be
refined (specialized) and extended to provide some portion of
the overall functionality of many applications”.

Although conceptually, the term ‘framework’ is more
related to the technical component of a software, this study
uses this term in order to make it clearer how a group of best
practices can be adapted to a project in accordance with its
specific needs so as to reap the best benefits of software testing
automation. FAST differs from a maturity model in that the
practice areas are not mandatory and there is no need to certify
a company in the framework; and in accordance with the
needs of a specific environment, each process area can be
applied to a project.

Therefore, FAST is defined in accordance with the
components shown in Fig. 2 and described as follows:

e Automation level. Determining this is a separate test
effort that has its own documentation and resources
[15]. This represents the scope within which
automation activities will be welcomed in a project;
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e Areaisageneral range of interest in which FAST is
divided into two parts, Technical and Support, as
shown in Fig. 3. It includes what is needed to
introduce testing automation techniques into a
project and consists of process areas;

e Process Area This is a group of related practices in
an area that, when implemented collectively, satisfies
a set of goals considered important for enhancing that
area [28]. Each process area is assigned a specific
purpose, has guidelines that must be implemented,
and suggested work products that must be produced
by engaging on such practices.

FAST

Automation
Level

Area

Process
Area

‘ Objective I

Purpose Guidelines

Work
products

Figure 2. FAST components | Source: author.

The relationship between the areas were defined in
accordance with CMMI-DEYV [28], where the support process
areas address processes that are used in the context of
performing other processes. In this case, the Support Area
comprises a fundamental support function and relies on the
processes of the Technical Area for input. For example, the
process area for Project Planning will plan the test strategy for
the Process Area of Unit Testing.

TECHNICAL AREA SUPPORT AREA

ACCEPTANCE TESTING

SYSTEM TESTING

MANAGEMENT
MEASUREMENT AND
ANALYSIS
REQUIREMENT

INTEGRATION TESTING

AUTOMATION LEVEL
PROJECT PLANNING
PROJECT MONITORING
CONFIRGURATION
INCIDENT MANAGEMENT

UNIT TESTING

Figure 3. FAST areas | Source: author.

Fig. 3 presents the overall structure of FAST, together with
the process areas for each area. The framework can be applied
by instantiating it in a project context, where the process areas
can be adapted to best fit the environment where it will be
applied. The objectives and process areas will be described in
the following section.

A. FAST Support Area

The objective of the FAST Support area is to cover
essential mechanisms to support establishing and maintaining
the automation environment. It was developed based on the
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reference model of both CMMI-DEV, which covers a generic
view of best practices for software development projects, and
TMMI, which has a group of guidelines specific to test
projects. The objective of process is to undertake practices that
are fundamental to systematically introducing automation
practices but are not specifically directed towards automation
practices. The objective and guidelines of the process areas
from the support area are given below.

Project Planning

The purpose of Project Planning is to define a plan to
support setting up an automated test project for which the
guidelines are as follows:

e Plan test project;
Define test strategy;
Make estimates;
Analyze project and product risks; and
Obtain commitment to the plan.

The work products related to this process area can be a
test plan which has the information required by the guidelines.
Project monitoring

The purpose of Project Monitoring is to provide an
understanding of the project’s progress so that appropriate
corrective actions can be taken when the project’s
performance significantly diverges from the plan [28].

It has the following guidelines:

e  Monitor progress against the plan;

e Monitor product quality;

e  Conduct corrective actions as per the demand; and
e Manage corrective actions to closure.

The work products related to this process area can be
defined as project monitoring sheets, together with systems to
track adherence to the project schedule and issues from start
to closure.

Configuration management

One reason maintainability is so important is that without
it tests cannot be accumulated. Therefore, the purpose of
Configuration Management is to establish and maintain the
integrity of testware by defining the management system for
the configuration, for which there are the following
guidelines:

Establish project baselines;

e Control and track changes; and
e  Establish the integrity of the project.

The main work products related to this process area are
the configuration management system together with its plan.
Measurement and analysis

The purpose of this process area is to define, collect,
analyze and apply measurements to support an organization in
objectively evaluating the effectiveness and efficiency of the
test process [31]. In this case, all indicators defined are
specifically aligned to the automation strategy, in order to best
achieve its desired objectives. The guidelines for this are as
follows:

e  Define test indicators for the project;
e  Specify test measures in terms of data collection and
storage procedures;
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Specify analysis procedures;
Collect test measurement data;
Analyze test measurement data;
Communicate results; and
Store data and results.

The main work product here is the measurement and
analysis plan, together with the data collected and formally
analyzed.

Requirement

The purpose of this process area is to clearly define the test
automation requirements and the following guidelines area
associated with this process area:

e Define what products need to be automated,;

e  Prioritize requirements; and

e  Maintain the traceability of requirements.

The work products in this case are those on the list of
requirements, for which tests will be automated in the
software development process.

Incident management

The purpose of this is process area is to objectively define
the mechanism and procedures to formally monitor all product
incidents derived from test automation activities. It supports
testers in the investigation and documentation of test incident
reports and the retesting of defects when required [10].

In order to achieve this, the following guidelines are
suggested:

e  Establish incident management system;

e Register, classify and prioritize incidents;

e Solve and track incident upon its closure; and

e Escalate non-solved incidents.

The main work product related to this process area is the
incident management system.

B. FAST Technical Area

The objective of the FAST Technical area is to establish
and maintain automated mechanisms for testing software
applications throughout test levels in order to produce test
environments that can be developed, managed and maintained
efficiently. The technical area consists of four process areas,
in accordance with the automation levels that a software can
undergo, and its objective is to describe practices to support
automation activity. The details of the processes areas of the
technical area re given below.

Unit Testing

The objective of this process area is to provide
mechanisms so that unit tests are implemented in a systematic
and documented way in order to maximize the benefits of
automation in the test project. This area has the following
guidelines:

e  Design the test suite;
Implement the refined plan and test design;
Measure the test unit;
Run the test procedures;
Evaluate test completion; and
Evaluate the effort and test unit.
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The work products related to this process area are the test
items, the design of the test specification [15], test summary
report [15], and reporting the failures found.

Integration Testing

The purpose of the Integration Testing process area is to
evaluate the integration between software components, to
ensure that the architectural design of the system is
implemented correctly [13][13]. It tests the interface between
components and interactions in different parts of the system,
such as operating system, the file system and the interface
between the systems [1]

This process area has the following guidelines:

e Design the integration approach (bottom-up or top-
down), in accordance with the system’s
requirements;

Design the set of integration tests;

Implement the design of the integration tests:

Run the test procedures;

Assess whether the tests have been completed and
whether they have achieved the required coverage of
the requirements; and

e Formally record and direct the non-conformities and

restrictions arising from the integration actions.

The work products related to this process area are the set
of integration tests and formally reported results.

System Testing

The purpose of the System Testing process is to test the
integrated and complete systems so as to assess its ability to
communicate with each other and validate whether the
systems are in accordance with the specifications of the
requirements [15].

The objective of this process area is to test the finalized
system and analyze the behavior of the system as a whole in
order to analyze compatibility with the specified
requirements, and can be performed in line with the testing
approach selected, such as risk-based products, business
processes or other description of the behavior of a high-level
system [1].

This process area has the following guidelines:

Establish the testing approach of the system;
Select the testing techniques of the system;
Design the set of system tests;

Implement the system tests;

Run the system tests;

Assess whether the test was completed; and
Register, formally, and direct non-conformities.

This process area needs to address questions about the
selection of requirements so as to generate a group of test
cases to be automated and run in the context of a project. The
related work products are the set of test cases, and the formal
record in a specific tool of the results.

Acceptance Testing

The objective of the Acceptance Testing process area is to
ensure that the product is working and that it can be presented
for acceptance, in which the customer and/or user is expected
to be involved [12]. At this level of automation, the object to
be tested is the complete system and this must address
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activities in order to demonstrate the customer’s acceptance
regarding the final system.

The objective of this process area is to ensure that the suite
of acceptance tests, planned in accordance with the strategy
and needs of the end user, is implemented so that it can run
automatically. To this end, this process area has the following
guidelines:

e Define acceptance criteria;
Define the acceptance plan;
Prepare the testing acceptance environment;
Assess the conditions of acceptance; and
Conduct the closure of acceptance.

The work products related to this process area are the
acceptance plan, the acceptance environment, the suite of
acceptance tests, the due register of the test results and
incidents recorded and followed upon until closure on the
appropriate tool.

In this context, this section presented the FAST way to
include the theoretical structure and its process areas. The
following section presents the conclusions and future studies
planned for this research.

V. CONCLUSIONS

This paper proposes a framework to support the systematic
introduction of test automation in the context of software
development. The approach was defined by describing
automation levels, technical and support areas, and practice
areas.

In order to evaluate this general approach, a plan was
drawn to conduct a focus group and a case study, in
accordance with the descriptions given in the methodology
Section, in order to gather feedback on the value of FAST
being feasible, complete and adequate. After this phase, it was
expected that the description of the framework would be
enhanced in order to finalize how to define the framework.

Some threats to this study were identified and are being
dealt with in order to minimize side effects to the expected
results. The first threat is the possibility of bias while
analyzing data from the case studies, since the results of
introducing FAST may vary according to the domain of
application. In order to minimize this threat, three different
scenarios and domains were planned to be part of the scope of
the case study, in which the absence of information in a
specific context can be complemented by having it in another.

Another threat would be to focus the definition of the
framework upon the perspective of the very few authors found
in the literature review. Hence, to diminish this possible
problem, a systematic review of the literature is being
developed to guarantee that all research studies are taken into
consideration when developing this project.

Therefore, this work-in-progress offers contributions to
research on test automation and its practice, whereby a
framework is compiled from a combination of experience,
practice and a systematic review of the literature in the form
of best practices, which can be applied when running tests in
software development.
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Abstract—Artifact traceability during software development
allows reusability and increases quality and productivity.
Software requirements should be traceable because they
represent the needs of a certain product. In several processes
during software development cycle, requirements are related
to other artifacts such as test suites and automation scripts.
Configuration management assures the usage of an input file
version corresponding to a software requirements version
during automated tests. This research proposes an integrated
process for software development, using configuration
management from requirements up to test suites for automated
tests. This article describes the effect of absence of
configuration management on the control over software
artifacts versions.

Keywords-configuration management; tests
automations; traceability; sotware requirements;

reuse;

l. INTRODUCTION

The increasing demand for high quality products, made
in shorter time, and at lower cost, requires from both
academic world and industry innovative strategies and
actions. Because software production is an industry of
intangible goods, it has strong challenges in its production
line as compared to conventional industry, which has fixed
process input, tools, techniques and defined output [1].
Software production is tailor-made work, to fit client needs,
with demands on functional and non- functional
requirements. These requirements form input artifacts to
several processes in a software factory.

During software development, the requirements might
change due to variable market needs or legal regulation.
Therefore artifacts traceability is necessary during the
software building process [1].Configuration management
assures artifacts traceability and keeps it in storage to control
artifacts versions.

This article describes the impact of lack of configuration
management on tools for test automation, and therefore
legitimating the research on integrated process applied to
software production.

This article has 5 sections, wherein the first section is an
introduction. The motivation and problem definition are
described in the second section. The third section addresses
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the methodology and its phases, and the proposed integrated
process is discussed in the fourth section. Finally, in the fifth
section, we have conclusion and future works.

Il.  LITERATURE REVIEW

Rework, low-quality products, demotivated teams, high
software production and delays are symptoms caused by the
absence of configuration management during software
development, which directly affect users and development
team [2]. This absence of configuration management creates
the possibility for a software product does not meet the
requirements.

The lack of version control of test suits and/or automatic
test script to for the software requirements automation tests
tools [1], reduces the reliability of such tools. In this way,
software products can present nonconformities affecting
directly the product acceptance by the client.

Configuration management (CM) should be active during
whole software development, from infrastructure definition
to information generation and maintenance. CM will support
requirements changes during the development process
resulting in flexibility during development. In addition to
information and content of software requirements [3], the
development process in software factories should perform
requirements validations in all process sub-phases in order to
guarantee continuous information and its understanding.
Isolation of requirements after initiation phase can lead to
wrong validation of content and its changes, consequently
affecting the product that will be create.

The reusability of artifacts originated from software
requirements, as well as source codes, tests suits and/or
automatized scripts [4], is impaired by lack of relationship
dependence between artifacts. This generates uncertainty
concerning completeness of available artifacts, versions, and
compatibility to project characteristics [5]. In this way, at
each new automated test cycle, a new tests suite and/or
automated scripts should be create to validate the most actual
software requirements

Configurations management has only as unit control the
configuration items [6] that are identified, controlled and
kept, according the configurations management plan. The
control realized in order to manage configurations does not
include dependences and relationships between artifacts, in
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other words, are isolated unit controls, without dependence
relationship with other software artifacts. This configurations
management approach has only a data and code reposition
function.

The software tests that have as input software
requirements to created test plans and tests projects are
impaired by the lack of requirements traceability if requested
changes are accepted included in requirements during
development phase and the information is discontinued [2].
In this case, we might have scenarios where we will obtain
software products having old versions of requirements. This
affects products certification, as it does not meet their
specifications. The tests automation tests when used in
software process development [7], has as main function the
coverage of regression tests and test suit. At one side, this
will open the opportunity for the tests analysts to follow and
test new features or to perform exploratory tests. On the
other side, the use of automation test tools becomes a risk
when tests suites and/or automatized scripts do not
correspond to the actual version of software requirements.
This will lead to loss of computation and human resources,
which should be used to repair the missing update due to
lack on artifacts traceability. The losses of computational and
human resources reflect on delays in the product delivery
and quality.

Based on these scenarios, we formulated the following
research question: How to introduce a product-guided
configuration management for automation tests in the
development process of software factories?

Software requirements traceability was subject of study
for Gotel [5] and Antoniol [3]. They realized interviews and
surveys to identify support to requirements traceability. In
addition, they identified problems related to providers or
users of the software requirements. However, the research
focus was limited to the requirement creation phase. Our
research has the objective show how use configuration
management [3] of software requirements and test suites for
tests automatization tools will be able to solve several
problems found in software factories.

Ill. RESEARCH METODOLOGY

The research approach was divided in four phases, as
shown in Figure 2. The first phase corresponds to a literature
review, that comprising bibliographical review and
systematic review. In the second phase, we will postulate a
proposal. Afterwards, we will evaluate the proposal with a
case study and survey research. Finally, phase four should
lead to suggestions for improvement.
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1. LITERATURE REVIEW

BIBLIOGRAPHICAL REVIEW] SYSTEMATIC REVIEW

2. PROPOSAL

3. EVALUATION
CASE STUDY

4. IMPROVEMENTS

Figure 1. Schematic flow research activities.

A. Bibliographical Review

The review has as main objective the identification and
exploration of scientific publications related to this study
area. It will give an analysis of the previous studies in the
field.

This review will be based on articles in the period of
2010 and 2015 available at IEEE digital libraries, ACM,
Scopus, and Science Direct.

B. Systematic Review

The systematic review provides interpretation of relevant
research in the field [8], followed by structure analysis [9]
leading to gaps identification which might guide future new
investigations in the field [10].

C. Case study

The case study has as main objective the analysis of a
phenomenon within its context. The experimentations is an
attempt to replication the phenomenon, taking into account
factors, which affect software engineering results [11].

Software engineering involves development, operation,
and maintenance of software and related artifacts [12]. The
case study applies the research proposal and experimentation
to determine the applicability of proposed solution, and to
solve issues that prior application to process were not
possible to predict.

D. Improvements

The activities performed in this phase are evaluation of
current process in the software factory, development of a
configuration management plan, implementation and
validation. This will be followed by a process of continuous
improvements. In short:

e Process implementation, identification of deviations

and followed by continuous improvement

e Finally, analysis of proposed process impact.

This process has a requirements information update flow
directly affecting the test suits and automated scripts as its
differential. In other words, changes realized in software
requirements will be able available during the whole
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software development cycle, and consequently having an
efficient management of automation tests.

The research approach presented here will result in a
structured research process, which allows more control over
activities and as scientific research process, will be
applicable to new researches.

In the next session, we will present a proposal of
integrated process to insert configuration management in
automation tests, including phases, input and output artifacts,
roles and responsibilities.

IV. PROPOSAL

The proposal presented here is partially a process of
configuration management that might be implemented in a
software development company in such way that it includes
configurations items updates related to automatic tests. The
proposed process objective is to maintain integrity,
traceability of artifacts that affects automatic tests, and reuse
of software components.

The process presented here was divided in two steps: The
first step consists in evaluating the actual process of
configuration management of a software factory; this will be
used as study case resulting in the identification and analysis
of gaps in the process. In the second step, we have a creation
of integrated process of configuration management with the
purpose to maintain integrity of artifacts during the whole
software development cycle, developing the capacity to
incorporate project scope changes. Bellow, we have a more
detailed description of these two steps.

A. Actual configurations management process evaluation
in a software factory

An analysis is performed to identify gaps related to items
configuration control, and their impact in the utilization of
automation tests tools; this step has two phases:

e Actual configuration management evaluation in a
software factory chosen as study case. During this
phase, we will use quality assurance such as process
analysis and quality audits.

e Software development process evaluation. During
this phase, we will use quality controls such as root
cause diagrams, Pareto diagram, management of
change revision and evaluation

B. Preparation of an integrated configuration
management process

After the first step, we will create an integrated
configuration management process to maintain integrity of
the software requirements and automatic tests employed
during the software development process. As part of the
proposed process, we will define activities, roles, artifacts
and tools, according description in Figure 2.
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Figure 2. Integrated process flow chart. Source: Autor.

The integrated process is explained bellow

The process is divided in between the two phases in
a software development cycle, known as Planning
and Execution Phase.

During planning phase, we have as start point the
changes request. The changes request might be
initiated due to market reasons or regulation. The
business analyst is responsible for the translation of
the changes request into artifacts requirements. The
change control is recorded in a bug tacker tool,
making it possible to follow its evolution.

Impact evaluation activities are performed by the
project management that uses techniques such as
learned lesson and expert opinion, as a technical
evaluation of the changes request impact is needed.
The changes request will be updated in a bug tracker
tool.
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e The options creation activity has as goal to generate
many scenarios to fulfill the changes request, taking
into consideration risk mitigation and impact into the
product and finally project objectives. This activity
is realized with the whole project team.

e Options validation has as purpose to simulate the
implementation results obtained by the different
proposed scenarios. After that, an unbiased selection
process is possible, discarding the options that do not
fit to the boundaries of project. The whole project
team will realize this activity.

e  After options validation, the next step is the internal
acceptance, where consensus and finally approval
and consensus of team on the solution to be applied
to the changes request is obtained. The project
management looks for consensus within project
team.

e  External acceptance is the final control activity in the
integrated process; this activity has the purpose to
obtain approval of project sponsor. The Project
management is responsible to present and get
approval from project sponsor.

o After the external acceptance of the integrated
process for changes control is obtained, the software
requirements will be updated. The System Analyst
will be responsible for modification in software
requirements. The approved change request is used
as input for this activity, and as output, the software
requirements updated should be available for the
team in a repository. To finalize this activity, an
automatic communication will be send to quality
administration, reporting the requirements that were
updated, and the modifications applied.

e The execution phase of project will be start when the
communication on the software requirements update
arrives.

e The software quality administration should analyze
the changes, in order to guarantee the quality of the
software development process. As responsible for
this activity, we have a Quality Analyst. This activity
has the updated software requirements as input. The
analyst uses inspection and validation techniques.
The updated software requirements keep a pendent
status, as it reference sessions will have to wait for
the new product version and new version to scripts
designation to perform automatic tests.

o  After Quality analysis, Systems Analysts modify the
applications source code conform the updated
software requirements. For this activity, we have the
updated and QA verified software requirements as
input. As output for this activity, we have a new
software component for a new product baseline
generation to be performed by the configuration
management.

e In parallel to the changes implementation activity,
the tests analysts will build the test suits and scripts
for automatic tests. This activity has as input the
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updated software requirements, and previous
versions test suits and scripts for automatic tests.

e The baseline generation activity, which has a
configuration management as responsible, should
update in the software requirements documents the
product version that fulfills the requirements. , In
addition, he should make the new package available
as repository. In case of Release, it is necessary to
send a package to distribution.

e The Tag creation activity for test suites and scripts
used for automatic tests will be realized by
Configuration Management, who should updated in
software requirements document the artefacts
version used for tests suites and scripts for automatic
tests that attend this software requirements, in
addition to verify, this item configuration in the
repository.

e The Release notes creation activity, has as input the
updated software requirements, test suites and scripts
for automatic tests, product version, as well as
components necessary to demonstrate it. The
responsible to build this note is configuration
management this activity finalizes the proposed
process.

V.  CONCLUSION AND FUTURE WORKS

This article presented a process proposal to support
configuration management in automated software tests
environments. The main objective was to provide better
specific items configuration management between software
requirements and automatic tests. Besides that, we aimed to
improve artifacts traceability artifacts throughout software
development cycle. The literature review has been finalized
and we are working on the proposal implementation.

As this is a work in progress, we planned the proposal
validation through a case study and survey, in order to
evaluate the adherence and applicability this process. This
will be combined with the identification of possible
adjustment points in in view of its application to software
development process.

The main obstacle in this proposal is the resistance
against changes to the current software development process,
and the absence of tools that support infrastructure of the
proposed process. We used as constraints the minimization
of the changes that impact the software development cycle
inside the software factory used for case study. Other phases
in the software development cycles are out of the scope of
this research, e.g. project closure, business and software
implementation processes.

The next step in this research is the implementation and
evaluation of the proposed process in a software factory that
builds payment applications and has a safe software
development cycle.
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Abstract—Software-intensive companies constantly try to improve
their software development process for better software quality
and a faster time to market. The DevOps phenomenon emerged
with the promise of easing the process of putting new software
changes to production at a fast rate whilst also increasing the
learning and innovation cycles of their products. However, the
DevOps phenomenon lacks clear definition and practices, and
this makes it difficult for both researchers and practitioners
to understand the phenomenon. In this paper, we focus on
consolidating the understanding of DevOps and its practices
as described by practitioners using multivocal literature and
interviews. The study contributes to a scientific definition of
DevOps and patterns of DevOps practices to help identify and
adopt the phenomenon.

Keywords—DevOps; Continuous Deployment; Agile.

I. INTRODUCTION

Innovative online companies, such as Amazon, Google
and Facebook, have fuelled customers expectations for great
services at fast speed due to their quick response times to
customer demands. Consequently, more companies from most
fields are learning and emulating their capabilities in order to
cope with competition and technological changes in the field
of IT [1]. Today’s technology landscape and advances, such
as cloud computing, have changed the ways in which soft-
ware products are developed and delivered to customers. For
instance, in the cloud environment, providers of Software-as-a
Service (SaaS) applications are expected to update software
frequently and in much faster release cycles to customers.

The recent paradigm shift towards fast and frequent de-
livery of software updates to customers is referred to as
continuous deployment (CD) [2]. CD has been described as an
evolutionary step after Agile and continuous integration (CI)
practices [2] [3]. CD is a practice whereby software features
and updates are rapidly rolled out to production as soon as
they are developed, whilst also rapidly learn from real-time
customer usage of software [2] [3]. The advantage is that
companies can proactively identify and validate assumptions
of customer needs by applying practices, such as feature
experimentation, that tightly integrate runtime-monitored data
fromEmphsi production into the software development activi-
ties [4].

Responsiveness to customer needs achieved through CD
can put a strain on functional teams within an organisation
[2]. Consequently, the DevOps phenomenon emerged with the
aim of breaking down organisational silos and encouraging
cross-functional collaboration among stakeholders involved
in software development and delivery processes—especially
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development and IT operations. The DevOps phenomenon,
despite its growing interest in software industry, faces several
challenges such as the lack of a clear definition [5]. This lack
of clear a definition has resulted to a number of problems and
criticisms, including tensions as to whether DevOps is about
culture, technical solution or, alternatively, an entirely new role
within a software development organisation [6].

The goal of this research is to consolidate the understanding
of DevOps phenomenon as described by practitioners. We use
an exploratory case study technique that involves a review of
multivocal ’grey’ literature and interviews. Our work extends
other previous studies that have tried to characterise the De-
vOps phenomenon. Multivocal literature review and interviews
were selected as appropriate approaches for this study because
DevOps is very much driven by practitioners, and as such,
contribution from non-scientific community are worthwhile.
The contribution of this paper is twofolds. First, to validate
and improve the scientific definition of DevOps proposed by
Penners and Dyck [7]. Second, to extend our work on the
dimensions of DevOps [8] with a set of examplary practices
and patterns of DevOps. The following research questions are
addressed in this study:

e RQI: How do practitioners describe DevOps as a
phenomenon?

e RQ2: What are the DevOps practices according to
software practitioners?

This paper is organized as follows: Background and related
work, including a scientific definition of DevOps, are presented
in the next section. Section 3 presents our research methodol-
ogy. The results of the study are presented in Section 4, which
is followed by a discussion and conclusions in Section 5 and
7, respectively. Section 6 presents validity threats including
limitations of the study.

II. BACKGROUND AND RELATED WORK

According to Humble and Molesky [9], DevOps— a blend
of two words Development and Operations— is about align-
ing incentives of everybody involved in delivering software,
with particular emphasis on developers, testers and operations
personnel. The problems resulting from misalignment between
development and operations are not new, though their appear-
ance in the literature is scarce [10]. Prior studies investigating
cooperation between developers and operations personnel in
real contexts have revealed that very often development and
operational activities are not tightly integrated [10] [11]. The
latter, according to Iden, Tessem and Piivirinta [11], results
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to a number of problems, including IT operations not being
involved in requirements specification, poor communication
and information flow between the two groups, unsatisfactory
test environments, lack of knowledge transfer between the two
groups, systems put into production before they are complete
and operational routines not established prior to deployment.
These problems were identified from a delphi study consisting
of 42 experts grouped in three panels representing the roles of
developers, operations personnel and systems owners. In the
latter study, the authors [11] concluded that operations person-
nel are to be regarded as important stakeholders throughout
system development activities, especially in systems require-
ment, testing and deployment.

The closest similar work, though different in terms of
the studied phenomenon, is by Tom, Aurum and Vidgen
[12]. Using a multivocal literature review (MLR) approach
supplemented by interviews, the authors of the latter study [12]
examined a