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ICSEA 2015

Forward

The Tenth International Conference on Software Engineering Advances (ICSEA 2015), held on

November 15 - 20, 2015 in Barcelona, Spain, continued a series of events covering a broad spectrum of
software-related topics.

The conference covered fundamentals on designing, implementing, testing, validating and

maintaining various kinds of software. The tracks treated the topics from theory to practice, in terms of
methodologies, design, implementation, testing, use cases, tools, and lessons learnt. The conference
topics covered classical and advanced methodologies, open source, agile software, as well as software
deployment and software economics and education.

The conference had the following tracks:

Advances in fundamentals for software development
Advanced mechanisms for software development
Advanced design tools for developing software

Software engineering for service computing (SOA and Cloud)
Advanced facilities for accessing software

Software performance

Software security, privacy, safeness

Advances in software testing

Specialized software advanced applications

Web Accessibility

Open source software

Agile and Lean approaches in software engineering
Software deployment and maintenance

Software engineering techniques, metrics, and formalisms
Software economics, adoption, and education

Business technology

Improving productivity in research on software engineering

Similar to the previous edition, this event continued to be very competitive in its selection process
and very well perceived by the international software engineering community. As such, it is attracting
excellent contributions and active participation from all over the world. We were very pleased to receive
a large amount of top quality contributions.

We take here the opportunity to warmly thank all the members of the ICSEA 2015 technical program
committee as well as the numerous reviewers. The creation of such a broad and high quality conference
program would not have been possible without their involvement. We also kindly thank all the authors
that dedicated much of their time and efforts to contribute to the ICSEA 2015. We truly believe that
thanks to all these efforts, the final conference program consists of top quality contributions.



This event could also not have been a reality without the support of many individuals, organizations
and sponsors. We also gratefully thank the members of the ICSEA 2015 organizing committee for their
help in handling the logistics and for their work that is making this professional meeting a success.

We hope the ICSEA 2015 was a successful international forum for the exchange of ideas and results
between academia and industry and to promote further progress in software engineering research. We
also hope Barcelona provided a pleasant environment during the conference and everyone saved some
time for exploring this beautiful city.
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Abstract—In this paper, we identify model transformation spec-
ification and design patterns, which support the property of
transformation bidirectionality: the ability of a single specification
to be applied either as a source-to-target transformation or as
a target-to-source transformation. In contrast to previous work
on bidirectional transformations (bx), we identify the important
role of transformation invariants in the derivation of reverse
transformations, and show how patterns and invariants can be
used to give a practical means of defining bx in the UML-RSDS
transformation language.

Keywords — Bidirectional transformations; transformation
design patterns; UML-RSDS

I. INTRODUCTION

Bidirectional transformations (bx) are considered important
in a number of transformation scenarios:

e  Maintaining consistency between two models which
may both change, for example, if a UML class dia-
gram and corresponding synthesised Java code both
need to be maintained consistently with each other, in
order to implement round-trip engineering for model-
driven development.

e  Where a mapping between two languages may need to
be operated in either direction for different purposes,
for example, to represent behavioural models as either
Petri Nets or as state machines [12].

e  Where inter-conversion between two different repre-
sentations is needed, such as two alternative formats
of electronic health record [3].

Design patterns have become an important tool in software
engineering, providing a catalogue of ‘best practice’ solutions
to design problems in software [7]. Patterns for model transfor-
mations have also been identified [14], but patterns specifically
for bx have not been defined.

In this paper, we show how bx patterns can be used to
obtain a practical approach for bx using the UML-RSDS
language [11].

Section II defines the concept of a bx. Section V de-
scribes related work. Section III describes UML-RSDS and
transformation specification in UML-RSDS. Section IV gives
a catalogue of bx patterns for UML-RSDS, with examples.
Section VI gives a conclusion.

II. CRITERIA FOR BIDIRECTIONALITY

Bidirectional transformations are characterised by a binary
relation R : SL <> TL between a source language (metamodel)
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SL and a target language TL. R(m,n) holds for a pair of
models m of SL and n of TL when the models consist of
data which corresponds under R. It should be possible to
automatically derive from the definition of R both forward and
reverse transformations

R7:SLxTL—TL RT™:SLxTL— SL

which aim to establish R between their first (respectively
second) and their result target (respectively source) models,
given both existing source and target models.

Stevens [16] has identified two key conditions which bidi-
rectional model transformations should satisfy:

1)  Correctness: the forward and reverse transforma-
tions derived from a relation R do establish R:
R(m,R~(m,n)) and R(R* (m,n),n) for each
m:SL,n:TL.

2)  Hippocraticness: if source and target models already
satisfy R then the forward and reverse transformations
do not modify the models:

R(m,n) = R7(m,n)=n
R(m,n) = R (m,n)=m

for each m : SL, n : TL.

The concept of a lens is a special case of a bx satisfying these
properties [16].

III. BX SPECIFICATION IN UML-RSDS

UML-RSDS is a hybrid model transformation language,
with a formal semantics [10] and an established toolset [11].
Model transformations are specified in UML-RSDS as UML
use cases, defined declaratively by three main predicates,
expressed in a subset of OCL:

1)  Assumptions Asm, which define when the transfor-
mation is applicable.

2)  Postconditions Post, which define the intended effect
of the transformation at its termination. These are an
ordered conjunction of OCL constraints (also termed
rules in the following) and also serve to define a
procedural implementation of the transformation.

3) Invariants /nv, which define expected invariant prop-
erties which should hold during the transformation
execution. These may be derived from Post, or spec-
ified explicitly by the developer.

From a declarative viewpoint, Post defines the conditions
which should be established by a transformation. From an
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implementation perspective, the constraints of Post also define
intended computation steps of the transformation: each com-
putation step is an application of a postcondition constraint to
a specific source model element or to a tuple of elements.

For example, an elementary transformation specification
Ta2p ON the languages S consisting of entity type A and T
consisting of entity type B (Figure 1) could be:

(Asm) :

B—forAll(b | b.y > 0)
(Post) :

A—forAll(a | B—exists(b | b.y = a.x—sqr()))
(Inv) :

B—forAll(b | A—exists(a | a.x = b.y—sqri()))

The computation steps « of 7,9, are applications of
B—exists(b | b.y = a.x—sqr()) to individual a : A. These
consist of creation of a new b : B instance and setting its y
value to a.x * a.x. These steps preserve Inv: Inv = [a]lnv.

A
¥int
E_
yoint

Figure 1. A to B Transformation 7,9,

This example shows a typical situation, where the invariant
is a dual to the postcondition, and expresses a form of min-
imality condition on the target model: that the only elements
of this model should be those derived from source elements
by the transformation. In terms of the framework of [16],
the source-target relation R, associated with a UML-RSDS
transformation 7 is Post and Inv. As in the above example,
R is not necessarily bijective. The forward direction of 7 is
normally computed as staf(Post): the UML activity derived
from Post when interpreted procedurally [10]. However, in
order to achieve the correctness and hippocraticness properties,
Inv must also be considered: before stat(Post) is applied to the
source model m, the target model n must be cleared of elements
which fail to satisfy Inv.

In the a2b example, the transformation 7,5, with postcon-
dition constraints:

(CleanTargetl) :
B—forAll(b | not(b.y > 0) implies
b—sisDeleted())
(CleanTarget2) :

B—forAll(b | not(A—exists(a | a.x = b.y—sqri()))
implies b—isDeleted|))

is applied before 7,9, to remove all B elements which fail to
be in R,o;, with some a : A, or which fail to satisfy Asm.

This is an example of the Cleanup before Construct pattern
(Section IV). Additionally, the E—exists(e | P) quantifier in
rule succedents should be procedurally interpreted as “create a
new e : E and establish P for e, unless there already exists an
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e : E satisfying P”. That is, the Unique Instantiation pattern
[14] should be used to implement ‘check before enforce’ se-
mantics. The forward transformation 77 is then the sequential
composition 7%; 7 of the cleanup transformation and the
standard transformation (enhanced by Unique Instantiation).

In the reverse direction, the roles of Post and Inv are
interchanged: elements of the source model which fail to
satisfy Asm, or to satisfy Post with respect to some element
of the target model should be deleted:

(CleanSource?) :
A—forAll(a | not(B—exists(b | b.y = a.x—sqr()))
implies a—isDeleted())

This cleanup transformation is denoted 7.5, It is followed by
an application of the normal inverse transformation 77, which
has postcondition constraints /nv ordered in the corresponding
order to Post. Again, Unique Instantiation is used for source
model element creation. The overall reverse transformation is

~

denoted by 7¢ and is defined as 77; 7.

In the case of separate-models transformations with type 1
postconditions (Constraints whose write frame is disjoint from
their read frame), Inv can be derived automatically from Post
by syntactic transformation, the CleanTarget and CleanSource
constraints can also be derived from Post, and from Asm. This
is an example of a higher-order transformation (HOT) and is
implemented in the UML-RSDS tools.

In general, in the following UML-RSDS examples, 7
is a separate-models transformation with source language S
and target language T, and postcondition Post as an ordered
conjunction of constraints of the form:

(Cn):
Si—forAll(s | SCond(s) implies
Ti—exists(t | TCond(t) and P;j(s,t)))

and Inv is a conjunction of dual constraints of the form

(Cn™) :
Ti—forAll(t | TCond(t) implies
Si—vexists(s | SCond(s) and P7i(s,1)))

where the predicates P; (s, t) define the features of ¢ from those
of s, and are invertible: an equivalent form P;(s,#) should
exist, which expresses the features of s in terms of those of ¢,
and such that

Si—forAll(s | T—forAll(t | Pij(s,t) = P;:,-(s, 1))

under the assumptions Asm. Table I shows some examples
of inverses P~ of predicates P. The computation of these
inverses are all implemented in the UML-RSDS tools (the
reverse option for use cases). More cases are given in [11].
The transformation developer can also specify inverses for
particular Cn by defining a suitable Cn™ constraint in Inv,
for example, to express that a predicate 7.z = s.x + s.y should
be inverted as s.x = t.z — s.y.

Each CleanTarget constraint based on Post then has the
form:

(Cn™) :
Ti—forAll(t | TCond(t) and
not(S;—exists(s | SCond(s) and P;(s,t))) implies
t—isDeleted())

Similarly for CleanSource.
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TABLE 1. EXAMPLES OF PREDICATE INVERSES

P(s,t)

P~ (s,1)

Condition

tg=-sf sf=tg

Assignable features f, g

r.g = s.f—sqrt()

s.f = t.g—sqr()

f, g non-negative attributes

tg=Kxsf+L
Numeric constants K,L, K # 0

sf=(tg—L)/K

f, g numeric attributes

t.rr = s.ar—including(s.p)
t.rr = s.r—append(s.p)

s.r = t.rr—front() and
s.p = t.rr—last()

rr, r ordered association ends
p 1-multiplicity end

t.rr = s.r—sort()
t.rr = s.r—asSequence()

s.r = t.rr—asSet()

r set-valued, rr ordered

R(s,t) and Q(s,1)

R~ (s,t) and O~ (s,1)

t.rr = TRef[s.r.idS]
idS primary key of SRef,
idT primary key of TRef

s.r = SRef[t.rr.idT]

rr association end with
element type TRef,
r association end with
element type SRef

t.g = s.r.idS
Attribute g

s.r = SReft.g]

idS primary key of SRef,
r association end with
element type SRef

T;[s.idS].rr = TRefTs.r.idSRef]
r has element type SRef,
rr has element type TRef

Si[t.idT).r = SRef|t.rr.idTRef]

idS, idSRef primary
keys of S;, SRef
idT , idTRef primary
keys of Tj, TRef

IV. PATTERNS FOR BX

In this section, we give a patterns catalogue for bx, and
give pattern examples in UML-RSDS.

A. Auxiliary Correspondence Model

This pattern defines auxiliary entity types and associations
which link corresponding source and target elements. These
are used to record the mappings performed by a bx, and to
propagate modifications from source to related target elements
or vice-versa, when one model changes.

Figure 2 shows a typical schematic structure of the pattern.

Source language Correspondence Target language

S2T

i S NI

Figure 2. Auxiliary Correspondence Model pattern

Benefits: The pattern is a significant aid in change-
propagation between models, and helps to ensure the correct-
ness of a bx. Feature value changes to a source element s can
be propagated to changes to its corresponding target element,
and vice-versa, via the links. Deletion of an element may imply
deletion of its corresponding element.

Disadvantages:  The correspondence metamodel must be
maintained (by the transformation engineer) together with the
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source and target languages, and the necessary actions in creat-
ing and accessing correspondence elements adds complexity to
the transformation and adds to its execution time and memory
requirements.

Related Patterns:  This pattern is a specialisation of the
Auxiliary Metamodel pattern of [14].

Examples: This mechanism is a key facility of Triple
Graph Grammars (TGG) [1][2], and correspondence traces are
maintained explicitly or implicitly by other MT languages such
as QVT-R [15].

In UML-RSDS, the pattern is applied by introducing aux-
iliary attributes into source and target language entity types.
These attributes are primary key/identity attributes for the
entity types, and are used to record source-target element corre-
spondences. Target element ¢ : 7; is considered to correspond
to source element(s) s1 : S1, ..., S, : S, if they all have the
same primary key values: t.idT; = s1.idS1, etc. The identity
attributes are String-valued in this paper. The correspondence
between a source entity S; and a target entity 7; induced by
equality of identity attribute values defines a language mapping
or interpretation x of S; by T; in the sense of [13]:

S['—)Tj

with S;—collect(idS;) = Tj—collect(idT;).

The existence of identity attributes facilitates element
lookup by using the Object Indexing pattern [14], which
defines maps from String to each entity type, permitting
elements to be retrieved by the value of their identity attribute:
T;lv] denotes the T; instance ¢ with r.idT; = v if v is a
single String value, or the collection of 7; instances ¢ with
v—includes(t.idT}) if v is a collection. The last three cases in
Table I show inverse predicates derived using this approach to
correspondence models. Note that T;[x.idTj| = x for x : T;.

The pattern can be used to define source-target propaga-
tion and incremental application of a transformation 7. For
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postconditions Cn of the form

Si—forAll(s | SCond(s) implies
Ti—exists(t | TCond(t) and P;;(s,1)))

derived constraints Cn® can be defined for the incremental
application of Cn to model increments (finite collections of
creations, deletions and modifications of model elements).

The incremental version 72 of a transformation 7 is defined
to have postconditions formed from the constraints Cn® for
each postcondition Cn of 7, and ordered according to the
order of the Cn in the Post of 7. In a similar way, target-
source change propagation can be defined. Change propagation
is implemented in UML-RSDS by the incremental mode of use
case execution.

B. Cleanup before Construct

This pattern defines a two-phase approach in both forward
and reverse transformations associated with a bx with relation
R: the forward transformation R first removes all elements
from the target model n which fail to satisfy R for any element
of the source m, and then constructs elements of n to satisfy
R with respect to m. The reverse transformation R operates
on m in the same manner.

Benefits:  The pattern is an effective way to ensure the
correctness of separate-models bx.

Disadvantages: There may be efficiency problems because
for each target model element, a search through the source
model for possibly corresponding source element may be
needed. Elements may be deleted in the Cleanup phase only
to be reconstructed in the Construct phase. Auxiliary Corre-
spondence Model may be an alternative strategy to avoid this
problem, by enforcing that feature values should change in
response to a feature value change in a corresponding element,
rather than deletion of elements.

Related Patterns: This pattern is a variant of the Construc-
tion and Cleanup pattern of [14].

Examples: An example is the Composers bx [4]. Im-
plicit deletion in QVT operates in a similar manner to this
pattern, but can only modify models (domains) marked as
enforced [15]. In UML-RSDS, explicit cleanup rules Cn*
can be deduced from the construction rules Cn, for mapping
transformations, as described in Section III above. If identity
attributes are used to define the source-target correspondence,
then Cn* can be simplified to:

Ti—forAll(t | TCond(t) and
Si—collect(sld)—excludes(t.tld) implies
t—isDeleted())

and

Ti—forAll(t | TCond(t) and
Si—collect(sld)—includes(t.tld) and s = S;[t.11d)]
and not(SCond(s)) implies t—isDeleted|))

In the case that TCond(¢) and SCond(s) hold for corresponding
s, t, but P;;(s,t) does not hold, ¢ should not be deleted, but
P; (s, ) should be established by updating #:

Si—forAll(s | T—collect(tld)—includes(s.sld) and
t = Tj[sld] and SCond(s) and
TCond(t) implies P; (s, 1))
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For a transformation 7, the cleanup transformation 7> has the
above Cn™ constraints as its postconditions, in the same order
as the Cn occur in the Post of 7. Note that 77 is 7; 7, and

72 is 7%; 7 incrementally applied.

C. Unique Instantiation

This pattern avoids the creation of unnecessary elements
of models and helps to resolve possible choices in reverse
mappings. It uses various techniques such as traces and unique
keys to identify when elements should be modified and reused
instead of being created. In particular, unique keys can be used
to simplify checking for existing elements.

Benefits: The pattern helps to ensure the Hippocraticness
property of a bx by avoiding changes to a target model if it is
already in the transformation relation with the source model.
It implements the principle of ‘least change’ [17].

Disadvantages: The need to test for existence of elements
adds to the execution cost. This can be ameliorated by the use
of the Object Indexing pattern [14] to provide fast lookup of
elements by their primary key value.

Examples: The key attributes and check-before-enforce
semantics of QVT-R follow this pattern, whereby new elements
of source or target models are not created if there are already
elements, which satisfy the specified relations of the transfor-
mation [16]. The E—exists1(e | P) quantifier in UML-RSDS is
used in a similar way. It is procedurally interpreted as “create
a new e : E and establish P for e, unless there already exists
an e : E satisfying P” [11]. For bx, the quantifier exists should
also be treated in this way. If a transformation uses identity
attributes (to implement Auxiliary Correspondence Model), the
quantifier E—exists(e | e.eld = v and P) can be interpreted as:
“if E[v] exists, apply stat(P) to this element, otherwise create
a new E instance with eld = v and apply stat(P) to it”. This
ensures Hippocraticness.

D. Phased Construction for bx

This pattern defines a bx 7 by organising R, as a union of
relations Rg; 7; which relate elements of entities Si and 7j which
are in corresponding levels of the composition hierarchies of
the source and target languages. Figure 3 shows the typical
schematic structure of the pattern. At each composition level
there is a 0..1 to 0..1 relation (or more specialised relation)
between the corresponding source and target entity types.

si rule2 T
<< >
(sCond} transformsTo {TCond}
*Isr * ptr
SSub rule1 TSub
<<transformsTo>>

Figure 3. Phased Construction pattern
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Benefits:  The pattern provides a modular and extensible
means to structure a bx.

Examples: The UML to relational database example of [15]
is a typical case, where Package and Schema correspond at
the top of the source/target language hierarchies, as do Class
and Table (in the absence of inheritance), and Column and
Attribute at the lowest level.

In UML-RSDS a transformation defined according to this
pattern has its Post consisting of constraints Cn of the form

Si—forAll(s | SCond(s) implies
Ti—exists(t | TCond(t) and P;;(s,1)))

where §; and T; are at corresponding hierarchy levels, and Inv
consists of constraints Cn™ of the form

Ti—forAll(t | TCond(t) implies
Si—exists(s | SCond(s) and Pi(s,1)))

No nested quantifiers or deletion expressions x—isDeleted()
are permitted in SCond, TCond or P;j, and P;; is restricted to
be formed of invertible expressions.

Each rule creates elements ¢ of some target entity type
T;, and may lookup target elements produced by preceding
rules to define the values of association end features of
t: t.tr = TSub[s.sr.idSSub] for example, where TSub is lower
than 7; in the target language composition hierarchy (as in
Figure 3) and there are identity attributes in the entities to
implement a source-target correspondence at each level. Both
forward and reverse transformations will conform to the pattern
if one direction does. The assignment to t.fr has inverse:
s.sr = SSub|[t.tr.idTSub).

Two UML-RSDS bx 7 : § — T, 0 : T — U using
this pattern can be sequentially composed to form another bx
between S and U: the language T becomes auxiliary in this
new transformation. The forward direction of the composed
transformation is 77; o, the reverse direction is o ; 7.

E. Entity Merging/Splitting for bx

In this variation of Phased Construction, data from multiple
source model elements may be combined into single target
model elements, or vice-versa, so that there is a many-one
relation from one model to the other. The pattern supports
the definition of such bx by including correspondence links
between the multiple elements in one model which are related
to one element in the other.

Benefits: The additional links enable the transformation to
be correctly reversed.

Disadvantages: Additional auxiliary data needs to be added
to record the links. The validity of the links between elements
needs to be maintained. There may be potential conflict
between different rules which update the same element.

Related Patterns: This uses a variant of Auxiliary Cor-
respondence Model, in which the correspondence is between
elements in one model, in addition to cross-model correspon-
dences. The attributes used to record intra-model correspon-
dences may not be primary keys.

Examples: An example of Entity Merging is the Col-
lapse/Expand State Diagrams benchmark of [6]. The UML to
RDB transformation is also an example in the case that all
subclasses of a given root class are mapped to a single table

Copyright (c) IARIA, 2015. ISBN: 978-1-61208-438-1

that represents this class. The Pivot/Unpivot transformation of
[3] is an example of Entity Splitting.

In the general case of merging/splitting, the inverse of C,:

S,‘l—)fOFAll(sl ‘
Sin—forAll(sn | SCond(s1, ..., sn) implies
T —exists(tl | ...
Ty, —exists(tm | TCond(t1, ..., tm) and
P(sl,...,sn,tl,...,tm))...)) ...)

is Cn™:

Tih—forAll(rl | ...
Ty—forAll(tm | TCond(t1, ..., tm) implies
Sa—exists(sl | ...
Siwn—rexists(sn | SCond(s1, ..., sn) and
P~ (s1,....sn,tl,...,tm))...))...)

In UML-RSDS, correspondence links between elements in
the same model are maintained using additional attributes. All
elements corresponding to a single element will have the same
value for the auxiliary attribute (or a value derived by a 1-1
function from that value).

F. Map Objects Before Links for bx

If there are self-associations on source entity types, or other
circular dependency structures in the source model, then this
variation on Phased Construction for bx can be used. This
pattern separates the relation between elements in target and
source models from the relation between links in the models.

Benefits: The specification is made more modular and
extensible. For example, if a new association is added to
one language, and a corresponding association to the other
language, then a new relation relating the values of these
features can be added to the transformation without affecting
the existing relations.

Disadvantages: Some features of one entity type are treated
in separate relations.

Examples: In UML-RSDS a first phase of such a transfor-
mation relates source elements to target elements, then in a
second phase source links are related to corresponding target
links. The second phase typically has postcondition constraints
of the form S;—forAll(s | Tj[s.idS].rr = TRef[s.r.idSRef]) to
define target model association ends rr from source model
association ends r, looking-up target model elements Tj[s.idS]
and TRef([s.r.idSRef] which have already been created in
a first phase. Such constraints can be inverted to define
source data from target data as: Tj—forAll(t | Si[t.idT].r =
SRef[t.rr.idTRef]). The reverse transformation also conforms
to the Map Objects Before Links pattern.

An example of this pattern is the tree to graph transforma-
tion [9], Figure 4.

A first rule creates a node for each tree:
Tree—forAll(t | Node—exists(n | n.label = t.label))

A second rule then creates edges for each link between parent
and child trees:

Tree—forAll(t |
Tree—forAll(p | t.parent—includes(p) implies
Edge—exists(e | e.source = Nodelt.label| and
e.target = Node|p.label))))
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Node
Iree label: String
label: String {identity}
* {identity}
source 1] target
0..1] parent % *
Edge

Figure 4. Tree to graph metamodels

The corresponding invariant predicates, defining the reverse
transformation, are:

Node—forAll(n | Tree—sexists(t | t.label = n.label))
and

Edge—forAll(e |
Tree—sexists(t | Tree—exists(p |
t.parent—includes(p) and
t.label = e.source.label and
p.label = e.target.label)))

Inv is derived mechanically from Post using Table I, and pro-
vides an implementable reverse transformation, since stat(Inv)
is defined.

V. RELATED WORK

There are a wide range of approaches to bx [8]. Cur-
rently the most advanced approaches [2][5] use constraint-
based programming techniques to interpret relations P(s,?)
between source and target elements as specifications in both
forward and reverse directions. These techniques would be a
potentially useful extension to the syntactic inverses defined in
Table I, however the efficiency of constraint programming will
generally be lower than the statically-computed inverses. The
approach also requires the use of additional operators extend-
ing standard OCL. Further techniques include the inversion of
recursively-defined functions [18], which would also be useful
to incorporate into the UML-RSDS approach.

In [13] we identify the role of language interpretations
X : 8 — T in specifying transformations. Interpretations are
closely related to transformation inversion: at the model level a
mapping Mod(x) : Mod(T) — Mod(S) from the set of models
of T to those of S can be defined based on x: the interpretation
of an S language element E in Mod(x)(n) for n : Mod(T) is
that of x(E) in n. Syntactically, the inverse of a transformation
7 specified by a language morphism x can be derived from x:
the value of a feature f of source element s of source entity
E is set by s.f = t.x(E :: f) in the case of an attribute, and
by s.r = SRef[t.x(E :: r).idTRef] in the case of a role with
element type SRef.

Considerable research has been carried out on the theory
of bx. One principle which has been formulated for bx is the
principle of least change [17]. This means that a bx which
needs to modify one model in order to re-establish the bx
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relation R with a changed other model, should make a minimal
possible such change to the model. In our approach, Post in
the forward direction, and Inv in the reverse direction, express
the necessary minimal conditions for the models to be related
by R. The synthesised implementation of these constraints as
executable code carries out the minimal changes necessary to
establish Post and Inv, and hence satisfies the principle of least
change.

VI. CONCLUSION

We have defined a declarative approach for bidirectional
transformations based on the derivation of forward and reverse
transformations from a specification of dual postcondition
and invariant relations between source and target models.
The approach enables a wide range of bx to be defined,
including cases of many-to-one and one-to-many relations
between models, in addition to bijections. We have described
transformation patterns which may be used to structure bx. The
derivation of reverse transformations has been implemented in
the UML-RSDS tools [11].
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Abstract—Capability Maturity Model Integration (CMMI) is a
software process improvement model that aims at improving the
processes of the software development. CMMI focuses on the
“process quality” instead of “product quality”. Studies have
shown that focusing on “process quality” alone does not
guarantee the quality of the produced software, whereas equal
attention to product quality is also essential for ensuring the
overall software quality. The objective of this paper is to present
the initial structure of the framework we propose to measure
and assess the software product maturity level. The measure we
use for the product maturity is the level of the product
compliance with the internal and external quality attributes
defined in the stakeholders’ requirements. In this framework,
we focus on the quality of the product of the process. The
proposed framework will help assess the quality of the software
product through assessment of the final software deliverable.
Successful implementation of the proposed framework will
provide a better insight of the software product quality, hence
its maturity. We refer to any deliverable code as a product.

Keywords-Software Product Quality; Software Product
Maturity; Product Maturity Assessment; Product Maturity Levels;
Product Maturity Model Integration (PMMI); Product Maturity
Assessment Method (PMAM).

1. INTRODUCTION

The Software Engineering Institute (SEI) of Carnegie
Mellon University (CMU) defines the Capability Maturity
Model Integration (CMMI) as a process improvement
approach that provides organizations with the essential
elements of effective processes to improve their software
development performance. CMMI process improvement
includes identifying the organization’s process strengths and
weaknesses and making process changes to convert
weaknesses into strengths [1]. CMMI consists of best
practices that help organizations to improve their software
development effectiveness, efficiency, and quality [2].

CMMI defines three constellations, which are collections
of best practices and process improvement goals that
organizations use to evaluate and improve their processes.
These goals and practices are organized into different process
areas. The three constellations are:
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1. The CMMI for Acquisition (CMMI-ACQ): provides
guidance to organizations that manage the supply
chain to acquire products and services that meet the
needs of the customer.

2. The CMMI for Development (CMMI-DEV):
provides process improvement guidance to
organizations that develop products and services.

3. The CMMI for Services (CMMI-SVC): provides
guidance to organizations that establish, manage, and
deliver services that meet the needs of customers and
end users.

CMMI aims at improving the process of the software
development, however, that does not guarantee the quality of
the produced software as the focus in CMMI does not cover
“product quality”. Previous research have shown that dealing
with only “process quality” is not sufficient and that
assessment of “product quality” is also required for the
improvement of overall software quality [3]. Our proposed
framework described in this paper focuses on the quality of
the product instead of the process. The quality/maturity of the
software product can be assured through the assessment of
deliverables of the major phases of the software development
lifecycle. Our proposed framework adopts a method for
technical product evaluation and quality assessment as the
basis for establishing the product’s level of maturity. The level
of product maturity measured by the degree of its compliance
with the internal and external quality attributes defined in the
stakeholders requirements. We call this framework Technical-
CMMI (T-CMMI). The proposed framework along with the
assessment method will: 1) enable software companies to
assess their software products to ensure they meet the desired
quality before they release it to their clients, 2) enable clients
to evaluate the quality of the product before purchasing it and
3) provide the clients with the ability to compare between the
quality of different software products.

The rest of this paper is organized as follows: we present
the related work in Section 2. In Section 3, we describe the
proposed framework. Finally, in Section 4, we present the
conclusions and future work.
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II. RELATED WORK

In this section, we review the literature on developing
maturity models and in software certification for quality
assessment.

A. Software Product Maturity Models

Researchers proposed different product maturity models.
Al-Qutaish et al. [4] proposed a software product quality
maturity model (SPQMM) for assessing the quality of the
software product. The proposed model is based on ISO 9126,
Six Sigma, and ISO 15026. The model wuses the
characteristics, sub-characteristics, and measurements of ISO
9126. The values are combined into a single value, which are
converted to six sigma. After that, the integrity level of the
software product using ISO 15026 is calculated. Finally, the
maturity level of the software product is identified. SPQMM
is limited to the quality attributes and metrics defined in
ISO/IEC 9126 standard.

The EuroScope consortium [5] proposed SCOPE Maturity
Model (SMM), a maturity model of software products
evaluation. The model has five maturity levels: initial,
repeatable, defined, managed, and optimizing. SMM levels 2,
3, and 4 use ISO 12119, ISO/IEC 9126, and ISO 14598
standards. SMM is a measure of the quality in terms of
matching stated specifications or requirements; tests are
executed to assess the degree to which a product meets the
required specifications. SMM requires the process to be
documented to ensure the product matches the specifications.
Thus, SMM does not focus on the final product quality (code).

April et al. [6] proposed the Software Maintenance
Maturity Model (SMmm) However, SMmm focuses only on
maintainability. Alvaro et al. [7] proposed a Software
Component Maturity Model (SCMM) that is based on
ISO/IEC9126 and ISO/IEC 14598 standards. SCMM contains
five levels. SCMM depends mainly on the component quality
model (CQM). SCMM measures only the maturity of the
components and it cannot assess different types of product
such as enterprise applications, web-services. Golden et al. [8]
proposed the Open Source Maturity Model (OSMM) which
helps in assessing and comparing open source software
products to identify which one is the best for a defined
application. OSMM evaluates the maturity of open source
products only without assessing the quality of these software
products. OSMM is not primarily used to assess software
product quality attributes or product maturity but to help
organizations perform a comparison between open source
systems.

These three models above either

e Use limited set of quality attributes [4], do not focus

on measuring the final software quality [5], or

e  Have limited scope [6]-[8].

Therefore, the proposed model will overcome all these
limitations.

Our proposed model is designed to be flexible to enable
the assessor(s) to define their own set of quality attributes and
metrics (based on the stakeholders requirements). In addition,
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it is generic enough to be applicable to any type of software
domain, size or development method.

B. Software Product Certifications

Our proposed model can also serve in certifying software
products. Software certification can be granted for different
types of software such as final software products [9-13] and
components [14]. Certification can be provided by
independent agencies, which function like other quality
agencies. Involving external agencies in providing the
certificate increases the trust in the certification as indicated
by Voas [15] “completely independent product certification
offers the only approach that consumers can trust”. Most of
the certification methods are process-based [16], from the
process they can determine the quality of the final product.
However, certifying the software development process only
does not guarantee the quality of the final product [3].

III. FRAMEWORK FOR SOFTWARE PRODUCT MATURITY
MODEL INTEGRATION

In this section, we describe the proposed product maturity
assessment framework that can be used to assess the maturity
of software products. T-CMMI follows the CMMI approach
in defining a reference model and assessment method. T-
CMMI consists of two parts:

1. Reference Model that describes the common basis for
the assessors to assess the maturity of software
products. The reference model describes a scale of the
maturity/capability levels of the software product
based on its degree of compliance with a set of quality
attributes and metrics defined in the stakeholders’
requirements.

2. Assessment Method that describes how to use the
reference model in assessing the final software
product. It also provides guidelines and checklists that
help in the assessment process and to ensure a
common base of judgment.

Both reference model and the assessment method of the T-

CMMI are shown in Figure 1.

T-CMMI

<<Assessment
Method>>
Product Maturity
Assessment Method
(PMAM)

<<Reference
Model>>
Product Maturity
Model Integration
(PMMI)

—

Figure 1. T-CMMI Architecture

We adopted CMMI structure for the development of T-
CMMI architecture, which contains a reference model and an
assessment method. The reference model for the T-CMMI is
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called Product Maturity Model Integration (PMMI), which
contains the capability and product maturity levels. PMMI
contains a predefined set of quality attributes and metrics to
measure these quality attributes. PMMI adopts the focus-area
maturity model structure as opposed to the fixed levels
maturity model structure adopted by CMMI. PMMI has two
focus-areas, which concentrate on the internal and external
quality attributes of the product. The purpose of the Reference
Model is to provide a platform and a focus for gathering
evidence for product quality indicators that will be used to
assess the product maturity level during the Product Maturity
Assessment.

The assessment method is called Product Maturity
Assessment Method (PMAM). PMAM defines the steps for
assessing the final software product against the reference
model maturity levels. PMAM contains guidelines and
checklists to illustrate how the assessors follow the guidelines
in order to measure the capability level and product maturity
level for both of PMMI’s focus-areas, which concentrate on
the internal and external quality attributes. The purpose of the
PMAM is to provide a standard method for assessing the
product maturity/capability by assessing the degree to which
the product conforms to the stakeholders required quality
attributes. Below, we discuss these two components in details.

A. Product Maturity Model Integration (PMMI)

PMMI defines a reference model for assessing product
maturity and capability. The scope of the PMMI reference
model covers integrated view to the end-to-end lifecycle
starting with product requirements and ending with product
integration, testing and release. The lifecycle is divided into
two stages, the DEV stage and the REL stage. These two

[ DEV Stage Product Maturity Level ]

~
Aggregated DEV Stage Maturity Aggregated REL Stage Maturity
Level Level
J
Weighted average capability
4_ ————

Software product internal

values of the quality attributes

stages are separate Functional Domains (containing all
activities and actors that are involved in the set of activities
defined in the development methodology being followed).
Each of the DEV & REL stage will have its own Set of
Stakeholders and product quality attributes. These two
functional domains are defined as follows:
e The DEV stage: covers all the processes and activities
for software development, integration and testing
(both software unit and software integration testing)
of the product. The outcome of the DEV stage is a
product ready to be transitioned to the REL stage.
e The REL stage: covers system integration and product
pre-release testing
Figure 2 illustrates the PMMI structure showing the DEV
and REL stages. Figure 2 shows the main components of each
PMMI stage. On the left side are DEV-Stage components,
which focus on measuring internal quality attributes, while on
the right side are REL-Stage components, which focus on
external quality attributes. Product maturity assessment
component contains the metrics for each quality attribute that
are measured and their results are collected to calculate the
capability level for each quality attribute. Then, the capability
level of all quality attributes will be fetched into PMMI
internal/external quality attributes components. In PMMI
internal/external quality attributes component, the weighted
average capability values of all quality attributes is calculated
to measure the stage maturity level. Finally, the calculated
maturity level will be the input to Aggregated DEV/REL
Stage Maturity Level component where it is rounded down to
calculate the stage maturity level.

~

[ REL Stage Product Maturity Level

J

Measurement results
from assessing the

Software product external Quality

Quality Attributes ; Attributes
product compliance
AAAAAAALAAAAALAL with the quality ~ - IYYYYYYYYYYYY
Pie attributes S A

‘/

Product Maturity Assessment
PMA#1

Product Maturity Assessment
PMA#2

Figure 2. Components of the Product Maturity Model Integration (PMMI)
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B. Product Maturity Assessment Method (PMAM)

The PMAM assessment method covers the activities
necessary to determine the extent of a product capability
to perform in a full compliance with stakeholders’ quality
requirements. The scope of the assessment is to assess a
software product's degree of compliance with the quality
attributes defined by the stakeholders (agreed in advance
with the assessment sponsor) that covers an integrated
view of the end-to-end lifecycle starting with the product
and ending with product integration, testing and release.
The purpose of the PMAM is to provide a standard
method for assessing the level of the product
maturity/capability by assessing the degree of the
product’s conformance with the stakeholders required
quality attributes. The PMAM method is compliant with
“Guidance on Performing an Assessment” ISO model
(ISO 15504-3) [17] framework for software assessment
in specifying and defining:

1. Assessment Input.

Assessment Process.

Assessment Output.

Identity of assessment sponsors

Identity of Assessors.

Responsibilities of each PMAM team member.
Expected assessment output and minimum data
that should be included in the final assessment
report

C. T-CMMI Flexibility

Both components of T-CMMI (PMMI and PMAM)
are designed to be flexible and independent of the specific
development methodology. In PMMI, assessors can 1)
define the quality attributes of interest to the relevant
stakeholders with no limits as ISO 9126 defines six
attributes only, 2) select the metrics used to measure these
quality attributes and 3) define the target capability and
maturity levels and their threshold.

PMAM is also designed to be flexible. PMAM
process, 1) is applicable to all software domains, 2) can
be applied to all software with any size and complexity,
and 3) is applicable to all software development lifecycles
regardless of the process (or the development
methodology) used to build it.

NNk WD

IV. CONCLUSION AND FUTURE WORK

This paper presented an approach towards developing
a software product maturity model. The proposed
framework gives the ability to measure the maturity of a
software product of any size and domain. It is also
applicable to all software regardless of the process used
to build it. T-CMMI framework is designed to be flexible,
however, assessors can always use the pre-defined set of
quality attributes and metrics (which will be supplied
with the model) if they wish without customization.
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T-CMMI will complement CMMI as CMMI assesses
the process quality while T-CMMI assesses product
quality. We expect that companies with higher CMMI
level should produce better products measured by T-
CMMI framework.

In our future work, we plan to complete the
development and evaluation of the framework. We will
also develop a website to automate the assessment
process.
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Abstract—A code smell is any symptom in the source code
that possibly indicates a deeper maintainability problem. Code
smell introduction is a creative task - developers unintentionally
introduce code smells in their programs. In this study, we try
to obtain a deeper understanding on the relationship between
developers and code smell introduction on a software. We ana-
lyzed instances of code smells previously reported in the literature
and our study involved over 6000 commits of 5 open source
object-oriented systems. First, we analyzed the distributions of
developers using specific characteristics to classify the developers
into groups. Then, we investigated the relationships between types
of developers and code smells. The outcome of our evaluation
suggests that the way a developer participates in the project may
be associated with code smell introduction.

Keywords—Code smells; exploratory study; software development
and maintenance; development teams

I. INTRODUCTION

Software development is a complex activity that does
not end even when the software is delivered. Usually, a
software needs to be modified to correct faults, to improve
performance or other attributes, or to adapt the product to a
modified environment [1]. However, continuous change can
degrade the system maintainability. The degree of maintain-
ability of a software system can be defined as the degree of
ease that the software can be understood, adjusted, adapted,
and evolved, and comprises aspects that influence the effort
required to implement changes, perform modifications and
removal of defects [2]. There are several issues that decrease
the maintainability of a software system, such as problems
with design principles, lack of traceability between analysis
and design documentation, source code without comments and
code smells.

Code smells are characteristics of the software that may
indicate a code or design problem that can make software hard
to evolve and maintain [3]. For instance, the more parameters
a method has, the more complex it is. It would be desirable to
limit the number of parameters you need in a given method,
or use an object to combine the parameters. The presence of
code smells indicates that there are issues with code quality,
such as understandability and changeability, which can lead to
maintainability problems [4].

The code quality depends on how good the developers
are. However, there is little knowledge about the influence of
developers on the introduction of code smells in a software
system. Previous work focus on code smell detection and
removal [5][6] and other studies focus on the awareness about
code smells on the developer’s side [4][6]. The challenge is
to further understand the relationship between developers and
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code smell introduction. As a result, software managers have
little knowledge on how the development team affects the
software maintainability.

There are still some questions regarding the interplay
between developers and the existence of code smells in a
source code. Can the way how a developer Works in a Project,
be used to understand the frequency of some code smell
introduction in a source code? What types of code smells a
developer is more likely to introduce? Understanding these
issues may help developers to improve their skills and to build
team culture with the purpose of avoiding code smells.

This paper presents a study to assess the influence of
developers in code smell introduction in software code. Our
investigation focused on the study of five software maintenance
projects. The projects were selected because of the following
characteristics: they were open source projects; information
about them were available in a Git repository [7]; they had a
substantial number of commits (over a seven hundred each);
and they were developed using an object oriented programming
language (Java).

This paper is structured as follows: Section 2 presents the
concepts related to Code Smells and the classification of the
developers. Section 3 describes a proposed method to sort
the developers in groups and assess the contribution on the
variation of Code Smells in the source code of the software.
Section 4 demonstrates a case study for the application of the
method of classification of developers, evaluating the influence
of each developer group in variation of Code Smells. Section
5 describes related work and finally, Section 6 presents the
conclusion of this article.

II. STUDY PRELIMINARIES

This Section presents the definitions of code smells and of
developer characteristics used in our study.

A. Code Smells

Webster [8] defined antipatterns in object-oriented devel-
opment. An antipattern is similar to a pattern except it is an
obvious but wrong solution to a problem. Nevertheless, these
antipatterns will be tried again by someone simply because
they appear to be the right solution [9]. Code smells refer to
structural characteristics of a source code that indicate this
code has problems, affecting directly on the maintainability
of the software and resulting in a greater effort to carry out
developments in this source code [10].
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B. Developer Characteristics

Software development is a human activity [11]. Under-
standing the human factors of the developers allows soft-
ware managers to organize them in groups, so that they can
compose more efficient teams [12]. Whereas distinguishing
and verifying the impacts of each developer individually is
a very difficult task, developers can be categorized according
to their involvement in a software project. The involvement of
a developer can be measured in terms of level of participation
and degree of authorship on the source code [13].

The level of participation is related to the developer’s
involvement in the project and can be used, for example, to
determine the degree of decision-making the developer has in
the project team, allowing discover developers who exercise
leadership in project [13][14]. The degree of authorship indi-
cates the usual tasks the developer performs when acting on the
software source code. It involves line code change, insertion
or removal and file (e.g., class in an object-oriented system)
insertion and removal.

III. STUDY SETTINGS

The goal of our study is to investigate the influence of
developers on the introduction of code smells in a software
code. To do so, we analyzed the sequence of commits done
in the repository of five different software projects. Merge
(branches) were considered in the selection of the project
commits.

First, we categorized the developers in different groups
according to their characteristics in the project (participation
and authorship). Then, for each commit, we searched for code
smells in the source code. The quality focus was the analysis
on the variation of the number of code smells along the time.

To categorize the developers, we used the k-means clus-
tering algorithm [15]. The information used in the k-means
algorithm was taken from the software repository and they
were related to the participation level and degree of authorship
of the developers in each selected project.

To find code smells in the source code, we used PMD [16],
a static rule-set based Java source code analyser that seeks to
evaluate aspects related to good programming practices.

A. System Characteristics

The first decision we made in our study was the selection
of the target systems. We chose five medium-size systems. The
first one, called Behave, is an automation tool for functional
testing. It was first versioned in 2013 and we found 724
commits in its project. We selected 373 commits of Behave
in our study. The second was JUnit, a unit-testing framework
for the Java programming language. It was first versioned in
2000 and we found 1885 commits in its project. We selected
1203 commits of Junit in our study. The third one was Mockito,
an open source-testing framework for Java, which allows the
creation of test double objects (mock objects) in automated
unit tests for the purpose of Test-driven Development or
Behavior Driven Development. It was first versioned in 2007
and we found 1993 commits in its project. We selected 1561
commits of Mockito in our study. The fourth one, called
RxJava, is a library for composing asynchronous and event-
based programs using observable sequences for the Java VM.
It was first versioned in 2012 and we found 2939 commits
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in its project. We selected 906 commits of RxJava in our
study. The last system was VRaptor, a Java MVC Framework
focused in delivering high productivity to web developers. It
was first versioned in 2009 and we found 3385 commits in its
project. We selected 2243 commits of VRaptor in our study.
The projects selected for this study were taken from the Git
repository on June 2014.

These systems were chosen because they met a number of
relevant criteria for our study. First, these systems encompass
a rich set of code smells (e.g., Dead Code, Long Method,
Unhandled Exception). Second, they are non-trivial systems
and their sizes are manageable for an analysis of code smells.
Third, each one of them were implemented by more than
50 programmers with different levels of participation (the
selected systems were all open source projects). Last, they
have a significant lifetime, comprising of several commits.
The availability of multiple commits allowed us to observe
the introduction of code smell throughout their long-term
development and evolution.

It should be noted that for this study, commits were
discarded that altered documentation of source code, HTML
pages and templates (css, imagens, javascript) changes because
they have no relation with change of code smells.

B. Study Phases

Our study was based on the analysis of the developers’
information and the systems’ code smells. The main phases of
our study are described next.

Recovering the Developers’ Information. In this phase,
we focused in gathering information about the level of partic-
ipation and degree of authorship of a developers. The reason
was that we needed to group the developers so that we
could rely on general coding behaviour instead of trying to
focus in each developer separately. We selected information
from the data available in the Git repository. As a result, we
concentrated on the analysis of information for each developer
commit. For level of participation, we collect date and time
of commit initial, date and time of last commit and interval
(days) between commits. For degree of authorship, we collect
amount of modified files (classes) in the commit (insertion,
modification and deletion) and the amount of lines of code
modified during the commit (insertion and deletion).

Classifying the Developers. The recovered information
was used in the k-means clustering algorithm to identify groups
of developers with similar characteristics, according to their
participation and degree of authorship in the project. In this
study, we used the k-means algorithm varying the value of
k from four up to nine in order to verify the distribution of
developers in the clusters.

The overall results provided six sets of developer clusters.
Analysing these sets, we decided to use the results from k=5
(five clusters) because we wanted to avoid the presence of
very scarce clusters. Then we used the apriori association
algorithm to find correlations between different attributes in
each cluster. The results identified the general association rules
for the population of each cluster, as shown in Table I.

(@)  Group 01: less frequent participation and line code
deletion as general authorship behaviour;

(b)  Group 02: less frequent participation and line code
insertion and deletion as general authorship behaviour;

13



ICSEA 2015 : The Tenth International Conference on Software Engineering Advances

(¢) Group 03: less frequent participation and file inser-
tion, modification and deletion as general authorship
behaviour;

(d)  Group 04: more frequent participation and no partic-
ular general authorship behaviour (i.e., it performs all
behaviours almost evenly);

(e) Group 05: more frequent participation and file inser-
tion as general authorship behaviour.

TABLE I. POPULATION OF EACH CLUSTER

Gr. | Behave | JUnit | Mokito | RxJava | VRaptor

01 2 15 5 2 24
02 7 27 25 31 10
03 10 33 58 13 31
04 2 14 17 17 15
05 15 6 5 10 13

Selection of Code Smells. In this phase, we focused on
selecting code smells that were previouly described in the
literature. Moreover, we have not considered creating specific
PMD rulesets to identify code smells. The reason was that we
needed to rely on code smells that could be precisely identified
in a systematic fashion, without any specialist assistance. As
a result, we concentrated on the analysis of five existing code
smells [17], which covered various anomalies related to object
oriented programming. Those were: Dead Code (DC); Large
Class (LC); Long Method (LM); Long Parameter List (LPL);
and, Unhandled Exception (UE).

Identifying Occurrences of Code Smells. Code smells
were identified using the PMD tool. Thus, code smells were
detected using five ready-to-run PMD rulesets. We decided not
to define specific rules for this study because we understand
that code smells should be identified as simply as possible.

Analysis of Code Smell Introduction. The goal of the fifth
phase was to analyse the behaviour of code smell introduction
for the selected projects. The analysis aimed at triggering some
insights for helping maintainers to understand the relationships
between code smell introduction and the developers in the
project team. To support the data analysis, the assessment
phase was decomposed in three main stages. The first stage
aimed at examining the occurrence frequency of each code
smell in the analyzed commits. The second stage was con-
cerned with observing the participation of the developers in
the analyzed commits. The last stage focused on assessing
the relationship of developers on a code smell manifestation.
In this last stage, we calculated the average percentage of
introduction and of removal of the selected code smell by each
group of developers. The idea is to verify the general influence
of each group in the project.

IV. STtUuDY FINDINGS

The first subsection below shows the total number of
each investigated code smell in the target systems. The fol-
lowing five subsections report the findings associated with
the characterization of code smells and the involvement of
the developers. Finally, the last subsection presents some
discussion about the results and the impact of developers in
code smell introduction.
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A. Occurrence of Code Smells

There was a significant difference on how often each
investigated code smell occurred in the target systems. The
results are summarized in Table II. The ”I” column indicates
the total number of times each code smell was inserted in
each target system and the “R” column indicates the total
number of times each code smell was removed. The ”Tot” line
presents the total number of smell instances detected (inserted
and removed respectively). For ”I” equal to 0 means that there
was no inclusion of this code smell. For "R” equal to 0, means
that no removal of said code smell. It is important to mention
that not all code smells inserted in the analyzed commits were
removed.

TABLE II. CODE SMELL OCCURRENCES

‘ Behave JUnit Mokito RxJava VRaptor
cs | 1 R | I R | I R | I R | 1 R
DC 91 81 208 262 | 230 335 168 224 311 517
LC 39 92 204 242 | 181 340 215 224 220 403
LM 46 61 98 161 112 353 149 225 150 409
LPL 0 0 3 9 0 0 63 112 0 1
UE 69 95 240 269 | 337 288 205 236 377 419
Tot | 245 329 | 753 943 | 860 1316 | 800 1021 | 1058 1749
B. Dead Code

The Dead Code code smell refers to code that is not been
used. These code smells were identified using the Empty Code,
Unnecessary and Unused Code rulesets in PMD. These rulesets
are composed of the following rules:

(@) Empty Code: this ruleset aims to check if there are
empty statements of any kind (empty method, empty
block statement, empty try or catch block, etc.);

(b)  Unnecessary: this ruleset aims to determine whether
there are unnecessary code (unnecessary returns, final
modifiers, null checks, etc.);

(¢) Unused Code: this ruleset aims to find unused or
ineffective code (unused fields, variables, parameters,
etc.).

The results are summarized in Table III, which shows the

percentage of insertion and removal of the Dead Code smell
for each target system by developer group.

TABLE III. RESULTS FOR DEAD CODE

‘ Behave JUnit Mokito RxJava VRaptor
Gr. | 1% R% | 1% R% | 1% R% | 1% R% | 1% R%
01 0 0 0 0 74 78 40 39 0 0
02 76 67 25 31 10 12 9 9 15 17
03 24 33 58 53 3 3 29 32 34 26
04 0 0 17 17 0 0 0 0 51 56
05 0 0 0 0 13 7 22 20 0 0

C. Large Class

The Large Class code smell refers to classes that are
trying to do too much, often showing up as too many instance
variables. These code smells were identified using a subset of
the Code Size ruleset in PMD. The rules used to identify this
code smell were:
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(a)  Excessive Class File Length: usually indicates that the
class may be burdened with excessive responsibilities
that could be provided by external classes or functions;

(b)  Excessive Public Count: seeks for large numbers of
public methods and attributes.

(c) NCSS Type Count: uses the NCSS (Non-Commenting
Source Statements) algorithm to determine the number
of lines of code for a given type;

(d)  Too Many Fields: determines if a class has too many
fields in its code;

(e) Too Many Methods: determines if a class has too many
methods in its code.

The results are summarized in Table IV, which shows the
percentage of insertion and removal of the Large Class smell
for each target system by developer group.

TABLE IV. RESULTS FOR LARGE CLASS

‘ Behave JUnit Mokito RxJava VRaptor
Gr. | 1% R% | 1% R% | 1% R% | 1% R% | 1% R%
01 0 0 0 0 70 79 35 37 0 0
02 69 72 28 29 15 10 10 8 19 15

03 31 28 58 53 2 4 34 30 39 34
04 0 0 14 18 0 0 0 0 42 51
05 0 0 0 0 12 7 20 25 0 0

D. Long Method

The Long Method code smell refers to methods that are
trying to do too much, often presenting too much code. These
code smells were identified using a subset of the Code Size
ruleset in PMD. The rules used to identify this code smell
were:

(a)  Excessive Method Length: seeks for methods that are
excessively long;

(b) NCSS Method Count: uses the NCSS algorithm to
determine the number of lines of code for a given
method;

(c) NCSS Constructor Count: uses the NCSS algorithm
to determine the number of lines of code for a given
constructor;

(d)  NPath Complexity: determines the NPath complexity
of a method (the number of acyclic execution paths
through that method).

The results are summarized in Table V, which shows the
percentage of insertion and removal of the Long Method smell
for each target system by developer group.

TABLE V. RESULTS FOR LONG METHOD

Behave JUnit Mokito RxJava ‘VRaptor

Gr. | 1% R% | 1% R% |I% R% | 1% R% | 1% R%

01 0 0 0 0 71 77 42 36 0 0
02 72 64 24 29 13 12 8 10 16 16
03 28 36 58 43 4 3 28 30 39 25
04 0 0 17 28 0 0 0 0 45 60
05 0 0 0 0 13 8 23 24 0 0
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E. Long Parameter List

The Long Parameter List code smell refers to methods that
present a long parameter list usually involving global data.
These code smells were identified using a single rule of the
Code Size ruleset in PMD:

(@)  Excessive Parameter List: seeks for methods with
numerous parameters.

The results are summarized in Table VI, which shows the
percentage of insertion and removal of the Long Parameter
List smell for each target system by developer group.

TABLE VI. RESULTS FOR LONG PARAMETER LIST

‘ Behave JUnit Mokito RxJava VRaptor
Gr. | 1% R% | 1% R% | 1% R% | 1% R% | 1% R%
01 0 0 0 0 0 0 40 35 0 0
02 0 0 33 67 0 0 14 19 0 0
03 0 0 67 22 0 0 22 26 0 0
04 0 0 0 11 0 0 0 0 0 0
05 0 0 0 0 0 0 24 21 0 0

F. Unhandled Exceptions

The Unhandled Exceptions code smell refers to pieces of
code containing malformed throw/try/catch statements. These
code smells were identified using a single ruleset in PMD:

(a)  Strict Exceptions: provides some strict guidelines
about throwing and catching exceptions.

The results are summarized in Table VII, which shows
the percentage of insertion and removal of the Unhandled
Exceptions smell for each target system by developer group.

TABLE VII. RESULTS FOR UNHANDLED EXCEPTIONS

‘ Behave JUnit RxJava
Gr. ‘ 1% R% ‘ 1% R% ‘ 1% R% ‘ 1% R% ‘ 1% R%

01 0 0 0 0 71 82 38 39 0 0
02 71 73 27 33 15 8 13 7 16 14
03 29 27 58 49 3 2 25 33 31 33
04 0 0 15 18 0 0 0 0 53 53
05 0 0 0 0 11 8 24 21 0 0

Mokito ‘VRaptor

G. Discussion

Tables 2 to 6 presented the percentage of participation
of each group of developers in the insertion and removal
of code smells for the five studied systems, represented by
the %I column and the %R, respectively. In the analyzed
set of commits of the Behave system, in general, groups 2
and 3 were responsible for inserting and removing such code
smells. Group 2 inserted more smells but also removed in
an even proportion. For JUnit and VRaptor, groups 2, 3 and
4 were responsible for inserting and removing code smells.
Four groups inserted and removed code smells in the Mokito
system, but the results point out to group 1 as been the one
group with more impact on the insertion and removal of code
smells. Finally, for the RxJava, the results indicate that groups
1, 3 and 5 were more responsible for inserting and removing
code smells.
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In the selected set of commits analyzed in this study,
all code smells were decreased (had more removals than
insertions). This is an indication that the occurrence of code
smells depends on the software evolution. It seems that the
code smells in the study tend to appear in preliminary releases
with more frequency. We did not use the initial commits in
our study to avoid the “cold start” problem as we believed
these data would not have a proper indication of code smell
removal.

Code Smells with Highest Frequencies. The code smells
associated with the problem of dead code and unhandled
exceptions fell in the group of highest insertion frequency
for the analyzed target systems. A closer look made us to
suspect that this probably occurred because groups 1 and 2
were more involved in these code smells. Such groups do not
present a high level of participation and have a common au-
thorship behavior, which is line code removal. We understand
that, in some cases, lines may have been removed without
the appropriate care, resulting in dead code and unhandled
exceptions. The code smells associated with the problem of
long method fell in the group of highest removal frequency
for the analyzed target systems. This finding suggests that the
development team for the target systems may have done proper
refactoring as to decrease the size of the methods.

No Influence on Code Smells. The classification process
found members for all groups in the development teams of
every target system. However, there were groups that were not
involved with code smells in some systems. For instance, group
4 did not insert nor remove code smells in the Mokito system.
Groups 1, 4 and 5 did not insert nor remove code smells in
the Behave system. We suspect that this occurred because there
were few members in these groups for such systems. We used
the whole dataset to classify the developers and when we took
a deeper look in a system by system basis, some groups were
scarce.

Developers vs. Code Smells. In general, groups 1 to
3 (groups whose members have fewer participation in the
code development) tended to have a higher engagement in the
introduction and removal of code smells. Initially, we thought
that the developers in the groups with higher participation
frequency would have more impact in code smell removal.
This was not observed. We believe that, in the context of our
study, this may have happened due to the fact that groups 4 and
5 were more more responsible for in adding functionality to the
target systems whereas the other groups were more involved
in fault correction.

Recommendations. Considering the results, it is necessary
to evaluate the quality of the source code, taking into account
the inclusion and removal of problematic code snippets. Thus,
the developers assessment process (Group) must be reevaluated
constantly, based on data related to the project’s commit
history. In addition, it is recommended that there is a mixture
of different groups, considering the features that contribute to
remove code smells.

H. Limitations

Some limitations or imperfections of our study can be
identified and are discussed in the following.

Construct Validity. Threats to construct validity are
mainly related to possible errors introduced during specific
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data processing from the repository. The repository did not
provide an unique identification data for a developer, thus, it
was not possible to determine whether a developer performed
commits with different identifications. In this sense, each
developer (responsible) identified in the repository was treated
as a different developer. However, the study was not intended
to focus on the contribution of a specific developer.

Conclusion Validity. We have three issues that threaten
the conclusion validity of our study: the number of evaluated
systems; the evaluated code smells (and their relation to the
PMD rules), and; discarding the data from the commits that
did not increase nor decrease the number of code smells. Five
open source projects from Git were analyzed. A higher number
of systems is always desired. However, the analysis of a
bigger sample in this kind of study could be non-practical. The
number of systems with all the required information available
to perform this kind of study is bare. We understand that
our sample can be seen as appropriate for a first exploratory
investigation [18]. Related to the second issue, our analysis
used the PMD tool. Regarding the set of code smells used in
the study, code smells reported in the literature were considered
in our study. Finally, we discarded data from commits that
maintained the amount of code smells. Although the study fo-
cused on associating developer profiles to improving or lessen
the quality of the code, we understand that this limitation does
not allow us to make a conclusion for a specific code smell.

V. RELATED WORK

There are several approaches available in the literature
for detecting Code Smells. Mantyla investigated as developers
identify and treat Code Smells in the source code to compare
with automated detection methods [19]. There are also several
approaches available in the literature for investigation of the
effects of Code Smells in aspects related to software main-
tainability [20], such as defects [21], effort [22] and requests
for changes [23]. In addition, few studies have focused on the
detection of Code Smell through mining activities in software
repositoryc [24].

Regarding the classification of developers in groups, there
are several existing approaches in the literature. In this context,
one of the proposals is based on data extracted from the
repository in relation to the time of performing the commit.
Thus, the model proposes to assess in which the range of hours
developers insert more bugs in your commits [25]. Another
approach is to sort the developers on the basis of the records
related to quantity, time, and type of actions and activities that
these developers come true, working on the project, and the
data extracted from the version control system and other tools,
such as mailing list and bug tracker tools [26][27].

VI. CONCLUDING REMARKS

This work presented a study to assess the influence of
developers on the introduction of code smells in a software
system. We classified the developers into five categories and
verified their contributions (increasing or decreasing) in the
number of code smells in a set of consecutive software
versions. This exploratory study revealed, within the limits
of the threats to its validity, the conjecture that the team
member behaviour (participation frequency, authorship and
development activity - feature development or fault correction)
impacts in the insertion and removal of code smells.

16



ICSEA 2015 : The Tenth International Conference on Software Engineering Advances

Finally, it is important to highlight that we have analyzed

commits of five systems. Then, the relationships of code smells
and developers should be tested in broader contexts in the
future. It would also be desirable to use the development
activity of the developers in the classification and association
of developers.
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Abstract—The formalism of Object Oriented Petri Nets (OOPN) is
a part of the work dealing with the method of system development
in simulation. The work is based on the idea that system models
are always executed even if they contain only one simple element
or any changes are performed. Moreover, this idea does not
distinguish between system models, prototypes, or target system;
everything should be presented by the same means. Nevertheless,
it should be possible to use different formalisms to describe
models. It follows that a common platform is needed. The
platform has to be simple and has to allow to change models
on the fly. The formalism of Discrete Event System Specification
(DEVS) has been used to specify the platform, because it enables
to compose system using components, whereas each such a
component can be modeled by different formalism. Proposed
approach preserves the advantages of using OOPN for behavior
modeling of components and makes it possible to hierarchize
models using DEVS-based platform. The paper defines a platform
based on DEVS and OOPN formalisms and deals with a question
of safe changes of components on the fly.

Keywords—Object Oriented Petri Nets; DEVS; component plat-
Jorm; interface consistency.

I. INTRODUCTION

This paper is part of the System in Simulation Development
(SiS) work [1] based on the formalism of Object oriented
Petri nets (OOPN) [2]. The basic SiS principle consists in
continuous incremental development of models in the live
system with the goal to come to the target system without
a need of implementation—there is no difference between
models, prototypes, or target system. The SiS concept re-
quires three basic conditions. First, models have to be able
to combine different formalisms or languages, e.g., Petri nets
and Smalltalk language. For instance, the control part of
the developed system can be modeled by OOPN, which has
to be able to communicate to sensors—the communication
channel can be implemented in Smalltalk language. Second,
models can be execute in different simulation modes that are
suitable for design, testing, in-the-loop simulation, and system
deployment [3]. Third, there has to be a possibility to exchange
any elements of the models on the fly; the model elements
should be exchanged with no changes in the depending model
elements [4].

To achieve presented requirements, a common platform is
needed. The platform has to be simple and has to fulfill the
SiS requirements, mainly changing models on the fly. The
formalism of Discrete Event System Specification (DEVS)
has been used to specify the common platform. It enables to
compose system using DEVS-based components, whereas each
such a component is modeled by means of OOPN. It preserves
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the advantages of using OOPN for behavior modeling and
makes it possible to hierarchize models.

So far, there have been works dealing with a usage of
OOPN and DEVS formalisms, but the compact definition of
common platform has not been introduced and a question
about safe replacement has not been solved. The paper defines
the OOPN component model based on the DEVS common
platform to which the formalism of OOPN is incorporated.
The question about component interfaces and their consistency
during the component changes will also be discussed.

The paper is organized as follows. We describe concepts
of the common platform in Section III. Then, we define the
OOPN component model based on the common platform in
Section IV. The Section V describes a problem of the compo-
nent interface consistency and introduces interface constraints.
Section VI deals with a realization of constraints based on
the formalism of OOPN. The summary and future work is
described in Section VII.

II. RELATED WORK

The modeling of software system in live environment is
not new idea. Model-Driven Software Development [5][6] uses
executable models, e.g., Executable UML [7], which allows
to test systems using models. Models are then transformed
into code, but the resulted code has to often be finalized
manually and the problem with imprecision between models
and transformed code remains unchanged. Further similar work
based on ideas of model-driven development deals with gaps
between different development stages and focuses on the usage
of conceptual models during the simulation model develop-
ment process—these techniques are called model continuity
[8]. While it works with simulation models during design
stages, the approach proposed in this paper focuses on live
models that are used in target environments, i.e., when the
system is deployed.

The research activities in the area of system changes on the
fly are usually focused on direct or indirect approaches. The
direct approach uses formalisms containing intrinsic features
allowing to change the system. Formalisms are usually based
on kinds of Petri nets. Reconfigurable Petri Nets [9] introduces
a special place describing the reconfiguration behavior. Net
Rewriting System [10] extends the basic model of Petri nets
and offers a mechanism of dynamic changes description. This
work has been improved [11] by a possibility to implement
net blocks according to their interfaces. Intelligent Token Petri
Nets [12] introduces tokens representing jobs by that the
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dynamic changes can be easily modeled. Their disadvantage
is that they usually do not define the modularity.

The indirect approach handles system changes using extra
mechanisms. Model-based control design method, presented
by Ohashi and Shin [13], uses state transition diagrams and
general graph representations. Discrete-event controller based
on finite automata has been presented by Liu and Darabi [14].
The presented methods use external mechanisms, nevertheless,
most of them do not deal with validity of changes.

The approach presented in this paper combines direct
and indirect methods. To define platform allowing to change
component on the fly, the intrinsic features of the formalism
of DEVS is used in combination with application framework
allowing to work with simulation in live environment.

III. COMMON PLATFORM

As we mentioned above, we need to have a common
platform allowing to interconnect different formalisms, as well
as to change model element on the fly. We have decided [4] to
use DEVS [15] approach to specify the platform. This section
describes a formal base of the common platform and introduces
a simple example to demonstrate its features and usage.

A. Discrete Event System Specification Platform

The formalism of DEVS can represent any system whose
input/output behavior can be described as a sequence of events.
The model consists of atomic models M. Their behavior is
described by functions that work with input event values X
and produce output event values Y. These functions are not
important from the paper point of view, so that we will abstract
them. Atomic models can be coupled together to form a
coupled model C' M . The later model can itself be employed as
a component of a larger model. The atomic model, as well as
the coupled model, corresponds to the term component. This
way the DEVS formalism brings a hierarchical component
architecture. The platform based on DEVS will be called
common component platform and will be denoted M. The set
of components of the platform M will be denoted D.

B. Component Interface

Sets X and Y of the component are usually specified
as structured sets. It allows to define input and output ports
for input and output events specification, as well as for
coupling specification. Let us have the structured set X =
{(v1,v2,...,05)|v1 € X1,...,0, € Xp,)}, where v; repre-
sents a value of the ith variable from the domain set X;. We
will denote members vy, ve,...,v, as input ports and will
write X = (Vx, X1 x X x---x X,,), where Vx is an ordered
set of n input ports. The set of output ports Vy is defined
similarly on the structured set Y. The component interface is
then built up from input ports Vx and output ports Vy .

The component platform consists of components that
are coupled through their ports. We define a relationship
coupling. 5 C Ujep Vi X U,ep Vi meaning that
there are channels for data transmission between ports
of components. We will denote input port, resp. output
port, by the notation component_name®port_name, resp.

component_nameSport_name. Then, the notation c;Sp; 2,
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co®p2 means that there is the coupling between the output
port p; of the component c¢; and the input port ps of the

. . D . .

component co. The relationship — can also be written in
T D

opposite direction < .

Then, the common component platform is defined M =

(D, Z VP VM), where VM = J,op Vi and ViM =

Uien Vi represent ports that are accessible from the platform
neighborhood.

C. Component Changes on the Fly

The component in the common platform is a model de-
scription, as well as its executable form. There is no difference
between static and dynamic (live) representation of models.
In comparison with classic object oriented approach, we need
not care about classes, new instances, and reference changes
(i.e., how to detach old objects and to attach new objects) at
the moment of component changes. We simply create the new
component and change the connections (couplings).

D. Example Specification

The concepts presented in the paper will be demonstrated
on the small example consisting of sensor nets, a module
collecting data from sensors, and a module making decision
based on the data (the form of decision is not important). Other
parts will be abstracted.

Control Sensor

+main()
+removeSensor (Sensor)
+removeSensor(Sensor)

+start(boolean)
+getData(): Set<Data>

main:
sn.start(true)
Tloop:
sn.getData()
make decision
sleep N

Figure 1. An example—class diagram.

In the classic object approach, we can define two analytical
classes Control (decision maker) and Sensor (data collector).
The class Sensor defines operations allowing to start or stop
the data collection (start) and to get acquired data from sensors
(getData). The class Control defines operations to attach and to
detach a sensor (addSensor and removeSensor) and to control
the process (main). The class diagram is shown in Figure
1. The basic algorithm of the method main is illustrated in
the note window—it starts data collection and then performs
following operations in the loop: gets data, makes decision,
and waits for a while.

Now, we take the example specification to the com-
mon component platform. Figure 2 shows an example of
the platform M containing two components Control and
Sensors, where Sensors represents a communication channel
to the sensor nets and Control receives acquired data and
makes decisions about the system. Due to simplification of
notation, we will write ¢n and sn instead of full names.

19



ICSEA 2015 : The Tenth International Conference on Software Engineering Advances

Then, the platform consists of D1 = {cn,sn}, where the
components interfaces consists of V" = {data,run, stop},
Ver = {start,request}, V" = {start,request}, and

Vg = {data}.

Now, we can compare DEVS-based common platform
with object approach. First, the class Sensor and the com-
ponent sn. The method start is represented by the input port
sndstart receiving a command to start or stop data collecting.
The method getData is represented by a pair of input port
snédrequest and output port snSdata. If any component asks
for data, it puts a command to sn®request and the component
reacts by putting data to snSdata.

\—Cdata Control - tant

Qrun
stop

start Sensors

data

request request

Figure 2. Common platform M.

Second, the class C'ontrol and the component cn. There
is no port equivalent to the method main because of intrin-
sic definition of the component behavior. Nevertheless, ports
cen@®run and cn®stop serve to start and to stop main loop of
the component cn. These ports are not connected inside the
platform; they will be used from outside to control platform
run. The communication to cn surroundings is represented by
ports cn©start (starting a data collection), cn©request (a
request for acquired data) and cn@®data (an answer for data
requesting). The component cn sends commands to the com-

ponent sn by carrying data through cn©start LD snostart
and cnorequest T snérequest. The component sn reacts
by sending data through the coupling cn®data 2 snodata.

IV. OOPN COMPONENT MODEL

The common platform based on DEVS formalism of-
fers component approach allowing to wrap another kind of
formalisms, so that each such a formalism is evaluated by
own means. The Object oriented Petri Net component model
(OOPN component model) consists of DEVS components that
are described by the OOPN formalism. This section introduces
the OOPN formalism and its relationship to the common
platform M.

A. Object Oriented Petri Nets

First of all, let us agree upon the following definitions in
the OOPN component system. The Object oriented Petri net is
a tuple (3, ¢g), where X is a system of classes and ¢y is an ini-
tial class. 2 contains sets of OOPN elements, which constitute
classes. For the paper purpose, we will denote only selected
elements that are used. The system of classes X is defined as
follows ¥ = (Cpn, MSG,No, Ny, SP,NP,P,T), where
Cpn is a set of OOPN classes, M SG is a set of message
selectors, No is a set of object nets, N, is a set of method
nets, SP is a set of synchronous ports, IV P is a set of negative
predicates, P is a set of places, and 7" is a set of transitions.
The message selectors M.SG corresponds to method nets,
synchronous ports, and negative predicates. Object nets de-
scribe possible autonomous activities of objects, while method
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nets describe reactions of objects to messages. A class C
is defined as C = (MSGY,on®, N§;, SPY, NPY), where
MSG® C MSG, on® € No, N§; € Ny, SPC C SP, and
NPCY C NP. Every net consists of places (a subset of P) and
transitions (a subset of 7).

The OOPN dynamics comprises the system of objects I'.
Elements from C' describe a structure of simulation model and
have to be instantiated to simulate the model. If the class C' €
Cpy is instantiated (the object o is created), the instance of
object net on® is created immediately. If the message m €
M SG is sent to the object o, an instance of the method net is
created. Then, we can define I"' = (OBJ, INV'), where OB.J
is a set of objects including their object net instances and IN'V
is a set of invoked method nets.

B. OOPN in Common Platform

In the common platform, there is no difference between
a static representation of the model and its live (running,
executed) form. To include the OOPN formalism, we introduce
the live model of OOPN as the tuple IT = (X, T, g, objo),
where ¢y € Cpy is an initial class and obj, € OBJ is an
initial object of the class cg.

In the common platform, the OOPN model is split up into
submodels, whereas each submodel has its own initial class
co and initial object objo. Let Mpy = (M,II, P.g?, Py™)
be a DEVS component M, which wraps an OOPN submodel
II. The initial class cg is instantiated immediately the com-
ponent Mpy is created. The component interface (Vx, Vy)
is represented by subsets of places P.%, P9 C P, where
P is a set of object net places of the initial class ¢y and
PP N PGt = (). There are bijections mapin, : Peg? — Vx
and mapey: : PY" — Vx mapping ports and places and
the mapped places then serve as input or output ports of the
component.

C. OOPN Example

Let us continue with the example from Figure 2. Figure 4
shows an OOPN model of the component Sensors (sn) and
Figure 3 shows an OOPN model of the component Control
(cn). Both models have the same basis—the loop driven by an
external stimulus (a token placed in the place s).

run

tStart

#getData

request

data

self hold: h.

Figure 3. OOPN model of the component Control.
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First, let us have a look at the component C'ontrol (Figure
3). Input port cn@run expects a number h representing an
interval of asking data from the component sn. Input port
cn@stop expects any value—it only activates transition tStop,
which suspends the loop. Both ports generate a command for
coupled components through the output port cnSstart (they
put true or false to the mapped place start). The component
cn asks for data by putting a symbol #get Data to output port
cnOrequest and waits for data (input port cn®data). When
the data are acquired, the method process: of the initial class
co is called and data are processed. Then, the loop waits for a
given time unit h (the method hold:) and asks for data again.

d := self getData.

tD:
(h, d)

self hold: h.

Figure 4. OOPN model of the component Sensor

Second, let us have a look at the component Sensor
(Figure 4). Input port sndstart expects values true or false
activating transitions tStart or tStop that start or suspend the
loop. The component receives a request for data by input port
snédrequest and puts data to the output port snSdata.

The component sn acquires data in the loop, where the
method getData is called, the new data d is add by the
transition add, and, finally, the loop waits for a given time unit
h. The place data contains an object (an instance of the class
MyData) and the transition add simply adds new item by the
method add:. Instance of the class MyData is created and put
into the place data in the moment of object net instantiation
(it is a place initialization, as shown in Figure 4).

D. Data Model Interface

So far, we did not care about actual data. Their form is not
important for this paper (real numbers, integral numbers, etc.),
only the way of data manipulation will be taken into account.
It comes to this, that the data interface is important. Figure 5
shows identified interfaces and classes.

<<interface>>

SData
\ +add()

<<interface>>
CData

+get()

1 +avg()

1 +max ()

L e e e == >|+min()

Figure 5. Classes and interfaces of data.

MyData [ - - >
+add() --
+get ()
+avg()
+max ()
+min()

The component sn uses data storage by only way—adds
a new item. So, the interface SData containing the operation
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add: can be identified. Let us suppose, that the component
cn needs following operations: get (getting an item), avg
(average value), max (maximum value), and min (minimum
value). These operations on data are performed within the
method process:. Then, the interface C'Data can be identified.
The data storage (instance of the class MyData) used in the
component sn (see Figure 4) has to implement the SData
interface. The storage object used in the component cn has
to implement the C'Data interface. Because both objects are

identical (the object is carried through snSdata z cnddata),
the class MyData has to implement both interfaces, as shown
in Figure 5.

V. COMPONENT INTERFACE CONSISTENCY

The System in Simulation (SiS) concept assumes that
components can be exchanged with no changes in the other
components. In conjunction with the application framework
[16], the component can be suspended, resumed, or changes
any time during the system simulation. Therefore, it is neces-
sary to be concerned with the problem of component interface
consistency, in other words, the question whether component
interfaces are compatible and whether its exchange is safe.

The component communication is provided by data pass-
ing [4]—the calling component (client) sends a data to the
called component (server); the client does not need to wait for
an answer. We will distinguish the structural aspect and the
behavioral aspect of the component interface. The structural
aspect is defined by ports and couplings. There is no problem
to check if the components can be coupled or not. The
behavioral aspect corresponds to the concrete data and their
form.

A. Type constraints

Although the formalism of OOPN is pure object-based
system and there is no need to define special kind of types
instead of class, we will have special requirements to the set
of types that can be checked:

e a class or a subclass — we need to check if the object
is an instance of the class or its subclasses

e an object interface — we need to check if the object
complies with the interface

Since we will check the type constraints, we have to define
the term fype in the context of the OOPN component system.
CLecny is a set of classes from the product environment (the
notation product environment is understood as the environment
including language in which the application framework is
implemented), C'Lyyim C ClLepy is a set of primitive classes
(numbers, characters, and symbols), I C P(MSG) is a set
of object interfaces, and ¢ represents a special kind of type
meaning unspecified type. We define the interface I in the
general way, as a set of operations that are independent from
classes. The type is then TY PE = CLpn UC Lep, UTU{c}.

Let Tp be a surjection Tp : P — P(TY PE) assigning
a set of types to a given place. The type of the place can be
derived from the associations between classes, whereas there
is no necessary to define only one type (and, thus, to allow all
subtypes), but the set can be extended to next types. Implicitly,
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each place has assigned the type €. To discriminate between
different levels of type constraints, we introduce following
operators based on T'p:

e >:0BJ xTY PFE meaning the object is an instance
of the class or derived classes, Yo € OBJ : 0 = ¢

e >: OBJ x I, meaning the object complies with the
interface, Vo € OBJ : 0 = ¢

Let us continue with the example defined in Section I'V-C.
Figure 6—a shows type constraints defined on the input ports
stop and data of the component Control (cn). The port stop
requires any value of any type, so that the constraint is set to
€. The port data requires objects of the class MyData, so
that Vo in the place data : 0 = MyData. The constraint will
be written > {MyData}.

stop " QJ‘.
— o

.- >{CData}

data .-’
\*" Ist

.- >{SData}

data .-~

O 8 I:] b)

Figure 6. An example of type constraints.

Let us investigate a variant of interface usage—it is shown
in Figure 6-b. There are depicted the input port C'ontrol.data
and the output port Sensor.data. Each of them operates with
the different interface. Control.data demands objects under-
standing methods defined by the interface C'Data, whereas
Sensor.data offers object understanding methods defined by
the interface S Data (interfaces are discussed in Section IV-D).

B. Data constraints

Since the interface of the common platform is based on
the principle of data passing, there will often be a request
for constraints on data. First, let us define two auxiliary
notions. Let Zg be a function Zg : TYPE — P(TYPE)
assigning a set of generalized classes to the given class and
Zs : TYPE — P(TYPE) be a function assigning a set
of specialized classes to the given class. Then, CLpyip, =
Zs(Number) U Zs(Character) U Zg(Symbol). To discrimi-
nate between different levels of data constraints, we introduce
following notions:

e an enumeration 1 = {ej,es,...}, to check if the
object o gets one of the listed values, o € 7; it can be
used for symbols, numbers, or characters C'Lyim

e an interval 1(i1,12), to check if the object o gets a
value from the interval, o € ¢(i1,142); it can be used
for numbers Z(Number); there is a special value w
represents a maximal value or infinity
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Figure 7. An example of data constraints.

Let us continue with the example defined in Section
IV-C. Figure 7-a shows data constraints defined on the input
port cn@®run. It requires a number from interval +(0,w).
Figure 7-b shows data constraints defined on the input port
snd(request, start). They require an enumeration of symbols
or boolean values.

VI. CONSTRAINTS REALIZATION

Although the OOPN classes bring more intuitive modeling
of behavior, they do not offer intrinsic definitions of constraints
such as invariants or type checking. Nevertheless, there is very
simple way how to define and test these conditions by means of
OOPN [17]. Tests are generated by the application framework
in accordance to required constraints defined on ports.

A. Type Constraints Testing

The test of class constraints is defined as 0 (p, ET) =
drepA Ht e ET : z = t, where  is an object in the place
p and ET is a set of expected types. The test of interface
constraints is defined as 0, (p, ET) = 3x € p APt € ET :
x > t, where x is an object in the place p and ET is a set of
expected types.

Both tests are implemented by negative predicates as
shown in Figure 8. It follows the example defined in Sec-
tion IV-C and shows two possibilities. First, the type con-
straint = {MyData} is defined for the input place data
of the component Control. This notion is equivalent to
0 (Control.data, {MyData}). There is generated negative
predicate cT'ypeData and associated place ET' containing a
set of names of expected types. Names are stored in the form
of symbols.

Firablity of the negative predicate is defined in two cases as
follows. First, it is firable if there is no object in the associated
place. Second, it is firable if the place is not empty and
there is at least one object, which does not satisfy predicate
conditions—on other words, the negative predicate finds all
objects x that do not satisfy conditions. The condition is
represented by arc expression ¢ and calling special method
isKindOf: t on the object . The method is a part of
object’s metaprotocol and resolves in true or false depending
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x isKindOf: t
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#SData
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Figure 8. Type constraints realization.

on decision if the object is an instance of the class ¢ (or its
subclasses) or not. So, the predicate cI'ypeData is firable if
there is an object in the place data and this object is not the
instance of MyData.

Second possibility represents the type constraint >
{CData,SData} defined for the input place data of
the component Control. This notion is equivalent to
0. (Control.data,{C Data, SData}). The constraint realiza-
tion is the same as for > except that it uses the method
compliesWith: instead of isKindOf:.

B. Data Constraints Testing

The tests of data constraints are implemented by negative
predicates as shown in Figure 9. It follows the example defined
in Section IV-C and shows two possibilities. First, the data
constraint +(0,w) is defined for the input place start of the
component Control. There is generated negative predicate
cDataStart having a condition corresponding to the defined
interval. The predicate is firable if the condition is not satisfied.

start lQQJ

" x cDataStart

.- nf#getData

request. cDataRequest X
#getData

Figure 9. Data constraints realization.

Second, the data constraint n{#getData} is defined for
the input place request of the component Sensor. There is
generated negative predicate cDataRequest and associated
place containing a set of expected symbols. The predicate is
firable if there is found a symbol in the place request that is
not in the predefined set.

C. Exceptions

Constraints realizations presented in previous sections can-
not be evaluated without calling them. Therefore, the new
element of exception is introduced to the formalism of OOPN.
The exception is demonstrated on the example of type con-
straint = {MyData} from Figure 8. The syntax is shown
in Figure 10-a. The exception checks type constraint and if
the constraint is not satisfied, it removes an object from the
place data and the associated “any action” is performed. The
implementation is shown in Figure 10-b.
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Figure 10. Invariants and testing conditions.

The exception may also have a side effect, e.g., it may offer
substitute object and place it back to the place data (shown
in Figure 10-c).

D. Example of Component Changes

Let us continue with the example of common platform
presented in Figure 2. The component Sensors will be re-
placed by the component Sensors2 having the same structural
interface, i.e., the same sets of input and output ports, as shown
in Figure 11.

;2{CData
t(j data Control i@ a
Qrun -
QJ stop request { request

Sensors2

d start | >{SData]

——— request data

Figure 11. Common platform Maj.

Let us suppose that the class MyData has been changed to
MyData2 containing only add: and get operations. Now, we

will be only interested with snSdata L enadata coupling.
The constraint > {SData} is satisfied (operation add:), but the
constraint > {C'Data} is not satisfied (operations avg, mazx,
and men are not present). Watching such incorrect changes,
that do not have to be simply detected, allows to prevent
systems from unexpected behavior.

VII. CONCLUSION AND FUTURE WORK

The paper dealt with the concept of component platform
based on DEVS and OOPN formalisms. It defined component
interface and constraints above input and output ports. The
interface is described by the means of OOPN places. Although
they has assigned no type, for constraint testing it is possible to
assign a set of types or constraints the objects have to satisfy.
The concept of exception has been introduced to OOPN.
Exceptions are a form of interface constraint testing. Incorrect
changes done inside components do not have to easily be
in evidence at the interface level. Constraints together with
exceptions in languages that do not work with types allow to
safe modification and changing component.

Future work will be aimed to a possibility to derive a set
of types or constraints from the model analysis or simulation.

23



ICSEA 2015 : The Tenth International Conference on Software Engineering Advances

The component interface will be also generalized to other
formalisms that can be incorporated into common DEVS
platform.
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Abstract— Entrepreneurs and Small and Medium Enterprises
usually have issues on developing new prototypes, new ideas or
testing new techniques. In order to help them, in the last years,
academic Software Factories, a new concept of collaboration
among universities and companies has been developed. Software
Factories provide a unique environment for students and
companies. Students benefit from the possibility of working in a
real work environment learning how to apply the state of the art
of the existing techniques and showing their skills to
entrepreneurs. Companies benefit from the risk-free
environment where they can develop new ideas, in a protected
environment. Universities, finally benefit from this setup as a
perfect environment for empirical studies in industrial-like
environment. In this paper, we present the network of academic
Software Factories in Europe, showing how Companies had
already benefit from existing Software Factories and reporting
success stories. The results of this paper can increase the network
of the factories and help other universities and companies to set-
up similar environment to boost the local economy.

Keywords—Software Factory; Experience Report.

L INTRODUCTION

Universities are perfect environments to exploit
technological research for innovation. The biggest challenge to
solve in universities is that they are nowadays rarely used by
companies, and at the same time, universities are poorly
oriented to give economic value while start-ups and Small and
Medium Enterprises (SMEs) face new and tough challenges to
survive in the market. Indeed, also big industries sometimes
have difficulty being continuously innovative. In fact, ideas
come out slowly and require a lot of effort to be implemented.

Fresh ideas, coming from the new digital native generation
of developers, should encourage seniors to fresh thinking.
From this aspect, the combination of university research,
teaching and industry production would increase the value of
skills of everyone and the development of innovation.
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Innovations lab of similar initiatives such as academic
Software Factories (SF) [1] could contribute to fill this gap.

In SF, students and entrepreneurs collaborate together to
develop a new idea or to apply existing techniques that
couldn’t be achieved by the entrepreneur itself without
accessing to external resources. SF are university laboratories
that emulate a real working environment, in which a given
number of students, in the same location, work as a real team
implementing a project for 7-11 weeks in a controlled
environment with real customers and real deadlines.
Entrepreneurs benefit from the new innovative ideas and the
effort coming from students. Students have, in turn, a unique
experience of working in an industry-like work environment
getting in touch with the real business and a given number of
credits. Moreover, students have the chance to present their
skills to the entrepreneurs that can finally hire students partially
trained on their technologies. The SF initiative is a fully bottom
up initiative that cooperates on a voluntary basis without any
funding framework, except for their enthusiasm and the
common interest in getting excellent educational, and research
results.

The goal of this work is to present the ecosystem of
European SFs describing how best practices are shared
between different software factories. Moreover, we aim at
analyzing similarities and differences among SF in different
countries (namely Finland, Italy and Spain), highlighting pros
and cons for the different stakeholders. The results of the paper
show how the use of SFs, as safe environment for developing
new prototypes and products for start-ups or entrepreneurs,
could represent a good practice and an important starting point
for creating a connection between academic and working
worlds.

The paper is structured as follows. After a first introductory
section, we describe the SF concept in Section II. In Section
111, we describe our international SFs, highlighting similarities
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and differences. We report success stories in Section IV and

finally we draw conclusions and future works in Section V.

TABLE L. SF BENEFITS
Academic Institutions Companies Students
« Perfect environment for empirical studics * Environment to develop innovative ideas. * First early contact with real-world projects
P * Environment to test new development tools or * Develop transversal capabilities such as self-

* Provide better training to their students.

* Collaboration with industry

* Environment for the development of research
prototypes

methodologies.

* Opportunities for hiring new staff trained in the | *
technologies that they use.

organized, responsibility, communication, etc.
Put into practice the theoretical concepts
learned in the courses

* Learn new techniques and technologies.

II.  BACKGROUND

SF proposes itself as an infrastructure that supports
research and education in software engineering and also
entrepreneurship. In the Finnish editions, many collaborations
with important organizations guided forward good results for
customers and developers. SF is a safe and monitored
environment that reproduces in a faithful manner the working
team dynamics that develop a prototype or a software product
for a customer, (SMEs) or a start-up. Since its first edition SF
brings together three essential goals: Learn, Share, Grow. SF
[1] represents also a shared educational platform for
universities to hold courses where students are involved in a
real-world project developing software in the same location or
in different sites. SF relies on self-organization as its primary
way of organizing the work [2].

It represents a unique platform in which a team of students
develops software. SF projects are conducted in a manner that
simulate as closely as possible, the reality of software
development in the product development organization. We can
then observe how SF could represent, despite its constraints
and limitations, the operational core from which startups,
entrepreneurs or SMEs could set up their own ideas allowing,
at the same time, smart and brilliant students to make a unique
practical experience learning by doing new methodologies and
practices but also approaching the working world through the
main door showing what they can do.

In addition, SF offers a way to learn new practices and
technologies not only by reading from books but also by
building a product. The results are achieved as a result of
collaborative work of all team members, to improve their
knowledge and skills getting in contact with people having
different background and experience. As the students need to
independently gain new knowledge and meet new people to
create the product they get in touch with working reality and
undertake new important collaborations. At the same time, SF
are independent and open for collaboration with all kind of
companies for entrepreneur or startups, the SF could represent
a low cost environment in which they can set up new ideas and
new projects in which create not only a prototype but meet
partners and developers to be integrated in their own team
having the advantage of a training period. The SF advantages
exist also for researchers or academic members that would like
to have the possibility to assist to the meeting of two worlds:
work and study but in a monitored lab environment. This
fosters the measures and observations to make research from a
software perspective making measure about effort or software
metrics and also from the educational perspective observing
the student interactions, their learning behavior and their
attitude in the creation of a new product. Table I summarizes
the benefits of the SF environment.
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III. THE SOFTWARE FACTORIES NETWORK

In this section, we describe the SF network in Europe
presenting the different set-up and operational model.

A. The Helsinki SF (Finland)

SF at the University of Helsinki [1][8] has been organized
since 2010. The factory deeply integrates the customer
company into the development process. The customer provides
a product owner who interacts directly with the student team
during the project. The customer can range from local
entrepreneurs to large enterprises and even to Open Source
projects. For example, in spring 2015, the factory is
participating in Facebook’s Open Academy program,
collaborating on two Open Source projects with universities
worldwide. As a rule, five projects are arranged per year. The
factory supports the projects with research-based insights for
project management, methods, and pedagogy, and through full-
time coaching of the teams.

B. The Bolzano-Bozen SF (Italy)

The factory [6][7] is organized by the Free University of
Bolzano-Bozen. It is actively running once a year for 4 years,
developing more than 10 projects. The participants are students
from the first year of the Master program in Computer Science,
third year of the Bachelor in Design and Education faculties, as
well as local entrepreneurs. Project ideas come mainly from
local entrepreneurs who are not affiliated to the university. The
course runs during the summer semester for 11 weeks with a
required effort of 200 hours per student. Students vote the
projects to be developed based on their interests and skills. The
most voted projects are developed during the SF. Students are
then split in groups of 5-6 people and every group is assigned
to a project. The entrepreneur who proposed the idea is
required to be available at the SF at least once a week to
support the students.

C. The Cagliari SF (Italy)

The factory has being running once a year for 3 years from
2012, developing a total of 4 projects. Participants are students
from the Master program in Electronic Engineering,
Telecommunication Engineering, Computer Science, PhD
Course and local entrepreneurs. Projects come local
entrepreneurs or ideas born for implementing applications to
satisfy the needs of the research group. The course runs during
the summer semester for 7-11 weeks with a required effort of
120-200 hours per student, with 4-8 people assigned to each
project. The entrepreneur who proposed the ideas is required to
be in class to support the students at least twice a week. The
development is driven by an expert PhD student that plays the
role of coach/coordinator. In order to replicate a real company

26



ICSEA 2015 : The Tenth International Conference on Software Engineering Advances

development environment, an open space is assigned to the
team and the team members have to come twice or three times
at week during the period.

D. The Joensuu SF

University of Eastern Finland's School of Computing
established SF Joensuu in 2010 and is running 3-5 rounds per
year. Teams consist of mostly master level computer science
students with minimum target of 4 people. They are
encouraged to participate two rounds, first round as software
developer and later, second as team leader. Product ideas come
from entrepreneurs and research groups with having target to
produce new business opportunities or improve the world in
general. SF team is supported by mentoring given by SF lead
and students from previous rounds. Frequent interaction with
customer is required in order to achieve release cycle of 1-2
weeks, preferably with face-to-face meetings at least at same
interval and with other medium more frequently. Customers
have been either starting entrepreneurs with just a good idea in
their hands or already established companies from start -ups
such as Epooq to big companies like CGI.

E. The Oulu SF (Finland)

The Oulu SF is established in 2012 to provide a realistic
environment, which improves the students’ learning experience
by providing them with insights into the conduct of real-life
software projects with close customer involvement, intensive
teamwork, and the use of modern software development tools
and processes [5][7]. As a platform, it serves multiple
purposes. It is a test bed for software engineering ideas and a
source for original basic scientific software development
research. Oulu SF runs twice a year and it has completed more
than 8 projects since 2012. The participating students are from
first and second year of master's degree in information
processing science. The project tasks come from the local
software companies and or research projects. Each project
involves a minimum of four members. The students are
encouraged to tackle management and resource planning issues
pertaining to large teams. Each project team is assigned a
project supervisor who provides the team with technical and
non-technical guidance. The supervisor is also responsible for
monitoring and assessing the team throughout the course of the
project.

F. The Madrid SF (Spain)

Madrid factory has been operating since 2011. The factory
was a joint set-up between the Technical University of Madrid
(UPM) and Indra Software Labs, a subsidiary of Indra, a
Spanish global company. Actually, two software factories were
set up, one in UPM and one in Indra Software Labs, to run
joint projects. As an educational setting, students that
participate are from a Degree in Software Engineering and
Masters Program on Computational Science and Technology.
Most of the projects are closely related to tasks of European or
National Research projects, very often collaborative projects
between industry and UPM. Different kind of projects have
been performed over these years, and more than 10 projects:
five of them were distributed projects, in which up to three
nodes from different countries were involved, e.g., Helsinki
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(Finland) and Bolzano (Italy). The Factory recruits students
usually in November and February. The recruitment process
includes an interview to applicants with a given number of
questions. Even when some these questions are technical, other
skills are also searched, also considering the kind of project
that the student would like to be involved, and the positions
available for each project. Students usually work in teams,
from 3 to 6 students. Students perform slots of 140 hours,
during generally 8 weeks, and up to a maximum of 3 of these
slots.

IV. SIMILAR ACTIVITIES IN TAMPERE (FINLAND)

A project course with many similarities to SF has been run
at Tampere University of Technology from year 1991. Already
during the first years, we received project ideas from
companies, and this collaboration has been a key component of
the of project course. Currently, the project ideas come from
the companies and companies give constant feedback about
progress of the project and produced software. These
companies essentially play a role of customer for the student
team. Since the course has a long history in Tampere, many
managers in the surrounding companies have participated in
the course in the past, they now have a high motivation to
collaborate as a customer. Key role of the companies is seen
valuable for both students since it gives both parties an
opportunity to network.

In addition to independent project work, the course also
includes some lectures that help students in management of the
project. There are also lectures about IRR, legal and business
aspects. The volume of the project course has been varying
over the years. During academic year 2014-2015 there were 10
project teams with 5-8 members each. The number of hours
spent per student is in the range of 130 — 260 hours. The course
is run yearly starting September and ending in February to an
end seminar and celebration.

Since 2008, Demola [9], has also been another option in
Tampere. Demola focuses on innovation projects, where
students are asked to further develop ideas given by
surrounding companies and public institutes. Demola is hosted
by Hermia (a business development company) and three
universities, Tampere University of Technology, University of
Tampere and Tampere University of Applied Sciences,
participate in Demola. The project teams are cross-disciplinary
and consist, e.g., of engineering, business, and design students
from participating universities. Since Demola projects
concentrate in innovation and further development of the idea,
the process includes value creation workshops and pitching
events. Furthermore, Demola shares promises with Protomo
[10], which is a development community for new businesses
and start-ups

Regular Demola projects run twice a year: once in the fall
and once during the spring. The volume of 20-25 projects per
season typically run by groups of 4-5 students. The main
difference between Software Engineering Project Course and
Demola is that the former concentrates in professional
development projects while the latter concentrates in idea
development and innovation.
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V. SOFTWARE FACTORY SUCCESS STORIES

Software factories actively supported local entrepreneurs.
Here, we report on some of the most important success stories
of our factories.

A. Innovative Video Calling Service

Between September 2012 and December 2013 the SF
Helsinki conducted three projects together with Tellybean Ltd.,
a small Finnish startup [3]. The vision of this startup was to
deliver a life-like video -calling experience for specific
customer segments such as elderly persons. The overall goal of
the collaboration was to conduct build-measure-learn loops to
validate critical assumptions underlying the business model
and the technical solutions in order to rapidly learn if the
chosen strategy needs adjustments or can be persevered. The
first project focused on the development of appropriate
analytics for measuring the performance of the video service so
that business-critical information can be gathered and
analyzed. In addition, technical feasibility aspects were
analyzed. The second project mainly focused on validating
technical assumptions. In particular, the company wanted to
understand the scalability and robustness of the proposed
system architecture, technical weaknesses of the system, and
the company wanted to identify alternative options for the
system architecture. The project resulted in a significantly
better understanding of the limitations and future development
options. The third project helped the company to better deploy
functionality in a continuous way.

Overall, the prototypes that were created and used in the
projects served as so-called minimum viable products to
quickly validate business-critical assumptions and helped the
startup to accelerate learning about their ideas. In the
meantime, the startup got significant funding. Now, Tellybean
partners with major service providers. The SF Helsinki
benefited well from these projects by learning how to organize
industry-academia collaborations in order to test business-
critical assumptions.

B. Memoree

Memoree was a SF project at Bolzano in spring 2013. It
was based on a business idea from a local entrepreneur who
needed to develop a prototype to prove his idea. The initially
intended software solution would pack personal photos, videos
and audios into a memory package and shared it among
friends. The project lasted 11 weeks. In total, 14 students were
involved in the Memoree project. The majority came from the
Computer Science faculty. Two designers were involved at the
later stage of the project. The entrepreneur played the customer
role for the project and made himself available all through the
SF session. The Memoree SF project was very useful for the
local entrepreneur to understand what are the crucial features
of Memoree, and what should be skipped. SF also helped him
to decide what could be the core component of the application.
The developed prototype was very different than the initial idea
that he had. The students were not just implementing the
prototype, they were contributing to the understanding of the
need the startup intended to meet, and the clarification of the
vision that drives the startup. After the SF session, the
Memoree idea became more concrete. It is positioned as a
mobile application that is developed for automatic creation of
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videos based on different contents (photos, songs, etc.). The
app provides content privacy, and creates videos automatically
by taking songs and photos as an input. This application is
composed of two modules: content management (photos) and
video creation. The intended customers are iOS users. The
entrepreneur team was expanded from a single person to five
founders (two economics, one finance, one graphic designers
and one computer scientist). The actual development started in
May 2014.

C. Medygo

Different from the Memoree case, when a founder of
Medygo approached the Bolzano SF in Spring 2014, the
business idea has already been validated initially with potential
customers, and a prototype was developed already. It is a
mobile application that is developed with motive “health on
go”. It is mainly developed for people to solve their health
problems during traveling and staying abroad. The main
purpose of developing this application was to prevent travelers
from the hustle when they travel and become sick during their
journey. This mobile app converts medicine, what they take in
their own country, to what they should take in another country.
This app is initially developed for android users. There were
four founders (two businessmen, two pharmacists). It’s been
one year since they have been working on this idea before they
contacted the Bolzano SF. The actual development started in
November 2013 by adding another team member as a
developer. The initial version was launched in January 2014.

One of the benefits of working in SF was that, recalled by
one founder, was the iterative approach the SF adopted. There
were always some deadlines, and the team had to finish on
time. During the SF session, the Medygo team set milestones
e.g., two-week idea validation, two-week date collection, four-
week development and so on. At the end of the 10th week,
their prototype was ready. The team was also facilitated by the
SF tutors to handle pressure, and to meet deadlines. In addition,
the SF students worked on the project became potential hire for
the startup company due to the intimate knowledge they
obtained through working on the project at the SF.

D. Matchall2

The Matchall2 project was proposed by a local
entrepreneur that played the customer role during the
development period, with the aim to build a plugin for
categorizing personal multimedia content gathered from
famous social networks such as Facebook, Youtube and Flickr.
Matchall2 created a personal communication engine based on
innovative principles and functionalities, with a web
implementation and diffusion strategy. The final prototype,
thanks to an idea of some developers, was represented by a
bookmarklet that allowed one to easily classify and categorize
personal content, such as pictures and videos, in a customized
manner using tags. The focus of the project was to implement
the same application for different social networks. This SF
started in early March of 2013 and held 11 weeks involving 8
specialized students with rich and different skills and
backgrounds.

In order to take advantage of developer's skill diversity, the
development was organized considering pairs in which an
expert developer supported a less experienced student.
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In this edition, many technologies and new abilities are
used and learned to obtain the maximum result. The meetings
with the entrepreneur allowed to stay in the right edges of time
and specifics. The particularity of this case is that people also
when they don't know each other thanks to the fact they have
the same aim, strive to implement a success product, behaving
as a family helping each others to solve problems or achieve
the same objectives.

E. SERTS (Software Engineering Research Tool Suite)

During the SF of 2013 edition, the project Software
Engineering Research Tool Suite (SERTS) has been developed
by a team of 6 students. The aim was the implementation of a
semi-automatic tool able to semplify the analysis of data
collected in software repositories such as Bugzilla, CVS, SVN,
Git, and Jira. The development period lasted eight weeks, from
September 2013 to November 2013 by a team composed by six
developers: a PostDocstudent, four PhD students and one
undergraduated. In this specific project, a medium knowledge
of software development was required. Each component of the
team had different tasks, chosen according to their skills. One
of the PhD students with a strong knowledge of the
technologies involved into the project, played the role of team
coordinator/coach. The used development process was Scrum
with iterations of two weeks.

The figure of the customer was very significant. Every two
weeks he monitored the work of the students observing the
progress of the project through spikes. Due to its constant
presence, it was possible to build a prototype inherent to its
requirements.

F. FREI MARKT SUDTIROL

In 2014, Oulu SF and Bolzano SF start a collaborative time
banking project “FREI MARKT SUDTIROL”. An Italian
entrepreneur was sending requests for his project to Oulu SF
team. The project idea was to provide a common single plate
form for existing time banking systems in South Tyrol and
other near cities.

Project aim was to provide a fresh new time bank-
community system which cover various parts of society and
particularly for those people who are strongly hit by the
ongoing socio-economic crisis including young unemployed,
working-poor and immigrants. A system was developed which
allows users to create their personal profiles, look for jobs &
products, post jobs & products, apply for jobs & product and
give feedbacks. In addition, a SMS platform will facilitate the
new member registration process, modification and verification
of time-checks (BiX) when the people are not familiar with the
Internet. Project team consists of eight students; in which four
students working from Oulu SF and four from Bolzano SF.
Both teams were having mentors to help agile and lean
concepts in the project. The use of Kanban method and JIRA
was mandatory for Oulu SF students while the Bolzano SF
students were not following any specific methodology or
practices. Both teams use and get experience with Rise Editor,
Myeclipse, Apache Tomcat, PostgreSql, Dreamweaver, and
GitHub in the project. In first two weeks, students attend
mandatory lectures and exercises in SF. During weeks 3 to 5
literature was studied related to the project idea, working
methodology and preliminary project plan were drafted. Then
design and actual development related tasks were carried out
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within weeks 6 to 12. After every two week the teams deliver
batch of minimum viable product to customer. The project
demo was given in Bolzano University which was appreciated
and covered by local press.

G. Google Glass for Traffic Warden

One of the latest Demola examples is a project where five
students got the idea from a local SW company Vincit but also
collaborated with City of Tampere. The project integrated
automatic recognition register plates to Google Glasses. In this
project, the student group developed the first commercial smart
glass application in Finland. With this application the traffic
warden is able to see right away if the parking ticket has been
paid or not. The city of Tampere is piloting this system in
spring time 2015 [14].

Development of this system may not have been possible
with traditional processes where software companies and
public authority as customer should recognize the idea first and
then have detailed enough specification. In this case, the
student group approached the idea as a start-up by trying and
doing. The system project received also a fair amount of
publicity in Finland.

H. Optimeter

The Optimeter project was developed in 2012 by the
Madrid SF (Technical University of Madrid and Indra
Software Labs) and the Helsinki SF (University of Helsinki).
The Optimeter project (in practice there were two projects
inside the SF, Optimeter I and the subsequent Optimeter IT) had
as goal to implement some use cases about data acquisition in
intelligent power networks, usually known as power smart
grids. The objective was to build a benchmark to validate
massive raw data coming from sensors and smart meters. The
benchmark was created using Apache Hadoop and Oracle
NoSQL Database to provide distributed processing and storage
capabilities to the system. Optimeter I and II were traversal to
two European projects under the ITEA2 Programe: IMPONET
(Intelligent Monitoring of POwer NET [11], 127 man years)
and NEMO&CODED (Networked Monitoring & Control
Diagnostic for Electrical Distribution [12], 112 man years, and
a third Spanish project called ENERGOS (Technologies for
automated and intelligent management of power distribution
networks of the future [13], with a budget of 24.3 million
euros). The project was developed using agile practices, and
more concretely following the Scrum methodology. Optimeter
was an excellent framework to set up a collaboration activity
between three Software Factories (UPM and ISL in Madrid,
and UH in Helsinki).

One lesson learned is that the training that the students can
get in such environment is very useful but straining. Students
were under the same pressure that the industrial development
team during the weeks the project took place. But at the end,
the background, skills and experience were very much
welcome by the students.

From the point of view of the industry, they could develop
the software that they needed, experimenting the usage of agile
methodologies in a distributed development environment. Also
they use the project to test some development tools that they
were not using until that moment.
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1. HavuSport

In 2013, School of Computing in Joensuu was contacted by
two hockey coaches with an idea that the junior coaching
should be supported by an electronic system, usable with
different end user devices. Mobile device is the device of the
day that younger people easily relate to. The system should
support all major activities of a hockey team from messaging
and timetabling to performance statistics while getting rid of
excel-sheets, paper and pen. They could not find a proper
existing system, so they decided to have it build. SF Joensuu
built a web-based system with mobile applications coming
aside during two project rounds. Team size was 8 people, but
the project needed to be scoped very well because of the high
amount of required features and the fact that there was a lot to
learn in a short period of time.

Team felt a real business pressure to deliver, a feature that
is build inherently to SF, succeeding to achieve the target in
time. They felt proud that their hard work paid off. Havusoft
Company Ltd. was formed around the product and now
Havusoft is planning to extend the software system for other
sports activities too and there is great interest in the market to
use the system. The major role of SF concept in this process
was to enable starting entrepreneurs to push their idea forward
and show to the world that they are serious with their endeavor.

VI. CONCLUSION

In this paper, we present the academic Software Factories
(SF) in Europe, describing how they can help the local
economy by means of the collaboration among academia,
entrepreneurs and SMEs.

Our goal is to report on our SFs and similar initiatives,
presenting success stories.

SF provide an unique environment where entrepreneurs can
explore new ideas, develop new prototypes or apply new
techniques and students can study and work in a setting that
replicate, as much as possible, a real work environment.
Moreover, students have the opportunity to show their skills to
entrepreneurs and entrepreneurs can find new developers
easily, based on a direct knowledge of the students itself.

The network of SF in Europe, shared among Finland, Italy
and Spain is composed by several University that serves
hundreds entrepreneurs. SF collaborates with some shared
projects, working for the same project collaboratively, such as
the project described in the success story “Frei Markt
Sudtirol”. We reported several success stories, such as the
Google Glass for Traffic Warden, Memoree, Optimeter and
others, showing how the different stakeholders benefit of the
SF environment, from an entreprencurial, didactical, and
research points of view.

A new Software Factory has recently been established at
Montana State University in Bozeman, MT. A first project with
a company from the financial sector has started and
relationships with entrepreneur communities such as
Blackstone Launchpad have been established.

In the future we plan to further expand the community
extending the number of partners’ universities and increasing
the number of shared projects and involving industries in the
project selection and execution.
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Finally, future works include the analysis of different
development approaches adopted in the SFs, so as to
understand if success stories are caused by the agile approaches
or for other reasons.
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Abstract—To avoid performance problems (e.g., execution
delay), model-based development represented by model checking
is used to improve performance quality. However, not so many
studies have applied the model checking of performance to actual
product development. Specifically, model checking has not been
applied to performance exploring, so it is hard to say how
effective model checking is. Furthermore, creating a new model
for performance verification in addition to the usual development
process greatly burdens developers. To reduce this burden, man
hours for performance verification modeling must also be
reduced. Accordingly, we embedded parameter deployment code
to create a performance verification model and achieved
performance exploration to ease performance optimization. Also,
we developed a performance verification modeling method
reusing existing product code to reduce modeling costs (man
hours). In this paper, we report a case study in which the
proposed method was applied to a Hard Disk Drive (HDD) cache
emulation program. According to the results, the minimum cache
capacity required processing was completed within the target
time. We also show that 57.89% of cache emulation program
codes were reused to create the new performance verification
model. These results validated the proposed method.

Keywords-performance; model checking; embedded system.

. INTRODUCTION

Embedded computer systems acquire more advanced features
and become more complicated every year, so the lines of code
also increase. Therefore, the parameters that control the
system increase, the combinations of the processing that
attains performance become huge, and the performance
prediction and exploring of the system are difficult. For
example, in the database software case, although the tuning
parameter is prepared, performance optimization is not carried
out for each product. Thus, system engineers need to do
performance tuning using the above parameter before product
release. Therefore, the tuning documents and tools are
prepared by the software vender [11]. Moreover, system
engineers need to explore system performance including
hardware controlled by software and other software packages.
However, if performance tuning is not finished by the release
deadline and products are released while still having
performance problems, we may suffer damaged customer
relations, business failures, income loss, additional project
resources, reduced competitiveness, and project failure [2].
Complicated product exploring is difficult to fit in to the
limited time of a product’s release schedule. Compuware
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reported that 20% of computer systems have performance
problems (e.g., execution delay) [13].

To solve these problems, usually two approaches have been
taken. One is carrying out performance prediction and design
at early phase of system development. The other is verifying,
analyzing, and solving the performance problems at later
phase of system development [1][2].

Specifically, at early phase of system development, we carry
out system performance prediction using a mathematical
model represented by queuing theory [3][4] and performance
verification of an algorithm using model checking represented
by UPPAAL [6][16][17]. At later phase of system
development, we carry out implementation based on a design
using the above techniques and performance evaluation,
analysis, tuning, and redesign using test results [2]. These
techniques have achieved positive results. However, it is
difficult to evaluate and analyze  performance
comprehensively. Because, the parameters that control the
system increase, and the combinations of the processing that
attains performance become huge. In this paper, we focus on
model checking from the viewpoint of comprehension. And
we apply it to performance exploring.

The case studies of using model checking are reported [6],
[71[8]. However, not so many studies have applied the model
checking of performance to actual product development
[16][17]. Specifically, model checking has not been applied to
performance exploring, so it is hard to say how effective
model checking is. Furthermore, creating a new model for
performance verification in addition to the usual development
is a big burden for developers. To reduce this burden, man
hours for performance verification modeling must also be
reduced.

In this paper, we propose the following two methods:

1) An easy performance exploring method embedding
parameter deployment code used to create performance
verification model;

2) A performance verification modeling method reusing
existing product code to reduce modeling costs (man hours).

By method 1), performance exploring realizes a
comprehensive verification mechanism of model checking.
Moreover, by method 2), the C code embedded function of
PROMELA is used for performance verification modeling
[20]. Specifically, costs are reduced by using the actual
product C code instead of new modeling by PROMELA.

Moreover, we report a case study in which the proposed
method was applied to a cache emulation program.
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In Section 2, we describe a performance problem and
objective. In Section 3, we explain our proposed method. In
Section 4, we present about our target, a HDD. Specifically,
we present a cache emulation program and analysis results of
its application. In Section 5, we discuss the effect of the
proposed method. In Section 6, we detail our conclusions and
future work.

Il. PROBLEM AND OBJECTIVE

A. Performance problem and research scope

A purpose of this paper is to solve the execution delay
problem of the embedded computer system. We assume that
all programs are implemented in C language in this paper,
because C is a major programming language in embedded
systems. Particularly, a target of this paper is an embedded
system in that software controls hardware, such as a storage
system, a car engine controller and so on.

B. Related works

To solve these problems, many techniques have been
proposed and applied. To overcome system performance
problems, two approaches have been taken. One is carrying
out performance prediction and design at early phase of
system development. The other is verifying, analyzing, and
solving the performance problem at later phase of software
development. Below, examples of these approaches are
presented.

1) Countermeasures against performance problems at
early phase of system development
At early phase of system development, we carry out system
performance prediction and performance verification of an
algorithm. Performance prediction uses a mathematical model,
typically queuing theory. Queuing theory has been applied in
various fields, and many results have been reported [3][4].
Moreover, an example using the Markov model for the
performance prediction model has also been reported [5].

Next, the prediction and verification using a design model
are described. The modeling method consists of a
mathematical model and a programmatic model. In the
mathematical model, the model is created using timed-
automata [9], Petri net [18], and so on. In the programmatic
model, the model is created using UML extended by MARTE
[1]. The performance design and verification using model
checking is included here. UPPAAL using timed automata is a
widely used model checking tool in this domain [6][16][17].
For example, UPPAAL is applied to time constraint
verification of Audio/Visual protocol [6]. There are also other
models checking tools like PRISM that can verify a statistical
model [7].

2) Countermeasures against performance problems at
later phase of system development
At later phase of system development, we carry out two main
performance improvement measures. One is a performance
analysis test of a developed system to evaluate whether the
target performance is achieved. The other is performance
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tuning to analyze test results. After that, the system is
redesigned, parameters are reconfigured, etc. [1][2]. These
techniques have been applied to actual systems, and designs
for next generation products have been reported [15].
Moreover, our company also applies these measures in many
product developments. Furthermore, documents and tools
needed to master a software package are prepared by the
software vender [11].

C. Problems to solve

The countermeasure described in Section 2-B is implemented
to prevent performance problems. And, these techniques have
achieved positive results. However, it is difficult to evaluate
and analyze performance comprehensively. Because, the
parameters that control the system increase, and the
combinations of the processing that attains performance
become huge. In this paper, we focus on model checking from
the viewpoint of comprehension. Also, we apply it to
performance exploring.

Not so many studies have applied the model checking of
performance to actual product development. Specifically,
model checking has not been applied to performance
exploring, so it is hard to say how effective model checking is.
Moreover creating a new model for performance verification
in addition to the usual development greatly burdens
developers. Furthermore, to reuse old product code, it is
necessary to create a performance verification model that also
includes the past code. This recurrent work also becomes a big
burden. To reduce the above burdens, man hours for
performance verification modeling must also be reduced.

As a result of the above issues, the problem to solve is as
follows.

Problem to solve: Enable performance exploring of
complicated systems with advanced features.

To solve the above problem by model checking, we first do
the following.
e Establish a method for applying model checking to
performance exploring

o Develop an efficient performance modeling method

I11. PERFORMANCE EXPLORING USING PARAMETER
DEVELOPMENT AND PERFORMANCE VERIFICATION MODELING
REUSING PRODUCT CODE

There are various types of performance, such as execution
time and throughput. In this paper, we define execution time
as performance.

A. Outline of proposed method

Many modeling languages exist for design and verification.
Modeling languages for design include UML, and modeling
languages for verification include model checking such as
PROMELA [20]. Furthermore, there are two types of
language for verification. One is for functional verification
such as PROMELA, and the other is for verification for real
time systems such as UPPAAL [6]. In this paper, our target is
a modeling language for functional verification such as
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PROMELA. Because model checking is used, comprehensive
verification is attained. Additionally, by applying model
checking, performance exploring is achieved. From the above,
we propose the following two methods.
1) Easy performance exploring
deployment code

using parameter

2) Performance verification modeling reusing product
code

By method 1), we can apply model checking to performance
exploring. Performance exploring is realized using the
comprehensive verification mechanism of model checking.
Moreover, by method 2), we can develop an efficient
performance modeling method. We use the C code embedded
function of PROMELA for performance verification modeling.
Specifically, costs are reduced by using actual product C code
instead of new modeling by PROMELA. Here, FeaVer, which
generates the PROMELA model from the C code, exists as
related research. However, FeaVer is not a performance
verification model but only a functional verification model [9].

Moreover, we explain how to verify HDD performance using
PROMELA/SPIN not aimed at real-time verification, unlike
UPPAAL.

B. Performance exploring using parameter deployment code

In case that there are some parameters affecting to system

performance, to find a set of the parameters to achieve
required performance, performance exploring of the
parameters needed to repeat until adequate set was found.
We propose a parameter exploring method for performance to
let a model checker, like SPIN. For example, in selecting
cache size, we want to choose the smallest cache that satisfies
the target performance. In this case, after the cache size is
changed, many tests must be performed and results evaluated.
When a tester uses a simulation program, the program
evaluates by creating a script as shown in Figure 1. In Figure 1,
the caches sizes in the second line (4, 8, 16, 32, and 64MB)
are inputted to the cache_simlator program, and all patterns
are executed to calculate execution time.

1 #!/bin/sh

2 for CACHE in4 8 16 32 64
3do
4./cache_simulator
result$CACHE.txt
5 done

workload_cmd_data.csv  $CACHE >

Figure 1. Wrapping program
By using a model checking technique, SPIN deploys
parameters for exploring. Furthermore, the machine was
checked to see whether verification conditions were satisfied.
To evaluate cache size, as shown in Figure 2, all cache sizes
that can be taken in “if” sentences must be described. By this
description, the verification machine (SPIN) verifies by
exploring using all parameters. Thereby, to create a script as
shown in Figure 1, performance test using an actual machine,
analysis of the result log, etc. become unnecessary, and

performance exploring efficiency improves.
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1

2 :: CacheSize MB =4
3 :: CacheSize_MB =8
4 :: CacheSize_MB = 16
5 :: CacheSize_MB =32
6 :: CacheSize_MB =64
7

Figure 2. Parameter deployment sample

C. Performance verification modeling reusing product code

1) Reuse of whole processing

The part that does not contain the conditional branch that
influences performance reuses the original C code. The only
thing necessary is to surround the function of C language with
the c_code{}. An example is shown in Figure 3. In Figure 3,
the function sorts a segment’s structure by time using gsort of
libc. To apply this technique, it is necessary to check whether
the target function is processed atomically. This is because the
inside of the processing surrounded by c¢_code{} is processed
atomically by SPIN.

/1 c_code{ A
/lcompare function
int comp_segment(const void *segl,const void *seg2)

{
int Timel, Time2;
SegmentUnit *Unitl = *(SegmentUnit **)seg1;
SegmentUnit *Unit2 = *(SegmentUnit **)seg?2;

Co~NouhhwnN

Timel = Unitl->Time;
10 Time2 = Unit2->Time;
11
12 return Timel - Time2;
13 }
\14} )
Figure 3. Example of call function writing by C code
2) Modeling of the part containing conditional branch
that influences performance

In this subsection, we describe modeling the part containing
the conditional branch that influences performance. In the
proposed method, the conditional branch (if, while, etc.),
which has influence on performance need to be converted to
conditional branch of PROMELA, and about expression of the
condition, the original C code need to be surrounded with the
c_expr{}.

Figure 4 shows the original C code of the conditional branch,
and Figure 5 shows an example in which it is PROMELA-ized.
The control structure of C language can be mostly used by
PROMELA: “if” sentence, “while” sentence, etc. Thus, we
use it as shown in Figure 5.

1 if(LRUDumpTime ==0){
2 SystemTime += Timelnterval;

3 Jelse{
4 SystemTime += LRUDumpTime;
5 LRUDumpTime =0; }

Figure 4. Example of original C code
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=)

~

2 ::c_expr{ LRUDumpTime == 0} ->

3 c_code{

4 Pcache_main->SystemTime += Timelnterval;

5 %

6 :else ->

7 c_code{

8 Pcache_main->SystemTime = += LRUDumpTime;
9 LRUDumpTime =0;

10 }

11 fi;

Figure 5. Example of PROMELA model
For example, when the “if” sentence shown in Figure 4 is
written by PROMELA, the whole code is surrounded by “if”
and “fi” like in the first and eleventh lines in Figure. 5.
Conditional sentences are written like the second and sixth
lines. Moreover, we need the cross-reference of the variable
declared within the model of the PROMELA portion and the
variable declared in the C code portion. In this paper, the
variable declared within the model of PROMELA is updated
by the C code side and then used for PROMELA model
control. For example, the fourth line in Figure 5 is equivalent
to this processing. In this case, the variable “SystemTime”
declared by PROMELA is updated by the C code side. If
SPIN can be distinguished in the variable of the PROMELA
process, SPIN cannot be renewed. In this case, “Pcache_main”
describes the PROMELA process information. P represents a
process, and cache_main represents the process name. By
following this notation, SPIN can execute a hame resolution

so that an applicable variable can be referred to.

IVV. HARD DISK DRIVE CACHE EMULATION PROGLAM AND
ANALYSIS RESULT

In this section, we describe the analysis results for applying
the technique of performance verification and exploring
described in Section 3 to a HDD cache emulation program.
Moreover, we describe the application of the technique using
the analysis results.

Therefore, first, we describe the HDD cache emulation
program used this time. Next, we describe the analysis results
of the cache emulation program. Furthermore, we describe the
modeling of reusing actual cache emulation program code.
Finally, we evaluate the created model’s validity.

A. HDD outline

Here, we describe performance verification of the cache
function of HDD. The performance of HDD is influenced by
the frequency of drive access. For example, while the drive
head attainment time (seek time + wait time of revolution) is
16.53msec in the drive of 7200rpm, cache memory control
processing needs W sec order. This proves that time of drive
access is dominant in the 1/O time of HDD [10]. From this,
HDD is equipped with the cache function to hold the accessed
data in a memory in order to reduce the number of disk
accesses. The utilization efficiency of the cache is improved,
and the whole performance is demonstrated.
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In this study, we explore and verify the performance of this
cache function using model checking and show the results.

Moreover, for the processing time of a drive portion, a value
is returned using the time it takes on the average to make data
size uniform.

1)  Composition of HDD and cache memory

The composition of HDD is shown Figure 6. HDD consists
of software, represented by firmware (FW), and hardware,
represented by the I/F controller, memory, disk drive, and
other controllers.

Next, we explain the processing flow using write processing.
First, the HDD receives a host command (workload data) from
the I/F controller. Second, the I/F controller sends a command
to FW. Third, the FW’s cache controller module checks
whether writable cache area remains. If it does not, the data on
cache is written to the disk drive using a memory controller
and drive controller, thus opening up writable space on the
cache. Fourth, after writing, new command data is written on
cache memory by FW.

HDD

Host I/FJ

work contraller controller
load T
CPU

»

F 9

1] Cache Drive

controller || comtroller

Figure 6. HDD Overview
2)  Verification targets

In this paper, we verify the performance of the cache
function. Here, performance is defined as execution time.
Based on the above definition, our verified targets define the
time from the head command being accepted to the tail
command being accepted.

Next, in the future, we plan to use verification results of
actual product development. Hence, we plan to make time
accuracy of verification results equivalent to the actual system.
Therefore, we do not abstract time accuracy.

In this paper, we chose only write processing as the modeling
target.

3) Parameters used for cache emulation
Here, we use parameters equivalent to an emulation program.
These parameters’ information is shown in Table I.

TABLE |. PARAMETERS FOR EVALUATION

Parameter Meaning
Rotational speed Revolution per minute
Sector Size Subdivision area size of a track
(512 or 4096 byte)
Cache Size Total cache size

Average seek time
Max segment count

Head moving time to target
Subdivision area count of Cache
memory

Max sector count per track

Max sector count
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B. Cache emulation program

Cache processing outlines shown in Figure 7. Before Step 1,
the cache program is checked to see if a command has arrived.
If it has, cache program is checked to see if it still has easy-to-
output data (Step 1). If it does, the cache program transfers the
data from cache to a disk drive and opens up writable space in
cache (Step 2). If it does not, cache receives a command from
the I/F controller (Step 3). Next, the cache program judges
whether the new caches used are to be bigger than cache
capacity or not (Step 4). If cache overflows, the data chosen
by the cache program using a policy (ex: LRU) is written to
the disk drive (Step 5). After that, the cache program transfers
the data held by I/F to cache memory (Step 6).

ata, easily puf
out remains in

Yes

Make space in cache
[Transfer data: cache->DiskDrive)

“Step2 |

I/F has
receive
ommand]s,

Will cache
averflow?

Make space in cache
(Transfer data: cache->DiskDrive)

Step5

f———
Stepﬁ'l— Transfer data: I/F->cache |

|
Figure 7. Cache processing outline

On the basis of the above process and in accordance with the
modeling plan shown in Section 4-A, we created a verification
model written in PROMELA from cache emulation program.
Figure 8 shows the state transition diagram of cache emulation
program with the object of performance modeling. The
emulation program modeling this time does not have a host
portion. The module of Host I/F reads the workload file and
carries out emulation of cache.

Moreover, to calculate drive access time, we did not use an
actual HDD. We use the virtual model that calculates average
drive access time in this report.

States of the state transition diagram are as follows. The
correspondence state in Figure 7 is shown inside of [].
q0: Workload check [before stepl]

gl: Segment count check [stepl]

g2: Create drive access list using cache data [stepl]
g3: Judge existing access list [step1]

g4: Calculate drive access time and clear cache [step2]
g5: Check exist any drive access [step2]

g6: Set lapsed time by drive access [step2]

q7: Set interval time [before step3]

g8: Update system time [before step3]

q9: Obtain commands within update time [step3]
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q10: Create new segment [step4]

g11: Modify hit segment [step4]

ql12: Check cache size [step4]

q13: Decide destage segment [step5]

g14: Calculate drive access time and clear cache [step5]

q15: Transfer data from I/F to cache [step6]

ql16: Finish

Next, we explain the flow of processing using Figure 8. When
workload processing starts, the processing changes to qo:
Workload check state. Then, the number of remaining
commands of the workload is checked. If there are any
remaining commands, the processing will change to g1, and if
not, it will change to ql6, finish emulation, and verify
execution time. In gl: Segment count check state, segment
count (Seg) in the cache is checked and whether to output
cache contents to the drive or not is determined. If Seg > 1
(outputting cache contents to drive), processing changes to q2.
If Seg <=1 (not outputting), then processing changes to state
g5. In g2: Create drive access list using cache data state, a
drive access list is created and processing changes to g3. In
g3: Judge existing access list state, if an access list exists,
processing changes to g4. If no list exists, processing changes
to g5. In g4: Calculate drive access time and clear cache state,
drive access time is calculated and acquired from head LBA
address of the access list and the length of access data. After
this step is completed, processing changes to g5. In g5: Check
if any drive access state exists, check whether existing drive
access (at g4 or g14) exists or not. If drive access exists, then
processing changes to g6. If not, processing changes to q7. In
g6: Set lapsed time by drive access state, drive access time is
added to system lapsed time, and processing changes to g8. In
q7: Set interval time state, configured interval time is added to
system lapsed time, and processing changes to g8.

In g8: Update system time state, system time is updated using
set lapsed time. After system time is updated, processing
changes to g9. In g9: Obtain commands within update time
state, the commands arrive within the updated time. If there
are no commands, processing changes to q0. If commands
exist, a cache is judged to be a hit or miss. If a command is
judged to be a miss, processing changes to g10. If a command
is judged to be a hit, processing changes to ql11. In q10: Create
new segment state, the new segment set up information is
secured and processing changes to g12. In g11: Modify hit
segment state, the updated information on hit cache segment is
acquired and processing changes to q12. In gq12: Check cache
size state, updated cache size is judged to be bigger than the
system cache or not. If it is bigger, processing changes to q13.
If not, processing changes to g9. In ql3: Decide destage
segment state, the segment that is outputted to a disk drive or
deleted is chosen by using a scheduling algorithm (ex. LRU),
and processing changes to ql4. In gl4: Cache drive access
time and clear cache state, cache segment information and
clear segment are outputted and processing changes to q15. In
q15: Transfer data from I/F to cache state, the command data
which has reached I/F is transfer to cache. After this step is
completed, processing changes to q 12.
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Figure 8. Cache program state transition diagram
The above is processing sequence of the target cache
emulation program.

C. Analysis results of cache emulation program

This section describes the analysis result of a cache
emulation program. This time, cache performance verification
model is created reusing the existing cache emulation C
program. Therefore, we describe how to judge whether to
reuse the C program part or the new modeling part.

1) Analysis of the cache emulation program based on
the contents of verification

Based on the verification contents described in Section 4-A-2,
we analyzed the target cache emulation program. This
subsection describes the analysis of results.

As described in Section 4-A the HDD 1/O performance has
dominant disk access time. Additionally, cache processing
time does not influence system execution time. Thus, in this
verification, addition of lapsed time was limited to the drive
access part. However, the opportunity to generate drive access
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depends on command arrival time. Therefore, we decided to
calculate lapsed time on the basis of the command arrival time.
Moreover, as mentioned above, since a branch was required to
judge the existence of drive processing and a branch
accompanying command processing affected lapsed time, they
were newly modeled by PROMELA.

Next, from the above-mentioned plan, in processing that
determines the contents of drive access, only an execution
result influences drive access time, so we thought that the
process would not influence performance. Therefore, the
processing model that determines the contents of drive access
reused the cache emulation C program code. Furthermore,
cache emulation program calculates drive access time using
only access length, not an internal drive state. Thus, we chose
the processing drive portion reusing cache emulation C
program code.

From the results of the above analysis, we decided to
determine the part that reuses cache emulation C program
code and a new modeling part using PROMELA.

D. Development of performance verification model
using cache emulation program
1)  Create performance verification model

As opposed to the state transition diagram in Figure 8, on the
basis of the analysis results in Section 4-C, we decided the
part that reuses cache emulation C program code, the part that
models using PROMELA, and the part that calculates time
progress. The result is shown in Figure 9.

The parts enclosed in a dotted line reuse the existing code,
and the parts enclosed in a solid line newly create a model
using PROMELA. Time progress processing (to carry out
drive access part) is in gray.

The example of modeling in Figure 9 already appeared in
Figure 5. Figure 5 shows the same processing as the state
diagram that consists of a tri-state of g5, g6, and 7. Lines 1, 2,
6, and 11 in Figure 5 show the same processing as g5. Lines 3
to 5 in Figure 5 show the same processing as q7. Lines 7 to 10
in Figure 5 show the same processing as g6. Finally, lines 3 to
5 and lines 7 to 10 are reused by inserting them into ¢_code.
Other processing parts similarly create a model reusing C code
or using PROMELA.

E. The validity check of created model

In this section, the verification model created in Section 4-D
is verified using actual work load data. Results are described
below.

1) Workload used for verification
In this verification, we use the workload in Table II.

TABLE Il. WORKLOAD SPECIFICATIONS

Name Value
Command count 6510
Command input time range (U sec) 0~ 35529817
Start LBA range 95~1953512383
Data length (sector) 1~256

2) Parameters for verification
In this verification, we use following parameters shown in
Table 111
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Figure 9. Modeling method
TABLE Ill. HARDDISK PARAMETERS

Parameter Meaning
Rotational speed 7200 rpm
Sector Size 512 byte
Cache Size 4,8,16,32,64 MB
Average seek time 8.2 msec
Max segment count 2048
Max sector count 2048
3) PC used for verification

In this verification, we use the PC in Table IV.

TABLE IV. SPECIFICATIONS OF EXPERIMENT PC

Name Dell Precision T1500
CPU Intel(R)Core(TM)i7-860 2.8GHz
Memory 16GB DDR3 SDRAM(1066MHz)
Chip Set Intel(R) H57

4) Using verification tool
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In this verification, we use SPIN. The version of used
verification tool is SPIN 5.2.5.

F. Verification of execution time

First, we explain the verification of execution time. After the
input of the workload, the verification machine calculated
execution time and verified whether it satisfied the conditional
expression. Then, we verified whether the SystemTime for
reaching ql6: finish state in Figure 8 exceeded the
requirement value. The used verification condition is assert
(System Time < Target Time).

A [](System Time < Target Time) can also be used for the
same verification.

In the results of this verification, the trail file was outputted
when SystemTime exceeded the TargetTime. Thereby, the
execution time was verified to satisfy the target or not.

Figure 10 shows an example case in which the above

verification conditions were not satisfied.
When the cache size was 4MB and target time was 40,000,000
M sec, processing took 47,681,370 W seconds and System Time
exceeded requirement time, so a trail file was outputted
(Figure 10).

(- [O]]

LN ottty e o 0/ e v o
antlt assertion violated (SvatenTime<d0000000) (at depth 78415) =]
Epin: trail ends after 78415 steps
Hprocessmes I
784151 proc 0 (: 1nét 1) line B46 (state 2)
Zend-
78415: proc 1 (cache_main) line 809 (state 78) (invalid end state)
assert [ (SyztenTine<40000000))

lzlobal vars:
local ware proc 1 (cache main):
int DataCount : 510
int  SystemTine: 47631370 j
124084,17 99%

Figure 10. Trail file examplel
We acquired the execution results of the cache emulation
program and compared them with the verification results of
the created model.
The execution results of emulation program are shown in
Figure 11.

- [O] ]

TP HE REE FHEE JUbO-MQ) SUEOM) Resize AJLFH

takelide] [-t1500: /papers 201 37hdd_c/ best 1 D538 cab resulbd. bt B
fine name = zample_cmd_data.cav ,command count = 6510
achedize = 4194304
Final Cache 3ize = 4137984 ,3ystemlime = 47681370

takeldel 1 -41600: ~fpaper/ 201 5/hdd_c/test1023% caf resultd.ixt
fine name = zample_cmd_data.cav ,command count = 0

acheSize = $388608
Final Cache Size = 8371200 3ystemTime = 44080020
takeflide] 1 -t1500: /paper/2013/hdd_c/test1023% cat resultlB.txt
fine name = sample_cmd_data.csv ,command count = B510
acheSize = 16777
Final Cache Size = 16763904 ,SystenTime = 39385296

takeflde] 1 t1500 /paper/2013fhdd c/test10838 cat resultd2.txt
fine name = sample_cmd_data.csv ,command count = B510
achedize = 33554432
Final Cache Size = 33547264 ,SystenTime = 35b2OL6Z

takelde] 1 t1500 /paper/2013fhdd c/test10238 cat resultfd.txt
fine name = sample cmd data.csv ,command count = 6510

achedize = 67108564
Final Cache Size = bb00BBIE ,SystenTime = 35530000
takeldel 1 -1500: "/ paper/ 2013/ hdd_c/text 10233

-
Figure 11. Result of emulation program

The file named result*.txt in Figure 11 is an execution result
of an emulation program. The applicable numerical value at *
shows the cache size. The result of Figure 10 and the result in
cache size equals 4MB of Figure 11 are equivalent. All the
results in Figure 11 became equal when a model is executed
using the same conditions. From this, the created model was
judged to have behavior equivalent to that of an emulation
program from this result. As mentioned above, in this research,
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the created model was judged to be executed the same as an
emulation program. Therefore, the created model is thought to
be appropriate.

V. DISCUSSION

A. Source code reuse ratio and evaluation

In this paper, we attempted to create a model more efficient
than the newly made model by reusing C source code. Then,
we analyzed the ratio of the reused number of C codes close to
the number of codes of the model.

The results of analysis are shown in Table V.

TABLE V. RESULTS OF CODE REUSE ANALYSIS

Name Value
Model LOC 627 (comment lines are excluded)
Cache C code LOC 605 (comment lines are excluded)
C Line in model 363 (Number of C codes (reuse codes) in a
model
Reuse rate 57.89% (vs. Model LOC)
Reuse rate 60.00% (vs. Cache C code)

In the results, 60% of original source codes were reused.
Moreover, the reuse ratio of the cache C code to a model
became 57.89%.

B. Performance exploring using model checking

Next, we show the results of performance exploring using
model checking. We used the same verification conditions as
described in IV-F and the code shown in Figure 5, which
distributes the cache sizes of 4, 8, 16, 32, and 64MB.

The target time was 40,000,000 p sec like in Section 4-F, and
we carried out performance exploring. In addition, this
exploring was completed just to run the program once the pan
file that the SPIN generated was executed. Creation of a
program as shown in Figure 1 is unnecessary.

The results are shown in Figure 12. These results show that
two cache sizes cannot fulfill the conditions, abnormalities
occur, and a trail file is generated.

(O[]

L T T =ty | ) B O v = N

acheSize - MB = 4194304 =
WS Svstem Time = 47681370

an 117 aszertion violated (SyetenTime<d0000000) (at depth 78414)

an: wrote cache_main_1022.pmll . trail

acheSlze KB = 8383608
LERe] Syetem Time = 44080020
an wrote cache_main_1022.pml 2. trail

achedize MB = 18777216
BiiH$33  System Time = 39885296

achedize MB = 33554432
Pittesd  System Time = 36529562

acheSize MB = B7108864
fiffddd  System Time = 35630000

(Spin Vers%}on 5.2.5 —- 17 heril 2010)

artial Order Reduction

Full statespace search for:
never claim - (none specified)
agsertion violations +
cvele checks - (disabled by -DSAFETY)
invalid end states +

tate-vector 92 byte, depth reached 401788, errors:

93080Z states, stored

18 states, matched
930820 transzitions (= stored+matched)
atomic steps

ash conflictz: 207476 (rezolved)
tats on memory usase (in Mesabytes):
108,522 equivalent memory uzage for states (stored*(State-vector + overhead))
463,678 actual memory usage for states (unsuccessful compression: 304.68%)
gtate-vector as stored = 1058 byte + 28 brte overhead
memory used for hash table (-wl9)
memory used for DFS stack (- m20000000)
other (proc_and chan stacks
total actual memory usase

4.000
915.527
74142
1907348

4.1 Fare | ﬂ
Figure 12. Results of performance exploring

Copyright (c) IARIA, 2015. ISBN: 978-1-61208-438-1

The first pan file has the same contents as Figure 10, so an
explanation is omitted. The results of having read the second
pan file are shown in Figure 13. As Figure 12 shows, when
cache size was 8MB, execution time became 44,080,020 p sec,
which did not satisfy verification formula. In the verification
and results in Figure 11, when cache size was less than 8MB,
verification showed that target performance could not be

attained. It also turned out that 16MB attains target
performance with the smallest cache capacity.
IS [=]
FIIET dmalE)  eroEL o0 Ty TH TN Resize LT
an:l: agzertion violated (SystemTime<40000000) (at depth 875910 =

pin trail ends after 87591 steps
procezzes £
875911 proc 0 (linit!] line 683 (state 2)
b
87591: proc 1 (cache main) line B4B (state 78) (invalid end state)
azzert ((Srst enTime<40000000))
lobal wars:
local vars proc 1 (cache_main):
int DataCount :
int Svstemlime:

6610
44080020 :|
141075, 8 9% =

Figure 13. Trail example 2
As mentioned above, in model checking, parameters are
explored by using the code for parameter deployment, the
code for selection of an algorithm is similarly embedded, and
a user becomes able to optimize performance easily.

VI. CONCLUSION AND FUTURE WORK

In this paper, to enable performance exploring for embedded
computer systems, which acquire more advanced features and
become more complicated every year, we decided to achieve
the following objectives for model checking.

e Establish a method for applying model
performance exploring

checking to

o Develop an efficient performance modeling method

To meet the above objectives, we proposed the following
two methods.

1) Easy performance
deployment code

2) Performance verification modeling reusing product
code

Moreover, the proposed techniques were applied to a HDD
cache emulation program, and we verified whether processing
could be completed within a target time and confirmed its
validity.

Furthermore, we embedded parameter deployment code to
create a performance verification model and achieved
performance exploring, and then we the determined that
minimum cache capacity required processing was completed
within the target time. We also showed that 57.89% of cache
emulation program codes were reused to create the new
performance verification model. From these results, we
validated the proposed technique.

For future work, we need to evaluate whether the proposed
technique reduces the man hours in an actual product
development.

Moreover, although reuse of code was considered to improve
the efficiency of modeling this time, the used part of code will
be processed atomically. From the characteristic of HDD,
since the criterion of judgment of atomizing was created, it is
necessary to also examine the criterion of judgment in the case
of applying the proposed technique to other products.

exploring using parameter
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Finally, the performance was defined as execution time and
verified in this paper. However, since the throughput is
similarly important as an index of performance, it will need to
be considered too.
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Abstract—Defect prediction requires intensive effort and includes
operations which are focused on reducing the cost of software
development. These operations involving the use of machine
learning algorithms could produce wrong results originated from
skewed or missing data. In order to increase the success rate of
predictors, defect data sets are either pruned or duplicated. To
address this problem, we observe the effects of the derivation
of low level metrics using statistical methods in prediction
performance. The performance of predictions are evaluated using
10-fold cross-validation on each data set. Experimental results
obtained by using 15 data sets show that naive Bayes classifier
improved values of Area Under the Curve (AUC) with the rate
of 0,1 in average.

Keywords—Defect prediction; Low level metrics; Metric deriva-
tion

I. INTRODUCTION

Properties of software codes vary depending on develop-
ment processes, functional goals, and development constraints
[1]1[2]. In order to comprehend this variety in depth, we should
examine software behaviours and tendencies, in which ver-
sions of software changes, along with specific software metric
models [3][4][5]. Developers need metric tables to advance
their understanding of how software changes across it’s newer
versions [6]. The standards, which were developed by McCabe
and Halstead, are widely used ones while generating software
metric tables [7][8]. These standards do not require an in-
depth analysis in the structure of codes; however, the model
presented by McCabe is more suitable than the others in the
design level [9].

Metric tables of software components have a property that
indicates the defect-proneness of software. Thanks to this
property, a defect prediction can be conducted on the basis
of binary classification. However, each data set has potential
problems caused by noise or repeated data points that this
issue reduces the success of prediction [10]. One of the mostly
known problems in defect prediction is class-imbalanced data
sets. In such cases, defects are generally intensified on specific
parts of software so that the reliability of the prediction is not
as desired. In this respect, it is rather difficult to determine
a general bias about the software modules [11]. We have
two ways to cope with class-imbalance: undersampling, and

Copyright (c) IARIA, 2015. ISBN: 978-1-61208-438-1

azengin@sakarya.edu.tr

oversampling. Although undersampling is an efficient method,
it causes the hiding of useful data. Likewise, oversampling
may cause an unrealistic increase in the success of learning
[12], [13][14].

In this study, we investigate metric derivation methods and
its effects on defect prediction. Defect data sets consist of
15 data sets including NASA metrics data program (NASA
MDP) and Softlab. The common feature of these data sets is
that they were generated using McCabe & Halstead metrics.
After adding some metrics to the data sets such as character
count (cCount) and class size (cS), the variation recorded
on the performance parameters such as accuracy and AUC
was observed. Moreover, the relationship between low level
and other metrics was strived for the exploration. The results
obtained from the experiment show that the proposed method
increased the success of prediction on 15 data sets in general.

The rest of the paper is organized as follows. Section
2 provides a background describing the relevant terms and
approaches. Related works are mentioned in Section 3 and this
section also discusses the distinctive aspect of our work when
it is compared to similar works. The proposed approach is in
Section 4. The results, we have obtained so far, are explained
in Section 5. The novelty and the contribution of the paper are
presented in Section 6.

II. BACKGROUND

Two types of learning are used in defect prediction: super-
vised and unsupervised learning. Supervised learning is the
most commonly used technique [15][16]. It includes SMYV,
ANN, decision trees etc.. Although unsupervised learning does
not requie a labelling on training data, supervised learning
analyzes the data only labeled. Researchers generally want
to see which supervised learning techniques are suitable for
defect data sets to be predicted. Learning techniques also called
predictors are to predict defect-proneness of modules for the
next version of software.

Properties of code are prepared using a particular mea-
suring standard namely metrics [17]. Even though researches
published in last five years are focused on process metrics that
yielded promising results [18][19], code metrics have some
gaps that are worthy to explore [20][21]. One of them is

40



ICSEA 2015 : The Tenth International Conference on Software Engineering Advances

the reliability of defect data sets. As the defect data sets are
generally prepared by combining all related developer’s com-
ments, they may have missing or noisy data points. In order to
cope with this problem, the data are re-sampled or reduced by
using particular preprocessing techniques. SMOTE is one of
the widely used sampling strategy for defect prediction [22].
However it is sensible to combine a sample reduction method
with an over-sampling technique [23].

III. RELATED WORKS

One of the leading fields to explore static code properties
is machine learning. Menzies et al.’s work, published in 2007,
is a much cited work in this field [24]. This work stressed that
the type of the metric set is more important than the selected
predictor in the success of precision. The promising result of
this work is that Bayes classifier showed better performance
than J48 with the rate of 71%. Likewise, we have taken naive
Bayes among performance measurement algorithms.

The framework developed by Song et al. showed that every
data set may not be suitable for every prediction model [25].
This especially changes depending on the type of the data set.
Using this result we can say that every learning method is
not suitable for every defect data set. A two-phase prediction
model was developed in Kim and Kim’s work [26], the reports
considered as eligible were eliminated in the first phase and
the prediction accuracy was obtained as 70%. This work also
proved the importance of preprocessing in defect data sets.

One of the works which used NASA MDP data sets is
Gray et al.’s work [27]. This work, especially focused on data
cleansing, removed some properties of the metrics obtained
from 13 data sets to be suitable for binary classification.
Missing values were assigned to zero. The first of these results
is that used data sets should be extended. Thus, we can
determine whether the repeated data points are in general.
Second, low level metrics should be used to detect repeated
data. Third is the presence of the issues caused by the repeated
data.

The studies above all use static code metrics to build a
proper prediction model. However, the most relevant work to
ours is Gray et al’s work which is explained in the preceding
paragraph. This work and our work have similarities: they
use the same experimental data sets and have claimed the
importance of the use of low level metrics.

IV. PROPOSED APPROACH

NASA MDP and SOFTLAB data sets consisting of metric
values that range from 21 to 40. Tests including ANOVA, t-
test, and chi-square unveiled the relationship between character
count and LOC (number of lines of code) as below:

cCount ~= lCode * 30. (1)

Lorenz and Kidd presented object-oriented metric tables [28].
The main reason why object-oriented metrics are widely used
is that such metrics are the best indicator of system reliability at
design level [29]. ¢S is also a low level metric but it is not avail-
able in the data sets of NASA MDP and SOFTLAB (CS=total
number of operations+ number the attributes) [28]. In order
to explore the relationships of defects, Linear and Multiple
Regression analyses were used. If the binary-dependencies of
the metrics are desired to be extracted, Linear Regression is
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a convenient method. This method assumes that relations be-
tween variables can explained through a linear model [30][31].
Also our approach is to unveil the linear relationships between
defect data set values. Given a dependent variable as y-f(x),
the assumption having independent variable(x) emerges as
y=ax+b. This is called as Curve Fitting [32]. The aim of this
process is to find the most suitable a and b variables for f(x).
As the value of R? closes to the one, a rather suitable curve
is obtained. If e; is regarded as error term, the formula is
€; = Yi,measured — Yi,model- W€ aim at minimizing .S, in the
formula of S, = Y7 (e;)?. Linear and nonlinear distribution
samples are seen in Figure 1 and Figure 2. The more function
curve fits the real data, including large samples up to the count
of 17186, the more accurate model is obtained.

If f(x) linear function is to be expressed with more than
one independent variable, Multiple Linear Regression is used.
For two variables, we have:

fx) =b+ apz1 + arx2 2

Our approach can be summarized as follows: 1. The extraction

f(x)=ax+b

A

»
>

Figure 1. Curve Fitting (Linear).

——data
---. 2nd order
3nd order

Figure 2. Nonlinear distribution.

of characteristic properties of software defect data sets and
exploring required models. 2. The derivation of new low level
metrics regarding defect data sets and adding to the data sets.
3. The comparison of data sets including low level metrics
with preceding situation.

V. RESULTS

cCount and cS are obtained by using the relationships of
data. To test the use of low level metric, we have used 15
data sets including NASA MDP and SOFTLAB. These data
sets belong to software projects developed using C, C++, and
Java programming languages. The data sets have some metrics
range from 21 to 40 including large samples up to the count
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of 17186. Data sets, having skewed samples at a certain ratio,
comprise 25 missing values. The experimental study has been
tested by using the framework we have been developing. This
framework is able to generate over the given codes and drives
defect prediction with defect prediction algorithms.

The regression analysis results between class size and the
other three metrics are illustrated in Figure 3. According to
these results, a formula y = 0, 52442 — 14,679, R? = 0, 9453
has been found using cS-comment_loc. R? is close to one
that verifies the consistency of the equation. When it comes to
the relation of CS-Executable_loc, an equation is obtained as
y = 9,5518In(x) — 34,278, R? = 0,523. On the other hand,
the effects of Code_and_comment_loc and unique_operand are
close to the zero.
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70,00 *
s 60,00 s 4
- 00,00 7
» { @ comment_loc
@ | 50,00 g
@ *? M code_and_comment_loc
S| 4000
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Figure 3. Relations between Class Size and other metrics.

Before the prediction, definitions including defect-prone
or not-defect-prone property of software modules should be
prepared. If a module does not include any defect and rightly
biased then it is labeled as TN. In such cases if the module is
wrongly biased then it is labeled as FP. If any module including
defects is wrongly biased, labeled as FN. Last, if the bias and
the prediction is the same for a defect-prone module, it is
labeled as TP. Using these parameters, a table confusion matrix
is organized as in Table 1. The success of the proposed method
is compared to the others by benefiting the formulas defined
in Listing 3.

TABLE I. CONFUSION MATRIX

PREDICTED
nfp | fp
[ nfp | TN | FP
[fp [FN [ TP

REAL

Precision =TP/(TP + FP), Recall = TP/(TP + FN)
3)

TPR = (TP/TP+FN)x100%, FPR = (FP/FP+TN)%100%

“)
Accuracy =TP+TN/(TP+ FP+FN+TN) (5)

Four classifiers including naive Bayes, Bayes, Random Forest
and J48 have been used for the experiment. 10 fold cross-
validation has been used along with 10 iteration. One of the
evaluation parameters is AUC that is the indicator of the
probability of false alarm versus the probability of detection.
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42



ICSEA 2015 : The Tenth International Conference on Software Engineering Advances

On 15 data sets naive Bayes increased the AUC values in
general with the rate of 0.1. Figure 4-Figure 7 show some
results that explain the successes of the predictors both before
the use of low level metrics and after. First, naive Bayes and
RandomForest have increased the success of the prediction in
all data sets except for the pcl. Second, Bayes has produced
worse results than the other algorithms. Last, while the success
of J48 on jml data set has been reduced, successes of the
other algorithms have been increased. Figure 8 and 9 show
the AUC values that measures testing reliability. Having low
level metrics, remarkable improvement has been achieved on
testing set as seen in Figure 9.
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Figure 9. AUC values after preprocessing.

VI. CONCLUSION

Here, we want to discuss the use of low level metrics in
defect prediction and present our approach based on least-
square using metric relationships. Thus, extracting mathemat-
ical models of the metrics has raised some bias. The first
results showed that the use of low level metrics has achieved
an unprecedented success in NASA MDP and SOFTLAB data
sets.

Low level metrics help us to better understand the details of
software systems. However, the success of learning algorithms
may not be improved with increasing count of the metrics at
steady state. Furthermore, skewness of data sets should be fixed
by exposing all data to a preprocessing. To gain better insight,
we should develop a preprocessing algorithm which uses some
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tests such as ANOVA, t-test, and chi-square. In addition, the
software, in which data sets are extracted, are coded by using
various languages including C, C++, and Java. Therefore, the
types of coding should be considered during the extension of
metric tables.

The contributions of this paper can be summarized as
follows: (i) proposed method for deriving low level metrics
could shed new light to researchers in terms of valuable data
sets that are not publicly available. (ii) metric relations change
depending on the type of coding as in the range of ar3-pcl
coded with C programming language. (iii) using few samples
does not produce consistent results such as ar3 data set having
64 samples.

Our current approach has been merely tried on NASA MDP
and SOFTLAB data sets. Therefore, one of the purposes which
will extend this study is the testing of the approach on other
publicly available data sets. An important issue that could arise
during the experiment is the ambiguous effects of repeated data
points. In this respect, our future work aims to investigate the
contribution of the low level metric in the detection of repeated
data.
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Abstract— Over the last decade, many firms in the world have
started adopting Global Software Development (GSD) in order
to reduce software development cost, and access to qualified
resources and modern technology. Due to the rapid
development of ICTs, the GSD has become an acceptable
business strategy with several paradigms. One of the rising
business paradigms of GSD is Offshore Software Development
Outsourcing (OSDO). The objective of this research is to
provide mitigation advice for addressing communication and
coordination challenges from vendors' perspectives in OSDO
relationships. We have performed systematic literature review
(SLR) process for identifying the practices/solutions for these
challenges. We have identified 65 practices for addressing
these challenges. This paper can help the OSDO vendor
organizations to use the identified practices in order to address
the communication and coordination challenges in OSDO
relationships.

Keywords—Global Software Development; Software
Outsourcing; Communication and Coordination challenges and
its Solutions/Practices; SLR

. INTRODUCTION

Many software development companies from the last
decade have been trying to enhance their business profits by
improving the time-to-market of their products, reducing
costs by hiring people from countries with cheaper work-
hours. These days, a large number of software development
projects are distributed at many different sites and normally
located in different countries. This distributed setting of
managing a software project is termed as Global Software
Development (GSD) and the discipline is termed as Global
Software Engineering (GSE) [1]. One of the rising business
paradigms of global software development is Offshore
Software Development Outsourcing (OSDO) [2]. OSDO
represents the practices of holding an outside party to carry
out software development work/processes in a state/country
other than the one where the products or services are
actually developed [3]. Today many software organizations
have turned to software outsourcing to get economic cost
advantages [4]. Over the last decade outsourcing functions
gain competitive advantages due to different reasons, such
as the drastic growth in the ICTs market and shortage of
information system professionals [4]. In addition, China and
India have made the OSDO a reality due to the presence of
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qualified persons, the availability of resources, skills and
better business and economic environment [4].

However, several researchers [5]-[6] recommended that
increased globalization of software development creates
challenges due to cultural differences, time zone differences,
lack of trust, language differences, geographical distance
and diversity of communication and coordination. Ali-Babar
et al. [7] suggested that the main stumbling block to OSDO
is the geographical dispersion. The two major pillars and the
backbone of successful OSDO activities are the
communication and coordination processes, but it can be
hampering due to geographical dispersion, cultural and
language differences [8]. The lack of face-to-face meetings
is one of the challenges and it affects the process of OSDO
[9].

In OSDO relationship, Khan et al. [10] identified various
critical challenges faced by vendor organizations. In these
challenges, communication and coordination is a critical
challenge to vendors in OSDO. Our prior research identified
a list of 18 communication and coordination challenges
faced by vendors in OSDO relationships [5]. Amongst the
identified list of challenges 6 were marked as critical
challenges. These identified critical challenges are:
‘Geographical ~ Dispersion’,  ‘Cultural  Differences’,
‘Language Differences’, ‘Lack of Credence’, ‘Lack of
ICT/Technological Cohesion’ and ‘Lack of Informal/ Face-
to-Face Communication’ [5].

It is also important to provide mitigation advice in the
form of practices for the identified critical challenges as this
will help organizations facing these challenges. For this
reason, we conducted a SLR process for finding the
practices for addressing the aforementioned critical
communication and coordination challenges in OSDO
outsourcing relationships form vendor’s perspectives.

We have formulated the following research question in

order to understand the practices/solutions  for
communication and coordination challenges in OSDO
relationships.
RQ. What are the solutions/practices, as identified in the
literature, for addressing communication and coordination
challenges in OSDO relationships from vendors'
perspective?
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The structure of the paper is organized as follows:
Section Il explains the background. Section Il explains the
research methodology. Results are presented in Section IV.
Study limitations are discussed in Section V. Conclusion
and future works are presented in Section V1.

I1. BACKGROUND

In software outsourcing paradigm, various challenges and
hurdles are faced by wvendor organizations. Different
researchers and practitioners have conducted case studies,
questionnaire surveys, focus group sessions, interviews and
literature reviews to dig out various aspects of the OSDO
relationship.

Alberto Avritzer et al. [11] conducted a case study and
suggested that geographic dispersion in global software
engineering can be reduced by organizing face to face
meetings, effective time management among the team
members and “hands-on and Shake-off session”, providing
possibilities of synchronous communication, giving support
for video conference at all sites and also giving suitable
selection of communication tools. Cultural differences in
OSDO can be reduced by providing the facilities of face to
face meeting, cultural training, adopt low-context
communication style, cultural liaison/Ambassador and
reduce interaction between team from different cultures
[12]. The problems of cultural differences can also be
mitigated by adapting agile and scrum methods [13].
Similarly the temporal distance in offshore outsourcing can
be reduced by establishing a bridging team, relocate to
adjacent time zone, adopt and follow the sun development,
using appropriate and advance technology, such as ICT,
audio and video conferencing, instant messaging, online
chat, email, web came and mobile alerts [11].

We can reduce the lack of trust in global software
development by managing efficient  outsourcing
relationships, establishment  of an appropriate
communication and infrastructure, to encourage effective
communication through the adaptation of tools and
techniques and promotion of informal communication [12].
The probable solutions of language differences in global
software development are composed of translating policies
and practices into local languages and by putting emphasis
on spoken language skills [14].

The lack of ICT or technological cohesion in global
software development can be reduced by using proper
communication technologies or tools, such as, internet,
video conferencing, data conferencing, teleconferencing,
telephone calls, chats, emails, instant messaging, shared
databases, Wikis, shared desk top technology, net meeting,
change management system, virtual whiteboards, photo
gallery, team Intranet websites, electronic meeting systems,
voicemail, CAMEL, NEXTMOVE, TAMRI, Dropbox,
Mendeley, IRC and Skype etc [15]. Lack of face-to-face or
informal communication problems in OSDO relationship
can be reduced by provision of multiple communication
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mode counting support to face-to-face synchronous
communication, creation of communication protocols, to
promote informal interactions, to apply agile practices
(SCRUM), to deploy knowledge transfer mechanisms [16].

By using SLR for identifying the practices/solutions for
communication and coordination challenges in OSDO
relationships from a vendor's perspective will confine the
missing communication and coordination practices in
OSDO relationship. The novelty of our research shows that
nobody has conducted SLR in this domain to find out
practices for addressing communication and coordination
challenges faced to vendors in OSDO relationships. The
findings will assist OSDO vendor organizations to adopt the
identified practices in order to avoid/mitigate the
communication and coordination challenges in OSDO
relationships.

1. RESEARCH METHODOLOGY

A SLR [17] process was used for data collection,
because it is more thorough, less biased, rigorous and open
as compared to ordinary literature review [17]. In finding,
evaluating and summarizing all available evidences on a
specific research question, a systematic review may provide
a greater level of validity in its findings than ordinary
literature review. A number of researchers [5][18] have used
the SLR approach for reviewing the literature. Protocol
development is the first phase of the SLR process and it
describes planning of the review. In this connection, a
systematic review protocol was written first to describe the
plan for the review. Details of the various steps in our SLR
methodology are available in our SLR protocol [18].

A. Search the Literature

Based on the available access, the digital libraries IEEE
Explore, ScienceDirect, ACM Digital Library, SpringerLink
and CiteSeer were used to carry out the search phase of the
SLR. We used the following search string as a trial search:

((Solutions OR practices OR "best practice” OR "lessons

learned® OR Advice) AND ("communication and
coordination problems" OR " communication and
coordination challenges” OR " communication and

coordination norms” OR " communication and coordination
barriers" OR " communication and coordination risks")
AND ("offshore software outsourcing” OR "information
systems outsourcing” OR "IS outsourcing” OR "IT
outsourcing" OR "global software development” OR GSD
OR "offshore software development outsourcing” OR
0OSDO0))

The major search string was developed and validated
after thoroughly getting information and guidance from the
trial search. Some digital libraries required different
concrete syntax for the search term; we developed the
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search string for each resource. In our study, we identify the
paper based on the publication’s type, such as conference
proceeding, databases, specific journals, technical
magazines, book chapters, technical books, web pages and
reports, etc. In Table I, we represent the final list of
resources to be searched also including their search terms
and number of publications found in each resource.

TABLE | DATA SOURCES AND SEARCH STRATEGY FOR
PRACTICES/SOLUTIONS

S. RESOUICES Total Results Primary Final
NO Found Selection Selection
1 IEEE 1424 166 39
2 Science Direct 1055 82 7
3 ACM 925 114 2
4 Springer Link 347 80 10
5 Cite Seer 500 29 4
Total 4251 471 62

We have selected these resources based on our previous
SLRs [5][20] experiences and discussions with our
colleagues at the University.

B. Literature Selection

In this section, we are going to presents the criteria for
inclusion and exclusion of relevant articles.

a. Inclusion criteria

We use the following inclusion criteria for the selection
of relevant papers:

e The paper must be relevant to Computer Sciences or
Engineering research background because quality
research topics in software applications are keep
growing from time to time.

e Priority usually goes to journal and conference
published papers- that is why in our final selection the
majority of papers are journal and conference papers.

e The papers should at least contain challenges, practices

and solutions related to communication and
coordination in OSDO relationships.
e The papers should contain communication or

coordination  practices/solutions  affecting  the
continuation  or  termination  of  outsourcing
relationships.

e Studies that is relevant to outsourcing.

b. Exclusion criteria

We use the following exclusion criteria to exclude the
irrelevant papers:

e The papers not relevant to Computer Sciences or
Engineering research background.
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e The studies not relevant to the research questions.

e  The papers that are not written in English.

e Studies not mentioned the challenges/ practices/
solutions of communication or coordination in OSDO
relationships.

e Studies that contain duplicate data.

e Studies not relevant to outsourcing.

C. Publication Quality Assessment

The publication quality assessment is performed after
final selection of publications. During the selection process
of studies, some questions were asked to ensure the quality
of selected studies. The questions in Table 1l were
constructed to facilitate the studies selection process and to
ensure that only relevant papers are being selected. The
questions used in the study selection process are shown in
the Table I1.

TABLE I STUDY SELECTION PROCESS

Question Answer

Is it clear how communication or coordination
practices/solution was measured in OSDO
relationship?

Yes/No/Partially

Is it clear how the practices in the selection of

software outsourcing vendors were identified? Yes/No/Partially

By using publication quality assessment questions,
studies that are not scholarly reviewed were excluded. Only
those studies are selected that aim practices at addressing
communication and coordination challenges in OSDO
relationships. Similarly, studies that did not provide
persuasive  results in  practices for  addressing
communication and coordination challenges in the aspects
of OSDO relationships were excluded.

D. Data Extraction and Synthesis

The following data was extracted from each
publication: Date of review, Title, Authors, Reference,
Database, Practices/Solutions: factors that have a positive
impact on software development outsourcing vendors,
Methodology (interview, case study, ordinary literature
review, systematic literature review, report, survey, etc),
Target Population, Sample Population, Publication Quality
Description, Organization Type (software house, university,
research institute etc), Company size (small, medium,
large), Country/location of the Analysis and Year.

The data synthesis phase was done by the primary
reviewer (the primary author) with the help of secondary
reviewer (the co-author). After a thorough review with
external reviewer, we have identified 65 practices/solutions
from the sample of 62 papers for addressing communication
and coordination challenges.
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E. Classification of Communication and Coordination
practices/solutions

After identifying practices/solutions for addressing
communication and coordination challenging in OSDO
relationships through SLR, we classified a few
practices/solutions in different tables as shown in Section
IV. The classification of practices/solutions was based upon
the relevant practices/solutions for the identified critical
challenges in our previous research [5]. The following
criterion for the selection of critical challenges was used:

e Those challenges were considered as critical
challenges whose frequency was equal to 40% or higher
than 40%. The identified critical communication and
coordination challenges are ‘Geographical dispersion’,
‘cultural differences’, ‘language differences’ ‘lack of
technological cohesion’, '"Lack of Informal/Face-to-to face
Communication' and 'Lack of Credence".

V. RESULTS

This section presents the results of the SLR process for
finding  the practices/solutions  for  addressing
communication and coordination challenges faced by
OSDO vendors.

We identified 65 mitigation advices/practices/solutions
for addressing communication and coordination challenges
faced to OSDO vendors. SLR has been conducted in the
area of OSDO relationships for the identification of these
practices. The OSDO vendor organizations can also get help
from these practices in order to know that how they can
solve the problems of their clients. We have followed SLR
guidelines [17] for synthesizing the different practices for
the identified critical communication and coordination
challenges.

The subsequent sections present the 6 critical challenges
and their respective identified practices.

A. Geographical Dispersion

Ali-Babar et al. [7] suggested that the main stumbling
block to OSDO is the geographical dispersion. Table Il
presents the list of our identified 15 practices for addressing
the  communication and  coordination  challenge
‘Geographical Dispersion'.

TABLE Il PRACTICES FOR ADDRESSING GEOGRAPHICAL
DISPERSION

Synchronous communication, such as face-to-face
meetings, online chats, teleconferences, and web
conferences, is ideal for quick status meetings,
brainstorming sessions, and reviews. Asynchronous

2 ot oo - 47
communication, such as email, discussion forums,
and shared documents, provides a persistent record
of discussions and decisions, and don’t require
participants to be available at the same time
Shifting the working hours of both the onshore and
3 offshore teams, by adjusting direct meetings to the 23
time zones or by creating asynchronous meetings via
project managers.
4 Communicate with clients timely 23
5 | Negotiate teams working hours for Synchronicity 21
6 Create a team calendar aiding in project planning 18
7 Encourage both asynchronous and synchronous 15

communication

Establish communication guidelines, technical
8 infrastructure for information and communication, 15
for example, effective tools and work environments

Provides opportunities for synchronous interactions

9 without prior schedule definition 5

10 | Beonline or stay connected 6
Assign technical lead to each site that would be

11 | responsible to coordinate process, development and 3
schedule activities

12 | Create bridging team 2
Create roles, relationships and rules to facilitate

13 | coordination and control over geographical, temporal 2
and cultural distance

14 | Promote visits and exchanges among sites 2
Utilize the global distribution to conduct tasks ‘‘over

15 | night’’, e.g. the test of new components so that the 2

results are available on the following morning

B. Cultural Differences

Cultural differences is a critical challenge faced in the
communication and coordination processes because it can
slow down the OSDO activities [20].

TABLE IV PRACTICES FOR ADDRESSING CULTURAL
DIFFERENCES

CCCC2: Cultural Differences

CCCC1: Geographical Dispersion

Practices/Solutions for Addressing Geographical % of
S/N | Dispersion Practices
(e} via SLR
(N=62)

% of
SIN | Practices/Solutions for Addressing Cultural | Practices
0} Differences via SLR
(N=62)

Establish open communication between stakeholders

1 | through face to face meetings, instant messaging and 57
onsite visits

2 Use of online tools for online team-building if visits 49
won’t work
Avrrange training and workshops to understand both

3 client organization and people culture involved in 31
0OSDO

4 Define a cultural ambassador for the project to create 13

teams with complementary skills and cultures

Use of technology to make knowledge sharing easier
between the teams. Such as, webcams and instant

1 messaging software to improve communication and 50
coordination between the team members distributed
across multiple sites

Create close cooperation between team members
5 involved at both client and vendor side to built trust- 8
worthy relationship

Build mixed teams with memberships from different
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6 cultural backgrounds. 7
Create roles, relationships and rules to facilitate

7 coordination and control over geographical, temporal 7
and cultural distance

8 Increase project members’ domain knowledge and 5
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reduced cultural distance by using Agile Methods

9 Introduce a neutral third-party Agile coach

10 | Appoint strong leadership for each team

11 | Make visible the work progress for all stakeholders

12 | knowledge of the client’s language and culture

N (A O|for

13 Take equality and justice approach in management
activities.

Table IV presents the list of our identified 13 practices
for addressing the communication and coordination
challenge 'Cultural Differences'.

C. Lack of Credence

Several researchers [5][12][20] recommended that
increased globalization of software development creates
challenges due to cultural differences, time zone differences,
lack of trust, language differences, geographical distance
and diversity of communication and coordination.

TABLE V PRACTICES FOR ADDRESSING LACK OF CREDENCE

D. Language Differences

The two major pillars and the back of OSDO
relationships are the communication and coordination
processes, but it is not properly achieved due to several
challenges like geographical dispersion, culture, time zone
and language differences [8].

TABLE VI PRACTICES FOR ADDRESSING LANGUAGE
DIFFERENCES

CCCC3: Lack of Credence

CCCC4: Language Differences

% of
SIN | Practices/Solutions  for  Addressing  Language | Practices
0} Differences via SLR
(N=62)

Use of communication media to support a sense of
co-located and synchronous interaction by

1 . - ; 50
employing facial expressions, body language, and
speech

5 Understand the language and business culture of 12
clients

3 Encourage face-to-face meetings 10

4 Select a vendor with knowledge of the client’s 7
language

5 Review project document by a native speaker 4
Encourage team members to use standard

6 language/common language in order to avoid miss- 2
interpretation

7 Appoint team members having fluency in English 2
language

8 | Appoint language translator 2

% of
SIN Practices/Solutions for Addressing Lack of Credence Pfac“Ces
6} via SLR
(N=62)
1 Investing in building and maintaining trust and good 30
relations
Arrange frequent meetings in various forms such as
2 video conferencing, personnel rotations, and team 21
building exercises
Improve vendor’s capability such as technical,
3 managerial, and staffing capabilities as this play a 18
cardinal role in maintaining a client’s trust in an
ongoing business relationship.
4 Improve personal relationship with clients 15
5 | Promote efficient outsourcing relationship 13
6 Promote informal meetings 10
Effective and frequent communication between
7 clients and vendors at all levels of the organizational 10

hierarchy are pivotal for managing trust

Build efficient a contract and Conform to the
contract and guality of deliverables

Spending resources on reducing socio-cultural

Table VI presents the list of our identified 8 practices
for addressing the communication and coordination
challenge 'Language differences'.

E. Lack of Informal/Face-to-face Communication

Lack of face to face meetings is raised due to the parties
being widely dispersed from each other, and hence it affect
the process of OSDO [9]. Table VII presents the list of our
identified 14 practices for addressing the communication
and coordination challenge ‘Lack of Informal/Face-to-face
Communication'.

TABLE VII PRACTICES FOR ADDRESSING LACK OF
INFORMAL/FACE-TO-FACE COMMUNICATION

9 | distance by means of facilitating face-to-face 9
meetings.
Implement the contract successfully is it was signed
10 - 5
without cost overrun etc.
Have at least some people at each node who have
1 met people at peer nodes in person. This also reduces 4
the perceived geographical distance, if not the
physical. This helps promote trust and reduce fear
12 | Early and frequent delivery of working software 4
13 | Travel to client location for establishing friendly ties 4
14 | Use status (every three weeks) to signal transparency 4
15 | Run series of workshops 2
Using Scrum practices in GSD improved
16 L S 2
communication, trust, motivation and product
17 Use Trusty, a tool which was designed to support the 2

distributed software development process

Table V presents the list of our identified 17 practices
for addressing the communication and coordination
challenge 'Lack of Credence'.
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CCCCS5: Lack of Informal/Face-to-Face Communication

% of
SIN | Practices/Solutions  for  Addressing Lack of | Practices
0} Informal/Face-to-Face Communication via SLR
(N=62)

Adopt appropriate communication tools like
1 | videoconferencing, Teleconferencing, Data 52
Conferencing and Web-Based Technologies

Encourage frequent communication through latest

2 : 50
technologies
Daily exchange of the project status by technologies

3 such as, telephone calls, video conferences or emails 50
etc

4 | Create a Communication Protocol 15

5 Increase frequency of communication between team 15
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F. Lack of ICT/Technological Cohesion

Communication and coordination processes in OSDO
relationships can be hampered due to high cost and lack of
ICT [12].

TABLE VIII PRACTICES FOR ADDRESSING LACK OF
ICT/TECHNOLOGICAL COHESION

CCCC6: Lack of ICT/Technological Cohesion

% of
Practices
via SLR

(N=62)

SIN | Practices/Solutions  for Lack of

(e} ICT/Technological Cohesion

Addressing

Adopt Different Latest Technologies such as:
Teleconferencing (two-way audio) e.g., NetMeeting,
CU-SeeMe, Microsoft Exchange, Dropbox, Wikis,
Mendeley etc.

Videoconferencing (two-way audio and video) e.g.,
NetMeeting, CU-SeeMe, Microsoft Exchange,
Dropbox, Wikis, Mendeley

Data Conferencing (whiteboards, application sharing,
data presentations) e.g., NetMeeting, Evoke, WebEX,
etc.

Web-Based Technologies Tools (Intranets, Listservs,
Newsgroups, chat, message boards) e.g., E-groups,
Yahoo Groups, Open Topics, etc.

Proprietary (with or without web browser interface)
e.g., Lotus Notes, IBM Workgroup, ICL Team
WARE Office, Novell GroupWise, The Groove, etc.
Voice over IP

Electronic Meeting Systems e.g., Group Systems,
Meeting Works, Team Focus, Vision Quest,
Facilitate.com, etc.

Adopt both Asynchronous (text) and Synchronous
(voice) tools like:

Telephone, E-mail, Instant Messaging, Wiki,
Internet, VVoicemail, Shared Databases, Mailing lists,
IRC, Messenger, Skype, Chat, Phone, Net meeting,
Change Management System, Virtual white boards,
Photo Gallery, Team Intranet Websites, Group
Calendars, Fax, Power Point Presentations, Blog,
Nor-real-time database, CAMEL, NEXT MOVE,
TAMARI and Team space

50

Arrange ICT Training Sessions for the team 10
members

4 Use of Web Technologies for Collaboration e.g. 5
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members Web-based tutoring, web-based mentoring, web-

6 Create team having technical skills and cultural 10 based knowledge mining and web-based knowledge
awareness profiling
Establish cooperation by to one member from each 5 Arrange Knowledge Sharing Activities between team 5

7 team. This might possibly solve some of the 9 members
communication decencies, e.g., when decisions are 6 Avrrange social events for awareness between team 5
made at informal meetings. members

8 Arrange conferences/workshops for distributed team 7 7 Build Communication Protocol 4
members 8 Adopt Distributed Agile Models such as Distributed 4

9 Build trustworthy relationship 7 pair programming and Urgent request

10 | Sponsor team members for site visits 4

11 | Create adatabase that contains the areas of expertise 4 Table V111 presents the list of our identified 8 practices
of the individual project participants . s N
Arrange weekly conference calls by the central team for addressing the communlc_atlon anq coordination
or the remote team(s) to talk about the status of the challenge 'Lack of ICT/Technological Cohesion'.

12 | project and clarify questions, or they take place at 2
dates specified in the project plan, usually to discuss Vi STUDY LIMITATIONS
deliverables '

13 | Use Distributed Agile models e.g. SCRUM 2 By using the SLR process, we have extracted data about

14 | Use of tools such as "Trusty" to support software 2 the practices/solutions for addressing communication and
development process

coordination challenges; however, we might have omitted
some practices? For internal validity, one possible threat is
that any specific article may have not in fact described
underlying reasons to report practices/solutions for
addressing these challenges. This threat has not been
independently controlled by us. Other threat is publication
bias during SLR process. By using our SLR process, we
may have missed out some relevant papers, due to the
increasing number of papers in software outsourcing.
However, like other researchers of SLR, this is not a
systematic omission [21].

How valid are our findings? The results of our finding
are not based on studies that used a random sample of
software developing outsourcing organization in the world.
Yet, in the exploration of our research question, our study is
the most comprehensive up to date. As discussed in result
sections, the dilemma of simplifying our findings can also
be measured by evaluating the finding of other related
studies. To provide support for simplification, we found
many similarities in our findings as compare to other
people’s findings. In order to decrease the researcher’s bias,
we have carried out the inter-rater reliability tests in the
selection of primary studies and data extraction phases. Due
to limited resources and not enough access to every digital
library, we were unable to find out all the relevant papers in
our area, although, the used digital libraries are sufficient for
the simplification of findings in our study.

VI. CONCLUSION AND FUTURE WORK

In this paper, we have provided mitigation advice in the
form of practices for addressing communication and
coordination challenges from vendors' perspectives in
OSDO relationships. Our results reveal that focusing on
these practices can help vendor organizations in order to
strengthen their relationships with client organizations in
OSDO. However, we recommend independent studies on
this topic in global software development. This will increase
confidence in our results and also track changes in attitudes
to OSDO activities over time. We have identified the
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following goals that we plan to follow in future from the

findings of this study:

e The practices/solutions for addressing communication
and coordination challenges will be validated using
empirical studies with practitioners working in
outsourcing industries, as done by other researchers
[22][23].

e The practices/solutions in OSDO relationships from
client’s perspectives will be analyzed.

Our future work will focus on developing a
Communication Coordination Challenges Mitigation Model
(CCCMM). This paper gives only one component of the
CCCMM, such as the identification of various
practices/solutions for addressing communication and
coordination challenges via SLR. The proposed CCCMM
will bring together and advance the work that has been
undertaken on frameworks and models for outsourcing
relationships.
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Abstract—Architecture reconstruction tools were proposed to
enable the extraction of descriptive architecture models based
on prescriptive input models. A limitation of these tools is that
they employ specific meta-models to which the input prescriptive
models must adhere. These are often incompatible with the
languages or notations that architects use in practice, leading
to substantial effort to overcome terminology differences, to
transform possibly already existing prescriptive models in tool-
compatible ones and interpreting the results. To alleviate this
problem we propose to leverage model engineering techniques in
order to enable heterogeneous prescriptive and descriptive models
as input and output artifacts of reconstruction tools. We exem-
plify our proposal by extending the Architecture Analysis and
Monitoring Infrastructure (ARAMIS) - an approach developed
within our previous work for the reconstruction and evolution of
software architectures with a strong focus on the behavior view.

Keywords—Software Architecture; Architecture Reconstruction;
Model-To-Model Transformation; Architecture Description Lan-
guage; Unified Modeling Language.

I. INTRODUCTION

It is generally acknowledged that the architecture greatly
affects the quality of a given software and that its description
is crucial to support understanding, decision making, etc. For
example, Bass et al. stated that the software architecture is
essential because of three main reasons: it is the basis for com-
munication among stakeholders, it encompasses the important,
early design decisions and it is a transferable abstraction of a
system [1]. Because of its importance, over the years numerous
attempts and even standards [2] have been proposed to support
the description of the software architecture. A plethora of
methods, tools and languages covering a very wide spectrum
of formality were proposed and used to serve this purpose.
Architects often use informal descriptions in the form of text,
boxes and lines diagrams and alike but also employ more
formal languages like the Architecture Description Languages
(ADLs) or Unified Modeling Language (UML) when more
formality is needed and/or required. Nowadays, there are more
than 100 published ADLs available for use [3]. The use of
UML to describe architectures has also increased, especially
after the introduction of UML Profiles in UML 2.0 [4]-
[7]1. When considering the wide pallet of choices and the
uncertainty regarding their suitability for use in a given context,
it can seem natural to consider unifying these in one single
highly-expressive architectural language. However, in a recent
journal publication [8], Malavolta et al. stated that such an
universal language is unlikely to become popular. Instead,
each architectural language will be created based on specific
stakeholders requirements.
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Due to the numerous possibilities to describe architec-
tures, their purpose and the various involved stakeholders, it
is common that even in the same project or company, the
software architecture is described differently using various
tools and languages. Typically, most of the effort to document
architectures is invested in the early phases of the software
development process and the result thereof is the so-called
“prescriptive architecture”. Although descriptions are in later
phases very useful to support the system’s further development,
these usually go out of date soon because of the relatively high
effort that should otherwise be invested to keep them consistent
to the actual architecture [9].

To approach this problem, several architecture reconstruc-
tion (AR) techniques were proposed. These aim to identify the
descriptive architecture” which is the actual description that
reflects the system’s reality. In order to use these approaches,
usually the architects must specify the prescriptive architecture
in advance. The descriptive architecture model is then derived
by correcting the prescriptive one with information extracted
from the real system. However, for defining the prescriptive
architecture, the architects are bound to use the meta-model of
the employed AR tools [10]. These meta-models are usually
stiff and cannot be extended. For example, even though the
architects have initially used UML Profiles or a given ADL to
describe a prescriptive architecture, if the tool that they cur-
rently want to employ only defines layers, then the architects
must re-describe the architecture using only this concept. As
our previous work has shown [10], this situation can lead to
misunderstandings and in the end, prohibit the wide adoption
of the considered AR tool. While the meta-models of other
AR tools are extendible, there might still be gaps between
what the architects are familiar with and the new meta-models.
Furthermore, effort must be invested in order to understand and
extend a given AR meta-model.

In our opinion, there is a need for reconstruction tools that
address this heterogeneity problem. The architects should
be able to model the prescriptive architecture using their
familiar languages or tools. Then, by employing such an AR
tool, a descriptive architecture model should be retrieved that
adheres to the same meta-model as the prescriptive one. In
this paper, we present an approach to extend the ARAMIS
Workbench - developed during our previous work to evaluate
the communication between the architecture units composing
software systems - with the possibility to allow the input and
output of heterogeneous prescriptive and descriptive architec-
ture descriptions respectively.

This paper is structured as follows: in Section II, we
present the ARAMIS concepts that are the foundations of
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the ARAMIS Workbench. Section III presents our solution
to enable different types of architecture descriptions within
ARAMIS. Section IV discusses the related work and Section V
concludes the paper.

II. ARAMIS

The Architecture Analysis and Monitoring Infrastructure
(ARAMIS) is “a tool-supported framework for run-time mon-
itoring, communication integrity validation, evaluation and
visualization of the behavior view of software architectures”
[11], [12]. ARAMIS allows the architects to validate the
communication between the hierarchies of architecture units
that constitute a given system. In order to do so, ARAMIS
maps extracted low-level run-time traces on architecture units
and validates the mapped communication according to the
rules given in the prescriptive architecture. The ARAMIS
meta-model (ARAMIS-MM) [12] to which the prescriptive
architecture should adhere to, although developed for flexibility
is still specific. The ARAMIS Workbench offers technical
mechanisms for the mapping and validation of the communica-
tion and the visualization of the result using various interactive
views.

One of the major limitations of this concept is that both the
prescriptive and descriptive architecture models must adhere
to the ARAMIS-MM. The visualizations are also ARAMIS-
specific. This leads to situations in which architects must
first (1) re-describe their prescriptive, e.g., component-based
diagram using the ARAMIS Architecture Modeller and then
(2) interpret the result as displayed in an ARAMIS-specific vi-
sualization that has no traceability links with their prescriptive
architecture model from step (1).

In order to loosen this limitation and increase the ac-
ceptability of ARAMIS, we currently work on enhancing
ARAMIS so that it allows flexible input and output architecture
descriptions. In such a scenario the architect would merely
upload, e.g., a component diagram and receive as output the
same diagram, augmented with run-time information (e.g.,
frequency with which one component accesses another one)
and information regarding occurred architecture violations.

IIT. GOALS AND SOLUTION CONCEPT
Our main goals that we pursue with our approach are:

e ecnable the architects to reuse their prescriptive archi-
tecture models even though these might not necessar-
ily conform to ARAMIS-MM.

e enable the generation of outputs that conform to the
same meta-model as the input. Preferably, the output
should be obtained by simply augmenting the prescrip-
tive input model, in order to boost understanding by
leveraging recognition effects.

In order to solve the heterogeneity problem mentioned in
the introduction, we developed a solution concept to fill in
the gap between the popular architectural languages - that are
being used by the architects - and ARAMIS. The core of the
concept is to transform an existing architecture description
(AD) of a software system into an AD that conforms to
the ARAMIS meta-model and subsequently to reverse the
transformation to present the output.

Model-to-model (M2M) transformation is the process of
producing one or more output (target) models based on one or
more input (source) models. Based on the modeling languages
used for the input and output, we can differentiate between
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two types of transformation: exogenous - the input and output
languages are different, endogenous - the input and output
languages are the same [13]. To enable the transformation, a
so-called transformation definition consisting of transformation
rules must be created. The transformation rules are specified
at meta-model level and prescribe how one or more elements
from the output model must be produced based on one or
more elements from the input model. Upon performing the
actual transformation, the application of these rules leads to
the emergence of transformation links between the elements
of the input and output models. If the transformation rules are
bidirectional, then the transformation is also named bidirec-
tional, otherwise it is called unidirectional.

A M2M transformation suitable to solve the problem
described before must be (1) exogenous - because the in-
put models are probably not ARAMIS-specific - and (2)
unidirectional. Given that the ARAMIS-MM is very general
(see Figure 1), we assume that the probability that more

. caller
Architecture Architecture -1~
Description 1% Unit

=1
callee

Figure 1. Excerpt from the ARAMIS-MM

.. AUCommunication

.| +isAllowed:boolean
+frequencyint

elements from the input meta-model (e.g., box, component)
must be transformed to the same ARAMIS-MM element (e.g.,
architecture unit) is relatively high. In such a scenario, defining
bidirectional transformation rules can be complex. Instead, in
order to enable the architects to analyze the result on their
own architecture description, we propose to store the concrete
links resulted during the transformation and reuse them after
the ARAMIS validation results are available in order to map
these on the input model. This leads to the same effect as the
bidirectional transformation.

Another important aspect deals with the nature of the
input and output models. The output model expresses the
architecture from a behavior point of view. More explicitly,
the communication of two architecture units is assigned a
frequency and is possibly marked as a violation. If the in-
put model offers a structural overview of the architecture,
then there are probably no dedicated meta-model elements
to express these behavioral aspects. There are at least two
options to address this problem. We can either reuse general
purpose elements with a loose semantic from the input meta-
model (e.g., in UML we can append the results using UML
comments) or, alternatively, we can extend the input meta-
model with additional suitable elements, (e.g., a new property
called "frequency” can be added to an already existing element
called ”DirectedLine”).

A .
exogenous transformation augmentation by
(Epsilon) ARAMIS

endogenous transformation
(ARAMIS)

Legend

PMM: Prescriptive meta-model AIM: ARAMIS input model >
PAM: Prescriptive architecture model ~ ARAMIS-MM: ARAMIS meta-model
AOM: ARAMIS output model

conforms to

ADA: Augmented descriptive architecture model

Figure 2. The model transformation chain in ARAMIS.

In order to enable the exogenous, unidirectional trans-
formations, we implemented a solution that uses Epsilon
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[14], a fully integrated environment for model engineering
that, among other features, supports meta-model design, cre-
ating inter-model links, generating model editors, and M2M
transformations. Also, because of its active community and
provided documentation with comprehensive examples, its
learning curve is reduced. The model transformation chain that
resulted when we extended ARAMIS with our Epsilon-based
solution is represented in Figure 2.

To use Epsilon, we first converted the ARAMIS-MM
[11] into an equivalent Ecore model representation. When a
prescriptive architecture model with a new, previously not
analyzed meta-model must be considered, this meta-model
must first also be documented in an Ecore model and then
the transformation rules between it and the ARAMIS-MM
can be defined. By applying the transformation rules, a set
of transformation links emerges.

Assuming that each model element can be uniquely iden-
tified and differentiated (e.g., by its ID), we can keep track of
every transformation with the exact source and target model
elements. The result of the transformation, i.e., the ARAMIS
input model, will further undergo a subsequent endogenous
transformation performed by the ARAMIS Workbench which
will then create the ARAMIS output model. This endogenous
transformation creates an important issue: the ARAMIS output
model might contain elements that were not present in the
input model and thus are not linked to the prescriptive model
(e.g., unforeseen communication between architecture units).
This issue is a sign of a mismatch between the prescriptive
and descriptive architecture. The architects can use this result
to further investigate the considered software system.

2 Prescriptive
Define meta-model  f------> architecture meta-
model

2 .
AHAMIS-MMBT—"—{ Map meta-models | ------> Transrﬁrer:amn

o .5 ARAMIS input -

V. model

Prescriptive arch.| __ -

1 odel (PAD) ﬁ )[ Transform model }
Transformation links
N S '
i | Source code f------> ARAMIS output |
; N I outpu :
: IARAMIS Core Services model :
Run-time AN 1
traces |

Preprocessing

M2M Transformation

ARAMIS ADL Transformation Process
ARAMIS

Augmented
,,,,,,, descriptive
architecture

Augment PAD with
ARAMIS results

Result Augmentation

Figure 3. The ARAMIS ADL transformation process

The process encompassing all activities necessary to em-
ploy ARAMIS using a new ADL is depicted in Figure 3.
This process consists of four major steps: 1. Preprocessing,
2. Model to Model Transformation, 3. ARAMIS Processing,
4. Result augmentation.

In the following, we exemplify the steps 1,2 and 4 using
an example based on a simple boxes-and-lines ADL. Step 3 is
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not further detailed in this paper, since it was covered by our
previous work [11].

A. Preprocessing

To exemplify our approach, we have implemented an
example using a boxes-and-lines ADL. Figure 4 shows its
meta-model (BL-MM). As mentioned above, the preprocessing
step prepares the prescriptive meta-model (in this case BL-
MM) for the next steps, by creating a corresponding Ecore
meta-model.

1

WX .
l Box 1 .1 Architecture )’ DirectedLine Vl Comment]
*

n

H
+out| * ™!

[

1 | +source

+target

Figure 4. Meta-model of a simple boxes-and-lines ADL

In this case, an extension of the BL-MM that permits
the addition of behavior-related information is not necessary,
because we can use for this purpose the Comment BL-MM ele-
ment. The validation results from ARAMIS.i.e., the frequency
of the calls and their validity, will be augmented in the initial
model using Comment elements.

B. Model transformation

Based on the ARAMIS-MM (see Figure 1) and the BL-
MM, we define the transformation rules. In our example, we
want to create transformation rules for (1) mapping Box in
BL-MM on ArchitectureUnit in the ARAMIS-MM and (2)
mapping DirectedLine of BL-MM on AUCommunication of
ARAMIS-MM. Figure 5 presents a simple boxes-and-lines

BL-Model ARAMIS-Input-Model

caller

Facade2Controller

isAllowed: true

frequency: unknown

- - transformation link

Legend

Figure 5. Example of a model transformation

model (on the left hand side) and the ARAMIS model elements
that are the result of the M2M transformation. Facade and Con-
troller are transformed to the AUFacade and AUController re-
spectively. The call from Facade to Controller is transformed to
an AUCommunication Facade2Controller that has AUFacade
as caller, AUController as callee, an initial frequency unknown
and a true isAllowed attribute. These correspondences are then
saved as transformation links.

C. Augmenting the ARAMIS results

The ARAMIS output model is presented on the left side
of Figure 6. First, we can see that, after running ARAMIS,
Facade2Controller now has the updated frequency value of
100. Second, there is a new element that did not exist in the
input model: Controller2Facade. This element appears because
ARAMIS detected that AUController has also accessed the
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ARAMIS-Ouput-Model Augmented BL-Model

AUFacade AUController

isAllowed: true
frequency: 100

. ARAMIS comment: *

caller callee; callee 1 caller

Facade

Facade2Controller

. ARAMIS comment: :
isAllowed: true
frequency: 10

isAllowed: true

frequency: 100

present only in the output augmented information

Figure 6. Example: ARAMIS augmented result

AUFacade during run-time. Based on this result, the prescrip-
tive architecture model is augmented. Based on the previously
generated transformation links, we know that our M2M trans-
formation transformed the prescriptive model element Facade
into the ARAMIS AUFacade; transformed Controller into AU-
Controller; and transformed the directed line between Facade
and Controller into Facade2Controller. We can now use this
information to augment the prescriptive model. For this we
create in the input model a new Comment element that we at-
tach to the DirectedLine from Facade to Controller as shown in
the left side of Figure 6. This comment contains the isAllowed
and frequency attributes that characterize the communication
between Facade and Controller. Furthermore, since there is
no transformation link for the ARAMIS Controller2Facade, a
new DirectedLine is added to the initial model for the detected
communication from Controller to Facade. To this, we also
attach a corresponding comment with information regarding
its frequency and permission.

IV. RELATED WORK

Most of the architecture reconstruction tools have rigid ar-
chitecture description meta-models. For example, Sonargraph-
Architect [15] allows users to define the architecture of the
software systems using layers, layer groups, vertical slices,
vertical slices groups and subsystems. The architects cannot
use other types of ADL.

Malavolta et al. [16] proposed the DUALLY framework
that supports architectural and tools interoperability. By using
its intermediate ADL meta-model for architectural language, it
provides ADL interoperability, but no support for architecture
reconstruction or validation is available.

The meta-model of the SoftArch reconstruction tool in-
cludes 3 architecture concepts: components, associations and
annotations. The users can then create customized figures for
the various elements, to simulate the use of various meta-
models [17].

V. CONCLUSION AND FUTURE WORK

In this paper, we presented an approach for enabling
heterogeneous input and output architecture descriptions for
the ARAMIS Workbench. We have implemented an extension
for ARAMIS to leverage a M2M transformation using the
Epsilon framework. Our solution aims to close the gap between
the ADLs that the architects are familiar with and ARAMIS.
To reduce the amount of time/complexity for further model
transformations, we are offering pre-defined transformation
rules for the most popular cases, such as boxes-and-lines and
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UML component diagrams. In the future we plan to evaluate
our solution within an extensive case-study on a real-world
system.

An open question related to our work is how to reduce
even more the effort needed to be invested by the architects
when using ARAMIS. For example, if the input boxes and
lines diagram is simply a drawing, we currently expect that
the architect “translates” the diagram to an Ecore model. A
complete solution would employ image recognition techniques
to directly transform the model. Given that different techniques
might be necessary depending on the type and form of input
model, this represents an important limitation of our approach.
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Abstract—One approach to verify the correctness of a system is
to prove that it implements an executable (specification) model
whose correctness is more obvious. Here, we define a kind of
automata whose state is the product of values of multiple variables
that we name State Transition System (STS). We define the
semantics of TLA+ (specification language of the Temporal Logic
of Actions) constructs using STSs, in particular the notions of
TLA+ models, data hiding, and implication between models. We
implement these concepts and prove their usefulness by applying
them to the verification of C programs against abstract (TLA+
or STS) models and properties.

Keywords—Temporal Logic of Actions; formal specification;
model-checking; C programs; refinement mapping.

I. INTRODUCTION

As software systems become large and error-prone, formal
verification methods become an essential key concept to ensure
their correctness. Model Checking [1] provides an automated
technique to check and detect errors in computer programs. But
despite its promise, the verification process may be complex
due to the size of these systems. One useful technique to
reduce the complexity of verification process is abstraction.
Generally, an abstract model specify “what” the system do
while the concrete model describes “how”. The idea is to map
the concrete set of states to a smaller set of states resulting in
an approximation of the system with respect to the property
of interest. We say that the concrete model implements the
abstract one. Verifying the abstract model is generally more
efficient than verifying properties of the original.

a) Contributions: We define an operational semantics
of a TLA specification in terms of automata, that we called
State Transition System (STS). We remind the concepts of
implementation relation and refinement mapping in TLA+ that
we formalize in terms of relations between STSs. The refine-
ment between specifications can be checked with the TLC
model checker. Verified properties on the abstract specification
can thus be deduced in the concrete specification. A way
to abstract details of the concrete specification is to hide its
irrelevant variables. TLA+ can express data hiding, but TLC
can’t support this type of construct. So, we have implemented
the notion of data hiding by constructing a STS that we call
“quotient STS”, which is constructed by extending the TLC
model checker. In order to let the quotient STS be analyzed
by existing tools, we extend the TLC model checker to produce
an LTS that can be checked by the CADP toolkit. We apply the
mentioned concepts on C programs using our tool C2TLA+.

Copyright (c) IARIA, 2015. ISBN: 978-1-61208-438-1

Preliminary results show the importance of using an abstract
model to reduce the complexity of verification.

b) Outline: The remainder of the paper is structured as
follows. We give an overview of TLA+ and its operational
semantics in Section 2. Section 3 reminds the concepts of
refinement mapping and the implementation relation between
specifications and describe a way to construct the quotient
STS. In Section 4, we apply these concepts to verify the
correctness of the C implementation with respect to their
specification and we report some preliminary experimental
results obtained. We discuss related work in Section 5. Section
6 concludes and presents future research directions.

II. AN OPERATIONAL SEMANTICS FOR TLA
SPECIFICATION

In this section, we explain some basics concerning the
syntax and the semantics of TLA [2]. Then, we describe the
operational semantics of TLA using a STS.

A. Overview of TLA+

TLA+ is a formal specification language based on the TLA
[3] for the description of reactive and distributed systems. TLA
itself is a variant of linear-time temporal logic. The semantics
of TLA is defined in terms of states. A state is a mapping from
variables to values. A state function is a nonboolean expression
built from constants, variables and constant operators, that
maps each state to a value. For example, y + 3 is a state
function from a state s to three plus the value that s assigns to
the variable y. An action is a boolean expression containing
constants, variables and primed variables (adorned with ““/”
operator). Unprimed variables refer to variable values in the
actual state and primed variables refer to their values in the
next-state. Thus, an action represents a relation between an old
state and a new state. For example, z = y’ + 2 is an action
asserting that the value of z in the old state is two greater that
the value of y in the new state. A state predicate (or predicate
for short) is an action with no primed variables.

Syntactically, TLA formulas are built up from actions and
predicates using boolean operators (— and A and others that
can be derived from these two), quantification over logical
variables (V, 3), the operators / and the unary temporal operator
U (always) of linear-time temporal logic [4].

The expression [A],qrs Where A is an action and vars the
tuple of all system variables, is defined as A V (vars’ =
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vars). It states that either A holds between the current and
the next state or the values of vars remain unchanged when
passing to the next state. For any action .4, the state predicate
Enabled(A) describes whether the action A can be executed
in the current state s, i.e., there exists some state ¢ such that
s —» t is an A step.

To specify a system in TLA, one describes its allowed
behaviors. A behavior is an infinite sequence of states that
represents a conceivable execution of the system. The system
specification can be given by the temporal formula ® defined
as a conjunction of the form:

® = Init AO[Newt]yars A F 1)

Where, Init is the predicate describing all legal initial
states, Next is the next-state action defining all possible
transitions between states and F' is a conjunction of fairness
assumptions about the execution of actions. However, other
forms of specification are possible and can occasionally be
useful.

A TLA formula is true or false on a behavior, which is
a sequence of states. Let o = (sg, $1,...) be a behavior. ¢
satisfies Spec iff Init is true of the first state sy and every
state that satisfies Next or a “stuttering step” that leaves all
variables unchanged.

B. State Transition System

In TLA, the behavior of a system is modeled as an
infinite sequence of states. The operational semantics of a TLA
specification can be given in terms of a STS, which is easier
to work with than sets of sequences.

d = A(x=0Ay=0)

ANz =(x+1)%4
A AN oy =x=2
(a) TLA specification

O
o)

(b) The STS of &

](x,y>

Figure 1. The operational semantics of a TLA specification

Definition 1: A STS is a 3-tuple 7 = (Q,Z, ) given by
- a finite set of states Q,

- aset Z C Q of initial states,

- a transition relation § C Q x Q.

Figure 1 shows a TLA specification and its corresponding
STS 7o = (Qa,Zs, 69) which encodes all its possible behav-
iors (= symbol denotes integer division). The specification ®
is translated into 7 as follows:
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- 7To has initial state(s) Zg specified by the predicate
r=0ANy=0,

- every state s € Qg corresponds to a valuation of the
state function (z, y),

- each transition ¢ € Jg corresponds to satisfying the
predicate [z' = (z +1)%4 Ay =z + 2] .

III. REFINEMENT AND ABSTRACTION OF TLA
SPECIFICATIONS

A way to reduce the verification task is to define an abstract
model as a specification, and then relate behaviors of the ab-
stract model to those of the implementation. Properties checked
on the abstract model can be deduced on the concrete one.
We use concrete model to refer to high-level specification and
abstract model to refer to low-level specification. This section
describes the semantics of refinement between a high-level and
a low-level TLA+ specification. Then, we present a way to
automatically construct a reduced model, which abstracts the
detailed behavior of the concrete TLA+ specification.

A. Refinement Mapping

Abadi and Lamport [5] described that a high-level speci-
fication ¥ implements a low-level specification ® iff for each
behavior of W, there is a behavior of ¢ with the same sequence
of externally visible states, allowing stuttering, e.g., if the
state ® does not change during a finite number of steps. This
implementation relation is proved by defining a refinement
mapping between specifications.

Let ¥ and ¢ be two TLA specifications, x1, ..., Z,, and
Y1,--.,Yn the variables occurring in the specifications W
and ® respectively. A (concrete) specification ¥ implements
an abstract specification ® if U = &. The proof of this
implication consists in defining state functions 7, ..., ¢, in
terms of the variables y, ..., ¥, and prove that ¥ = ®, where
® denotes the formula ® obtained by substituting g; for the

free occurrences of y;, for all 3.

The set of state functions 1, ..., ¥, is called a refinement
mapping. The “barred variable” ¢; is the state function with
which ¥ implements the variable y; of ®. So, if o is the
behavior s; — s5 — s3... of ¥, we define the behavior ¢ to
be 51 — $o — $3... We say that ¥ implements ¢ under this
refinement mapping iff, for each behavior o satisfying ¥, the
behavior & is a behavior of ®.

B. Implementation Relation and Property Preservation

The proof ¥ =- & under a refinement mapping is sufficient
to verify that U implements ® [5]. The key to the implication
relation is that TLA allows to write only formula that are
insensitive to stuttering, i.e., given a TLA formula & and
two stuttering equivalent runs o and o', ® holds along o
if and only if it holds along ¢’ [3]. This implementation
relation between TLA specifications can be viewed as a weak
simulation relation between its corresponding STSs.

Definition 2: Let Ty = (Qu,Zy,0y) and To =
(Q4,Zp,0s) denote two STSs. A simulation R relation from
Qy to Qg is a function that satisfies the following conditions:

e VseTZy,R(s) C Zg (initial states are mapped to
initial states),
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e For each state pairs (s1,82) € o,
(R(s1),R(s2)) € do (state transitions are mapped
into state transitions or stuttering steps).

If a lower-level specification, expressed by a TLA formula
U, implements an abstract specification ®, U preserves all
TLA properties of ® if and only if for every formula ¢, if
® = ¢ is valid, then so is ¥ = ¢. This is true if ¥ = .

C. Data Hiding in TLA

A very useful form of data abstraction is variable hiding,
which refers to providing only essential information to the
outside world and hiding not needed information. In TLA, it is
possible to hide some variables using the existential quantifier
3 (which differs from the quantifier of predicate logic). The
formula 3z : ¢ asserts that it doesn’t matter what the actual
values of z are, but there are some values x can assume for
which ® holds. The meaning of 3 is defined by (2). The
formula ¢ ~, 7 is defined to be true iff ¢ can be obtained
from 7 (or vice-versa) by adding and/or removing stuttering
steps and changing the values of z. Thus, the (2) is true for a
behavior ¢ iff ® is true for some behavior 7 such that o ~, 7
is true.

g ): dz: 9 é = beham‘or(a ~z T) A (T ): (I)> (2)

The temporal formula (3) describes a specification ® where
v is the list of all relevant state variables and z is the list of
internal (hidden) variables.

® = Jz: Init A [Next]y, AL (3)

The existential operator is a very simple and useful way
in which the system is described as a black box. However, in
practice, the TLC model checker cannot handle the TLA hiding
operator. In what follows, we present a way to implement
data hiding by constructing a quotient STS from a TLA
specification.

D. Computing a Quotient STS

Figure 2. Constructing the quotientA STS using the refinement mapping
y=y

Given a concrete STS 7 = (Q,Z,0) describing a TLA
specification, one can obtain an abstraction of 7, a small STS
that we call quotient STS and which is obtained by quotienting
the states Q under a refinement mapping .

Figure 2 shows a STS resulting from adding a refinement
mapping y = y in all states of the concrete STS. The quotient
STS (at the right side of the figure) is constructed by collapsing
all states related under the relation v into the same state. Let
T/y=(2/y,Z/y,6/) be the quotient STS of T = (Q,Z, )
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1: procedure QUOTIENTSTS

2 Q, (D)

3 NotSeen «— {s' € Q| s € Q and (s,s") € §}
4 while NotSeen # {} do

5: for Vq € NotSeen do

6 if v(q) ¢ Q, then

7 Q, — 9/, U{y(q)}

8

: 6/y=10/y U {(v(a),7(d)) | (¢, ¢") € 6}
9: NotSeen = NotSeen \ {q}

10: end if
11: end for
12: end while

13: end procedure

Figure 3. Construction algorithm of the quotient STS

under the refinement mapping ~. The algorithm of constructing
T/ is given in Figure 3.

We extend the implementation of TLC to produce the
quotient STS “on-the fly” when the TLC model checker
computes the state space of a specification. In fact, TLC makes
efficient use of disk. It doesn’t keep all states in memory which
is the limiting factor of the explicit other model checkers.
Instead, it stores just fingerprints of states, which is a 64-bit
number generated by a “hashing” function. So, the probability
that two states have the same fingerprint is 27%4 which is a
very small number. So, the quotient STS is generated with the
same fingerprint collision probability and without exploding
the memory.

E. Translating a STS into a Labelled Transition System

In order to use existing tools to check properties on a
STS, we transform the quotient STS into a Labelled Transition
System (LTS), that we call quotient LTS.

Definition 3: A LTS is 4-tuple T = (Q, L, 4, sy), where:

e O is the set of states,

L is the set of action labels,
e § is the transition relation (a subset of Q x £ x Q),
e and s is the initial state.

A transition (s1, 1, s2) of 4, indicates that the system can move
from state s; to state so by performing action labelled by /.

c) Property preservation: The equivalence between
checking a property given in LTL,, (Linear Temporal Logic
without the “next operator”) on the quotient LTS and checking
it on the original LTS is ensured by the preservation.

Proposition 1: Let ¢ be an LTL,, formula, let 73 and Ty
be two STSs such that Ty = Ts. If T | ¢ then Ty = .

FE. Usefulness of the Quotient LTS

The quotient LTS abstracts away the details of the concrete
specification. Its main advantage is its small size. As proper-
ties are preserved between the concrete specification and its
corresponding quotient STS, model checking properties can
be done on the quotient LTS directly, which is a simple task.
The quotient LTS is generated once and can be used to verify
different properties (modulo the refinement mapping).

To express and check properties on the quotient STS, we
use the CADP [6] toolkit. For this, we first adapt the label

58



ICSEA 2015 : The Tenth International Conference on Software Engineering Advances

Formalization in MCL

Properties '\Formalization
1 inTLA

C2TLA+
Translator

C files TLA+

specification

refinement
satisfied ?

yes

Property
satisfied ?
no

Statistics

CADP model
checker

Error trace

TLA+ error trace

Figure 4. Verification flow of C programs

names such that LTS can be parsed by the CADP tools. Then,
we express properties in the Model Checking Language (MCL)
[7] language, the property specification language of CADP that
can be verified by its associated model checker.

IV. APPLICATION OF C PROGRAMS

In this section, we implement the concept of refinement
between TLA+ specifications and the quotient LTS on C pro-
grams. Figure 4 illustrates the verification flow of C programs.
We use our tool C2TLA+ [8] to translate C programs into
(a concrete) TLA+ specification. This latter can be checked
directly against a set of properties, or against an abstract
specification by defining the refinement mapping and the
implementation relation between the concrete and the abstract
specifications. Properties can be expressed in TLA to be
verified using the TLC model checker. The quotient LTS is
generated, and MCL properties can be verified by the CADP
model checker.

In what follows, we briefly present how we specify the
semantics of C in TLA+. We apply the described notions by
considering the example of the dining philosophers. Finally,
we assess the usefulness of using abstraction by giving results
of properties verification using TLC and the CADP model
checker.

A. TLA+ specification of a C program

C2TLA+ [8] generates a TLA+ specification that describes
the behavior of the C program as a closed system according
to a set of translation rules. A concurrent program consists in
a set of C functions. In C2TLA+, concurrency is modeled by
considering all possible interleaving of sequences of operations
called processes (corresponding to threads in C). Each step of
the complete specification is attributed to exactly one process.
The C program is defined by a TLA formula in the form of
(1). For more detailed information about the translation from
C to TLA+, please refer to our previous work [8].

B. Illustrating Example

As an example, we consider the classic dining philosophers
problem. One possible solution to this problem is the one that
appears in Tanenbaum’s popular operating systems textbook
[9],, given in Figure 5.

In the implementation of this solution, the global
semaphore mutex provides mutual exclusion for execution
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#define N 4 void put_forks (i)
#define THINKING 0 {
#define HUNGRY 1 P (&mutex) ;
#define EATING 2 state[i] = THINKING;
#define LEFT (i) (i+N-1)3%N test (LEFT (1)) ;
#define RIGHT (i) (i+1)3%N test (RIGHT (1)) ;
typedef int semaphore; V (&mutex) ;
int state[N]; }
semaphore mutex;
semaphore sem[N]; void test (1)
{
void philosopher (int i) if (state[i] = HUNGRY
{ while (1) { && state[LEFT(i)]!=
think () ; EATING
take_forks (i) ; && state[RIGHT (1) ]
eat (); = EATING)
put_forks(i); } {
} state[i] = EATING;
void take_forks(int 1) { V(&sem[i]);
P (&mutex) ; }
state[i] = HUNGRY; }
test (1) ;

V (&mutex) ;
P(&sem[i]);}

Figure 5. Tanenbaum’s solution for the dining philosophers

of critical sections and the semaphore sem[1i] ensures syn-
chronization. The latters perform P () to acquire a lock and
V () to release it, using “Compare-and-swap‘* primitive.

C. Refinement of Specifications

d) Abstract specification of the dining philosophers:
We define a coarse-grained representation of the dining
philosopher, illustrated by Figure 6 that captures the aspects
of the system that interest us without giving all the details of
its internal structure.

In order to check liveness properties, we consider that
the philosopher cannot starve waiting for a fork, i.e., no
philosopher is eating forever. This assumption is stated by the
formula Fairness, where WF,,s(A) denotes weak fairness
on action A and the symbol { denotes the temporal operator
eventually.
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MODULE Abstract_philosophers

EXTENDS Naturals, TLC
CONSTANT N
VARIABLES phil_state, forks
vars = (phil_state, forks)
fork_available(7) 2 forks[ | =N
fork_acquire(p, ) = forks' = [forks EXCEPT ![p] = 1]
forks_release(p) 2
forks' = [forks EXCEPT ![p] = N, ![(p + 1)%N] = N]

fork_release(p) = forks' = [forks EXCEPT ![p] = N]
LEFT(p) = (p+1)
RIGHT (i) = 1F (¢ = 0) THEN (N — 1) ELSE (i — 1)
think(ph) =

A phil_state[ph] = “think”

A fork_available(LEFT (ph))

A fork_acquire((LEFT (ph), ph)

A phil_state’ = [phil_state EXCEPT ![ph] = “hungry”]

hungry(ph) =
A phil_state[ph] = “hungry”
A IF (fork_available(ph))
THEN
A fork_acquire(ph, ph)
A phil_state’ = [phil_state EXCEPT ![ph] = “eat”]
ELSE
A fork_release(LEFT (ph))
A phil_state’ = [phil_state EXCEPT ![ph] = “think”]

eat(ph) = A phil_state[ph] = “eat”
A forks_release(ph)
A phil_state’ = [phil_state EXCEPT ![ph] = “think”]

Init = A phil_state = [i € (0.. (N —1)) = “think’]
Aforks =i € (0.. (N —1)) — N]

Spec & Init AO[3i€0.. (N —1):
think(ph) V hungry(ph) V eat(ph)]vars
A Fairness

Figure 6. Abstract TLA+ version of the dining philosophers

Fairness =
AYi € (0. — 1)1 WFyaps (hungry(i)) A WFoyars (eat(i))
AYi € (0.. N —1): OO(ENABLED (think(i)),, )

= (B0{eat())

vars )

e) Specifying the refinement relation: To check that
the concrete specification generated by C2TLA+, implements
the abstract version of the dining philosophers, we define the
refinement relation as shown in Figure 7. In this section, we
don’t illustrate the translation of the C code, as the translation
rules are described in our previous work [8].

The implementation relation is an implication formula
Spec = Abstract_instance!Spec.

D. Expressing properties

An interesting property that the implementation should
hold is that the critical sections are protected with the primi-
tives P () and V (). This property can be simply expressed in
TLA+ (on the abstract specification) as follows:
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MODULE refinement_definition ————
EXTENDS Concrete_philosophers

philNum 2 load(“unused”, Addr_N)

get_val(addr, off) =
load(“unused”, [loc — addr.loc, offs — addr.offs + off]).val

refmap(addr) =
[i € (0 .. philNum) —
LET val = get_val(addr_state, 1)
IN IF val = 0 THEN “think”
ELSE IF val = 1 THEN “hungry”
ELSE “eat” ]

Abstract_instance = INSTANCE Asbtract_philosophers WITH
N < philNum,
phil_state < refmap(Addr_state)

Spec = Abstract_instance! Spec

Figure 7. Definition of refinement relation between abstract and concrete
TLA+ specifications of the dining philosophers

mutual_exclusion =
Vi€ (0..(N—1)): (phil_state[i] = “eat”) —
(phil_ state[LEFT(z)} # “eat” A phil_state[RIGHT (i)] # “eat”)

The dining philosophers problem captures many aspects of
liveness. Among liveness properties of the dining philosophers
is starvation-freedom and deadlock freedom that we expressed
in TLA+ as follows:

NoStarvation = Vi e (0.. (N —1)):
O((phil_state[i] = “hungry”) = O(phil_state[i] = “eat”))

DeadlockFree =
O((vVie (0..(N—=1)): (phil_state[i] = “hungry”)) =
(Vi€ (0..(N—=1)): O(phil_state[i] = “eat”)))

E. Verification results and comparison

We check that the concrete TLA+ specification (generated
by C2TLA+) implements the abstract TLA+ specification
(given in Figure 7). We also check the set of properties on
these two specifications. We extract the quotient LTS from
the concrete specification that we checked against the set
of properties that we express in MCL. Table I shows the
number of states and the verification time of the concrete
and the abstract specifications using TLC, and the numbers
of states, transitions and the time verification of the quotient
LTS using CADP model checker. Experiments were carried
on an Intel Core Pentium i7-2760QM with 8 cores (2.40GHz
each) machine, with 8Gb of RAM memory. For 5 philosophers,
the state space of the concrete TLA specification exceeds 113
millions states and its verification takes more than 10 hours to
check the properties.

For the same number of philosophers, the abstract TLA
specification generates 82 states and properties were checked
in only 1 minute using TLC. On the other hand, the quotient
LTS generated 47 states and its verification time is 42s. Due to
the preservation properties, we can deduce that all the verified
properties on the abstract TLA specification or on the quotient
LTS are verified on the concrete specification. The use of
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TABLE I. RUNTIMES OF MODEL CHECKING

Verification using TLC Verification using CADP

Philos Concrete Spec. Abstract Spec. Quotient LTS
States Time(s) States Time(s) States Time(s)

3 395K 157 14 15 14 12

4 27.285K 1.080 32 23 20 20

5 113.285K  >36.000 82 64 47 42

abstraction reduces considerably the complexity of verification
of C implementations.

When TLC reports that a transition violates the imple-
mentation formula Spec = Abstract_instance!Spec, there
is an error either in the concrete specification, the abstract
specification, or the refinement mapping function. The trace
given by TLC can help to determine which one of those is the
case. We use our tool to translate this trace in C and get the
C execution sequence that leads to the error.

V. RELATED WORK

Predicate abstraction [10] is a technique to abstract a
program so that only the information about the given predicates
are preserved. This technique is being used in SLAM [11],
BLAST [12] and MAGIC [13]. Their approach has been
shown to be very effective on specific application domains
such as device drivers programming. SLAM uses symbolic
algorithms, while BLAST is an on-the-fly reachability analysis
tool. The Magic tool use LTS a specification formalism, and
weak simulation as a notion of conformance of a system and
its abstract specification.

These tools are applied to C programs and use automated
theorem prover to construct the abstraction of the C program.
The difficulty of these refinement-based approaches is that
performing a refinement proofs between an abstract and a
refined model require non trivial human effort and expertise
in theorem proving to get the prover to discharge the proof
obligations. SLAM cannot deal with concurrency, BLAST
cannot handle recursion.

Besides predicate abstraction, several verification tech-
niques for C programs have been proposed. CBMC [14]
is a bounded model checker for ANSI C programs which
translates a program into a propositional formula (in Static
Single Assignment form), which is then fed to a SAT solver
to check its satisfiability. CBMC explores program behavior
exhaustively but only up to a given depth.

Compared to previous related works that use an over-
approximation of the code implementation which is sound,
our approach is based on constructing an executable abstract
model, that can be expressed using TLA+ or by constructing
the quotient LTS. Moreover, TLA+ is a logic that can express
safety and liveness properties unlike SLAM, BLAST and
CBMC which have limited support for concurrent properties
as they only check safety properties.

VI. CONCLUSION AND FUTURE WORK

We have defined an operational semantics of a TLA+
specification in terms of a STSs. We redefined the semantics
of refinement between a high-level (concrete) and a low-level
(abstract) TLA+ specifications using STSs and we illustrated
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a way to automatically construct a quotient STS from the
concrete specification by extending the TLC model checker.
We applied all these notions for verifying C programs. Exper-
imental results show that verifying properties on the abstract
model reduces considerably the complexity of the verification
process.

As future work, we plan to extend this work on several
interesting directions. We would like to generate TLA+ and
MCL properties from the ACSL [15] specification language
used in Frama-C. We envisage to benefit from Frama-C
analysis of shared variables by several processes to generate
TLA+ code with less interleaving between the processes, to
reduce the state space. Finally, we aim to use the TLA+
proof system [16] to prove refinement between a concrete and
abstract specifications.
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Abstract—Software measurements play a critical role in
assessing software properties. Cohesion is one of the software
properties that are considered to have a relationship with
software quality. Many cohesion metrics have been proposed
by researchers to assess cohesion on different software
abstractions, i.e., class-level and package-level. The proposed
package-level cohesion metrics in the literature seem to differ
in their assessment of cohesion. In this paper, we try to
investigate this issue and establish whether cohesion has only
one concept. The conclusion of this paper encourages further
investigation and comparison between the existing package-
level cohesion metrics.

Keywords—Cohesion;  package; metric; ~measurement;
software.

1. INTRODUCTION
With the increased importance of software

measurements in assessing software properties, research
works have produced and are continuing to produce new
software measures. One specific type of measure is
cohesion. Cohesion refers to the degree to which the
elements of a specific component belong together [3].

During software maintenance, developers spend at least
50% of their time analysing and understanding software [2].
In object-oriented programming languages, e.g., Java,
assembling only closely related classes into packages can
improve software maintenance. Package cohesion metrics
measure the coherence of a package amongst its elements
that should be closely related. Cohesion is an internal
attribute of software that affects its maintainability and
reusability. Following the design principles [21], a high
level of cohesion has as its goal to achieve software
maintainability and promote its reusability [22][26].

Package-level cohesion research has received very little
focus compared with research on other abstractions, e.g.,
class-level. When one examines the literature on package
cohesion metrics, it is clear that there are significant
differences in these metrics. Thus, the following natural
question arises: do these metrics measure the same thing?
This question will be addressed in this paper.

The paper is organised as follows. In Section II, we
present Package Cohesion Principles [21]. The existing
approaches to package cohesion are presented in Section III.
Section IV presents the general example for all the existing
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approaches. The conclusion and future work are given in
Section V.

II.  PACKAGE COHESION PRINCIPLES

R. C. Martin [21] has presented six principles for
package design, which have since become well-known and
well-accepted. The first three principles are for package
cohesion and they help to allocate system classes to
packages. This allocation can help to manage the software
during its development. In our previous work [23], the three
package cohesion principles of Martin [21] were discussed
and they are introduced here briefly from [23]:

1) The Reuse-Release Equivalence Principle (REP)
“The granule of reuse is the granule of release”

This states that the reuse of the code should be the same
size as the release one. If a person decides to reuse someone
else’s code, he needs a guarantee that the support will
continue and the release of new versions will be on the same
original size. To ensure the reusability of the code, the author
must organise the classes into reusable packages and then
track them with the release.

2) The Common Reuse Principle (CRP)
“The classes in a package are reused together. If you reuse
one of the classes in a package, you reuse them all”

This principle tells us which classes should be grouped
together. As it states, the classes that tend to be reused
together should be in the same package. It is more likely for
reusable classes to depend on each other, so classes are
rarely reused in separation. CRP states that the classes of a
package should be inseparable, which means that if a
package depends on this package, it should depend on all of
its classes and not on a number of them. In short, classes
that are not tightly coupled to each other should not be kept
in the same package.

3) The Common Closure Principle (CCP)
“The classes in a package should be closed together against
the same kinds of changes. A change that affects a package
affects all the classes in that package and no other
packages”

From the maintenance point of view, while the change is
not avoidable, it should be controlled (minimised). If a
change has been made on one package, there is no need to
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re-release or revalidate packages that do not depend on the
changed package. The CCP states that the classes in the
package should not have different reasons to change.

While the previous two principles, REP and CRP, focus
on reusability, the CCP focuses on the system
maintainability. If a change is made on the code, it would be
better to be on one package or on a few packages rather than
being on many packages. The classes that are tightly related
will change together. Hence, if they are kept in the same
package, only one package or a small number of packages
are going to be affected when a change happens. Also, the
effort regarding revalidating and re-releasing of software
will be minimised.

III. THE EXISTING PACKAGE COHESION APPROACHES

A number of cohesion approaches have been proposed on
class and method levels [1][3]-[6]-[18]. In this section, we
present some of the existing package-level cohesion
approaches. A brief description is given for each. In the
literature, Misic [19], Ponisio and Nierstrasz [22], Martin
[21], Xu et al. [20], Zhou et al. [24], Abdeen et al. [25], and
Albattah and Melton [23] have each proposed different
methods to measure package cohesion. Each proposes a
cohesion metric on the package level. A brief discussion for
each approach is given next.

A. Approach by Misic

Misic [19] proposes a way to measure a functional
cohesion. Since a number of approaches were focusing on
cohesion as an internal structure issue, Misic claimed that
cohesion could be also observed externally by focusing on its
functional property regardless of the package’s internal
structure.

The approach measures the similarity of package objects
(elements). The similarity between elements can be
measured by looking at the external clients’ usage patterns.

Method

Misic defined write and read range concepts. The write
range of an object O, W(0O), refers to the set of objects
(servers) used by this object (client). The read range of an
object O, R(O), refers to the set of objects (clients) used by
this object (server).

Given a set of objects S, let R(S) be its client set (Read
range), S,, the subset that IS? used to write its clients, and let
Sw(x) be the part of that subset that IS? used to write the
client x. Then, the coherence is given by the following
formula:

Y, (#S (x)-1)

__ xeR(S)
V)=

XeR(S)

where

#S stands for the number of elements in S.
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The coherence measure proposed by Misic can be
calculated internally or externally. For internal coherence,
the summation in the numerator and denominator will be
restricted only for clients inside the questioned set. Similarly,
the summation will be restricted only for clients outside the
questioned set to measure the external cohesion.

B. Approach by Ponisio and Nierstrasz

Ponisio and Nierstrasz [22] proposed a similar approach
to measure package cohesion. The proposed contextual
metric measures the cohesion based on the common use by
clients. The approach idea is to propose the Common-Use
(CU) metric that measures the package cohesion by taking
into account the way that a package’s classes are accessed
by other packages.

Method

CU measures the cohesion of package P by considering
the use of its elements by the package clients. If all the
clients use the same set of P’s elements, these elements share
the same responsibilities of P, and then P is cohesive.
Instead, if the clients use a different set of P’s elements,
these elements have different responsibilities, and then P is
not cohesive.

There is a need for weight to differentiate between client
packages. Not all clients have the same degree in assessing
P’s cohesion. The weight reduces the influence of P’s
cohesion from the promiscuous clients.

Definition: “We define the weight of a (client) package
Pciient as the inverse of the number of connections that P jient
has with other packages.”

1
w(Pclient) ==

fan in(Pclient) +fan Out(Pclient)

The definition of CU is given as follows:

“We define Common-Use (CU) as the sum of weighted
pairs of classes from the interface of a package having a
common client package (f), divided by the number of pairs
that can be formed with all classes in the interface.”

f(a,b) = weight(a, b)

U= > :
v #Pairs
Where
I = interface(P)
#Pairs = 7|I‘X(|21‘_1)
C = clients(a) N clients(b)
_ [ L ifC#0
f(a,0) a { 0, otherwise
weight(a,b) = 3 .o %

The value of CU is between 0, which represents that the
interface classes of the package have disjoint responsibilities,
and 1, which means that the interface classes of the package
are used together.

2

3)
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C. Approach by Martin

Martin [21] presents a set of principles of object-
oriented package design. Three of these principles, package
cohesion principles, try to help the software architect to
organise classes over packages. These principles are: REP,
CCP, and CRP, discussed earlier in Section II. The three
principles aim to provide a high quality of package
cohesion.

Method

Martin [21] proposed a number of simple package-level
metrics. One of them is a relational cohesion of a package.
The package cohesion metric is presented as an average
number of internal relations per class. Regardless of the
package external dependencies that are considered in other
cohesion metrics, the metric measures the connectivity
between package elements. This metric is quite simple to
apply, and is given by:

H=(R+1)/N “4)
where
H: package cohesion
R: number of internal relations
N: number of the package classes

The extra “1” in the numerator prevents cohesion H
from equalling zero when N=1. This metric gives all internal
relations the same weight and disregards the external ones.
It has been applied to a number of software projects and is
widely accepted.

D. Approach by Xu et al.

Xu et al. [20] propose an approach to measuring the
package cohesion in Ada95 object-oriented programming
language. The proposed metric is based on dependence
analysis between package entities. It is assumed that the
package may have objects and sub-programs.

Method

The package dependence graph (PGDG) describes all
types of dependencies: inter-object dependence graph
(00G), inter-subprogram dependence graph (PPG), and
subprogram-object dependence graph (POG). The method
measures package cohesion according to PGDG. It assumes
that package PG has n objects and m subprograms, where #,
m>0.

To present the measure in a unified model, a power for
each object PW(O) is given:

Cohesion(O) O is a package object
Cohesioin(PG(0))  Oisa type object
1 others

Xu et al. [20] claimed that, according to the definitions, it
is easy to prove that the measure satisfies the four properties
given by Briand et al. [3][27] to develop a good cohesion
measure.
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However, an Ada package represents a logical grouping
of declarations. The role of an Ada package is similar to the
role of class in other languages, such as Java [24]. Thus, this
package cohesion metric cannot be applied to the general
example in the next section. An Ada package actually falls in
the category of class-level cohesion metric.

E. Approach by Zhou et al.

Zhou et al. [24] proposed an approach to measuring
package semantic cohesion called the Similar Context
Cohesiveness (SCC). In this approach, the common context
is used to assess the degree of relation between two
components. SCC measures the inter- and intra-package
dependencies that can reveal semantic cohesion between
components.

Method

The proposed package cohesion measure SCC is based
on the component context. The context of component c is
composed of two sets: the components that depend on ¢ and
those that ¢ depends on. The SCC metric is given by:

Y. Wat(e,.c,)
(¢ < E(p)

m(m—1)
1 if m=1

SCC(p)= if m>1

where
m: number of components ¢ in p

Wgt(cla CZ) = CCS(C15 Cz) + Dep(cla CZ)

Dep(cl,cz)z{l if ¢—%>c, or ¢,—%>c¢

0 else

CCS(c},cy): denotes the similarity between the contexts of
two components ¢; and ¢, , and is given by:
CCS(cy, ¢3) = kRSS(cy, ¢) + (1-k)DSS(cy, ¢2)
k: represents the position’s importance
RSS(cl, ¢2): similarity between Sg(c1) and Sg(c2)
DSS(c1, ¢2): similarity between Sp(c1) and Sp(c2)

Se(©) = {c, | ¢+ _yc}
SD(C) = {Ci | CL} Ci}

F. Approach by Abdeen et al.

The approach proposed by Abdeen et al. [25] is based on
the Simulated Annealing technique. The approach aims to
reduce package coupling and cycles by moving classes
between packages. Two metrics have been defined for this
purpose, coupling and cohesion metrics.

Method

The approach automatically reduces package coupling
and cycles by moving classes between packages considering
the existing class organisation and package structure. This
approach can help maintainers to define: the maximum
number of classes that can change their packages, the
maximum number of classes that a package can contain, and

)
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the classes that should not change their packages and/or the
packages that should not be changed. A set of measures is
defined to determine and quantify the quality of a package.
The number of package dependencies (|Pp|) normalises
these measures.

The package cohesion metric is defined to be the direct
dependencies between its classes. Hence, the cohesion of a
package P is proportional to the number of its internal
dependencies (|P j..p |) according to the CCP Principle [19].
The cohesion quality is given as follows:

CohesionQ(p) = 1pinenl

(6)
lpD|
where
|Pp| is the number of all internal and external

dependencies of classes in the package.

G. Approach by Bauer and Trifu

Bauer and Trifu [28] have proposed an approach,
architecture-aware  adaptive clustering, to produce
meaningful decompositions in a system. They have
evaluated their approach by defining two metrics: the
average cohesion of a subsystem and the average coupling
between subsystems.

Method

The approach was based on providing better
understanding of the system. They tried to recover from the
original decomposition and then impose an appropriate
structure. The new structure aims to maximise subsystems
cohesion. To evaluate the recovered subsystem
decomposition, they performed a comparative study that is
based on two criteria, accuracy and optimality. For
accuracy, they compared the resulting decompositions with
both the original package structure and the ideal Common
Reuse Principle structure of [21]. For optimality, they used
some optimality metrics to show whether the resulting
decompositions have high cohesion and low coupling. To
evaluate their approach, two metrics were defined: average
cohesion of the subsystems and average coupling between
the subsystems of a given decomposition. The average
cohesion metric is given by:

Z nolnternalEdges(S;)

[S;12 =151
S;ep e
[S;1>1

avgCohesion(D) =

®)

|D[*

where
D: a composition
nolnternalEdges(Si): number of edges between
classes in Si
|D|*: number of subsystems except single-class

subsystems in D
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Si: subsystem number i in D

|S7|: number of classes in subsystem Si

H. Approach by Seng et al.

The approach by Seng et al. [29] aims to develop
existing object-oriented system decompositions by defining
new decompositions with better metric values and fewer
violations of design principles. They defined the problem as
a search problem. The quality of the resulting subsystem
decompositions is measured by the fitness function that
combines software metrics and design heuristics.

Method

The fitness function consists of cohesion, coupling,
complexity metrics, as well as cyclic dependencies and
bottleneck heuristics. The value of each individual function
is between 0 and 1, where the optimal value is 1. The
cohesion of a system s is the summation of cohesion values
for the individual subsystems in s. The cohesion for a
subsystem s; is measured by counting the number of different
classes in s; known by some class ¢; C s; ,(#k(c; )), and
dividing this by the square number of classes in s; , (#c(s))).
The resulting value can be normalised if divided by the
number of subsystems (#s).

#s #c(s;)

#k(cj)
2 X Fe(i)?
. =1 g:l 7
cohesion(s) 75

1. Approach by Tagoug

Tagoug [30] has proposed coupling and cohesion
metrics on subjects, which are similar to packages. Each
subject is a collection of classes. The approach aims to
measure cohesion and coupling at the system level. The
quality metric, which combines cohesion and coupling
values, measures the decomposition’s quality as early as the
analysis and design phases of the software development
lifecycle.

Method

The two metrics measure the quality of object-oriented
decomposition. The cohesion metric focuses on the
interactions of components inside a subject, while the
coupling metric focuses on the interactions of components
among subjects. The cohesion of subject E is given by:

n-1 n
2 X Wi

i=1 j=i+l

w_ *n*(n-1)/2)

)

C(E)=

where
E: a set of classes of S.
Wij: the sum of the weights of links in Lij.
Lij: the set of all links between classes Pi and Pj.
Wmax = max {Wij} in system S

(7
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n=|E|,n>1

The cohesion value is between 0, i.e., there are no links
between classes, and 1, maximum links with maximum
weight. The weights of links between classes of a subject
are ordered in Table I based on the degree of association
according to the object-oriented expert designers.

TABLE L WEIGHTS OF LINKS BETWEEN CLASSES.
Links Type Weights (Wij)
Whole Part Structure 0.9
Inheritance 0.8
Instance Connection 0.7
Message Connection 0.6
Conceptual Link 0.5

J. Approach by Albattah and Melton

The approach by Albattah and Melton [23] is motivated
by the package cohesion principles [21]. They proposed two
different cohesion metrics to measure two different cohesion
concepts or types based on Martin’s package cohesion
principles in [21]. The first cohesion type, Common Reuse
(CR), includes the factors that help in assessing CR
cohesion. Similarly, the second cohesion type, Common
Closure (CC), includes the factors that help in assessing CC
cohesion. After each type of cohesion is measured by itself,
the two values of CR and CC may be combined to one
unified value of package cohesion, while still recognising
the two types.

Method

The CR metric measures cohesion based only on the
common reuse factors of the package. The elements of a
package have different degrees of reachability. Reachability
of a class in a package is the number of classes in the same
package that can be reached directly or indirectly. The CR
metric is defined as follows:

“Let ¢ € C, and suppose there is an incoming relation to
¢ from a class in a different package. Then c is called an in-
interface class. The cardinality of the intersection of the hub
sets of all the in-interface classes in C divided by the
number of classes in C is the CR of P ”".

CR= |ﬁ In-interface class hub sets‘ / |C| (10)
where

Hubness(c) = {d € C: if there is a path ¢ 2>d}
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C: set of classes in package P
c and d: classes in C

The CC metric considers the package dependencies on
other packages as well as the internal dependencies between
classes of the package. The classes of the package should
depend on the same set of packages and, thus, they will have
the same reasons for a change. The CC metric is defined as
follows:

“The cardinality of the intersection of the reachable sets
divided by the cardinality of the union of the sets represents
the CC of P .

CC: ( |ﬁ Reachable Package sets | / |U Reachable Package sets | ) (1 1)

The combined cohesion CH is defined as follows:

J2-D

(12)
V2

CH =

D=1(1-CRY +(1—-CCY: (13)

IV. THE GENERAL EXAMPLE

While we try to understand each of the previously
presented approaches, we rely on our best understanding for
each. One method of empirical investigation is to apply all
the approaches on the same situation and compare the
results. The approaches have been applied to measure the
cohesion of P/ in Figure 1. The concern is to measure the
cohesion of P/ only for the purpose of comparison between
the approaches. If all the approaches rely on the same idea,
their assessments of the cohesion of P/ will be alike.
Otherwise, they probably rely on different concepts of
package cohesion.

In Figure 1, there are six packages and a number of
classes in each package. The arrows represent the
dependencies between classes within the same package, i.e.,
in PI, or between classes in different packages. The
direction of the dependency is very important because it
shows the depended-upon class. For example, C6 depends
on C2 but not the opposite. In the figure, P/ has four classes
that have incoming and outgoing dependencies. Using the
presented approaches, we try to measure how cohesive are
the classes of P/. It is worth mentioning that all the
presented approaches consider the dependencies between
classes to measure cohesion, but in different ways. Some
approaches, such as Albattah and Melton [23], consider the
direction of the dependencies. However, some other
approaches, such as Martin [21], do not consider the
direction of the dependencies. For this difference and other
differences between the presented approaches, it is expected
to find distinct cohesion assessment values for PJ.

Again, all calculations are made based on our own
understanding of each approach.
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and some approaches focus only on one part. This can lead
to misleading cohesion assessments. Cohesion has three
different concepts that led to different approaches. The first
concept considers cohesion as an internal property of a
package that can be measured from inside the package only,
such as the approach by Martin [21]. The second concept
considers cohesion as a property that can be measured from
outside the package, such as the approach by Ponisio and
Nierstrasz [22]. The third concept considers cohesion to be
measured from both inside and outside the package, such as
the approach by Albattah and Melton [23].

These three concepts represent three scopes where
cohesion has been measured in the presented approaches.
The scope of package cohesion can be used to classify the
presented approaches. Table III presents this classification
based on the scope of cohesion used in each approach, i.e.,

Figure 1. The general example. internal, external, or both.
Table II presents the cohesion values of package P/ for TABLEIIL.  CLASSIFICATION OF THE PRESENTED APPROACHES.
the different approaches.
A b Method Scope of Cohesion
pproac etho
TABLE II. COHESION VALUES OF THE PRESENTED APPROACHES. Internal External
Cohesion Misic [19] External Objective v
Approach
Metric Value Min Max Ponisio and Common Use of v/
. i 22 th
Misic [19] vs) 033 0 ) Nierstrasz [22] e package
. . Relational
Ponisio and cU 0.125 0 | Martin [21] Cohesion v
Nierstrasz [22] ’ Similar Context
ar Contex
Martin [21] H 1.25 >0  N(N-1)* Zhou etal. [24] Cohesiveness 4 4
Zhou et al. [24] SCC(p) 0.36 0 1 Abdeen et al. Dependency v/
- [25] Analysis
Abdeen et al. [25] CohesionQ(p) 0.29 0 1
Bauer and Trifu .
Bauer and Trifu . 28 Average Cohesion v
(28] avgCohesion(D) 0.67 0 1 [28]
Dependency
Seng et al. [29] cohesion(s) 0.25 0 1 Seng ctal. [29] Analysis 4
Tagoug [30] C(E) 0.67 ** 0 1 Tagoug [30] Interactions inside v/
the package
Albattah and
Melton [23] CH 0 0 1 Albattah and Common Reuse & v/ v/

* N: number of classes in the package
**Assuming that all the connections are instance connections with 0.7
weights.

Although all the presented approaches have the same
range of cohesion values except Martin’s approach [21],
they end up with different cohesion values for the same
package, i.e., P/ in Figure 1. For example, the approaches
by Bauer and Trifu [28] and Tagoug [30] assess the
cohesion of P/ as relatively high. In contrast, the approach
by Albattah and Melton [23] assesses the cohesion of P/ as
poor.

This simple comparison raises a question about the
theory behind these different approaches. The distinct
evaluation results for the same package means that the
presented approaches rely on different views of cohesion.
These views can be noticed by investigating the presented
approaches. We believe cohesion has different types or parts
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Melton [23] Common Closure

The classification in Table III can reveal, somehow, the
reason behind the diversity of package cohesion approaches
that led to distinct results in Table II. Package cohesion has
been viewed in different ways. It is worth saying that all the
views may be right but they are different. This leads to the
idea that there is more than one type of cohesion. The
previous research works treated cohesion as one type or one
concept, except for the research carried out by Albattah and
Melton [23], and this was not accurate in our opinion.

We support the idea of Albattah and Melton [23] that is
presented in this paper about cohesion. They defined
cohesion as an internal property of the package and it has
two different types. The first type can be measured from
outside the package and it represents how well the classes in
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the package cooperate to provide a service to classes outside
the package. The second type measures how well the classes
in the package are closed in using classes in other packages.
This type represents the closure of the package’s classes
against the same kind of changes, which is the same set of
depended-upon packages.

We believe cohesion is affected by internal and external
factors and it should be treated based on this concept for
accurate assessments. On the other hand, the generalised
term of “cohesion” should not be used if the approach only
relies on one consideration, i.e., internal or external. Terms
such as “Common Closure Cohesion” and “Common Reuse
Cohesion” can be used to describe the approach that relies
on one consideration, 1i.e., internal and external,
respectively. It is worth saying that Martin [21] has
established a theory behind the internal and external factors
by presenting the three package cohesion principles already
discussed in Section II. Moreover, Martin’s cohesion
principles have been used to distinguish between package
cohesion types in our previous work, Albattah and Melton
[23].

V. CONCLUSION AND FUTURE WORK

In this paper, a preliminary research survey on package
cohesion approaches is presented. The survey shows that
there is a rich variety of package cohesion understanding,
which has led to the production of different package
cohesion metrics in which each of them is based on a
specific view of cohesion. We believe that there are
significant differences in these metrics. Thus, the metrics of
these approaches measure different things. The example
given in the paper shows different values of cohesion and
motivates us to classify the presented approaches. A
preliminary classification reveals the reason behind the
diversity of package cohesion approaches that led to distinct
results in the given example. Obviously, the scope of
cohesion is the foundation for this classification. We
conclude that cohesion is more than one part and the term of
“cohesion” should not be used unless the internal and
external considerations are taken into account. Otherwise,
terms such as “Common Closure Cohesion” and “Common
Reuse Cohesion” can be used to describe the approach that
relies on one consideration, i.e., internal and external,
respectively.

In future work, we plan to examine the role of package
cohesion in predicting software maintainability and software
reusability.
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Abstract—Technical debt (TD) is a metaphor of bad software
design or immature artifacts of a software system. The metaphor
has been quite intensively researched especially on how to
identify the TD symptoms, (e.g., system deficiencies or archi-
tecture violations) explicitly. Although the TD identification is
quite important in the TD management process, a systematic
management of TD and how to reduce it should also be considered
important in each release of the development project. Otherwise,
the software becomes more and more unmaintainable. In this
paper, we introduce a framework to manage and reduce the TD
of software systems. As it is based on quantification and a cost-
benefit analysis, it is called Cost-Benefit based Technical Debt
Management (CoBeTDM). CoBeTDM defines explicit phases
focusing on the most important aspects of TD management:
identification, monitoring, and prioritization. Overall, CoBeTDM
should support managers to take the right decisions regarding
the software evolution and the reduction of the collected TD at
the right time.

Keywords—technical debt management; code smells; architecture
smells; refactoring; cost-benefit analysis.

I. INTRODUCTION AND MOTIVATION

It is a must to implement a payback strategy (when and
how to determine to pay it back) to reduce technical debt
for every software organization. It has been reported that TD
exists in most of the software systems [1]. If we do not
cautiously manage the debt or have no strategy to pay it
back, the system may finally go to the “bankruptcy” phase,
i.e., the software is unmaintainable and the maintenance cost
will increase continuously. In general, refactoring is one of the
strategies to pay it back. Refactoring has typically been used
as a mean to improve detailed design and code quality. In this
paper, refactoring will be referred to as an effort to improve
existing software either on code or architecture-level without
changing the behaviour of the system.

Commonly, project managers are always juggling on the
decision making either to add new features or to make changes,
(i.e., maintenance or refactoring) in a release cycle. It is
always complicated to decide, which refactoring task should
be done first or could be postponed. Therefore, quantification
of refactorings should be implemented to identify, which
effort can achieves maximum benefit and minimize risk. A
simple cost-benefit analysis is a simple approach that could
be applied to quantify it as introduced [2]. Borrowing from
economic domain, a cost is a principal that indicate effort
estimation to resolve a TD item and a benefit is an interest
that indicate less probability impact to the software system.
However, the quantification cannot answer the question “How
the refactoring effort could be paid off to the identified TD,
i.e., Return On Investment (ROI)?”. ROI is a predictor that
shows a particular refactoring may improve the design and save
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the maintenance cost in the future. Besides the unanswered
question of ROI, it lacks of risk factors consideration and
misses the payback strategy over releases. Therefore, to reduce
technical debt and to sustain software quality in software
development continuously, a wise decision making should be
made based on a cost-benefit analysis.

In this paper, we want to introduce an approach of technical
debt management based on cost-benefit analysis. The remain-
der of this paper is organized as follows: Section II presents the
research goals. Section III describes our approach to Technical
Debt Management and its phases. Section IV discusses relevant
related work and Section V concludes the paper.

II. GOALS

In order to support software development organizations
to systematically manage the TD of their software systems,
we propose an approach called Cost-Benefit based Technical
Debt Management (CoBeTDM). Its overall goal is to provide
a framework to manage and reduces TD based on cost-benefit
analysis for each release. To achieve this main goal, the
following sub-goals should be fulfilled:

1)  Provide a debt item model (see Table I) that com-
prises all information of code and architecture smells
and the effort needed to resolve them.

2)  Quantify cost and benefit for each possible refactor-
ing of a particular debt item. This enables to select
the “best” refactoring based on the expected ROI.

3) Provide a structured process on how to strategically
pay back the TD based on quantified cost-benefit of
refactoring effort either tactically or proactively.

4)  Develop a toolbox to support TD management and
to monitor the identified debt items.

CoBeTDM defines four phases as shown in Figure 1 (see
Section III for details):

1) Identification & Assessment: Here, the focus is to
identify and measure the worst smells as well as to
model them by means of debt items.

2)  Monitoring: In order to know the development of TD
and its trend, it has to be monitored continuously.

3)  Quantification & Prioritization: Based on a cost-
benefit analysis of each possible refactoring associ-
ated with a debt item, the quantified refactorings are
prioritized based on their ROL

4) Repayment: Selected refactorings will be inserted
into backlog for current or later releases in order to
reduce the TD.
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III. COST-BENEFIT BASED TECHNICAL DEBT
MANAGEMENT (COBETDM)

Relevant and accurate data is needed to quantify TD related
cost and benefit for a software system. It is to support managers
to take the right decisions. To provide this data, a collection
of metrics that characterize code and architecture smells could
be applied.
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Figure 1. CoBeTDM Process

Modeling Debt Items. We propose a data structure (called
debt item) to store all relevant and accurate information of
all detected code and architecture smells. It will be stored in
Release History Database (RHDB) - a database that stores data
model that link between bug tracking system and versioning
system. The data structure is depicted in Table I.

TABLE 1. DEBT ITEM DATA STRUCTURE

TD Quantification
& Prioritization

Candidates

Cost-Benefit Technical Debt Management (CoBeTDM)

TD Repayment

Field Description

Id Unique identifier of debt item

Issue Case Task IDs or Case IDs, which represent a critical artifact
(hotspot)

Dependency Case IDs that depends on this debt item

Frequent Change How many modifications have been made for one release?

Class Class name

Code Smells List of detected smells and its metrics values

Architecture-level Architecture elements such as class, package, module or
layer name

Architecture Smells List of detected architecture smells and its metric values

‘Worst Smells Sum of frequent change + code smells value + architecture

smells value

Principal Effort estimation to resolve this debt item
Interest Extra effort estimation to resolve this debt item
Impact Other artifacts that are impacted
When-to-Release Release number

Responsible A person or unit responsible for this debt item

A. TD Identification and Assessment

The identification of deficiencies of a software system is a
must in the early phase of TD management. In CoBeTDM, the
detection of bad smells is done in the following two steps: 1)
Hotspot detection: Here, the goal is to find frequent changes,
(i.e., unstable) software artifacts, which might be critical for
the evolution of the system; 2) Code and architecture bad
smells detection: For all identified hotspots, the worst code
and architecture smells will be detected.

Hotspots detection. Hotspot detection is an approach to
find the most critical artifacts of a software system. In this
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paper, the critical artifact means the module becomes unstable
for certain releases, (i.e., frequent change over releases) and
indicates strong increase in size and complexity (using metrics
such as Lines of Code and McCabe Cyclomatic Complexity).
It is important to detect the hotspot due to the symptom cost
more than other code deficiencies. It is because we consistently
have to pay back to tame it for every release. The hotspots
detection can be supported by a dedicated mining repository
approach where data from bug tracking and versioning tools
are extracted, filtered and classified by tracking any frequent
changes of contained artifacts. Currently, we manually map
their IDs between Bugzilla and the Git repository. Then, we
examine these artifacts by analyzing its size and complexity
trend over releases. As a result, the artifacts that have many
changes, (i.e., high maintenance activities) within the release
could be detected as potential hotspots. We quantify criticality
of an artifact by the number of changes that have been made,
(i.e., Git log entries) performed for fixing bugs, (i.e., different
severity levels of bugs) that were reported for specific releases.
E.g., up to release 1, CriticalPackage of Application X
got 200 modification from 130 bugs rated critical. Besides
that, the identified artifact has a significant increase in size
and complexity. From 4,000 LOC in release 0.9. increases to
10,000 LOC in release 1.0. Furthermore, the complexity of the
package increases from 30 in release 0.9 to 50 in release 1.0.
This symptom can be called as a critical artifact or hotspots.

Code Smells Detection. To detect code smells of the
identified hotspots, we use a tool called iPlasma introduced
by [3]. The tool shows a list of smells and its metric values.
The highest metric values for each smell will be selected
and prioritized. This data is recorded into a debt item to be
used in the next phase. For instance, the CriticalPackage
as detected as critical artifact previously will be assessed by
iPlasma. The tool will detect any possible bad code smells.
E.g., CriticalPackage contains GodClass, which has
been detected as God class. The class has for example, 453
methods, defines 114 attributes and is more than 3500 lines
long. It may also contain other smells, e.g., code duplication,
data class etc., in this particular case, we focus on God class
due to its refactor effort is quite high [4] compared to other
smells. The tool will show relevant metrics for God class such
as Access to Foreign Data (ATFD), Weighted Method Count
(WMC) and Tight Class Cohesion (TCC). Each metrics value
will be shown, e.g., as WMC (107), TCC (0.0) and ATFD (28).
The metric values then will be recorded into Code Smells field
in a debt item as shown in Table II.

Architecture Smells Detection. Next, the identified smells
will be analyzed to detect architecture smells. The metrics
introduced by [5] can be applied at class-, package- or
subsystem-level. These smells can be detected by using exist-
ing tools such as Sonargraph-Architect [6]. The metric values
produced by the architecture analysis tool will be stored as
well into their respective debt items. In previous example,
CriticalPackage was detected as critical artifact and con-
tains GodClass. The class might contain cyclic dependency
with other classes both within or outside the package. To detect
the smells, the aforementioned tool can be used. For example,
Sonargraph-Architect can detect it between classes or packages
visually. It also displays the information regarding number of
cycles and artifacts name. Then, cyclic value will be recorded
into Architecture Smells field in the debt item.
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TABLE II. DEBT ITEM EXAMPLE

Field Description
1d DIO01
Issue)\ Case #1234, #1235, #1236: Critical bugs of Application X

Dependency #4321 #4322: Other critical bugs of Application X
Frequent Change 200 modification

Class GodClass

Code Smells God Class: WMC(107), TCC(0.0), ATDF(28)

Architecture-level CriticalPackage

Architecture Smells | Cycle Dependency: Cyclic(10)

Worst Smells 200 + (107+0.0+28) + 10 = 345

Principal 16 hours (code smells) + 4 hours (cyclic dependency) =
20 hours: 1) cost_to_split_a_class = 8 hours. At least 2
classes will be partitioned for refactoring; It means 8 x2; 2)
cost_to_cut_an_edge_between_two_files = 4 hours. At least
2 files will be cut for refactoring. Both estimation based on
[71

Interest 2 hours, i.e., estimation extra work

Impact 15 classes and 2 packages

When-to-Release Current: 1; Next: 1.1

Responsible Mr. X

Assessing Bad Smells. After collecting the data from
both code and architecture smells detection, we can analyze
the obtained metric values to detect, which artifacts contain
worst smells (i.e., highest in identified smells). For this means,
we propose to apply the following formula Worst Smells
of Detected Critical Artifact = Most Frequent Changes +
Highest Metrics of particular Code Smells + Highest Metrics
of particular Architecture Smells. See Worst Smells field in
Table II. The worst smells value, then, will be compared with
other debt items. The high value will be prioritized first instead
of the low value. Besides that, the value could be used for TD
monitoring as we explain in the next section.

B. TD Monitoring

To answer important questions such as: 1) How much TD
do we have right now or in the current release?; 2) Is the TD
at an acceptable level or not? 3) Does the TD continuously
grows for each release?; 3) What is an acceptable threshold
value of TD of each release? What is a maximum TD (debt
ceiling) or minimum TD (debt baseline) for each release?;
4) How to react when the TD reaches the ceiling?; the TD
has to be monitored continuously. Therefore, the TD data and
its trend has to be visualized appropriately. The first idea is
shown in Figure 2. Currently we are developing ideas and
solutions for a systematic TD monitoring approach. Examples
are: 1) A dedicated dashboard used to visualize TD data based
on the managers’ information needs. For example, the worst
smells for certain release, high or low impact of debt item
etc.; 2) A process to conduct semi-structured interview with
managers or lead developers in order to gain information such
as acceptable and minimum vs. maximum TD; 3) Development
of a risk mitigation strategy framework that could be applied
if TD reaches debt ceiling.

C. TD Quantification and Prioritization

In this phase, the debt items are quantified to perform a
cost-benefit analysis. By cost, we mean the estimated effort and
extra effort, (i.e., principal + interest) of a particular possible
refactoring for a debt item. The cost value is stored together
with the estimation risk, (i.e., judgment by experts) that may
resulted from the refactoring. Then, it should be cataloged and
stored in the database, (e.g., RDBMS) in order to be referred
in the future. Then, the benefit is estimated, i.e., the less
effort of refactoring, which gives positive impact. Currently,
the benefits values are estimated based on the impact analysis
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Figure 2. TD Trend over Releases

in particular dependency analysis. In addition, we also add
defect and change likelihood as properties, while calculating
benefits. The less value of both likelihood are potentially has
less frequent of the same symptoms in the future. It means
that the refactoring effort for maintenance and correction will
decline.

Firstly, analyzing the changes that could be affected by
the dependency of artifacts, (e.g., classes or packages) on
particular refactoring candidate - impact analysis. The changes
might alter and create new artifacts for e.g., operations, classes
or packages, which require a cost to do that. Therefore, the
more dependencies the artifacts are, the more cost should be
spent. For e.g., see DI001 in Table III, GodClass depends
on the other five classes and two external packages. Two points
or weight will give to the fifteen classes and five points to
2 packages, (i.e., (2x15) + (5x2) = 40 points) as shown in
Refactoring Impact column in Table III. Secondly, the defect
likelihood could be analyzed by computing on how many
defect fixes affected by the detected smells. The likelihood
could be computed by detecting the smells, (e.g., specifically
the god class) from certain periods, (e.g., from April to July).
Then, count the number of defects that lead to fix in the god
class in this time period and divide by the number of all defects
that were fixed in the same time period. The higher the value
the more likely a defect will be indicated in the god class. For
instance, see column Defect Likelihood for DI001, it has been
detected that the GodClass was god class from particular
period. Assume the likelihood of 0.5, it means every second
fixed defect will lead to changes in this god class. Thirdly,
the change likelihood could be analyzed by computing on
how likely a class is to be modified when a change to the
software is executed. The same computation method will be
used as defect likelihood for this purpose. It means the higher
the value, the more likely that maintainability effort is higher
for the god class [4]. For example, if change likelihood of
0.1 shows that the class was, on overage, modified with every
10" change to the software. By computing the impact analysis,
defect and change likelihood represent as a weight, it will,
then, multiply by raw benefit. The raw benefit is an effort
estimation that can be saved in terms of maintenance work in
the next release. An expert will give this raw estimation. Then,
the total benefit will be calculated. Based on the estimated cost
and benefit values, the ROI value is calculated by (adopted
from [8] where ROI = (Saving Effort and Less Impact of
Proposed Refactoring/Effort of Proposed Refactoring)), i.e.,
ratio of total Benefit to the total Cost. If the ROI value is
greater than or equal to one, the refactoring is cost effective,
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TABLE III. COST-BENEFIT ANALYSIS EXAMPLE

Cost Refactor- . Raw Total
Debt ) (Principal | Risk (R) Total ing Change | Defect | Weight Benefit | Benefit | ROI
No. Item Refactoring . Cost Like. Like. (RI X N Rank
D + in Hour (Cost + R) Impact (CL) (DL) CL X DL) fRB) (Weight (TB / TC)
Interest) (RI) in Hour X EB)
biool . i . -Regression
. | “God Class “Bxtract Class 2 bugs (2) 26 40 0.5 0.1 2 5 10 04 1
-Cyclic -Cut Dependency Testing (2)
Dependency
DI002
-Long Method -Merge
2. | Class puract Method 10 conflict (3) 15 15 0.1 03 0.45 5 225 03 2
-Inheritance too 8 -Testing (2)
Deep
DI003 -Build
3. | -Duplicate Code :'é’“t'aDC‘ Mec‘lh"d 8 breaks(2) 12 10 025 0.11 028 3 0.84 0.06 3
-Cyclic Dependency ut ependency -Testing

i.e., the debt is paid off. Finally, the ROI values are prioritized.
Based on the example (see Table III), DIO01 seems promising
to be paid first instead of DI002 and DI003. The ROIDIO0O01
value is bigger than the latter, (i.e., the refactoring effort could
reach ROI) and it may give positive impact to the system.

D. TD Repayment

In the last phase, refactorings, which has been prioritized
in the previous phase are added to the current backlog of the
software system. By implementing the refactoring, the gap
between the software as “it is” and the hypothesized “ideal”
state could be closed. Although, there is no general agreement
that refactoring could realize the idea, [9] claimed that by
applying Test-Driven Development and continuous refactoring,
the TD could be reduced systematically by releases. But,
the questions “Which refactoring should be implemented first
or later?” and “Should pay or not to pay?’ are still open.
Currently, we are still investigating how to strategically pay
back based on TD metrics as introduced by [10].

IV. RELATED WORKS

Technical debt management. A few researchers have
been focusing on how to manage TD. For example, [11]
proposed a TD management framework, which aids managers
to decide, which items should be implemented either first or
later. A simple cost-benefit analysis is applied and less impact
to the project is put at the top, i.e., prioritization. However,
the approach does not consider risk factors in estimating the
cost. Unlike CoBeTDM, it integrates risk factors [12] in the
analysis due to uncertainty that may always happen. [13]
introduced a tool to manage TD in terms of code violations.
It guides to select the smells that should be refactored first
based on pyramid data - the lowest part needs to be considered
first. In contrast, CoBeTDM considers not only code but also
architecture smells as the latter ones have high negative impact
on the software quality.

Hotspot, code-, architecture-smells detection. We have
adopted existing metrics [3] [5], which are quite useful to
characterize smells on code- and architecture-level. However,
these metrics do not integrate with each other. Our approach
combines both metric sets to determine worst smells and
identify very critical artifact as proposed by [14] for hotspot
detection.

V. CONCLUSION

This paper introduces a TD management framework based
on cost-benefit analysis, called CoBeTDM. It offers a system-
atic way of reducing the technical debt by quantifying cost
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and benefit of refactorings. It also considers with relevant
risk factors. Until now, the CoBeTDM process is performed
manually. But, we have started to develop a toolbox to support
CoBeTDM and to monitor the TD trend in order to react early
enough if the TD becomes critical.
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Abstract—ODbject-oriented programming has become one of the
mainstream programming paradigms in software engineering,
whereas relational models are predominant in commercial
data processing applications. There is strong competition
between these models for dominance in the building of modern
applications, especially after the emergence and spread of
object-relational mapping technology. This paper addresses
the question of whether the object-oriented approach is better
than the traditional approach in terms of flexibility with
respect to changing requirements.
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L INTRODUCTION

Currently, most business logic layers of modern
applications are constructed using either an object-oriented
model or a relational model. The object-oriented model is
based on software engineering principles such as coupling,
inheritance, cohesion, and encapsulation, whereas the
relational model is based on predicate logic and set theory
principles [1]. The object-oriented model chains the building
of applications within objects that have both data and
behavior. The relational model supports the storage of data in
tables and the treatment of that data with data manipulation
language within the database through stored procedures and
externally through structured query language. The relational
model is currently used in many database systems [1].
Object-oriented technology is also commonly used in
database application development. The difference between
the two technologies is called the object-relational
impedance mismatch [2][3]. In particular, when objects need
to be stored in a relational database, object-relational
mapping (ORM) appears to play an important role in
overcoming the problem of impedance mismatch. ORM is a
new technology that allows applications to access relational
data in an object-oriented manner [4][5]. With the
widespread use of ORM technology, domain objects are built
as objects, and the application logic manipulates these
objects in a pure object-oriented manner. The critical issue
that arises is whether such an object-oriented model for
business logic layers is a good choice in general. Proponents
of the object-oriented approach have tended to assume that
an object-oriented business model will make the system
easier to maintain, easier to extend, and easier to reuse.
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The object-oriented approach has been advocated as a
tool for improving developer productivity and software
quality [6][7]. Moreover, it has been suggested that
development using object-oriented programming enhances
productivity by simplifying understandability, program
design, and maintenance in comparison to traditional
approaches [8].These studies have maintained that using the
object-oriented approach would help reduce the maintenance
cost of software. However, there are few complete
experimental results that support the claim that there is an
advantage in the maintainability of programs developed with
the object-oriented approach over those developed with
traditional approaches [7][9].

The objective of this paper is to extend this body of
knowledge by critically examining this assumption and to
carefully compare the applicability and flexibility of the
object-oriented system to those of the relational system. The
findings from this project will be significant for practical
applications in which the business logic layer is implemented
in an object-oriented fashion, which is a growing trend in
enterprise computing.

The rest of the paper is organised as follows. Section II
presents the motivation for the study. Section III outlines the
investigation method. Sections IV, V, VI, and VII present the
case studies, and Section VIII reports the experimental
results. Section IX concludes the paper.

IL. MOTIVATION

Today, changing requirements have become a fact of life
for software developers. Many studies have shown that
changes in software were one of the reasons why various
projects failed. For example, a study by the Standish Group
found that only 37% of information technology projects are
considered successes and that 21% of projects are considered
failures [10]. The remaining 42% are considered
‘challenged’—defined as late, over budget, or having failed
to meet expectations. Requirement changes are the major
cause of this phenomenon. Such changes can occur during
the development and maintenance phase in order to
accommodate user and business requirements. Therefore,
there is a need to identify a flexible approach that can deal
with requirement changes.

However, ORM is very popular and widely used.
According to Russell [3], in order to access data stored in
relational databases, most modern applications are built
using ORM technology rather than the traditional approach.
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It has also been argued that using ORM tools can help reduce
project costs. Moreover, proponents of the object-oriented
approach have tended to assume that an object-oriented
business model will make the system easier to maintain,
easier to extend, and easier to reuse. On the other hand,
proponents of the traditional approach have argued that not
all the world must be handled in objects. In addition, they
have maintained that there is some native incompatibility
between ORM code and databases. They also maintain that
although object-oriented development promises to reduce
maintenance effort, these promises are not based on reliable
experimentation [11]. Indeed, there is a significant lack of
research on whether the object-oriented approach is better
than the traditional approach in terms of flexibility in the
face of requirement changes.

1I1. INVESTIGATION METHOD

The investigation is performed using a number of case
studies and by introducing a variety of requirement changes
in order to evaluate how the two approaches cope with them.
For the implementation, we used Java Database Connectivity
(JDBC), a representative relational system, and Hibernate, a
representative ORM framework, as well as MYSQL, a
relational database. All of these are popular open-source
products. In order to measure the overall implementation
effort associated with JDBC and Hibernate due to
new/changed requirements, we used the code size produced
in the completion of a task—the code size was measured in
lines of code and takes into account lines added, modified,
and deleted—as well as the time required to complete a task.
To measure the code size, we used a free tool to compare the
source code files after each implementation. The case
studies implementation has been done by a developer who
has six years experience in Web and Database applications
development.

Iv.

We chose a simple case study to make an initial
comparison of the effort involved in implementing the two
technological approaches and changing them in response to
requirement changes.

FIRST CASE STUDY

A. Problem statement

A company requires a Car Park application to maintain
information about employees and their parking permits. The
car park has a number of parking spots, which are divided
into three areas: A, B, and C. Employees who want a permit
have to pay a fee on a quarterly basis, which will be
automatically deducted from their salary. The purpose of the
Car Park application is to help the car park manager process
the employees' applications for parking permits. Each
employee has an ID, a name, and a phone extension. Each
permit has a permit number, the car's registration number,
and the section where the car can be parked. An employee
can have at most two permits. Employees may change their
extension in the course of their employment. When
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employees get a new car and want to use it instead of the old
one, they have to discontinue the current permit and apply
for a new one.

B. Comparison of the findings of the initial construction of
the two approaches

TABLE L FINDINGS OF THE INITIAL CONSTRUCTION
Progra . Total/
m Files SLOC Lines ET
CPSystem.java 141
Permit.java 47 251
Q Employee.java 47
g HibernateUtil java 16 4130
§ Employee.hbm.xml 17 min
T Permit.hbm.xml 14 49
Hibernate.cfg.xml 18
Total 300
JDBC CPSystem.java 283 283 3h
Table [ summarises the findings of the initial

construction of the Car Park system using the two
approaches. The table shows that even though there are no
significant differences between the two approaches with
respect to the effort measured by size of source code, the
Hibernate approach took more time than the JDBC approach.
In fact, with Hibernate we had to deal with six files, whereas
with JDBC we had to deal with only one file. Therefore, the
Hibernate approach took about 4.3 h, compared to 3 h for
JDBC.

C. Impact of requirement changes on the two approaches

Because requirements change frequently in practice, it is
useful to see how different approaches cope with
requirement changes. For the initial investigation regarding
requirement changes, we made the following change: in the
Terminate Permit use case, instead of deleting the permit (as
we did before), we labelled the permit as terminated.

D. Comparison of findings after first requirement change

TABLE I FIRST REQUIREMENT CHANGE
Progr Files Vi|V2|A|M|D| S |ET
am
CPS java 141 | 149 | 10 4 2 16
Permit.java 47 65 8 0 0 8
Q Emp.java 47 47 0 0 0 0
g Emp.hbm.xml 17 17 0 0 0 0 40
§ Perm.hbm.xml 14 15 1 0 0 1 min
= Hiber.cfg.xml 18 18 0 0 0 0
HiberUtil java 16 16 0 0 0 0
Total 300 | 327 19 4 2 25
JDBC | CPSy.java 283 | 283 0 3 0 3 10.
min

V1 = before the change; V2 = after the change; A = add; M = modify; D =
delete; S = summation of A,M, and D; ET = estimated time
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As Table II shows, there are significant differences
between the two approaches with respect to the
implementation effort measured by the size of the source
code. The implementation of the new requirement changes
with Hibernate required a total of 25 lines of code, compared
to only 3 lines of code using JDBC. In addition, the
implementation of the new requirement changes with
Hibernate took about 40 min, whereas it took only 3 min
with JDBC. Indeed, it is evident that JDBC offered more
flexibility with regard to both time and effort.

E.  Further impact of requirement changes on the two
approaches

For the second requirement change, suppose a company
needs to distinguish between full-time and part-time
employees. Part-time employees are paid an hourly rate,
whereas full-time employees are assigned a salary.

TABLE III. SECOND REQUIREMENT CHANGE
Pro
gra Files Vi | V2 A |M| D S ET
m
CPS.java 149 | 154 5 2 0 7
Permit.java 65 65 0 0 0 0
Emp.java 47 47 0 1 0 1
Q PartTime.java - 20 20 | O 0 20
£ | FullTimejava - [20 ]2 o]0 ]2},
:_g Emp.hbm.xml 16 16 0 0 0 0
= Perm.hbm.xml 17 24 7 0 0 7
Hiber.cfg.xml 15 15 0 0 0 0
HiberUtil.java 18 18 0 0 0 0
Total 327 [ 379 | 52 | 3 0 55
22| crsyjava 283 [206 | 13 [ 3| 0 |16 |20

As Table III shows, the new requirements have had a
greater impact on the program implemented through
Hibernate, in terms of both the time and the effort required to
implement these changes. The implementation of the new
requirement changes with Hibernate required a total of 55
lines of code, in contrast to JDBC, which required only 16
lines. This difference represents a nearly 3:1 ratio in quantity
of code. Although one of the key benefits of inheritance is
minimising the amount of duplicate code in an application by
sharing common code amongst several subclasses, the
majority of new code is due to inheritance code. Moreover,
the implementation with Hibernate took about 1 h, compared
to only 20 m using JDBC. As a result, increasing the number
of classes that need to be persisted automatically can lead to
increased levels of effort and time.

V. SECOND CASE STUDY

We made the second case study more complicated than
the first in order to produce more statistics with which to
compare the two approaches. We also made changes that
reflect the change in business policy, that is, allowing more
than one kind of item to be stored at a shelf location. This
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change in policy required a change in the structure of the
classes. It will provide more data with which to compare the
two approaches.

F. Problem statement

A database is needed to maintain information about the
items stored in various warehouses of a company. Design a
relational database, which can store the information
contained the following:

1. Each warehouse has a phone (not shown) to contact
the staff at the warehouse.

2. Shelf locations are of two types: single access and
double access.

3. The present policies require that each shelf location,
at any time, can be used to store only one kind of

item.
TABLE IV. FINDINGS OF THE INITIAL CONSTRUCTION
. Total/
Program Files SLOC Lines ET
PartInWareHouse.java 141
Part.java 30
Warehouse.java 31
® ShelfLocation.java 45 300
s ShelfLocationPK_java 37
E HibernateUtil.java 16 4h
'EE Warehouse.hbm.xml 12
Part.hbm.xml 13 58
ShelfLocation.hbm.xml 15
Hibernate.cfg.xml 18
Total 358
JDBC PartInWareHouse.java 202 23h

Table IV summarises the findings for implementing the
Parts in Warehouses system with the two approaches.
Hibernate required a total of 358 lines of code, in contrast to
JDBC, which required 202 lines. In addition, Hibernate
required about 4 h, whereas JDBC required 2.3 h. Hibernate
clearly required more effort and time than JDBC.

G. Impact of requirement changes on the two approaches

The storage rules change to allow more than one kind of
item to be stored at a shelf location. This entails that the
cardinality relationship between the two entities Shelf
Location and Items must be changed to one-to-many.

H. Comparison of the findings after first requirement
change

As shown in Table V, the new requirements have had a
greater impact on the program implemented through
Hibernate, in terms of both the time and the effort required to
implement these changes. The implementation of the new
requirement changes with Hibernate required a total of 139
lines of code, in contrast to JDBC, which required only 38.
This difference represents a nearly 4:1 ratio in quantity of
code. Indeed, the source of increase in code quantity was due
to the addition of an item class with its composite key, which
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is not necessary in JDBC. Moreover, the implementation
with Hibernate took about 1.30 h, compared to only 30 min
with JDBC.

TABLE V. FIRST REQUIREMENT CHANGE
Pro
gra Files Vi | V2 A M D S ET
m
WHouse.java 114 155 14 5 0 19
Part.java 30 | 30 0 0 0 0
Whouse.java 31 31 0 0 0 0
SLoc.java 45 32 2 6 15 23
N SLocPK java 37 | 37 0 0 0 0
= Item.java - 29 29 0 0 29 130
§ TtemPK java -~ 3737 [0 [0 [37],;
= HibUtil.java 16 | 16 0 0 0 0
Who.hbm.xml | 12 12 0 0 0 0
Part.hbm.xml 13 19 6 0 0 6
SLo.hbm.xml 15 20 5 2 1 8
Item.hbm.xml - 16 | 16 0 0 16
Hiber.cfg.xml 18 19 1 0 0 1
Total 358 | 453 110 13 16 139
J%B WHouse.java 220 281 16 | 20 2 38 f:in

VI THIRD CASE STUDY: ISSUE OF RELATIONAL
REPRESENTATION/NAVIGATION

The representation of the relationship is a fundamental
issue. In fact, the difference between hierarchy, network,
relational, and object-oriented databases is the way in which
the relationship is represented. Therefore, if we construct
the application with JDBC, we will not experience the
navigation problem, whereas the problem arises when the
application is constructed with ORM. Thus, we have to
decide how to represent the navigation objects.

1. Problem statement

A distribution company supplies various kinds of
products to customers on a daily basis according to the
standing orders placed by the customers. The company wants
to set up a system to maintain information about the products
that the company can supply, its customers, and the standing
orders.

J. Comparison of the findings of the initial construction of
the two approaches

Table VI summarises the findings for implementing the
Standing Order system with the two approaches. Hibernate
required a total of 268 lines of code, in contrast to JDBC,
which required 141. In addition, Hibernate required about 3
h, whereas JDBC required 2 h. Thus, Hibernate required
more effort and time than JDBC.
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TABLE VI FINDINGS OF THE INITIAL CONSTRUCTION
Progra . Total/
m Files SLOC Lines ET
SOSystem.java 86
Customer.java 22
Order.java 47 212
Q Product.java 41
g HibernateUtil.java 16 3h
é’ Customer.hbm.xml 10
am Order.hbm.xml 15 56
Product.hbm.xml 12
Hibernate.cfg.xml 19
Total 268
JDBC SOSystem.java 141 141 2h

K. Impact of requirement changes on the two approaches

We changed the navigation rule between the objects
from unidirectional to bidirectional association.

TABLE VIL FINDINGS OF THE INITIAL CONSTRUCTION
Prog | pileName | Vi | v2 | A [ M [ D | s |ET
ram

SOSys.java 86 86 0 0 0 0
Cust.java 22 32 10 0 0 10
Order.java 47 47 0 0 0 0

2 Product.java 41 51 10 0 0 10

g Htil java 16 16 0 0 0 0 30
2 [ cubbmxml | 10 | 14 [ 4 0 0 4 | min
T [orhbmxml [ 15 | 15 [ 0 [ 0 | 0 | 0
Pr.hbm.xml 12 16 4 0 0 4
Hib.cfg.xml 19 19 0 0 0 0
Total 268 296 28 0 0 28
JDBC SOSys.java 141 141 0 0 0 0 0

As Table VII shows, the new requirements have had a
greater impact on the program implemented through
Hibernate, in terms of both the time and the effort required
to implement these changes. The implementation of the new
requirement changes with Hibernate required a total of 28
lines of code and 30 min, in contrast JDBC, which did not
require any changes, because navigation is not an issue for
it.

VIL

We made this case study even more complicated and
realistic in order to produce much more statistical data with
which to compare the two approaches. The case study also
highlights the issue of relationship representation and
illustrates that the object-oriented approach is more sensitive
to the class model than the relational model.

FOURTH CASE STUDY

7



ICSEA 2015 : The Tenth International Conference on Software Engineering Advances

L. Problem statement

Eastern Suburb Gymnastics (ESG) is a regional
organisation that is responsible for running competitions
between the gymnastics clubs in eastern suburbs of
Melbourne. The competitions are organised into seasons.
ESG needs a system to help organise and maintain the
records of the competitions that take place in a single
season. The system, in essence, needs to store information
on the gymnasts, their clubs, the organisation of the
competitions, and the competition results.

M. Comparison of the findings of the initial construction of
the two approaches

TABLE VIII.  FINDINGS OF THE INITIAL CONSTRUCTION
Progra File sLoc | Total ET
m Lines
GScoringSystem 237
Club 44
Competition 24
CompetitionPk 35
Division 60
EventPk 46
Event 37 810
EventType 58
Gymnast 60
Judge 40
Meet 52
© TeamPk 46
g Team 33
3 Score 22 6h
T HibernateUtil 16
Club.hbm.xml 13
Competition.hbm.xml 12
Division.hbm.xml 15
Event.hbm.xml 21
EventType.hbm.xml 14
Gymnast.hbm.xml 15 177
Judge.hbm.xml 17
Meet.hbm.xml 14
Team.hbm.xml 14
Score.hbm.xml 16
Hibernate.cfg.xml 26
Total 987
JDBC GScoringSystem | 259 259 3h

Table VIII summarises the findings for implementing
the Eastern Suburb Gymnastics system with the two
approaches. Hibernate required a total of 987 lines of code,
in contrast to JDBC, which required 259. In addition,
Hibernate required about 6 h, whereas JDBC required 3 h. It
is evident that Hibernate required more effort and time than
JDBC. This difference represents a nearly 4:1 ratio in
quantity of code. Indeed, the source of the increase in the
code quantity was due to a plain old Java objects (POJO) and
its mapping files.
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N. Impact of requirement changes on the two approaches

Here, we investigated how sensitive the two approaches
are to the choice of domains modelled.

TABLE IX. FINDINGS OF THE INITIAL CONSTRUCTION
Prog | piteName |[vi| v2 | A M| D |s [E
ram T
23
GSSystem 7 274 37 0 0 37
Club 44 44 0 0 0 0
Competition 24 24 0 0 0 0
CompetitionPk 35 35 0 0 0 0
Division 60 60 0 0 0 0
EventPk 46 46 0 0 0 0
Event 37 37 0 0 0 0
EventType 58 58 0 0 0 0
Gymnast 60 60 0 0 0 0
Judge 40 40 0 0 0 0
Meet 52 52 0 0 0 0
TeamPk 46 46 0 0 0 0
Q Team 33 33 0 0 0 0
g TeamMember - 55 55 0 0 55 1
2 [ Score 2 | 22 0o JoJolo
= HibernateUtil 16 16 0 0 0 0
Club.hbm.xml 13 13 0 0 0 0
Comp.hbm.xml 12 12 0 0 0 0
Divis.hbm.xml 15 15 0 0 0 0
Event.hbm.xml 21 21 0 0 0 0
EType.hbm.xml 14 14 0 0 0 0
Gymt.hbm.xml 15 15 0 0 0 0
Judge.hbm.xml 17 17 0 0 0 0
Meet.hbm.xml 14 14 0 0 0 0
Team.hbm.xml 14 14 0 0 0 0
TMember..xml - 14 14 0 0 14
Score.hbm.xml 16 16 0 0 0 0
Hibern.cfg.xml 26 27 1 0 0 1
Total 987 1093 106 0 0 106
25
JDBC GSSystem 259 291 32 0 0 32 mi
n

Table IX shows that the implementation of the new
requirement changes with Hibernate required a total of 106
lines of code, in contrast to JDBC, which required only 32.
This difference represents a nearly 3:1 ratio in quantity of
code. Moreover, the implementation with Hibernate took
about 1 h, compared to only 25 min for JDBC.

VIII. RESULTS

The results of our critical comparison of the two
paradigms in terms of flexibility, which was based on
implementation findings, indicate that in the initial
construction of the application, using ORM is much costlier
than using JDBC. In other words, the level of effort and time
required to implement the application is much higher with
Hibernate than with JDBC. For instance, the initial
construction of the ESG system with ORM required a total
of 987 lines of code, in contrast to JDBC, which required
259. This difference represents a nearly 4:1 ratio in quantity
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of code. In addition, ORM required about 6 h, whereas
JDBC required only 3 h. Indeed, increasing the number of
classes that need to be persisted automatically can lead to
increased levels of effort and time.

Moreover, JDBC is more flexible in the face of
requirement changes than is ORM. For example, for an
object to be persisted to a database, Hibernate needs a
mapping file for all the objects that are to be persisted as well
as POJO, which is not required when using the JDBC
approach. This means that if we would like to add an
attribute to or delete an attribute from a class, we must
modify the mapping file of that class to map or delete the
attribute, and subsequently we must modify the class itself to
add/delete that an attribute with its getter and setter methods.
When using JDBC, in contrast, we do not need to undertake
these steps. Furthermore, the object-oriented paradigm has
an issue related to navigation between objects through
association links, whereas navigation is not an issue for
JDBC. In addition, determining the direction with UML is
not an easy task, which can be considered one of the
common mistakes in design decision. In addition, the object-
oriented approach is more sensitive to the class model than
the relational model. It is worth mentioning that the
developer did not use auto-code generation during
performing the initial construction implementation, and this
could explain the remarkable difference in time between two
approaches.

Although the current study has yielded some clear
preliminary findings, its design is not without flaws. First,
the case studies were small scale as a result of some
restrictions, such as the time and effort required for
implementation. A further limitation is that the
implementation of all the case studies was performed by one
developer, which may affect the generalisability of the
study’s findings to different developers.

IX. CONCLUSION

This paper addressed the question of whether the object-
oriented approach is better than the traditional approach or
vice versa in terms of applicability and flexibility to
requirement changes. The experimental results show that the
object-oriented approach required more time and effort as a
result of mapping files. Moreover, the object-oriented
approach has an issue of navigation between objects.
However, our examination is only the beginning. We believe
there is still a need for further research with real projects to
yield reliable results. Our future work will focus on
conducting more experiments on real projects to validate our
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results and to investigate flexibility of object-oriented
approach to requirement changes.
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Abstract—On-line updates have proved to be essential for critical
long running applications that hardly can be stopped. Indeed,
security patches or feature enhancements need to be applied
frequently. Pymoult is a platform allowing on-line updates for
Python programs. It provides many mechanisms from the liter-
ature for updating running programs without requiring them to
be stopped, allowing update developers to combine and configure
the mechanisms for each update. This paper presents the design
of Pymoult and details the implementation of several mechanisms
it provides. With the help of an example, this paper also presents
how mechanisms can be combined and configured to design on-
line updates with Pymoult.

Keywords—On-line updates; Python; Software maintenance

I. INTRODUCTION

Today’s world expects software systems to be available at
every moment, whether the system provides critical services
like airport traffic control or whether its downtime would cause
user discomfort like an operating system forcing a reboot
for updating. Updating running software systems becomes a
critical issue as it requires the system to be restarted, causing
downtime and loss of state as well as financiary losses [1].
Not applying updates or postponing them is dangerous, as
updates are necessary to keep software safe from bugs and
security breaches. Dynamic Software Updating (DSU) allows
updates to be applied on running software without requiring
it to be restarted, causing little service disruption and no loss
of data. This goal is reached by using DSU mechanisms for
modifying the control flow (redefining functions) and the data
flow (converting the data to a new version) of a given program.
The majority of DSU platforms gather a predetermined set of
these mechanisms they use to apply each update.

A lot of platforms have been proposed [2], [3], defining
several mechanisms. Each mechanism has different proper-
ties and constraints. A DSU platform selects the best suited
mechanisms for the type of program it targets and the kind of
updates it expects. For example, K42 [4] is an operating system
embedding its own DSU system. It handles its updates by
swapping modified components when all old threads running
out of date code are terminated. These mechanisms are best
suited to the design of K42, which has a component based
architecture and runs short lived threads. Updates often consist
in the modification of components and, because the threads
are short-lived, waiting for old threads to terminate is an easy
way to ensure that components are swapped when they are
quiescent. But when applying an unforeseen kind of update,
the fixed set of mechanisms provided by the DSU system might
be inefficient or even it may be impossible. For example, K42
does not handle API changes very well because they need to
apply changes across the components.

Pymoult is a DSU platform providing several DSU mech-
anisms for updating Python programs. Its approach is to let an
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update developer select and configure the DSU mechanisms
best suited for its update. While it requires more work from
update developers than automated DSU platforms, it ensures
that every update can be applied with best suited mechanisms.
This paper presents the design and implementation of Pymoult.
Section II discusses the implementation of DSU mechanisms
in Python and presents Pypy-dsu, our custom Pypy interpreter
enhanced for DSU support. Section III details the design
of Pymoult and discusses the implementation of some of
the mechanisms it provides before presenting an example
of dynamic update using Pymoult in section IV. Section V
compares Pymoult to other DSU platforms and Section VI
introduces future work before concluding this paper.

II. PYTHON AND ON-LINE UPDATES
While many DSU mechanisms can be implemented in
Python, some of them are impossible to develop using the
standard implementation. For that reason, Pymoult uses Pypy-
dsu, a Python interpreter enhanced with DSU features.

A. DSU capabilities of bare Python

Python is a dynamically typed, interpreted, object-oriented
language. It has natural indirection and allows dynamic manip-
ulation of programs models. The flexibility of Python and its
introspection features make it easy to implement DSU mech-
anisms. For example, object fields, class methods, variables
and functions are treated the same way, they are manipulated
directly through their name. This allows, for example, to easily
redefine a function foo by calling foo=foo_v2 since each
call to foo resolves the function name.

Fields can be added or deleted from objects and classes,
allowing easy modification of objects or classes. The type of an
objectis kept as a ___class___ field which refers to that type.
By consequence, changing the type of an object corresponds to
changing the class the ___class__ field refers to and adding
or deleting fields to conform the object to its new type.

Thanks to the meta-object protocol embedded in Python,
Pymoult can implement a lazy method for updating objects.
In Python, attributes and methods of objects are accessed
(for writing, reading or calling) using __getattribute_
and __setattr__ methods of their class. By default, these
methods resolve to the implementation in the object class.
By overriding these methods for a given class, we can run
updating code on an object before accessing its fields. Objects
can therefore be updated only when actually used (i.e., when
one of their fields is accessed).

Python is also a uni-typed language, allowing variables to
change type dynamically without requiring specific tools. The
type checking uses duck-typing. For example, if a.foo is
called, the type of object a is checked for a method called
foo. Variables can therefore be modified freely except for the
deletion of fields used in the program.
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B. The Pypy-dsu interpreter

Several DSU mechanisms can not be properly implemented
in Python. For example, in a standard Python interpreter, it is
not possible for a thread to suspend another one. This inability
is a problem when needing to suspend parts of a program.
We therefore decided to extend the features of a Python
interpreter. We chose to base ourselves on the Pypy interpreter,
a Python interpreter written in Python. Pypy is easier to
modify than CPython (the reference Python interpreter) and
already extends Python with object proxies and continuations
that were helpful when implementing DSU mechanisms. This
subsection presents new features that where added in Pypy-
dsu, our customized Pypy interpreter.

1) Traces for controlling threads: Suspending a thread is
implemented using traces. Python traces are functions called
after each statement. To suspend a thread, a trace waiting for
an event to be triggered is inserted. On the next statement, the
trace will block until the event is triggered, causing the thread
to be suspended. In Pypy, a trace cannot be set for a given
thread and traces only start on the next call to a function. In
Pypy-dsu it is possible to set a trace for a given thread using
sys.settrace_for_thread. When setting the trace, one
can choose whether the trace should start immediately or on
the next function call. This feature allowed the development
of mechanism to suspend and resume thread and control their
execution (see paragraph II-B3 for an example).

2) Intercepting object creation: Although Pypy provides a
garbage collector, it cannot be used to get a reference on every
object created since the starting of the program. Such feature is
essential when implementing mechanisms to update the data of
a program. We therefore added the possibility to setup a global
hook with set_instance_hook that is called each time an
object is created. We use that hook to maintain a pool of weak
references to each object created by the program. Each time
an object is created, a hook creating a weak reference to it and
adding it to the pool is called. This pool is used each time a
mechanism requires accessing all the data at a same time.

3) Dropping frames: 1t is not possible in Python to manip-
ulate the stack of a thread, making it impossible to support on
stack replacement of functions. We added new instructions to
drop frames from the stack. Calling a dropNframe value
statement will cause the N most recent frames to exit immedi-
ately, returning value. On stack replacement of a function by
a new one is implemented using traces and the drop2frames
function to force the two most recent frames to exit and
return value. A trace calling the new function before using
drop2frames is inserted in the target thread. When the
thread enters a frame running the old function, the trace
captures the local state of that frame and calls the new function,
giving that state as an argument. The return value of the new
function is then given as argument to drop2frames. The
last two frames (i.e., the frame of the trace and the frame of
the old function) are dropped and the return value of the new
function is returned to caller of the old function.

III. PymoOULT
To our knowledge, Pymoult is the first DSU platform
for Python programs. Its approach is to provide as many
DSU mechanisms as possible through an API that allows
their combination and configuration. Since the creation of
Pymoult in 2012, we implemented over 30 DSU mechanisms.
For that reason and for the features we previously detailed,
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Figure 1. Map of an on-line update

we think that Python is a good language for writing DSU
mechanisms, and testing platforms designs. The design of
Pymoult is the result of incremental work. Since the first
version of Pymoult [5] and throughout the experiments we
conduced with it, the design evolved to its actual form we
present in this section.

To update a running program with Pymoult, the pro-
gram developer must start a specific Pymoult thread called
Listener in the program. That thread enables the supplying
of on-line patches for the running application. An on-line patch
is a piece of Python code that uses the Pymoult API. It contains
the code of the updated elements of the program (e.g., func-
tions, classes) and instructions on which DSU mechanisms to
use. Dynamic updates rely on Manager and Update classes.
A manager (an instance of the Manager class) is responsible
for applying modifications according to the instructions given
by an update object (an instance of the Update class).

Subsection III-A presents the design of Pymoult and details
how to write an on-line patch with Pymoult. Subsection III-B
details the implementation of some mechanisms provided by
Pymoult and section IV presents the example of an on-line
update using Pymoult.

A. Design

In Pymoult, an update is composed of several instances of
an Update class. These instances are supplied to a manager
that will apply them. For the remainder of this section, we use
the term update object to refer to instances of Update. An
on-line patch is therefore a set of update objects.

Figure 1 presents the architecture of a program undergoing
an on-line update. An on-line patch embeds new variables,
classes and functions (1) which are used by an update object
to specify the instructions for the manager (2). The manager
controls and modifies the elements of the program (3) using
DSU mechanisms provided by Pymoult and as specified by
the update object (3.

Pymoult provides several off-the-shelf manager classes that
can be instantiated in the program or in an on-line patch to
create new managers. The regular Manager class describes
a manager that operates only when the program calls its
apply_next_update method. This kind of manager allows
the program to decide when modifications can be applied
to it. The ThreadedManager class describes a manager
that operates in its own thread. It applies modifications each
time an update object is supplied to it. Pymoult also provides
preconfigured managers that are bound to an Update class
and will always use the same DSU mechanisms to apply every
modification. Lastly, one can extend the Manager class to
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Figure 2. The updating process

updatesl*
Update

Manager

name : str name : str

check_requirements () : str
preupdate_setup ()
wait_alterability () :bool
check_alterability () : bool
clean_failed_alterability ()
apply () : str

threads preresume_setup ()

Thread wait_over ()
threads 1* check_over () : bool
cleanup ()

Figure 3. Update and Manager classes

suspend_threads ()
resume_threads ()
add_update (Update)
apply_next_update ()

*

define one’s own manager. The classes involved in the updating
process are presented in Figure 3.

Update developers can define their own update classes
by extending the Update class. An update class has one
method for each step of the updating process. These methods
can use the DSU mechanisms provided by Pymoult through
calls to specific functions. Update objects are instances of
developer defined update classes and are supplied to managers.
The managers implement the updating process pictured in
Figure 2. When an update is supplied to a manager, that
manager checks the requirements of the update (1. To do so,
it calls the check_requirements method of the update
that returns "yes", "no" or "never" if the requirements
are (respectively) met, not met or can never be met. If
"no" is returned, the update is postponed. If "never" is
returned, the update is canceled and if "yes" is returned, the
updating process continues. The manager then proceeds to the
preliminary setup step (2) where it installs elements required
for the next steps. To do so, it calls the preupdate_setup
method of the update. When the preliminary setup is finished
(i.e., the preupdate_setup method has returned), the
manager waits for the application to be in a safe state we
call alterability (3) by calling the wait_alterability
method of the update. That method returns True when the
application can be safely modified or False if a safe state
could not be met in a fixed amount of time. If False is
returned, the manager invokes a cleanup step in which
it calls the clean_failed_alterability method of
the update for uninstalling the elements that were set up
in the preliminary setup step. The update is then post-
poned. If wait_alterability returns True, the manager
suspends some threads of the program (4 by calling its
suspend_threads method. If the update specifies threads
in its threads attribute, suspend_threads will suspend
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them, if not it will suspend the threads controlled by the
manager (i.e., the threads in its threads attribute). If the
manager does not control any threads, no thread is suspended.
The manager then proceeds to the apply step (5) where it calls
the apply method of the update. That method realizes all
the modifications needed by the update (e.g. redefine func-
tions, transform the data). The following step of the manager,
the pre-resume setup step (6), calls the preresume_setup
method of the update that follows the same principle as the
preupdate_setup method. Suspended threads are then
resumed by the resume_threads method of the manager
(. When all threads are resumed, the manager waits for the
update to be over (8) by calling the wait_over method of
the update that returns when the update is over. Indeed the
apply step may have started tasks that run along the rest of the
program. For example, the update can start lazy modifications
of objects and requires all the objects to be transformed before
completing. When the update is over, the manager cleans up
any element installed in the preliminary setup and pre-resume
steps (9) by calling the cleanup method of the update.

While this updating process is exactly followed as we just
described by instances of ThreadedManager, instances of
Manager wait passively for a safe state and for the end of
the update. They give back the hand to the program each time
they have to wait. For that purpose, they call the non-blocking
check_alterability method (resp. check_over) in-
stead of wait_alterability (resp. wait_over).

B. Mechanisms

Mechanisms are provided as functions that can be called in
the methods of update classes. In this subsection, we follow the
updating process detailed in the previous one and present some
mechanisms that can be used for each step. Figure 4 presents
an update object using the mechanisms discussed here.

1) Preliminary setup: Some mechanisms provided by Py-
moult need preliminary installation before being used. This is
the case of the forceQuiescence mechanism that forces
a function to be quiescent. In the pre-update setup step, the
setupForceQuiescence function replaces the targeted
function by a stub that blocks all incoming, non-recursive
calls by waiting for a specific continue event to be activated.
A watcher thread is then started. That thread watches the
quiescence of the targeted function.

2) Waiting alterability: We call alterability the state of a
program when it can be updated without provoking errors.
Indeed, if the update is applied at a wrong moment, updated
code can call obsolete code and cause a crash. For example,
an outdated function could try to access an updated piece of
data that is no longer compatible with the function.
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On-line patch

Update Class New Variables

e wait_alterability
-forceQuiescence: foo

New Classes

e apply B

-redefineFunction: foo — foo2

-redefineClass: A — B

-access immediately instances of A, New Functions
updateToClass: A — B. foo2

update object

Variables
a (of type A)

Application

Manager Instance Classes
o threads A
threadl, thread2 .

Alterability Functions
Quiescence of foo foo
bar

Threads
thread 1
thread 2

Figure 4. An example of update using Pymoult

Alterability can be detected by watching alterability cri-
teria such as the quiescence of a component to be up-
dated [6] or any condition on the state of the program.
These criteria depend on the modifications applied by the
update and may vary among all the updates. Several such
criteria are proposed in the literature as the tranquility [7]
or the serenity [8] of components. Pymoult provides several
functions for expressing alterabilty crtieria. Here, we discuss
the waitForceQuiescence function that expresses the cri-
terion “target function must be quiescent” while forcing its qui-
escence instead of waiting for it. waitForceQuiescence
waits for the watcher thread started in the previous step to
detect the quiescence of the target function, then returns.

3) Applying modifications:

a) Accessing and updating data: Pymoult provides
two ways to access data through the DataAccessor class
that behaves as an iterator. When creating an instance of
DataAccessor, one must precise the type of objects it
accesses and the strategy to use as a string. The immedi-
ate strategy accesses all the objects when the instance of
DataAccessor is created. It is then possible to iterate over
all the objects. The progressive strategy uses the meta-object
protocol described in section II-B to access objects lazily. Each
time an object of the given type is used by the program, it is
enqueued to the instance of DataAccessor. It is possible
to iterate over the objects progressively as they are accessed.
When the queue of accessed objects is empty, the iteration
hangs until new objects are accessed. As a consequence, it is
not possible to know a priori when all the objects have been
accessed and therefore, when the iteration ends.

When they are accessed, objects can be updated using the
updateToClass function. This function changes the type
of a given object to a given class by updating its __class___
attribute. A transformer supplied by the update developer is
then applied to the object to modify its attributes.

b) Updating functions and classes: One way to update
a function is to replace it by a new version. This mechanism
is provided through the redefineFunction function that

Copyright (c) IARIA, 2015. ISBN: 978-1-61208-438-1

uses the native indirection of Python to change the body bound
to the old function’s name.

Similarly, classes can be redefined globally using
redefineClass or one can add new fields or modify
existing ones with addFieldToClass. In Python, classes
are just special objects that can be modified dynamically as
any other object.

4) Pre-resume setup: At this step, a mechanism may re-
quire some set up before resuming the excution of the program.
For example, this is the case of forceQuiescence. In this
step, the cleanForceQuiescence function activates the
continue event waited by the blocking stub added during the
pre-update setup. As a consequence, all the calls to the targeted
function are released.

5) Cleaning failed alterabilty: DSU mechanisms handling
alterability watching that required preliminary set up require
clean up if the program fails to reach alterability. If the
forceQuiescence mechanism fails to guide the program
to alterability, the cleanFailedForceQuiescence func-
tion stops the watcher thread, activates the continue event and
removes the stub installed in the pre-update setup step.

IV. AN EXAMPLE

Various uses of Pymoult have been tested to validate it.
Among the applications we have dynamically updated with
Pymoult is the Django application server. Pymoult allowed us
to update a running Django server from version 1.6.8 to version
1.6.10, choosing different DSU mechanisms for both succes-
sive updates (from 1.6.8 to 1.6.9 and from 1.6.9 to 1.6.10).
Such a complex update does not fit as an introductory example.
Instead, we present here the example of a program serving
pictures through a socket. This program is representative of
the Django example while staying simple.

Figure 5 presents the main elements of this program.
Picture objects are stored in folders a files dictionary.
Folders are served by the serve_folder method of
the ConnThread class which defines connection handling
threads. When starting, the program creates a listener to
receive future on-line patches (as explained in section III).
It also creates an instance of ThreadedManager and an
ObjectPool that will contain weak references to all the
created objects as explained in section II-B. That pool will
enable immediate access to objects for future updates. Each
time a new client connects to the server, a new ConnThread
instance starts responding to all the commands it receives. The
do_command method specifies the reaction to each received
command.

Figure 6 presents an on-line patch that introduces support
for comments. It is now possible to add a comment to pictures
and before serving pictures from a folder, the pictures are
annotated with their comment. The on-line patch redefines the
Picture class and the serve_folder and do_command
methods. In order to update the picture objects, the patch
provides a transformer named pic_trans.

The ServerUpdate class defines a new update class
which alterability criteria are the quiescence of the methods
do_command and serve_folder. Because the update
aims to redefine these two methods and to modify the picture
objects they both use, waiting for their quiescence before
updating ensures that it will not provoke errors. Before waiting
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class Picture (object) :
def _ init__ (self,path,name):...
def stream(self):...

class ConnThread (threading.Thread) :
def _ init_ (self,connection):...
def serve_folder (self, folder):...
def do_command(self,command) :...
def run(self):

while self.connection:

data = self.connection.recv(1024)
self.do_command (data.strip())
def main():

#create a socket to listen for commands
while True:

conn,addr = sock.accept ()
ConnThread (conn) .start ()
if _ name_ == "_ _main_ ":

listener = Listener ()
listener.start ()

manager = ThreadedManager ()
manager.start ()
ObjectsPool ()

main ()

Figure 5. Structure of the program

for alterability, the update captures all the ConnThread in-
stances and the main thread as they need to be suspended (Sus-
pending the main thread ensures that no new ConnThread is
created during the update). For that purpose, the patch defines
the method getAl1ConnThreads. When alterability is met,
the update uses addFieldToClass to redefine the methods
and uses a DataAccessor to access the picture objects. It
then uses updateToClass to update the accessed objects
and redefineClass to redefine the Picture class.

The on-line patch creates an instance of ServerUpdate
then supplies it to the manager. When the patch is sent to
the listener created by the application, it is loaded in the
application and its code is executed. The functions and classes
it contains are defined and the update object is created and
supplied to the manager.

Writing on-line patches as small programs which execution
will update the targeted program allows for a fine control over
the DSU mechanisms. For example, as presented in figure 7,
we could have chosen to apply the update without waiting
for the quiescence of do_command and serve_folder
and use on-stack replacement to update theses methods while
they are active. That would be a good choice if do_command
and serve_folder are rarely quiescent at the same time.
If the server handles a great amount of pictures, updat-
ing them all at the same time is long and disrupts the
service since connections are suspended during the update.
Updating picture objects lazily would be a better solution
as data would be migrated without suspending connections
(at the cost of the overhead introduced by the update of
objects the first time they are accessed). Figure 7 presents
this alternative patch for the update of the server. It uses
rebootFunction to capture the state of currently running
do_command and serve_folder methods then uses on-
stack replacement. For that purpose, the patch defines the
command_capture and serve_capture functions. The
update uses startLazyUpdate to start updating picture
objects lazily using the meta-object protocol described in II.

Copyright (c) IARIA, 2015. ISBN: 978-1-61208-438-1

class Picture_V2 (object) :
def _ _init__ (self,path,name):

self.commentary = "Witty comment"
self.basepath = path
def stream(self):...
def comment (self,text):...
def annotate(self):...
def getAllConnThreads():...
def pic_trans(pic):
pic.basepath = pic.path
pic.commentary = "Witty comment"
def serve_folder_v2(self, folder):...
def do_command_v2 (self,command) :...
class ServerUpdate (Update) :
def preupdate_setup (self):
self.threads = getAllConnThreads ()
def wait_alterability(self):
return waitQuiescenceOfFunctions ([do_command,
serve_folder])
def apply(self):
addFieldToClass (ConnThread, "do_command",
do_command_v2)
addFieldToClass (ConnThread, "serve_folder",
serve_folder_v2)
accessor = DataAccessor (Picture, "immediate")
for picture in accessor:
updateToClass (picture,Picture,Picture_V2,
pic_trans)
redefineClass (Picture,Picture_V2)
conn_update = ServerUpdate (name="conn_update")
main.manager.add_update (conn_update)

Figure 6. Simplified on-line patch

class ServerUpdate (Update) :
def preupdate_setup (self):
self.threads = getAllConnThreads ()
def wait_alterability(self):
return True
def apply(self):
addFieldToClass (ConnThread, "do_command",
do_command_v2)
addFieldToClass (ConnThread, "serve_folder",
serve_folder_v2)
for thread in self.threads:
rebootFunction (do_command, do_command_v2,
command_capture)
rebootFunction (serve_folder, serve_folder_v2,
serve_capture)
startLazyUpdate (Picture,PictureV2,pic_update)
redefineClass (Picture,Picture_V2)

Figure 7. An alternate on-line patch (simplified)

V. RELATED WORK

To our knowledge, Pymoult is the only DSU platform for
Python and its approach letting update developers combine
and configure DSU mechanisms is an actual topic in the
field. While classical DSU platforms use the same combination
of mechanisms to apply every update, some platforms allow
update developers to configure some mechanisms.

In ProteOS, [9] Giuffrida et al. propose to let update
developers decide the alterability criteria for each update. The
criteria are expressed as filters on the state of the OS. ProteOS
allows processes to be updated by starting the new version of
a process and transferring and updating the data from the old
process to the new one. The data is accessed immediately using
code instrumentation.

K42 [4] is an operating systems that allows its components
to be swapped at runtime. When applying an on-line patch, it
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forces all swapped components to be quiescent by suspending
all threads created after the on-line update is requested and
waiting for the old threads to terminate. Components are
progressively swapped when they become quiescent.

Jvolve [10] is a DSU platform for Java programs. It
allows classes and methods to be redefined. Update developers
provide the source code of the program and of its updated
version as well as class transformers (for updating static class
fields) and object transformers (for updating object fields).
The alterability criteria for every update is that the program
must reach a VM safe point (usually a point where the
garbage collector is called) where the redefined methods are
quiescent. Update developers can also indicate methods whose
quiescence will constitute an additional alterability criterion.
When alterability is met, all threads are suspended and Jvolve
updates methods using indirection at VM level and on-stack
replacement. It accesses objects using the garbage collector
and updates them immediately.

For these three platforms, the on-line patch supplied by
the update developer is made of the source code of the new
version of the program plus some instructions (K42: code of
the transfomers; Jvolve and ProteOS: code of the transformers
and of the alterability criteria). While Jvolve and ProteOS
allow update developers to configure mechanisms by giving
additional alterabilty criteria, they support little variability on
the updating process. These platforms force the configuration
of DSU mechanisms (e.g alterability criteria are quiescence of
some functions) and only allow update developers to extend
some of them (e.g by giving new functions that need to be
quiescent for alterability). To our knowledge, Pymoult is the
first DSU platform giving as much control on the mechanisms
used for on-line updates.

VI. CONCLUSION AND FUTURE WORK

We presented the design of Pymoult and presented how
it allows DSU mechanisms to be combined and configured
when writting an on-line patch. We also presented an example
of on-line update of a Python program using Pymoult.

Pymoult is built atop a modified version of the Pypy
interpreter. Because the modifications we applied to Pypy are
little intrusive on the interpreter, they have no impact on the
way Pypy interprets Python programs. Pymoult is therefore
fully compatible with all the applications that are compatible
with Pypy. Nevertheless, many common Python applications
have compatibility issues with Pypy. The purpose of Pymoult
was to find a design that allows DSU mechanisms to be easily
configured and combined. Therefore, compatibility with every
Python application was not an issue. Nonetheless, to ensure
better compatibility with common Python software, we are de-
veloping a custom version of the CPython interpreter, the most
used Python interpreter. Having a CPython-dsu interpreter will
allow Pymoult to be tested with more real-life Python software.

Updating Django proved that Pymoult can be used to
update real world software. Further experiments, such as
overhead measurement, are required before validating the use
of Pymoult for production software.

Pycots [11], a component model enabling architectural
reconfiguration of applications, is an example of the use of
Pymoult. The model is paired with a development process for
specifying reconfiguration and proving their corectness using
Coq before executing them using Pymoult.
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The design of Pymoult is well suited for designing cus-
tomized updates for Python programs. Having a similar design
for different languages would be a good thing because it would
allow combining DSU platforms for updating complex appli-
cations made of several programs using different languages.
We are currently working on a C version of Pymoult as a
means to establish an equivalent design for C programs.

Pymoult is free software published under GPL License.
Its source code, as well as several examples can be found
on the project repository [12]. The example presented in
subsection IV is based on the “interactive” example.
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Abstract—Oracle Forms is a tool for creating screens that
interact with an Oracle database. It appeared in the eighties and
its use spread to many IT sectors today. There are pressures that
push software engineers to modernize Oracle Forms applications:
obsolescence of technology, requirements of users, etc. For a
straightforward modernization, it is necessary to comprehend the
applications from a prior step. This paper reports the preliminary
results of the ”’Forms Modernization” project, in particular, of the
understanding step. In most cases, the understanding of Forms
applications is a complex and time-consuming task due to several
reasons: large size of applications, lack of design documentation,
lack of software organization. This paper proposes a visualization
process to alleviate these issues. The process takes static Oracle
Forms code as input and produces a set of domain specific
diagrams/views, that ranges from high to low abstraction levels,
as output. The gist of diagrams and views is to assist engineers
in a structural understanding of the Oracle Forms software. The
process includes algorithms for element discovery and clustering,
and is instrumented by means of a tool running on Eclipse
Modeling technologies. We take advantage of four real Oracle
Forms applications to illustrate the benefits of this approach.
These applications have been provided by Asesoftware, which is
the Colombian industrial partner of the project.

Keywords—program comprehension; reverse engineering; tools;
clustering algorithms; model-driven engineering; graphical editors.

I. INTRODUCTION

Software is constantly evolving; this evolution is motivated
by different reasons such as the obsolescence of a technology,
the pressure of users, or the need to build a single coherent
information system when companies merge [1]. Our research
lies in the field of software modernization, a kind of evolution,
that refers to the understanding and evolving of existing
software assets to maintain a large part of their business value

[2].

This paper presents the preliminary results of the "Forms
Modernization” project, which involves academic and indus-
trial partners. The project arose as a result of some problems
faced by Asesoftware, a Colombian software company that
offers modernization services to its clients, regarding the desire
to migrate Oracle Forms applications to modern platforms (in
particular Java).

Oracle Forms appeared towards the end of the 1980s.
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It comprises a rapid database application development en-
vironment and a runtime environment, where the database
applications run. Oracle Forms applications are present in
many sectors. Such is the case in Colombia as well as in
other countries. Results of a tool usage survey [3], carried out
by the Oracle User Group Community Focused On Education
(ODTUG) in 2009, indicate that 40 percent of 581 respondents
(application developers) use Oracle Forms.

The migration of Oracle Forms applications to new tech-
nologies is mainly caused by three factors: the fear that Oracle
desupports Forms, the difficulty to find Forms programmers,
and Forms no longer meeting business requirements.

Furthermore, the company, Asesoftware, complains about
the following three problems of manual modernization: i)
Difficulty to understand the Oracle Forms application, ii) Time-
consuming and repetitive migration, and iii) Poor testing. The
“”Forms Modernization” project addresses these problems in
three phases. Here, we report the results of the phase that aims
to solve the first problem.

According to Lethbridge and Anquetil [4], the main dif-
ficulties when trying to understand legacy applications are
the following: i) lack of a directory hierarchy and of design
information, ii) original designers’ lack of knowledge of soft-
ware architecture, and iii) undermining of the original design
decisions as many additions and alterations were made. An
Oracle Forms system is not the exception to Lethbridge and
Angquetil’s claim about legacy software organization: it lacks
a directory hierarchy and the file names are not necessarily
meaningful. As a result, an inspection of this code, aimed at
understanding, is time consuming and error-prone.

To cope with this, Asesoftware organizes meetings with
the clients, where the latter transfer their knowledge regarding
application functionalities to the engineers in charge of the
modernization process. The purpose of these meetings is to
obtain a global understanding of the application’s functional
requirements, in order to ease the subsequent inspection of
the code as well as the migration process. Nevertheless, this
understanding remains in the mind of the engineers and it
is not reported in any formal document in a way that the
learning curve could be shortened for new people that enter
the modernization process.

This paper presents the proposed approach as a solution to
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the understanding issue. The approach consists of a process
that takes a given Oracle Forms application as input and
produces a set of diagrams and views that give an insight into
the application’s structural organization as output. The pro-
cess includes algorithms for element discovery and clustering,
and is instrumented by means of a tool running on Model-
Driven engineering technologies. The resulting diagrams and
views are designed to satisfy three concrete understanding
challenges. When comparing our approach to related work
—ecither research work [5][6][7] or commercial tools (i.e.,
Oracle2Java [8], Evo [9], Jheadstart [10], Pitss [11], Ormit
[12])— we found that they only provide views with a low
level of abstraction, whereas our approach proposes diagrams
and views that range from high to low abstraction levels, thus,
contributing to the acceleration of the understanding of the
Oracle Forms program and aiming at modernization.

The paper is structured as follows: Section II describes
the main building blocks of Oracle Forms applications and
introduces four real Oracle Forms applications that serve as
illustrating examples. Through an example, Section III elabo-
rates on the understanding challenges that guide our research.
Section IV establishes certain criteria, classifies related work
according to it, and compares these works to our proposal.
Sections V and VI present our approach and the tool used
for instrumentation, respectively. Section VII describes how
the user interacts with the visualizations in order to achieve
an understanding. Section VIII elaborates on the results of
applying our proposal to the illustrating examples. Finally,
Section IX concludes the paper and outlines future work.

II. ORACLE FORMS OVERVIEW AND ILLUSTRATING
EXAMPLES

We present the main concepts of an Oracle Forms appli-
cation below:

e Form: A Form is a collection of objects and code,
including windows, items, triggers, etc.

e  Blocks: Represent logical containers for grouping re-
lated items into a function unit to store, display and
manipulate records of database tables. Programmers
configure the blocks depending on the number of
tables from which they want to manipulate the form:

o The way to display a single database table in
a form is to create a block. This results in a
single table relationship between the form and
the table.

o The way to display two tables that share a
master-detail relationship (i.e., ”One to Many”
relationship) is through two blocks. Oracle
Forms guarantees that the detail block will
display only records that are associated with
the current record in the master block. This
results in a master/detail relationship between
the form and the two tables.

e Item: Items display information to users and enable
them to interact with the application. Item objects
include the following types: button, check box, display
item, image, list item, radio group, text item and/or
user area, among others.
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e Trigger: A trigger object is associated to an event.
It represents a named PL/SQL function or procedure
that is written in a form, block or item. PL/SQL
is the Oracle procedural extension of SQL. PL/SQL
allows programmers to declare constants, variables,
control program flows, SQL statements and APIs. A
useful Oracle Forms API written in PL/SQL is the
one offering procedures for form displaying, i.e., the
OPEN/CALL statements.

e Menu: Is displayed as a collection of menu names
appearing horizontally under the application window
title. There is a drop-down list of commands under
each menu name. Each command can represent a
submenu or an action.

These concepts are found in the examples that will be used
throughout the paper. These examples are aligned with four
real applications related to treasury, banking and insurance
sectors. These applications will be referred to as Conciso,
Servibanca, Maestro, and Sitri. The following information is
useful in order to give an idea about the application’s size:
the number of forms ranges from 83 to 178, referenced tables
from 101 to 200, blocks from 361 to 765 and triggers from
2140 to 4406.

III. CHALLENGES ILLUSTRATED BY AN EXAMPLE

Using a concrete example, this section presents the chal-
lenges we face. Suppose a form of Conciso has to be modern-
ized in two senses: i) evolution towards a new technology,
and ii) introduction of a small modification to the initial
functionality. The form allows manipulating deductions from
an Employee’s withholding tax. The modification consists in
taking into account the deductions to which an employee has
the right after making donations to institutions that promote
culture, sports and art at a municipal level. Specifically, this
modification should ensure that the user indicates a city, de-
partment and country in the form when the option of deduction
by donations to local institutions has been chosen.

We face the following challenges as we try to understand
the scope of the modernization at an application level:

A. Challenge 1: Functional modules and their relationships

This challenge concerns the following questions: What
is the functional module that contains the form subject to
modernization? Is this module related to another modules?

The fact of knowing the module that contains the form
subject matter of modernization helps engineers to delimit
the modernization scope. As we said in the introduction
Section,the Oracle Forms software often lacks documentation,
directory hierarchy and meaningful naming conventions; as a
consequence, the functional modules are hard to infer. This
is the case in the scenario where the client provides a folder
that contains 144 forms on the root, with no subfolders nor
documentation. Each form has a name that is the concatenation
of a prefix (e.g., CBF) and a 5-digit number. In addition, the
Oracle forms IDE only shows one form at a time, so that there
is no a notion of a forms container.

Furthermore, it is important to know the dependency
relationships between modules. A dependency relationship
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between modules results when forms aq, as, .., a, call forms
b1,bs,..,b,, and the forms are contained in two different
modules A and B. Engineers can use this kind of relationship
as an indication about the potential impact that a modification
in the deduction form has on forms that belong to different
modules. As for the modules, it is also hard to derive the
relationships between modules in Oracle Forms. To do so,
it is necessary to inspect the form PL/SQL code and look
for CALL/OPEN statements directed towards another form.
Note that these statements are spread along the form elements,
which makes it difficult to discover the relationships between
modules.

B. Challenge 2: Relationships between forms and tables

When addressing this challenge one should be able to
answer the following questions: Which are the tables related
to the form that will be modernized? What is the type of
relationship between the form and the tables?

The relationships between forms and tables are important
because they suggest to engineers that they have to review,
more in detail, how changes in tables (for example, adding
a foreign key from the deduction table towards the city table
) impact form elements and their embedded PL/SQL code.
The amount of effort to find out the tables related to a form
depends on the type of relationship. Whereas single table and
master/detail relationships are relatively easy to discover, by
regarding the form navigation tree available on the Oracle
Forms IDE, relationships resulting from references to tables
embedded into the PL/SQL code are more time demanding
because the code is scattered throughout the form elements
(i.e. forms, blocks, items).

C. Challenge 3: Relationships between forms

This challenge includes providing an answer to the ques-
tion: Is there any form related to the form that will be
modernized? The purpose of this question is twofold: i) to
know if related forms have to be changed in order to fully
satisfy the functionality of the form after its modernization,
and ii) to figure out if changes to the form subject matter of
modernization impact the capabilities of the related forms. The
example mentioned at the beginning of this section illustrates
the first part of the purpose: it is important to know if there is
any form —currently calling the deduction form— that needs
to be modified in order to specify the different options of
deductions and display the deduction form in an appropriate
manner by taking into account the selection made by the user.
This challenge is related to the first one in the sense that the
relationship between two modules depends on the relationships
between the forms that are contained in the modules. The
mechanism to infer the relationships between forms is to
review the PL/SQL code seeking for CALL/OPEN statements.
Because this task has to be performed regardless of whether
the forms are in the same module or in two different modules,
it is very time consuming.

The challenges above are valid for multiple scenarios; they
motivate the approach we propose in Section V. However,
before elaborating on the approach, we present related work
that helps us establish a background regarding visualization
processes.
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IV. RELATED WORK

In this Section, we establish criteria that help us classify
related research. For each criterion, we give a definition,
variations on how the criterion can be satisfied —which results
in categories—, and the position of each related work within
these categories. The Section ends by comparing our approach
to those found in related work.

A. Software systems

Tilley [13] has conducted extensive research into the use
of views as a form of program comprehension. He found
that numerous approaches focus on three different categories
of software: 1) legacy systems, ii) web applications, and iii)
application design patterns. After considering the results of
referential databases, we resolved that Tilley’s criterion to
classify view-related works is still valid, and decided to use it
in our classification.

The legacy systems category encompasses traditional sys-
tems characterized as follows: monolithic, homogeneous, and
typically written in third generation procedural programming
languages. The purpose of related work within this category
[51[6][7] is to achieve an understanding of the system, that can
serve as a basis for its maintenance or for migration to newer
languages.

The second category comprises Web applications. These
systems often share many of the negative features of traditional
legacy systems (e.g., poor structure, little or no documenta-
tion). The gist of related work in this category [14][15] is to
understand the interaction behavior of the Web application, for
further development and maintenance.

Finally, the third category covers a broader range of
systems, including the software systems mentioned above.
However, the difference is that related research within this
category [16] specializes on design pattern recognition for
better comprehension. The provided views are important to
detect the critical points of an application for maintenance
purposes.

B. Process

This criterion describes the steps that are followed to gen-
erate software systems views. Most of the reviewed approaches
[51[6][7][14][16] agree with the following three steps: i) data
injection, ii) querying, and iii) visualization. The first step con-
sists in obtaining an in-memory representation from the input
software artifacts. The second step aims at building blocks
through the representation. Finally, the third step includes the
generation of views for the groupings of blocks that result from
the second step.

C. Input

This criterion indicates which kinds of inputs can be used
by the process mentioned above. Literature reports mainly
two kinds of inputs: i) Static input, and ii) Dynamic input.
A static input only refers to source code [5][6][7]. Dynamic
inputs, in contrast, are related to run-time information. Authors
[14][15][16] obtain the second kind of input by executing
scenarios that help them identify the invocation of a specific
software feature (e.g., field, method, web page). Commonly,
dynamic inputs are complemented by static inputs.
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D. Source code language

This criterion points out the languages in which the source
code is written; there are two categories: i) language specific,
and ii) language independent. While the first category classifies
the works whose implementations can be applied to source
code written in a particular programming language, the second
category encompasses the tools that can be applied to a variety
of languages. Most of works [5][6][7][14][16] fall in the first
category, they reverse engineer applications written in PHP,
COBOL, Smalltak, C++, Oracle Forms. In contrast, there are
few approaches in the second category [17]. The strategy of
the latter is to develop bridges (i.e., programs, compilers,
grammars, transformations) that allow the authors to go from
the source code to an intermediate format on top of which the
views are built up.

E. Notation

This criterion determines whether the notation used in the
view is: i) standard, or ii) domain specific. The second option
is suggested over the first one in cases where the reverse
engineering task includes experts/users for which a customized
graphical notation results in straightforward comprehension
and communication. However, the second option implies a
higher development effort when compared with the first one:
while the first option can reuse existing viewers, the second
option often requires the construction of viewers from scratch.
The most disseminated standard notation among the articles
[S1[14][17][18] is the Unified Modeling Language (UML),
in particular, class and sequence diagrams. Another popular
standard notation is the graph theory, where nodes and edges
are generic enough to represent any kind of software element
and relationship between elements. An example of an articles
that uses graph notation is [16]. In turn, the following are
articles that propose domain specific notations: [6][7].

FE  Views

In this criterion, we take advantage of Lowe’s taxonomy
[19] to classify the proposed views according to related work.
Lowe et al. arrange the views in two categories: i) high
level, and ii) low level. The high level category covers the
views suitable to directly support program comprehension.
Examples of such representations are class interaction graphs,
lists of possible components/modules/subsystems, and archi-
tectural diagrams. On the other hand, low level views are
much too complex to provide any understanding of any non-
trivial program. Examples of low level representations are
basic block graphs, single static assignment representations,
call graphs, and control flow graphs. The following are some
related works that provide high level views: [5][6][14][16][18].
In turn, [7][18] fall on the low level view category.

G. Comparison

Taking into account the criteria mentioned above, we
compared our approach to related work —research work and
commercial tools included— and we reached the following
conclusions:

e Software systems: Similarly to [5][6][7], our approach
falls on the legacy system category.
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e  Process: Our solution overlaps all previously cited
solutions in the three steps of the view-generation
process.

e  Input: In similar fashion to [5][6][7], our approxima-
tion takes only source code as input.

e Source code language: Our approach takes source
code written in Oracle Forms as input. That is, it
belongs to the language specific category as well as

[S1[61(7].

e Notation: Like [6][7], our solution proposes a domain
specific notation.

e  Views: There is a noticeable difference between our
approach and related work with respect to this cri-
terion. Our literature review points out [7] as the
sole scientific approach that provides views for Or-
acle Forms program understanding. The review also
includes a set of commercial tools (i.e., Oracle2java,
Evo, Jheadstart, Pitss, Ormit) that propose views for
the same purpose. In both cases, the views are of
two kinds: i) layout view and ii) application naviga-
tion tree. The layout view reflects how the graphical
elements are arranged on a form and displayed to
the user. The application navigation tree provides a
hierarchical display of all forms in an application as
well as the objects in each form —triggers, blocks,
program units, etc.—. In our opinion, these views
would be categorized as low level since they show
a high level of detail; in contrast, we provide not
only low level views but also high level ones, which
can accelerate the understanding of the Oracle Forms
program.

V. VIEW-GENERATION PROCESS

The view-generation process (see Figure 1) involves re-
verse engineering the Oracle Forms application and presenting
several different diagrams and views to the developers. These
diagrams and views can be further analyzed to determine
subsystems, the elements that compose these subsystems(e.g.,
forms, database tables), and the relationships between these
elements.

A. Data injection step

This step corresponds to data injection, which is the first
step of a classical view-generation process (see Section IV-B).
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Figure 2. Module metamodel

As mentioned before, the purpose of this step is to obtain an
in-memory representation from the input software artifacts. In
our approach, we obtain an Abstract Semantic Graph (ASG)
from Forms files (.fmb, .mmb). While a .fmb file describes
a particular form, a .mmb file describes the menu from
which all the application forms are displayed. This ASG is
navigated to create model elements that conform to the Form
metamodel. The main concepts of this metamodel have already
been mentioned in Section II, namely forms, menus, blocks,
items, triggers, relationships and tables. It is worth noting that
we manage to extract not only the tables that are directly
referenced by blocks, but also table references embedded into
PL/SQL code. The reason to use models instead of the ASG
is that we use tools that easily build editors for diagrams and
views on top of models (see SectionVI).

B. Data querying step

This step corresponds to the second step of the view-
generation process, whose gist is to search for building blocks
through the representation. In our case, the representation is
the Form model mentioned in the previous step and we search
for elements such as modules, forms, tables, and relationships.
Then, the elements resulting from this search are represented in
another model, referred to as Module model. In contrast to the
former model —which is verbose—, the latter model contains
only the elements that matter in the visualization step. We
describe the main concepts of the module model below and,
then, the algorithms used to obtain it.

1) Module model: This model conforms to a metamodel
(see Figure 2) and its concepts are explained below:

e  Application is the root element of the metamodel. It
describes the Oracle Forms application under study.
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An application consists of a set of modules that are
related to each other.

e Module is a necessary concept because it works as a
container of Oracle Forms elements and their relation-
ships.

e ModuleRelationship represents the relationship be-
tween a pair of modules. A relationship going from
module A to module B means that A contains a form
that calls a form from B.

o  Element describes Oracle Forms elements, i.e., forms
and tables.

e  Form specifies an Oracle form.
e Table indicates a table referenced from a form.

o  FElementRelationship represents a relationship between
a pair of Oracle Forms elements. An ElementRelation-
ship can be classified into one of the following four
sub-kinds.

o  SingleTableRelationship is established between a form
and a table, when the form has a block that references
that table.

e  MasterDetailRelationship is established between a
form and two tables, when the form has two blocks —
related via properties—, the tables are those referenced
by the blocks, and one of them has the master role and
the other one the detail role.

e  PLSQLRelationship is established between a form
and a table, if the form has PL/SQL that contains
occurrences of the table name. A classic example
of this is the relationship created from a form with
a lookup field. The form contains a block with the
addition of one field that displays data from another
table. Such data is ’looked up” via PL/SQL code when
the form runs.

o  FormCallRelationship is established between two
forms C and D, if form C contains CALL/OPEN
statements parametrized with the name of form D.

2) Algorithms: Two kinds of algorithms are necessary to
obtain a given module model:

1)  Element discovery algorithm: This algorithm creates
appropriate model elements depending on the forms,
tables, and relationships found in the Forms model.

2)  Clustering algorithms: One of the main concepts
in the metamodel is the Module. Having modules
makes the software easy to understand and, therefore,
to change. However, it is not always easy to get
the modules because legacy software organization is
often quite poor. To cope with this, previous works in
software comprehension[20][21] have used clustering
algorithms. A clustering algorithm arranges software
components into modules, by evaluating the rela-
tionships among these components. We have imple-
mented the following two clustering algorithms that
arrange the forms, tables and relationships discovered
by the Element discovery algorithm, into modules:
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a) Menu-based clustering algorithm: This algorithm
takes a Forms model and its corresponding Module model
—which results from the Element discovery algorithm— as
inputs. From these two inputs, the menu-based clustering
algorithm is in charge of producing a new Module model
where the model elements (i.e., forms, tables, and relation-
ships) are arranged into modules. For each menu in the Forms
model, the algorithm inspects the commands in the respective
drop-down list until it reaches the commands that are calls
to forms. Then, the algorithm creates a module element —
whose name is the corresponding menu name— and groups
each form element within the module, according to the form
name indicated by the corresponding call. In addition, the
algorithm arranges the tables into the modules, following the
relationships existing between forms and tables. Asesoftware
Oracle Forms experts argue that there is good accuracy in
the resulting modules diagrams when looking at the menus;
however, they also point out that there is a lack of .mmb files
because Oracle Forms programmers prefer to create menus by
manually adding buttons through a .fmb file. We propose the
following algorithm to tackle this lack of .mmb files.

b) Table betweenness clustering algorithm: This algo-
rithm has four phases:

1) In the first phase, it takes a Module model —which
results from the Element discovery algorithm— as
input and produces a graph as output. In the graph,
the nodes represent forms, and an edge is established
between each pair of nodes (or forms) if they have
several tables in common.

2) In the second phase, the algorithm determines the
modules, that is, the subgraphs of the graph obtained
in the first phase. This algorithm identifies a subgraph
because its inner connections are dense, and the
outer connections among subgraphs are sparser. There
are several ways of identifying subgraphs, however,
due to the delivery dates of the project being so
close, we decided to use an existing method: the
Girvan-Newman algorithm [22]. Therefore, in the
second phase, our algorithm delegates the subgraph
construction to the Girvan-Newman algorithm. The
latter progressively finds and removes edges with the
highest betweenness, until the graph breaks up into
subgraphs. The betweenness of an edge is defined
as the number of shortest paths between all pairs
of nodes in the graph passing through that edge. If
there is more than one shortest path between a pair
of nodes, then each path is assigned equal weight
such that the total weight of all of the paths is
equal to unity; nonetheless, the betweenness value
for an edge is not necessarily an integer. Because
the edges that lie between subgraphs are expected
to be those with the highest betweenness values, a
good separation of the graph into subgraphs can be
achieved by removing them recursively.

3) In the third phase, our algorithm creates a module
element for each subgraph indicated in the Girvan-
Newman algorithm output. For each node in a sub-
graph, the algorithm groups into the module the
corresponding form element. To do so, the algorithm
follows two rules: i) If a subgraph has more than
one node (i.e., a form), the algorithm arranges the
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Figure 3. Legacy modules diagram for Conciso (result of the Menu-
Based clustering algorithm)

forms (and referenced tables) within a new module
—whose name is the concatenation of a keyword and
a counter—; ii) If a subgraph has only one node, then
it is arranged into the isolated form module.

4)  Finally, in the fourth phase, the algorithm arranges
the tables into the modules, by following the existing
relationships between forms and tables.

It is worth noting that the number of database tables in
common and the number of iterations of the Girvan-Newman
algorithm, that is, the parameters used in the first and second
phases, respectively, are given by the user and impact the
number of resulting modules as follows: A highest number of
database tables in common or a highest number of iterations
result in the following: i) a highest number of modules, which
are small in size because each of them contains few forms,
and ii) an big-sized isolated form module that contains a lot
of forms.

C. Visualization step

This step involves techniques that are of use to present the
gathered information via diagrams and views. These diagrams
and views are high-level or low-level representations that allow
developers to obtain a structural understanding of the system.
Basically, the diagrams have nodes and edges, and the views
look like tables. We describe the different aspects of diagrams
below: category (either low or high), purpose, notation, layout
and filters that ease their navigation. The Section ends by
presenting the information displayed in the table-like views.

1) Functional modules and their relationships: This dia-
gram belongs to the high-level category. Its main purpose is to
show how a legacy system is organized in terms of modules
or subsystems, and which are the relationships between the
modules of a system. A secondary purpose of the legacy
module diagram is to serve as an entry point for the Forms and
tables diagram. Figure 3 shows the diagram for Conciso, after
applying the menu-based clustering algorithm (the notation is
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the same as in the table betweenness algorithm). The notation
used in both diagrams is explained below:

e  An orange circle represents a Module. The circle label
is the module name, which can be changed by the user
into a more meaningful name. The size of the circle is
proportional to the number of form elements contained
within the module.

e A red arrow represents a ModuleRelationship.

The modules are radially arranged in descending order by
size. The module with the biggest size is positioned at three-
o’clock and the remaining modules are organized proceeding
clockwise. In addition, the diagram provides a filter that hides
ModuleRelationships.

2) Forms and tables diagram: This diagram falls into the
low-level category. It is available when one selects a module
from the legacy modules diagram. Its purpose is to show the
forms and tables contained in the module and the relationships
between them. Figure 4 shows excerpts from the Forms and
tables diagram of a module of the illustrating example (i.e.,
General Parameters). The notation that was used is explained
below:

e A green square represents a Form. The square label
is the form name (if present) or the file name that
corresponds to the form.

e A blue square depicts a Table. The label is the table
name.

e A red arrow indicates a SingleTableRelationship (see
Figure 4(a)).

e A pair of purple and black arrows indicates a Mas-
terDetailRelationship. In particular, the purple arrow
points to the master table and the black arrow to the
detail table (see Figure 4(b)).

e A green dotted arrow represents a PLSQLRelationship
(see Figure 4(c)).

The diagram layout is in charge of placing all the elements
in a way that the relationships intercept as little as possible.
Furthermore, the diagram offers filters that allow us to leave
all the relationships of a certain type visible in the diagram.

3) Forms call dependency diagram: This diagram belongs
to the low-level category. This diagram presents the call-graph
of the forms of an Oracle Forms application. Figure 5 shows
an excerpt from the Forms call dependency diagram of the
General Parameters module. The notation that was used is
explained below:

e A green circle represents a Form. The circle label is
a concatenation of the form name (if present) and the
file name that corresponds to the form.

e The arrows describe FormCallRelationships between
forms. In particular, a green arrow indicates an OPEN
statement and a red arrow a CALL statement.

The forms are arranged following a tree layout. In addition,
there are two kinds of filters: i) A filter that removes all
unconnected Forms from the diagram, and ii) A filter that,
if disabled, hides all FormCallRelationships.
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4) Migration views: This view falls into the low-level
category. It displays detailed information about an element,
when it is selected by the user from one of the aforementioned
diagrams.

e The Module migration view is displayed when a
module is selected from the legacy module diagram. It
shows the module’s weight and the forms and tables it
contains. Due to page restrictions, a figure illustrating
this view is not included. It is worth noting that
this view looks like the views below, but it displays
different information.

e The Form migration view is shown when a form
is chosen from the forms and tables diagram. It
demonstrates the detailed form name, the number of
canvases, and the blocks and program units declared
in the form (see Figure 6(a)).

e The Relationship migration view is offered when a
relationship is selected from the forms and tables
diagram. The view shows the relationship details ac-
cording to its type:

o In case of a MasterDetailRelationship, it points
out the master and detail tables, the Oracle
Form relationship, and the block.

o In case of a SingleTableRelationship, it shows
the table and the corresponding block.

o In case of a PLSQLRelationship, it shows the
table, the respective block, and the trigger
where the PL/SQL is embedded (see Figure
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Figure 6. Migration view examples for Conciso.

6(b) that contains the most complex migration
view for relationships).

VI. TOOLING

We have built a tool that instruments our approach. The
components that comprise the tool architecture are described
below. Components 1 to 4 are part of an existing open
source infrastructure[23] that we used to build the tool, but
components 5 to 10 are built by us.

1)  Eclipse: includes a basic platform (i.e. workbench,
workspace and team facilities) that is useful for the
development of extensions.

2) EMF: is a framework for building tools based on a
metamodel.

3)  Acceleo: includes a feature that interprets the Object
Constraint Language (OCL). OCL is a language that
provides query expressions on any model.

4)  Sirius: is a plug-in to create graphical editors that
allow edition and visualization of models. Sirius can
be classified into the approaches provided with DSL
constructs that serve to specify the graphical notation
of a view, e.g., rules to determine color/size of nodes
or edges, layout, etc. Sirius is applicable to any
domain, for example, a Sirius node can represent
a software system entity but also the member of a
family.

5)  Domain metamodels: contains the Forms and Module
metamodels presented in Section V.

6)  Forms injector: its purpose is twofold: i) to obtain a
form model from Forms files, and ii) to enrich the
Module model with PL/SQL relationships. In order
to meet the first purpose, we take advantage of the
JDAPI [24], which is an API to manipulate Forms
files. Thus, we navigate the ASG —resulting from
the JDAPI— and create model elements according
to the Forms metamodel classes. To attain the sec-
ond purpose, we adapt an existing PL/SQL ANTLR
parser.

7)  Clustering algorithms: these algorithms have been
implemented as Java programs. In particular, the table
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betweenness clustering algorithm takes advantages of
the betweenness centrality algorithm that comes with
the JUNG API [25].

8)  Diagrams and views specification: A model that, con-
forming to Sirius constructs, specifies the graphical
notation of diagrams and views.

9)  Customized layout: implements layouts beyond Sir-
ius’ default layouts (i.e., tree or composite). Cur-
rently, it contains the radial layout implementation,
useful in the legacy modules diagram.

10)  Wizard: is a graphical interface that allows engineers
to configure visualization process aspects, that is, the
Form files path, the form to be processed and the
clustering algorithm.

VII. INTERACTION PATH

In this Section, we describe how the engineer, guided by a
set of questions —stated in the form of challenges— uses the
visualizations in order to achieve a progressive understanding
of the Oracle Application. Like in previous sections, Conciso
is used for illustration purposes.

A. Challenge 1: Functional modules and their relationships

The legacy modules diagram targets this challenge. Figure
3 shows the resulting diagram for Conciso. It contains seven
functional modules and zero relationships between modules.
We present below, how this diagram is obtained and how
engineers can take advantage of it and of adjacent tooling to
address Challenge 1. Given that Conciso includes .mmb files,
we selected the menu-based clustering algorithm option first,
from the visualization process wizard.

Once the process is finished, the view is derived; then, en-
gineers have two options to figure out which module contains
the deduction form —whose physical name is CBF55410—
. On the one hand, the first option consists of the following
two steps: i) To point each module displayed in the legacy
module diagram and ii) To look at the Migration properties
view of each module, until finding the deduction form in the
Contents list. On the other hand, the second option includes
the following three steps: i) To open Acceleo Interpreter, ii)
To point the root of the Module model and iii) To build an
OCL query to ask for the module tat contains the form.

Knowing that the module General Parameters contains
the deduction form, engineers go back to the diagram to see
the module properties: name, size, relationships, etc. The fact
that the module General Parameters has no ingoing/outgoing
relationships, is a signal to engineers that they only have to take
care of propagating changes inside the mentioned module (if
ever needed). There is no need to worry about other modules
when modifying the deduction form. In addition, the diagram
shows that there are no relationships between modules, which
indicates that Conciso modules are decoupled enough.

We decided to derive another legacy modules diagram for
Conciso. This time, we chose the table betweenness cluster-
ing algorithm from the visualization process wizard. When
comparing the result of this algorithm with the menu-based
clustering algorithm result, we observed no correspondences
with respect to the number of modules and their content.
This fact should not call into question the accuracy of the
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algorithm. Instead, the reason for this disparity is that the
algorithm’s derive modules take into account different aspects
of software. On the one hand, the menu-based algorithm uses
the menu whose items are normally organized in terms of
user tasks. As a consequence, the resulting modules diagram
maps the final user mental model. On the other hand, the table
betweenness algorithm organizes modules taking into account
the tables common to different forms. Thus, the resulting
modules diagram maps an internal view of the software that
is potentially useful to developers. We conclude that in case
of having .mmb files, engineers can use the two clustering
algorithms results as complementary perspectives. However,
in case of lacking .mmb files, the table betweenness is a good
starting point for structural understanding.

B. Challenge 2: Relationships between forms and tables

Now, we describe how forms and the table diagram ad-
dress this challenge. When located in the General Parameters
module, engineers can navigate the forms and tables diagram
until finding the deduction form. Engineers can focus the form
following two alternative paths: manual scrolling or an Acceleo
query. At the beginning, the diagram shows the relationships
between all the forms and tables in the module (i.e. 19 single
table, 37 master/detail and 407 PL/SQL relationships), which
makes it difficult to focus on the elements that matter. Here is
where the filters gain prominence: it is suggested that engineers
firstly switch off all filters and, then, progressively turn on each
one of them, going from the simplest (i.e., the single table
filter) to the more complex (i.e., the PL/SQL filter). Every time
a new filter is activated, engineers should analyze the resulting
relationships. As an output of filtering, engineers conclude
that the deduction form has only a master/detail relationship
with two tables, where the master is CP_MONEY_TYPE and
the detail CP_CURRENCY_TYPE (see Figure 4(b)). From
this, they obtain knowledge about the tables whose change
may impact the deduction form in any way. Subsequently,
engineers should complement their knowledge with database
information, in order to get a more precise insight about the
nature of the impact. A benefit of the diagram, when compared
with the manual approach, is that it points out only the tables
that are relevant to the form —which would likely speed up
the impact study.

C. Challenge 3: Relationships between forms

This paragraph describes how the Forms call dependency
diagram targets the third challenge. Once the diagram is
generated, engineers can observe that several forms have no
dependencies with others. At this point, it is recommended
to apply the filter Single Elements to leave only the forms
that share dependencies. After filtering, engineers obtain the
diagram shown in Figure 5. Given the call relationship between
form CBF55400 and the deduction form, engineers can infer
that changes in the former will likely impact the latter. Then,
engineers need to complement their knowledge with an exter-
nal source (e.g., the Oracle Forms navigation tree) in order to
specify the kind of impact on the related form. Like the Forms
and table diagram, the forms call diagram benefit —when
compared to a manual approximation— is that it limits the
number of forms that have to be inspected during a subsequent
impact review.
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VIII. APPLYING APPROACH TO ILLUSTRATING EXAMPLES

To demonstrate the applicability of our approach, we have
obtained visualizations, not only for Conciso but for all the
applications mentioned in Section II. Below, we present a
table that summarizes what we noticed regarding the resulting
diagrams for these applications. Ultimately, we analyze the
table data by taking the challenges into account. All tests were
executed on a machine with a Windows 7 operative system,
Intel Xeon dual core processor and 12 GB of RAM.

TABLE 1. Visualization statistics for all applications

Criteria Conciso | Maestro Servibanca Sitri
Clustering Menu Table Table Menu
Algorithm -based betweenness | betweenness -based
Modules 7 7 10 69
Ir\f]‘;‘i:fle hig 0 6 5 1
Forms 144 155 83 178
Forms Master 87 52 42 95
and tables Master
relationships | Detail 47 43 2 6l
PL/SQL 958 1234 462 1832
Forms
relationships 3 154 30 !
Processing
time 62 83 49 90
(seconds)

e  Modules and relationships between modules: The
module row shows the application size in terms of
modules; it ranges from 7 to 69. The latter number
indicates not only that Sitri is the largest one from a
functional perspective, but also that its menu may be
complex due to the large number of options (i.e., 69).
In turn, the modules relationships row demonstrates
that the modules of Conciso and Sitri have a low
coupling. Given that the menu-based clustering was
used to derive the “legacy modules diagrams” for
Conciso and Sitri, we conclude —from the number
of module relationships— that each menu option calls
forms that are not called from another menu option.
In addition, the modules relationships row shows that
Maestro and Servibanca have the highest coupling
when compared with the rest of the applications. The
rationale behind this result is related to the table
betweenness algorithm parameters (i.e., number of
database tables in common and number of iterations).
It is worth emphasizing that the relationships between
modules summarize the relationships between forms
contained in different modules. This is the reason why
the number of the former relationships is less than the
number of the latter relationships.

e  Forms and relationships between forms and tables:
There is a correlation between these rows and the
processing time row. The processing time results show
that the time spent on the visualization process ranges
from 90-50 seconds. The value for each application
depends on the application size: the more forms
and relationships (either single table, master/detail or
PL/SQL), the longer the processing time. For example,
Sitri, with the highest processing time, contains much
more forms and relationships (i.e., 178 and 1988,
respectively) than the rest of the applications.
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e Relationships between forms: As shown in this row,
Conciso and Sitri have few relationships between
forms (i.e., from 1 to 3); this occurs because, in these
applications, most forms work as independent units
accessed through a menu. In contrast, Maestro and
Servibanca have much more relationships (i.e., from
30 to 154); the reason is that these applications have
no .mmb files. Instead, menus are created manually by
adding buttons in .fmb files. As a result, many forms
are dependent on these .fmb files.

IX. CONCLUSION AND FUTURE WORK

This article proposes a visualization approach for Ora-
cle Forms applications. The diagrams and views have been
designed having the ease of modernization in mind. This
approach has two main benefits, which were discussed in Sec-
tion VIII and can be summarized as follows: i) The proposed
visualization aids engineers to obtain an understanding of the
application. This knowledge can be useful to determine the
modernization scope at different abstraction levels: At a high
abstraction level, it shows modules that could be potentially
impacted by a change made to a form. At a low abstraction
level, it points out forms and database tables that are likely
affected by the change. ii) The second benefit concerns the
productivity of engineers: when compared with the manual
inspection of Oracle Forms assets, our visualization approach
should reduce the understanding effort in terms of time. This
claim will be formally validated by means of a focus group,
before project closure.

Also, we outline the four fronts on which we are working
on below: i) As was mentioned in Section VIII, the proposed
visualization gives an initial knowledge that has to be com-
plemented with information coming from other sources. The
navigation from our tool to these sources and vice versa can be
tedious, therefore, we are currently working on the integration
of the most common source —the Oracle Forms IDE— into
our tool; ii) The possibility to reorganize the modules from
the diagrams in a way that the new organization is maintained
during the migration process; iii) A new functionality that
allows engineers to add information to the diagrams —this in-
formation could summarize the knowledge they have acquired
from the visualizations and from external sources, such as final
users—; iv) Finally, a new visualization that looks like a table
to display application statistics —such as number of forms,
blocks, trigger, etc.— would be desirable. These statistics can
be helpful for engineers to estimate modernization costs.
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Abstract—To prevent overlooked changes, many studies on change
guide, which suggest necessary code changes with using co-change
rules extracted from a change history, have been performed.
These approaches support developers to find codes that they
should change but have not been done yet when they decide
to commit their changes. The recommendations by existing
approaches are adequately accurate when the tools find can-
didates. However, these tools often fail to detect candidates of
overlooked changes. In this study, we focus on two characteristics
to increase the opportunity of recommendation to detect more
overlooked changes: one is the consideration of recency, i.e.,
we use only recent commits for extracting co-change rules, and
the other is the aggregation of commits for the same task,
i.e., we aggregate consecutive commits fixing the same bug. We
investigate the effects of our methods on the quality of co-change
rules. Experimental results using typical Open Source Software
(OSS) show that the consideration of recency can improve the
recommendation performance. Our approach can extract more
useful co-change rules and recommend more overlooked changes
in a higher rank than without the consideration of recency.

Keywords—change guide; software repository mining; commit
history; software maintenance.

I. INTRODUCTION

As the structure of a software program is scaled up, the
effort for the ripple effect analysis [1] significantly increases
during maintenance, such as bug correction and implementing
new features. For the quality of the product, it is important
to complete modifications. To prevent overlooked changes,
many change guide methods based on static analysis (SA)
have been proposed to analyze the scope of change effects [2].
However, these approaches detect many static dependencies
include ones unrelated to the change propagation [3]. Further,
SA-based approaches fail to find all of necessary dependencies
[4]. It cannot find dependencies between codes and non-code
elements, such as configuration files and ones through third
party libraries.

To overcome the limitations of SA-based change guide
methods, studies focusing on the analysis of a software change
history in version control system has been performed. These
approaches leverage implicit dependencies (aka. logical cou-
pling [5]) extracted from a change history with data mining
techniques.

By using association rule mining, an association between
code changes are extracted as rules that indicate “if a file is
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changed, it is highly possible that another file is changed at
the same time”. We refer to those rules as co-change rules.
Zimmermann et al. proposed a co-change recommendation
tool, eROSE, that extracts co-change rules from a change
history and recommends code elements (e.g., methods or
fields) as possible future changes [6]. Their experimental
results showed the usefulness of co-change rules for the change
guide task. They achieved quite high accuracy for the change
recommendation with eROSE. However, the coverage of their
recommendation is a few percent; their approach often fails to
detect candidates of overlooked changes.

We consider that it is important to expand the coverage
for detecting overlooked changes. To increase the opportunity
of change guide, we address this low-coverage issue of co-
change rules based change guide. In this paper, we propose
methods to improve the quality of co-change rules. We focus
on two characteristics of change history. One is rececy, i.e.,
how recent the commit was done, and the other is task, i.e.,
which task the commit was related to.

The dependencies that cause change effect become altered
along with the project being a long life. That means that the
files that had been changed in early term of development might
have no dependencies currently. When we use all of the past
change histories, we might fail to extract useful dependencies
as a consequence of such noise dependencies. We form a
hypothesis that we can extract co-change rules strongly related
to current changes by considering recency.

When partial changes for a bug fix had been overlooked in
past, a developer may have already found these overlooked
changes and corrected them. We should treat these change
history as a single commit for a bug fix to capture the actual
co-change relation. This problem can be generalized as the
granularity of commits. Not only for unintended separation,
the granularity of commits also depends on the nature of
developers and projects. For example, while some developers
commit all changes for one task, others may commit changed
files in separate revisions for the same task. The difference
between developers commits behavior might introduce noise
for analysis of change history.

In this study, we investigated effects of the consideration
of recency and the aggregation of consecutive commits fixing
the same bug on the performance of change guide based on
analyzing change history. We formalize our study with the
following two research questions:
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RQ1  Can we improve the effectiveness of change rec-
ommendations with the consideration of recency?
RQ2  Can we improve the effectiveness of change rec-

ommendations with the aggregation of consecu-
tive commits fixing the same bug?

The main contributions of this paper are:

e We empirically confirm the usefulness of co-change
rules to recommend overlooked changes by using three
large OSS projects.

e  We indicate that we can recommend more overlooked
changes significantly by considering recency as a
result of an experiment. Moreover, we can recommend
correct overlooked changes in a higher rank than
without the consideration of recency.

e  We also show that we can improve the performance of
recommendation by aggregating consecutive commits
fixing the same bug depending on the projects.

Structure of the Paper. Section II discusses the related
work. Section III describes the experimental setup. Section
IV presents the results of experiments. Section V mentions
threats to validity. Section VI closes with conclusion and
consequences.

II. RELATED WORK

In this section, we survey the related work in the fields
of logical coupling and change guide based on change history
analysis. We also survey the related work using some methods
that we focus on in our study.

A. Logical Coupling

Gall et al. extracted dependencies between files that have a
chance to be changed at the same time by analyzing a change
history of a software system stored in version control system,
e.g., Concurrent Versions System (CVS) or Git [5]. They called
those dependencies “logical coupling.” Logical coupling can
represent implicit dependency that can not be extracted by
static analysis. Lanza et al. proposed Evolution Radar [7]. This
tool integrates both file-level and module-level logical coupling
information and visualizes those logical couplings. Alali et
al. investigated the impact of temporal and spatial locality
on the results of computing logical couplings [8]. Wetzlmaier
et al. reported insights about logical couplings extracting
from the change history of commercial software system [9].
They indicated resulting limitations and recommend further
processing and filtering steps to prepare the dependency data
for subsequent analysis and measurement activities.

Zimmermann et al. proposed eROSE [6]. This tool extracts
method-level logical couplings and recommends code elements
as possible future changes. eROSE extracts logical couplings
as association rules by association rule mining. Zimmermann
et al. performed an experiment to evaluate a performance of
recommendations by eROSE in the scenario that “when a
developer decides to commit changes to the version control
system, can eROSE recommend related changes that have not
been done yet?” As a result of the experiment, Precision of
recommendations by eROSE was 0.69. That means that 69%
of recommendations were correct. The recommendations by
eROSE were adequately accurate. However, Recall was 0.023.
(Note that they showed Recall was 0.75 in their paper. How-
ever, they calculated this value without the ratio of occurrence
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of their recommendations. We recalculated actual Recall as the
product of their Recall and their Feedback.) That means that
only 2.3% of overlooked changes could be recommended. The
performance of recommendations by eROSE is satisfactory, but
we are motivated to recommend more overlooked changes.

B. Change guide based on change history analysis

Kagdi et al. proposed sqminer [10]. This tool uncovers
the sequences of changed files spuriously and decreases false
recommendations. Gerardo et al. showed that Granger causality
test can provide logical couplings that are complementary to
those extracted by association rules. They built hybrid rec-
ommender combining recommendations from association rules
and Granger causality. Their experimental results indicated that
the recommender can achieve a higher recall than the two
single techniques [4].

C. Consideration of Recency

In the field of data mining related to segmentation in
direct marketing, Recency, Frequency, and Monetary (RFM)
analysis is often performed [11][12]. RFM means how recently
a customer has purchased (recency), how often they purchase
(frequency), and how much the customer spends (monetary).
On the other hand, an association rule mining is often used
in the field of change guide for developers, and this method
takes only frequency (how often the files are co-changed in
the same commit) into account. The dependencies that cause
change effect become altered along with the project being a
long life, so co-change rules extracted from very old commits
might be useless currently. We form a hypothesis that if we also
take recency into account for an association rule mining, we
can extract co-change rules strongly related to current changes.

D. Aggregation of Commits related to the same task

Mclntosh et al. investigated the dependency between source
code files and build files. In their research, they aggregated
commits related to the same task for an association rule
mining to reduce the noise caused by inconsistent developer
commit behavior [13]. They aggregated commits based on
information extracted from Issue Tracking System and called
those aggregated commits “work item”. They found that work
item is a more suitable level of granularity for identifying co-
changing software entities rather than a single commit. An
aim of their study is detecting the logical couplings between
production code changes and build files. On the other hand, an
aim of our study is detecting and recommending overlooked
changes using logical couplings between source code files, but
we think that we can use the same technique for our study.

III. EXPERIMENTAL SETUP

In this section, we describe the tools that we implemented
for our experiments, a dataset, experimental settings to address
our research questions, and evaluation metrics to evaluate the
quality of recommendations.

A. Experimental Environment

We implemented LCExtractor for our experiments. LCEx-
tractor extracts co-change rules by using an Apriori algorithm
[14]. A co-change rule has a form of “A = B”. The notation
“A = B” means “if A is changed, it is highly possible that B is
changed at the same time.” “A” and “B” are called the left-hand
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TABLE I. HISTORY OF ANALYZED PROJECTS

Project # Commits  in Git since
Eclipse JDT 21,378 2001-2014
Firefox 395,466 1998-2014
Tomcat 13,824 2006-2014

side and the right-hand side, respectively. The left-hand side is
a set of files, and the right-hand side is a file. There are some
differences between LCExtractor and eROSE. LCExtractor
extracts file-level co-change rules, whereas eROSE extracts
method-level change rules. eROSE is an Eclipse plugin. On
the other hand, LCExtractor is the tool that spuriously makes
the situation, where a file that should be changed is overlooked,
and evaluate whether LCExtractor can recommend this over-
looked file or not. Therefore, LCExtractor can not recommend
to developers actually. However, LCExtractor is superior to
eROSE in some ways. LCExtractor can track renamed files
and deleted files in a change history. Due to this extension,
LCExtractor can recommend renamed files using co-change
rules extracted from files before renamed, and exclude deleted
files from candidate recommendations. LCExtractor extracts
co-change rules by analyzing change history in a modern
version control system, Git or Subversion, whereas eROSE
extracts co-change rules by analyzing change history in CVS.

Let us explain the process of LCExtractor recommendation.
We set the range of target commits, e.g., the latest 1,000
commits. LCExtractor extracts co-change rules using older
commits before the target commit. LCExtractor spuriously
makes the situation, where one file that should be changed is
forgotten to commit, by removing a file from the target commit.
Finally, LCExtractor recommends files using co-change rules
and evaluate those recommendations. LCExtractor performs
above processes iteratively for each target commit in order of
old to new. Note that LCExtractor uses commits treated as
targets in previous iterations for extracting co-change rules.

This tool was executed on an iMac Retina 5k, Late 2014,
with a 4GHz Intel Core i7 and 32GB main memory, running
Apple OS X Yosemite.

B. Dataset

For our experiments, we analyzed the change history of
three large open-source projects (Table I). We cloned all of
the commit histories of those projects as of December 2, 2014,
from GitHub.

C. Consideration of recency

To investigate how the consideration of recency affects a
performance of change recommendations, we compared the
case when we used only recent 5,000 commits older than a
target commit for extracting co-change rules, to the case when
we used all of the commits older than a target commit. We
refer to the latter case as a baseline. Concerning Firefox, we
used 20,000 commits older than a target commit instead of all
of the commits for the baseline. It is because the total number
of commits was very large (about 400,000) and it was difficult
for LCExtractor to use all of them for calculating co-change
rules.

The Apriori algorithm used in LCExtractor required two
parameters: minimum support (minsup) and minimum confi-
dence (minconf). We set minsup to be 0.0025 for Eclipse
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and Firefox, and 0.001 for Tomcat. We set minconf to be
from 0.1 to 0.9 in steps of 0.1 for each project. As described
in Section III-A, we need to set the range of target commits.
In this experiments, we use 2,000 commits as target commits
for Eclipse, 5,000 commits for Firefox, and 3,000 commits for
Tomcat.

D. Aggregation of consecutive commits fixing the same bug

To investigate how the aggregation of consecutive com-
mits fixing the same bug affects a performance of change
recommendations, we compared the case when we aggregated
consecutive commits fixing the same bug, to the case when
we did not aggregate. We refer to the latter case as a baseline.
In the former case, we referred to a commit message of each
commit and checked if the commit message contains a bug id.
If the commit message partially matched one of the following
regular expressions, we assumed that the commit was fixing a
bug.

o bugl# \(]*[0-9]+
e  pr[# \t]*[0-9]+
e Show\_bug)\.cgi\?id=[0-9]+

If the messages of consecutive commits contain the same
bug id, we aggregated them, i.e., we treated them as one
commit. In our experiment, we did not take other information
of commits (e.g., author or an interval between each commit)
when we aggregated them.

In this experiment, we used all of the commits older than
a target commit for extracting co-change rules, i.e., we did
not consider recency. Concerning Firefox, we used 20,000
commits older than a target commit instead of all of the
commits as we did in Section III-C. The settings of two
parameters (minsup and minconf) and the range of target
commits were same as Section III-C.

E. Evaluation Metrics

The most important aim of our study is a prevention of
overlooked changes. We used an evaluation setting that was
similar to the error prevention setting in [6] to evaluate the
quality of recommendations. We used Precision and Recall
for the metrics of recommendations. Precision represents the
accuracy of the recommendations. Recall represents the ratio
that the expected files are recommended. Because our aim
is a prevention of overlooked changes, Recall is important
rather than Presicion. In our experiments, the expected rec-
ommendation is only one file. As a result of this experimental
setting, it is possible that Precision become low unfairly
due to many false positives. To evaluate an accuracy of our
recommendations, we also use Mean Reciprocal Rank (MRR).
This metric is not used in [6]. The high MRR score means
that the expected files are recommended in a higher rank.
For example, if most of the expected files place top three
recommendations, MRR is higher than 0.33. The definition
of the metrics for co-change rules is described as follows.

Let the set of co-change rules be Rule = {(l1,7r1),
(I,72), .., (l;m, 7m) }, where [; is the left-hand set of files and
r; is the right-hand file described in Section III-A. Let commit
history be Commit = {comq,coma, ..., com, }, where com;
is the set of files. For every changed file ¢ € com;, let
recom; . be the recommended file set from the changed files
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without ¢, as described below. In this experiments, c represents
a overlooked change file.

(if I; C (com; —{c}))

(else) M

Tj
recom; . = U 0

(lj,rj)ERule

For every overlooked change file ¢ € com;, let rank; . be
the rank of {c} in recommendations ranked by con fidence.
The con fidence is one of the measure to evaluate the quality
of an association rule [15]. If the recommended file set do
not contain {c}, rank;. is 0. Next, we define feedback;,
precision;, recall;, and mrr; for each com; (note that |{c}|
is always 1).

feedback; = @ Z {(1) Eieflsgcomi’c #0) )
cEcom;
precision; = feedbaclii P Ce%;ni W 3)
pecall; = L pyy e ) @)
M= feedbac/ii - |comy| ce%;n,; ﬁklc )

Similar to [6], we calculated precision; with feedback;
as the denominator, in the sense of “the accuracy of when
the recommendation was displayed.” If feedback; was 0 (no
recommendation is displayed at this commit), we did not
calculate precision; and excluded this commit from calcu-
lating Precisionys. Unlike [6], we calculated recall; without
feedback; as the denominator, in the sense of “the rate of
detecting overlooked changes for all commits, regardless of
whether of not the recommendation is displayed.” Similar to
Precision, if feedback; was 0, we did not calculate mrr;
and excluded this commit from calculating M RR. Finally,
let Precisionys, Recallyy and M RR be the average of
precision;, recall; and mrr;. Additionally, we define the
F-measure by calculating the harmonic mean of Precision s
and Recallys to evaluate the performance of recommenda-
tion comprehensively because there is a trade-off between
Precision and Recall.

Commit™ = {com;|com; € Commit, feedback; # 0}  (6)

1
Precisiony = m Z precision;  (7)
ommi

com; €Commit*

Recally = recall; ®)

1
|Commit| Z

com;€Commit
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TABLE II. MAXIMUM F-M EASURE

Project Considering recency Baseline
Eclipse JDT 0.137 (minconf: 0.5) 0.063 (minconf: 0.5)
Firefox 0.374 (minconf: 0.8) 0.362 (minconf: 0.8)
Tomcat 0.204 (minconf: 0.4) 0.167 (minconf: 0.4)

1
MRR = —— i 9
|Commiit*| Z mrr ©)

com;€Commit*

Precisiony; - Recallyy
F-measure =2 -

10
Precisiony; + Recally, (10)

IV. EXPERIMENTAL RESULT

We performed two experiments. In this section, we describe
results of each experiment.

A. RQI: Can we improve the effectiveness of change recom-
mendations with the consideration of recency?

Figure 1 shows the relations between Precision); and
Recallys, and the relations between M RR and Recally; for
each project with varying mincon f. The red curve represents
the case when we consider recency, and the blue one represents
a baseline.

Figure 1.(a), Figure 1.(c), and Figure 1.(e) show that
Recall s increased with the consideration of recency although
Precisonys slightly decreased in all projects. As we aim to
find more overlooked changes rather than to make the recom-
mendations more accurate, that is a good result. Particularly
regarding Eclipse, Recally; significantly increased. In Figure
1.(a), a maximum Recally; is 0.28 with the consideration of
recency whereas a maximum Recally; of the baseline is 0.11.
That means that we could detect 2.5 times more overlooked
changes by considering recency than the baseline.

As a result of considering recency, Precision s is slightly
decreased. It is because the number of recommendations in-
creased with consideration of recency, i.e., many false positives
decreased Precisiony; even if the set of recommendations
contained a expected recommendation. However, in the view-
point of M RR, the recommendations with consideration of
recency were more accurate than the baseline. In Figure 1.(b)
and Figure 1.(d), M RR clearly increased with consideration
of recency. That means that we could recommend overlooked
changes in a higher rank with consideration of recency than the
baseline. Regarding Tomcat, shown in Figure 1.(f), we could
not improve M RR with consideration of recency. We consider
that it is because M R R was already high without consideration
of recency.

Table II shows a maximum F-measure of each project in
the case of considering recency and a baseline. For all of the
projects, a maximum F'-measure achieved by consideration
of recency is higher than the baseline. That means that the
quality of the recommendations by consideration of recency
was comprehensively better than the baseline.
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Figure 1. Performance of recommendations by considering of recency and baseline with varying mincon f.The upper graphs show a relation between
Precision)s and Recallys. The lower graphs show a relation between M RR and Recall .

~

The answer to RQI is Yes. If we consider recency, we
can extract useful co-change rules that are not able to
be extract without consideration of recency. Therefore,
Recall of recommendations increase with consideration
of recency. Although Precision slightly decrease, we can
recommend overlooked changes in a higher rank than
without consideration of recency. )

B. RQ2: Can we improve the effectiveness of change recom-
mendations by the aggregation of consecutive commits fixing
the same bug?

Figure 2 shows the relations between Precision)s and
Recallys for each project with varying minconf. The yellow
curve represents the case when we aggregate consecutive
commits fixing the same bug, and the blue one represents a
baseline.

In Figure 2.(a) and Figure 2.(c), we could not improve
both Recally; and Precisiony;. However, regarding Firefox,
shown in Figure 2.(b), Recally; increased with the aggregation
of consecutive commits fixing the same bug. That means that
we could extract useful co-change rules that were not able to be
extract without aggregation of consecutive commits fixing the
same bug depending on projects. As a result of an additional
investigation, it is reveal that the number of commits used for
extracting co-change rules drastically decreased by aggregating
for Firefox (from 20,000 to 15,918), whereas the number
of those slightly decreased by aggregating for Eclipse (from
21,378 to 21,098) and Tomcat (from 13,824 to 13,661). We
found that the effect that we aggregate consecutive commits
fixing the same bug depended on a nature or commit policy
of the project.

Table III shows a maximum F-measure of each project
in the case of aggregating consecutive commits fixing the
same bug and a baseline. Regarding Firefox, a maximum
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TABLE III. MAXIMUM F-MEASURE

Project Aggregating commits Baseline
Eclipse JDT 0.063 (minconf: 0.5) 0.063 (minconf: 0.5)
Firefox 0.414 (minconf: 0.8) 0.362 (minconf: 0.8)
Tomcat 0.167 (minconf: 0.4) 0.167 (minconf: 0.4)

F-measure achieved by aggregation of consecutive commits
fixing the same bug is higher than the baseline. Regarding
Eclipse and Tomcat, maximum F-measure of two cases
are same because we could not improve both Recallj; and
Precision)y as previously described. That means that the
quality of co-change rules can be improved by aggregation
of consecutive commits fixing the same bug in some cases.
Moreover, we also found that aggregation of commits did not
affect the performance of recommendation in a negative way.

The answer to RQ?2 is, in some cases, Yes. If we aggregate
consecutive commits fixing the same bug, we can extract
useful co-change rules that are not able to be extract
without aggregation of commits depending on projects.
Even if we can not extract more useful co-change rules
by aggregation of commits, there is no harmful effect.

V. THREATS TO VALIDITY

Threats to internal validity relate to errors in LCExtractor
and parameter settings. We have carefully checked our code,
however still there could be errors that we did not notice. In
our experiments, we set minsup to be 0.0025 for Eclipse
and Firefox, and 0.001 for Tomcat. It is possible that those
values were not appropriate. At the moment, we have no
method that decide an appropriate minsup prior to performing
experiments.
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Figure 2. Relation between Precisionys and Recallps by aggregating of commits and baseline with varying minconf.

Threats to external validity relate to the generalizability
of our results. We have analyzed 3 different projects. In the
future, we plan to reduce this threat further by analyzing more
change histories from additional software projects.

Threats to construct validity relate to the experimental
settings. We defined using recent 5,000 commits older than a
target commit for extracting co-change rules as consideration
of recency in the first experiment. However, we did not
perform experiments with changing the number of commits
for extracting co-change rules. In the future, we plan to reduce
this threat further by performing experiments with changing
the number of commits used for extracting co-change rules. In
the second experiment, we aggregated commits based on only
bug id information extracted from commit messages. If we
extract more information from Issue Tracking System or Bug
Tracking System and use them, we might aggregate commits
more appropriately.

VI. CONCLUSION AND FUTURE WORK

Numerous studies for supporting developers to find neces-
sary code changes with using co-change rules extracted from
the change history have been performed. However, the scope
of overlooked changes that existing tools can recommend is
limited. In this paper, we focused on the consideration of
recency and the aggregation of consecutive commits fixing the
same bug. We investigated how they affected the performance
of recommendations by using typical OSS (Eclipse, Firefox,
and Tomcat). As a result of experiments, we could recommend
more overlooked changes by considering recency. We also
could recommend correct files in a higher rank than recom-
mendations without consideration of recency. Concerning the
case when we aggregated consecutive commits fixing the same
bug, we found that the performance of recommendations can
be improved depending on projects.

In the future, we plan to perform experiments using more
change histories from additional software projects to generalize
our theory. In this paper, we indicate that we can improve
the performance of recommendations by considering recency.
However, we suppose that we can not extract useful co-change
rules if we use the small set of commits, e.g., only 10 commits
older than a target commit. We plan to investigate how many
recent commits are sufficient to extract useful co-change rules.
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Abstract—Software flexibility is a multidimensional
problem. Solving one side of the problem might not enhance
the situation significantly. This work is motivated by both
the problem of software flexibility and the need for a
solution for highly volatile business software. The work
presented here is based upon ongoing research into software
flexibility. The main contribution of this work is the
proposal of a new framework to facilitate frequent changes
in both the business layer and the presentation layer.
Among systems that benefit from such design are workflow
systems and document oriented.

Keywords-Software  Flexibility;
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Document Oriented

L INTRODUCTION

Software flexibility is the ease with which a software
system can be modified in response to changes in system
requirements. Software flexibility is a multidimensional
problem. Solving one side the problem may not improve
the situation significantly. When software is built out of
layers, often, applying changes to one layer affects other
layers.

Changing one part of a system may require changing
a number of related parts; this is known as the
"propagation effect" of change. Each of the related parts
may need to be dealt with differently. For instance, a
change request may affect business rules, user interface,
and data. Each of these facets needs to be designed in a
way that facilitates change.

The focus of this work is flexibility in business
software systems. While all software systems could be
subject to change, business software systems are more
likely to change as result of their changing environments.
Flexibility problems in business systems vary according
to the type of the system. Business software systems
include business information systems, workflow systems,
and document oriented systems [1]. In workflow systems,
for instance, modelling techniques produce tightly
coupled systems [2]. Minimal change in business
requirements may require the change of many parts of a
given model. A case in point is the model adopted by the
Workflow Management Coalition (WFMC) which
embeds transition information within activities [3]. As a
result, changing the sequence of activities may require
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rewriting such activities. Other models integrate business
rules within the specification of the activities. This results
in activities that are complex and hard to maintain.

A Document-Oriented Application (DOA) is a type of
business applications that is built around business
documents. User interface in DOAs is both stage-based
and role-based where it displays and manipulates
business documents in several stages for different roles.
Such characteristics bring about a common requirement
for applying consistent stage-based and role-based
presentation behaviour throughout the entire application.

Adapting DOA after it has been deployed in
production usually involves allowing business-experts to
change business rules including specifications about
stages and/or roles for business documents. Combining
this requirement with the stage-based and role-based
characteristics brings about a design challenge: the
application should be designed to support flexibility both
in the business layer and the presentation layer. In other
words, the changes made to the business layer should also
affect the presentation layer in a consistent manner.

This paper is structured as follows. In Section 2, the
problem of building flexible business systems is
analysed. Section 3 introduces a framework for dealing
with flexibility issues. The evaluation of the proposed
work in presented in Section 4. Section 5 discusses the
contribution of the work and outlines the future
extensions.

IL. PROBLEM AND MOTIVATION

Large changes in business requirements naturally
lead to large changes in the supporting software systems.
When small changes in business requirements lead to
large changes in the supporting software system, this
indicates the presence of a design problem. In this work,
flexibility related problems are classified into two main
classes. Each class exposes a different perspective of the
system.

A. User Interface problems

An important class of business software is Document
Oriented Applications (DOA). A Document Oriented
Application is a type of business applications that is built
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around business documents. In such systems, work
procedures are done by exchanging documents according
to some rules related to both the persons using the
documents and the state of the given document. A case in
point is the exchange of legal documents in a court.
Current approaches used in building DOAs fail to solve
the issue of reflecting changes in business logic to user
interface in a way that retains flexibility [4]. Such
approaches have a number of problems discussed below.

* Violating the separation of concerns concept by
injecting large crosscutting concerns into user interface
[5]. Crosscutting concerns are software features whose
implementation is spread across many modules in the
form of tangled and scattered code [6]. For example,
reflecting presentation behaviour for the active role using
current approaches of security architectures results in
software that has application code tangled with security
code. Such tangling makes it difficult to change security
architecture once the software has been deployed [7].

* Concealing the high abstract view of business logic
behind presentation changes and blending it within the
presentation code.  This hardens any attempts to
understand or extract business logic that leads to a
specific behaviour.

* Producing inflexible solutions that cannot cope with
changes in business rules. This leads to DOAs that lose
its ability to adapt change once it has been deployed in
production. The typical solution to modify or to include
new business rules requires a new cycle of development
and testing for each modified rule.

* Preventing business-experts who have the required
knowledge in a business domain from participating in
adapting DOAs. Usually, business experts do not
understand programming languages and therefore they
cannot directly change the application [8]. Instead, they
have to wait for IT-professionals to implement new
business rules and to change the behaviour of the user
interface.

B. Modelling Problems

Decisions at the conceptual level strongly affect
flexibility. The chosen model of decomposition has a
direct effect on the cost of change. This sub-section
outlines a number of problems that may result from the
modelling phase.

o [nability to respond to frequent changes of
business processes. Most workflow modelling techniques
produce tightly coupled systems. A minimal change in a
business attribute may require the change of many parts
of a given model. For instance, the model adopted by the
Workflow Management Coalition [WFMC] embeds
transition information within activities [3]. As a result,
changing the sequence of activities may lead to rewriting
of the activity body itself. Other models integrate
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business rules within the specification of the activities
[9]. Such activities are complex and hard to be
maintained.

® Model inconsistency. The addition or deletion of
tasks, relationships, or rules at runtime may cause system
inconsistencies especially when changes are done in an
ad-hoc manner [10]. Consider a simple order processing
where the billing step and the shipping step take place at
same time. Assume that a change at run time is made so
that the shipping step is performed after the billing step.
If at the time of the change, a job had started with
shipping, it will never perform the billing step according
to the instructions of the new procedure. Thus, a
customer will not be billed for the goods that he receives.
If there are a large number of jobs being in the same
situation at the time of change, then a large number of
customers will not be billed. This is a very simple
example of a "dynamic bug". Many of these bugs are
much more difficult to detect and can have unexpected
effects. In the following section, the proposed framework
addresses these problems.

C. Research questions

The previous discussion of flexibility problems leads
to a number of research questions. First: how can we
build user interfaces that can accommodate changes in
other layers of the software system? Second: how can
workflow systems be more adaptive to change?

I1I. THE PROPOSED FRAMEWORK

To address the issues described above, we propose a
framework for flexibility. The following sub sections
describe the proposed framework.

D. Conceptual view

The proposed framework defines a workflow as a set
of activities as shown in Figure 1. The upper part of the
figure shows a design time view of a workflow. The
lower part of the figure shows the runtime view of the
figure. A workflow consists of one or more activities
ordered according to some transition flow rules.
Transition flows are not embedded within activities. They
are modelled as first class entities. Each activity is
assigned to a specific role according to binding
conditions. Role binding rules postpone the assignment of
an activity to an available user until runtime [11].

At runtime, activities are bounded to the appropriate
services through service requests. Business rules can be
bound to workflow at any time during its life cycle,
providing the ability to customize the workflow while it
is executed.
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Figure 1. Design View & Implementation View

E. 3.2 Presentation Behaviour Layer (PBL)

In typical DOAs, a system is divided into three
layers: Data-Access layer, Business layer and
Presentation layer. In the proposed approach, we
introduce a fourth layer: Presentation-Behaviour Layer
(PBL) as shown in Figure 2. The main goal of this
layer is to provide a mechanism for applying
presentation changes in a consistent manner.

The PBL externalizes the logic of applying
presentation-behaviours instead of hard coding it within
the presentation layer. This externalization provides
support for building flexible DOAs. The PBL consists of
(PBM) and Presentation-Behaviours Run-time
(PBR). The PBM is responsible for defining and storing
presentation behaviours, while the PBR is the responsible
for applying such behaviours during the runtime. The
arrows show that PL uses services from BL and BL uses
services from DAL. Arrows on the left, show the
interaction between PBL and PL in response to a given
change.

Presentation

Presentation — Layer(Pl)
Behavior |
Layer (PBL) 2 L

= Business

Layer (BL)
e

Data-Access
Layer (DAL)

Figure 2. Presentation Behavior Layer
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Presentation-Behaviour Model (PBM). The PBM
consists of state machines and sequence flows. Each state
diagram describes the behaviours that the system should
apply at each stage of the process. One of the main
objectives of PBM is to externalize and store full
specifications about presentation changes outside the
presentation code. The specifications are stored in XML
documents which contain all the information required to
describe how and when to apply presentation
behaviours. When a change happens, it is analysed to its
atomic element and then reflected to the presentation
behaviour layer.

State machines. State machines are the ideal
placeholders to store specifications about presentation
behaviour for each process stage. They are suitable for
representing the stages of business documents. In
contrast to other approaches that blend presentation
behaviour within the source code, the state diagrams keep
the original definition of these behaviours inside the
BPM  model. Obviously, this simplifies the
understanding of business rules that lead to a specific
presentation  behaviour. In  addition, storing
presentation behaviours in state diagrams representations
rather than source code allows business-experts to
participate in the development process by defining
presentation behaviours for each business requirement.

In the proposed approach, we employ state
diagrams to store specifications about business
processes and their related presentation behaviours.
Therefore, we need to store extra specifications about
presentation behaviours for each combination of a stage
and a role.

State: a state corresponds to a document stage
in a business process. Usually the state identifies a
significant point in the lifecycle of a business
process.

Actions: an action represents a business logic that
should run to perform a business task. In our approach,
actions are modelled as sequence diagrams which
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provide simplicity and flexibility. Operations and
Transitions are concrete forms of actions. From the
user interface perspective, actions (Operations and
Transitions) are reflected to user interfaces as tasks that
can be triggered by end-users.

Transitions: a transition represents a change
in the document stage. The transition connects a
source to target state. At any given time only one
transition can be executed for each document.

Guard conditions: a guard condition is an
optional specification that describes business rules. It has
to be evaluated before a transition can be executed.

Operations: an operation represents a business
logic that should run to perform a business task.
Operations can range from simple and common actions
such as CRUD (Create, Retrieve, Update, and Delete)
operations, to complex and custom tasks such as
"Calculating Taxes".

Attributes: an attribute represents a document
element that can be entered, modified and displayed.
The concept of attributes is introduced to the proposed
state diagrams to allow presentation behaviours to be
defined at the granularity of attributes.

Roles: the role-based nature of business documents
requires proper communication with access control
model. In the proposed approach, we enriched state
diagrams to define access controls for each element in
each stage.

Specifying Presentation Behaviour. The

proposed state machines have additional attributes that
describe presentation behaviour. The objective of these
attributes is to provide specifications that allow PBR to
apply presentation changes automatically to user
interfaces. The additional attributes deal with the
following issues.
* Controlling tasks. User interfaces in document
oriented applications provide end-users with a set of tasks
that are appropriate for both active stage and role.
Storing specifications about such tasks allows PBR to
display proper tasks upon each stage change. Definitions
of tasks include both visual and functional aspects. These
specifications transform the tasks from being code-
oriented to a higher and more abstract form. Such form
is more business-expert oriented. It treats tasks as
standalone elements that can be granted to or denied to
certain roles.

Controlling default presentation modes and
exceptions. A document stage usually defines whether
the user interfaces allow end-users to modify
document information or not. The default mode allows
readers to easily figure-out the expected behaviour
especially in user interfaces that represent documents
with large set of attributes.

* Controlling common handlers. The architecture
of business documents results in common and
redundant operations that could be applied to any
document instance. For instance, all business
documents provide common business operations such
as CRUD operations, validation handlers, state
transitions and etc. Although these operations are
usually written centrally in the data access layer
(DAL) and the business layer (BL) respectively,
however, the code that calls them and displays their
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results to end-users is usually written in each user
interface. Externalizing the decisions to activate or
deactivate such common operations into the
definitions of state machines provides more flexibility
to adapt wuser interfaces according to the
characteristics of each document stage.

+ Controlling default authorization mode and its
exceptions. Similar to the presentation mode, the
default authorization mode simplifies defining
authorizations to document information.

* Controlling role access. Although the default
authorization mode discussed above facilitates the
definitions of implicit authorizations, however, there is
a need in some situations to define access roles in the
granularity of attributes, transitions, and
operations. We believe that this part is the most

complex and is responsible for most of the
crosscutting code.
IV.  EVALUATION

At the architectural level, software quality attributes
such as flexibility are hard to measure using direct
quantitative measures. Other indirect methods are more
suitable for the nature of this work. Two methods have
been adopted to evaluate this work. The first method
examines the effects of different types of changes on the
proposed system and compares the results to those of
traditional workflow systems. The second method
evaluates this work by cross-referencing the features of
this solution and a number of flexibility requirements.

A. Comparing the proposed framework with
related work

One way to measure the success of the proposed
solution to achieve flexibility is to test it on different
scenarios of change and compare the ease of change with
the results of traditional workflow management systems.

A common area of change in businesses is policy
change. Policy changes usually have a substantial effect
on workflows. Existing workflow models deal with
business policies and rules in different ways. Usually,
workflow systems introduce only a limited type of
constraint that could be defined within an activity as a
transition condition. Modeling business policies with
such a model will be very hard. It may only be modeled
as a new activity with different behavior, and different
pre and post conditions which leads to a complex design.

Another way to model policies is to use a rule based
workflow model. The entire workflow composition logic
is specified in the form of if/then rules. Such a model
determines the boundaries of a workflow, and leaves the
freedom to the designer to specify the transitions between
the activities. The workflow components such as
activities, flows, roles, business policies are expressed in
terms of activities built in process specification. This
results in processes that are not modular, complex, and
hard to maintain. In such a case, business rules are hard
to change without affecting the core composition of the
model. This way of modeling decreases the flexibility of
the workflow.
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The Proposed model introduces rules as a first class
abstraction that governs and guides workflow execution.
Each rule has enforcement conditions which state when
and how such a rule is enforced inside the flow. Rules are
not embedded within processes. Change in policies is
enforced by changing related rules. This principle makes
the workflow more simple and easy to maintain.
Workflow enactment engine enforces policies by
checking rules related to each step before performing it.
Rules do not only govern activities but also govern role
binding, services specifications, and exception handling.

The Model-View-Controller (MVC) is a software
pattern for implementing the separation of concerns
concept in the implementation of software systems. The
work presented here focuses on providing a mechanism
for reflecting changes on the presentation layer
specifically.

SNATA defines service oriented architecture for N-
tier application [11], however, it does not provide a
mechanism for change propagation between layers.

B.  Matching the features of the solution to the
specified flexibility requirements

The proposed solution has been evaluated against a
set of flexibility requirements. This set of requirements is
derived from a number of well-established software
engineering principles such as abstraction, separation of
concerns, and loose coupling. The requirements are
discussed below.

R1: Support model evolution. Evolution of
workflows occurs over time as a result of changing tasks,
priorities, responsibilities, and people. Modifications
should be allowed at design time as well as at runtime.
The proposed solution allows structural changes as well
as behavioural changes. Structural changes allow model
evolution. The Rule manager provides an interface to
accomplish this requirement.

R2: Allow function/provider decoupling. The
provider of a specific functionality may not be specified
until runtime. Hard coding such information at design
time leads to systems that are not flexible. In the
proposed solution, activities are implemented as services.
Services are selected according to some criteria that may
not be known until runtime. Service selection constraints
are sent through service requests to each running instance
to select a suitable service and source of provision. A
new activity or behaviour could be added at runtime to
allow composition of a complex task.

R3: A workflow has to provide an integrated

multiple view of a business system.
A workflow model has to provide high level of
abstraction, and support visualization of its parts. The
Proposed framework combines an activity based model,
role model and a rule based model. A business system
may be viewed from one or more perspectives: roles,
processes, or rules. The proposed framework provides a
multi-view modeling of a business system.

R4: Support the management of evolving
workflow schema. Changes in business environment
have to propagate to running workflow instances. A
robust management system has to support propagation of
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change to running instances in a consistent way. The
presented work didn’t address this requirement.

V.  CONCLUSION

The main contribution of this work is the
introduction of a framework for dealing with change
in business software. The focus is on workflow
systems and user interface in document oriented
systems.

A major drawback of current approaches for
building document oriented applications is neglecting the
impact of change in business rules on user interfaces. The
result is having systems that are hard to change when
business requirements change. While it may be easy to
change the code related to business rules, the impact of
such changes on the user interface may cause undesirable
knock-on effect. For instance, many researches focus on
how to provide flexibility in the business layer by
providing workflow based solutions. However, the impact
of such changes on user interface is usually ignored.

It is necessary that flexibility should be addressed in
each logical layer and also between different
communicating layers. That is why it is common that
many business applications that provide flexibility in
the business layer and also provide flexibility in
presentation layer fail to sustain flexibility across the
boundary between the two layers.

To address such problems, we introduced the
Presentation Behaviour Layer (PBL) as a solution of
providing flexibility between business layer and
presentation layer. We believe that, the PBL can
eliminate ~ most of the crosscutting concerns usually
found in document oriented applications to apply
presentation changes while keeping flexibility. In
addition, the visual representation of PBMs allows
business-experts to modify their applications based on
business rules without the need to touch the source code.

Building flexible workflow systems comes at a cost.
The main cost is the implementation efficiency. While
separating roles, business rules, and invocation
conditions, leads to a flexible design, it certainly adds
processing overhead.

Although a complete analysis of flexibility problems
and limitations has been discussed, the proposed solution
has mainly focused on modelling problems. Runtime
limitations still need more research. Currently, we are
working on enhancing the performance of workflow
engines. The ongoing work focuses on the development
of more propagation strategies and building workflow
engines able to efficiently weave rules with activities.

Three medium sized companies with average of seven
developers each have been chosen to implement the
proposed framework. The framework will be applied to
existing systems that are subject to frequent change
requests. A comparison between the performance before
and after using the framework will be published later.
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Abstract—Generative Software Development (GSD) is an
area of research that aims at increasing the level of
productivity of software development processes. Despite
widespread research on GSD approaches, deficiencies such
as impracticability/impracticality, limited generation power,
and inadequate support for complexity management have
prevented them from achieving an ideal level of generativity.
We propose a GSD approach based on a novel modeling
paradigm called “Ivy’. lvy models the context domain as a
set of conceptual phenomena, and depicts how these
phenomena emerge from one another. Our proposed
approach, Emergence-Based Generative Software
Development (EBGSD), uses Ivy models for modeling how a
software system (as a phenomenon) can emerge from its
underlying phenomena, and can provide an effective means
for managing software complexity. Developers can also elicit
generative patterns from lvy models and utilize them to
increase the level of reuse and generativity, and thus
improve their productivity.

Keywords-generative software development; phenomenon;
emergence; conceptual model

. INTRODUCTION

As Mens points out, “Software systems are among the
most intellectually complex artifacts ever created by
humans” [1]. Managing software complexity is indeed the
main impetus behind many research areas in software
engineering. Generative Software Development (GSD)
aims to address this issue through increasing the level of
automation in software development, which also enhances
productivity. Despite widespread research on GSD
approaches such as Model-Driven Development (MDD),
Software Product Lines (SPL), Program Development
from Formal Specifications, Generative Patterns, and
High-Level Programming Languages, there are certain
disadvantages in each of them that have prevented
researchers from achieving an ideal level of generativity in
software development. For instance, in Czarnecki’s GSD
approach [2], two methods (Configuration and
Transformation [3]) have been suggested for transition
from the problem domain to the solution domain; although
this approach is well-established, it has not achieved an
ideal level of generativity, mainly due to deficiency in
generation power, inflexibility of configuration, over-
abstractness, inattention to seamlessness, and ambiguities
in transformation. Furthermore, some of the approaches,
such as MDD and High-Level Programming Languages,
are deficient as to their support for complexity
management. These shortcomings (further explained in
Section I1) are the main motivations behind this research.

We propose a GSD approach based on a novel
modeling paradigm called Ivy, originally proposed by
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Besharati in a seminar report in 2013 [9]. Phenomenon and
Emergence [13] are the two basic concepts of the Ivy
paradigm. The Ivy paradigm prescribes a way for
modeling the emergence of a conceptual phenomenon
from its underlying phenomena. Emergence is recursive:
an Ivy model takes the form of a digraph that shows how a
phenomenon emerges from its underlying phenomena,
which in turn emerge from other phenomena, and so on.

In the lvy-based software development approach that
we propose herein (which we have chosen to call
Emergence-Based Generative Software Development, or
EBGSD for short), the target software system is considered
as a phenomenon that emerges from its underlying
phenomena, and is therefore represented as an vy model.
The Ivy model helps manage the inherent complexity of
software systems. Furthermore, it is possible to extract
generative patterns from Ivy models and utilize them to
increase the level of reuse in software development
processes, and thereby promote generativity. The
evolutionary nature of the modeling approach makes it
highly practical, and can lead to a high level of flexibility
in software development. We have also proposed a
methodology for applying EBGSD to real-world projects.
EBGSD promotes seamlessness, and can improve software
processes as to smoothness of transition among
development activities.

The rest of the paper is structured as follows: Section 11
provides an overview of the research background through
focusing on a number of prominent GSD approaches; in
Section 111, we introduce the Ivy modeling paradigm as the
basis for our proposed approach; our EBGSD approach
and its corresponding methodology are proposed in
Sections 1V and V, respectively; an illustrative example of
the application of EBGSD is given in Section VI; finally,
Section VII presents the conclusions and suggests ways for
furthering this research.

Il.  RESEARCH BACKGROUND

Software generation is an old ideal that has been
pursued and evolved over decades. The advent of
programming languages and compilers can be considered
as the first step towards enhanced productivity in software
development. The field has evolved over decades: for
instance, in the context of MDD, programming languages
and compilers have been replaced by Domain-Specific
Languages (DSLs) and model/code generators. Due to the
vastness of the research conducted on software
generativity, it is not possible to discuss all of them here;
hence, we will focus on the four most prominent
approaches, as listed below. Our main purpose in this
section is to demonstrate the motivations for this research,
and to outline the research objective.
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Genetic and evolutionary approaches: these
approaches aim at generating complex systems through
creation of a simple generative system to generate new
constructions that ultimately lead to the desired complex
system [4]. The main problem with these approaches is
that due to their high level of inherent randomness, they
are not applicable to systems with specific requirements.

MDD: MDD considers models as first-degree entities
that drive the software development process and serve as
the basis for generating the target software [5]. In this
approach, software is developed through creation of
models at a high-level of abstraction, and then
transformation of these models into their lower-level
counterparts (and ultimately software) based on certain
mappings. Although this approach has become popular in
recent years, there are major problems that prevent it from
achieving an ideal level of automation. For instance,
although this approach intends to reduce software
complexity, it in fact just shifts the complexity [6]:
development is easy and straightforward when the
modeling levels and their corresponding mappings have
been specified, but defining the levels and the mappings
themselves is by no means straightforward.

SPL.: in the software product line approach, instead of
developing a single software system from scratch, the
focus is on a family of systems that are developed from a
set of common reusable components by applying a defined
process [7]. To be more precise, a software product line is
a set of software-intensive systems that share a common
set of features, and that are developed from a common set
of core assets [8]. As implied by this definition, SPL aims
to improve the productivity of software development
processes through providing a higher level of reuse; but the
definition makes no hint of any automation involved in the
process. Hence, SPL has not been able to achieve an ideal
level of generativity. Moreover, creating reusable assets is
a costly process, which might even adversely affect the
productivity of software development processes.

Czarnecki’s GSD approach: similar to SPL,
Czarnecki’s approach aims at increasing the productivity
of software development processes through focusing on
families of systems [2]. The main difference between this
approach and the SPL approach is that it emphasizes
automated composition of components, whereas manual
composition is acceptable in SPL. However, just like SPL,
GSD too can have an adverse affect on productivity.

As observed in the above approaches, although they
have strived to increase the level of software generativity,
certain deficiencies prevent them from achieving the ideal
level of generativity in software development, and
overcoming these deficiencies is the objective of this
research. Specifically, genetic approaches enjoy a high
level of automation, but are not practicable. On the other
hand, MDD, SPL, and GSD are practicable, but are
deficient as to complexity management, automation, and
productivity; to be precise, these approaches just replace
development complexity with mapping complexity.

I1l.  1vy PARADIGM

Ivy [9] is a modeling paradigm for representing
conceptual phenomena and their emergence. Conceptual
phenomena are typically regarded as abstractions of real-
world phenomena. Ivy is based on the notion that
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conceptual phenomena can be combined, and a new
conceptual phenomenon thus emerges. We model this fact
in the Ivy Model; as seen in Figure 1, an Ivy model is a
directed graph in which nodes represent phenomena, and
arcs represent emergences. As an example, consider the
following three conceptual phenomena: car, red, and
wheel, which are the results of abstraction from their real-
world counterparts. As shown in Figure 1, from a certain
point of view, the phenomena car and red can be
combined, and the phenomenon red car thus emerges.
From another point of view, the phenomena wheel and red
can be combined, and the phenomenon red wheel emerges.
The phenomena car and red wheel can be combined, and
from two different points of view, two phenomena emerge:
red-wheeled car, and red car wheel.

The world of software development is full of
representation, combination and emergence of conceptual
phenomena. Requirements engineering is concerned with
conceptual phenomena directly abstracted from real-world
phenomena. Some of these phenomena are combined, and
other conceptual phenomena emerge as a result. For
instance, the conceptual phenomena actors, use cases and
their relationships are combined and the phenomenon use
case diagram emerges; or in goal-oriented requirements
engineering, certain phenomena (i.e., goals) could be
combined, and a higher-level goal would emerge. Software
platforms are themselves conceptual phenomena that
emerge from other phenomena (e.g., requirements).
Design and implementation phases are concerned with
combination of requirement and platform phenomena and
the emergence of software-solution phenomena.

Since the dependencies in an lvy model are
unidirectional, it can enhance understandability and
modifiability, leading to better complexity management.
The Ivy model may look very similar to other models such
as goal models [10] and feature models [11], but there are
fundamental differences. In those models, relationships
have very specific semanti