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ICQNM 2011

Foreword

The Fifth International Conference on Quantum, Nano and Micro Technologies (ICQNM 2011), held
between August 21-27, 2011 in Nice/Saint Laurent du Var, France, continued a series of events covering
particularly promising theories and technologies. The conference covered fundamentals on designing,
implementing, testing, validating and maintaining various kinds of materials, systems, techniques and
mechanisms related to quantum-, nano- and microtechnologies.

Quantum technologies and nano technologies have a great potential to transform communications
telecommunications infrastructure and communication protocols, and computers and networking
devices. Nanotechnologies and micro-technologies already made their mark on smart materials, nano-
medicine, nano-devices, molecular manufacturing, biotechnology, metrology, airspace.

The advancements in material science and computer science have allowed the building, launching and
deploying of space exploration systems that continually do more and more as they become smaller and
lighter. As an example, carbon nano-tubes have been created that are 250 times stronger than steel, 10
times lighter, and transparent. Similar advances are occurring in glass, plastics and concrete. Spacecraft
are being launched, with hulls that are composed of carbon fibers, a light weight high strength material.
Swarms is another concept of nano-robotics; swarms act in unison like bees. They theoretically will act
as a flexible cloth like material, as strong as diamond. Interplanetary exploration can be foreseen as
being carried on by nano-robots as well.

Electronic devices, medicine, environment, metrology, aerospace programs, clothes and materials,
telecommunications, cryptography, semiconductors, manufacturing, and other domains are impacted by
the progress on the areas mentioned above. Particularly, micro imaging, nano-medicine: (drug delivery;
nano-particles i.e. viruses; proteins.), bio-nanostructures: (nano-tubes, nano-particles), microsystems,
micro fluidics: (including nano-fluidics, modeling; fabrication and application), micro instrumentation /
implantable microdevices (miniaturized bio-electronic systems etc.) and micro sensors benefits from the
progress on quantum, nano and micro technologies.

We take here the opportunity to warmly thank all the members of the ICQNM 2011 technical program
committee as well as the numerous reviewers. The creation of such a broad and high quality conference
program would not have been possible without their involvement. We also kindly thank all the authors
that dedicated much of their time and efforts to contribute to the ICQNM 2011. We truly believe that
thanks to all these efforts, the final conference program consists of top quality contributions.

This event could also not have been a reality without the support of many individuals, organizations and
sponsors. We also gratefully thank the members of the ICQNM 2011 organizing committee for their help
in handling the logistics and for their work that is making this professional meeting a success.

We hope the ICQNM 2011 was a successful international forum for the exchange of ideas and results
between academia and industry and to promote further progress in the area of quantum-, nano- and
micro-technologies.
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We hope Côte d’Azur provided a pleasant environment during the conference and everyone saved some
time for exploring the Mediterranean Coast.
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Introducing Interconnection Crossing in Ternary Quantum-dot Cellular Automata

Primoz Pecar
University of Ljubljana, Faculty of Computer and Information Science, Ljubljana, Slovenia

primoz.pecar@fri.uni-lj.si

Abstract—The ternary Quantum-dot Cellular Automaton
(tQCA), a processing platform based on interacting quantum
dots, was demonstrated to be a promising paradigm for
multi-valued processing. With the development of the ternary
functionally complete set of elementary logic primitives and
the ternary memorizing cell the design of complex processing
structures is becoming feasible. Hence, the research focus is
moving from the bottom-up design approach to the logic design
approach. With the increase of processing functionality there
comes also the increase in design complexity. Due to the specific
tQCA cell geometry one of the most problematic area tends
to be the interconnection crossing. This paper introduces a
solution using a multi-layer approach.

Keywords-ternary Quantum-dot Cellular Automaton, tQCA
interconnection, tQCA wire, tQCA interconnection crossing,
multi-layer design

I. INTRODUCTION

The Quantum-dot Cellular Automaton (QCA) is perceived
as one of the promising computing paradigms, which could
be a solution to the technological limitations of the CMOS
platform [1]. Its novel concept of operation where infor-
mation is encoded in charge orientation lets information
transmission and processing to be carried out by the same
entities, named QCA cells [2].

The promising results in the binary domain have en-
couraged the research of possible implementations in the
realm of multi-valued logic [3]. The redesign of the binary
QCA (bQCA) cell, called ternary QCA (tQCA) cell, allowed
the representation of three logic values [4]–[6] and the
adaptation of adiabatic pipelining was used to solve the
issues of the tQCA logic primitives [7], [8]. Hence, the
adjustments were made to preserve the operation mechanics
and design rules that were extensively researched in the
binary domain [9]–[12].

Ternary logic is defined as a generalization of binary logic
so one cannot simply use the binary functionally complete
set [13]. Therefore chain-based Post logic [14] was used
as the foundation of the tQCA implementation of a ternary
functionally complete set. The set comprises the ternary
majority gate, used to obtain conjunction and disjunction,
and the ternary characteristic functions. While the majority
gate was implemented using proven approaches from bQCA
design [8], this was not the case for the characteristic
functions. They were developed following the bottom-up
approach, i.e., by observing the behavior of simple tQCA
segments and their subsequent composition according to

Figure 1. The geometry of the ternary quantum-dot cell.

physical design rules [15]. The existence of a functionally
complete set made the design of the basic ternary memoriz-
ing cell possible [16].

The described ternary building blocks promote composi-
tion of complex ternary processing structures following a
logic design approach. However, the research results from
the bQCA domain show that efficient design highly depends
on effective solutions of building block interconnection [17].
The currently developed basic tQCAs are constrained to
remain on a coplanar surface, hence the increase of process-
ing functionality brings also the increase in interconnection
complexity. A great deal of it is contributed by crossover
problems. Due to specific tQCA cell geometry one of the
unique bQCA paradigm features, a coplanar wire crossing,
cannot be efficiently implemented in the tQCA domain. This
paper presents a study of a possible noncoplanar (multi-
layer) approach, which promises an efficient solution of the
previously described issue.

Section II starts with a brief overview of the tQCA
platform. Section III continues with the presentation of
the tQCA wire, the interconnection crossing problem and
proposes the multi-layer solution. The conclusion follows in
Section IV.

II. TQCA PLATFORM

In general, a QCA is a planar array of quantum-dot (QCA)
cells [1]. The fundamental unit of a ternary QCA is a tQCA
cell [4]. It comprises eight quantum dots and two mobile
electrons. The quantum dots with diameter D = 10 nm are
arranged in a circular pattern with radius R = D/sin (π/8),
so that the distance between neighboring quantum dots
equals 2D (see Fig. 1). The electrons can only reside at
quantum dots or tunnel between adjacent quantum dots,
but cannot tunnel outside the cell. The Coulomb interaction

1
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Figure 2. The four possible arrangements of the electrons contained in a
tQCA cell that are mapped to balanced ternary values -1, 0 and 1.

between the electrons causes them to localize in quantum
dots that ensure their maximal separation (energetic minimal
state). The four arrangements, which correspond to the
energetic minimal states (ground states), are marked as A, B,
C and D (see Fig. 2). The four states can be interpreted as
balanced ternary logic values, so A is interpreted as logic
value −1, B as logic value 1 and C and D as 0. The
arrangement D is typically not allowed (desired) for input
or output cells [5]–[7]. The charge distribution in one or
more cells in the observed cell’s neighborhood, causes one
of the four arrangements to become the favored ground state.
The cell to cell interaction is strictly Coulombic and involves
only rearrangements of electrons within individual cells, thus
it enables computation. With specific planar arrangements
of cells it is possible to construct logic gates as well as
interconnects among them [18].

The reliability of the behavior of a QCA device depends
foremost on the reliability of the switching process, i.e., the
transition of a cell’s state that corresponds to one logic value
to a state that corresponds to another and vice versa. It is
achieved by means of the adiabatic switching concept, where
a cyclic signal, namely adiabatic clock, is used to control the
cells’ switching dynamic [7], [9]. The signal comprises four
phases. The switch phase serves the cells’ gradual update of
the state with respect to their neighbors. The hold phase is
intended for the stabilization of the cells’ states when they
are to be passed on to the neighbors that are in the switch
phase. The release and the relax phase support the cells’
gradual preparation for a new switch.

The correct behavior of tQCA logic gates requires a
synchronized data transfer, achievable through a pipelined
architecture based on the adiabatic clock [8]. The four
phased nature of the clock signal allows any tQCA to be
decomposed to smaller stages, or subsystems, controlled
by phase shifted signals, each defining its own clocking
zone (see Fig. 3). Subsystems that are in the hold phase
act as inputs for subsystems that are in the switch phase.
A subsystem, after performing its computation locks its
state and acts as the input for the following subsystem.
As the transaction and processing in the second subsystem
is finished it can lock its state while the first prepares for
accepting new inputs. With the correct assignment of cells to
clocking zones, the direction of data flow can be controlled.
Large regions of nearby cells are usually assigned to the
same clocking zone in order to eliminate the challenges that

Figure 3. The four phase shifted adiabatic clock signals and an example of
the adiabatic pipeline architecture applied to the QCA wire. Let C0 denote
the base signal and Ci, i = {0, 1, 2, 3} the base signal phase shifted by i
phases.

Figure 4. The coplanar layout of tQCA cells (a) and the result of cell to
cell interaction (b).

would be caused by attempting to deliver a separate clock
signal to every cell.

The latency of a QCA circuit is determined by the number
of clocking zones along its critical path. A sequence of
four clocking zones causes the delay of one clock cycle.
Consequently minimizing the number of clocking zones
leads to better designs [19].

III. INTERCONNECTION CROSSING

The basic cell to cell interaction shown in Fig. 4a com-
prises two coplanar tQCA cells, where cell X acts as the
input and cell Y as the observed output. Current simulations,
based on the Intercellular Hartree Approximation (ICHA)
method that uses a tight-binding Hubbard-type Hamilto-
nian, show that a suitable coplanar intercellular distance
for correct state transfer equals r = 110 nm, hence the
minimum spacing between quantum-dots of neighboring
cells is approximately h = r − 2R = 58 nm [8]. The
interaction result showed in Fig. 4b reveals that the output
cell assumes the same state when the input cell’s state is A
(logic value −1) or B (logic value 1). However, when the
input cell’s state is C (logic value 0) the state propagates

2
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Figure 5. The pipeline architecture for a robust tQCA wire: straight wire
(a), corner wire (b).

Figure 6. The noncoplanar layout of tQCA cells (a) and the result of cell
to cell interaction (b).

in an alternating fashion. This empowered the construction
of the basic tQCA logic primitive called tQCA wire. The
alternating propagation of state C effectively means that
wires have to be of odd lengths [6].

While the straight wire can be constructed as a single
stage pipeline (see Fig. 5a), the correct behavior of the corner
wire is ensured by means of a pipeline of two stages, as can
be seen on Fig. 5b. The first stage ensures the propagation of
the input value to the corner, and the second stage ensures
its propagation to the output cell.

One of the unique features of bQCA is coplanar rectan-
gular wire crossover [18]. Unfortunately, in case of tQCA
this is not possible as there is no equivalent to the rotated
bQCA cell [2]. The only possible solution is the noncoplanar
approach (using multiple layers of tQCA cells), at least until
an alternative approach is found.

The vertical transmission of a cell’s state can be achieved
with the rearrangement of cells in a manner that one cell
is placed above the other so that the minimum spacing h
between quantum-dots remains unchanged (see Fig. 6a).
Thus, both layouts, i.e., coplanar and noncoplanar, obey
the same spacing rules, only the intercellular position is
changed. With the described vertical tQCA cell placement
one can construct a vertical tQCA wire that is used for
the propagation of data between layers. The analysis of
the behavior of the vertical wire (see Fig. 6b) during the
transmission of states from input cell X to output cell Y
shows that states propagate in alternating fashion, regardless
of the input state. Comparing the behavior results in Fig. 4b
and Fig. 6b indicates that the cell-cell Coulomb interaction
and minimum energy condition differ between co-axial and
co-planar arrangements in case of input states A and B, while
remain the same in case of states C and D.

The promotion of states from a coplanar wire to a vertical

Figure 7. The two possible pipeline solutions of vertical corner wire.

wire, and vice versa, requires the presence of a tQCA that
acts as a vertical corner wire, as presented in Fig. 7. Robust
behavior can be achieved using the pipeline concept, i.e.,
splitting the corner wire to two stages, controlled by two
phase shifted clock signals C0 and C1. The implementation
itself is not so rigid as in the case of its coplanar counterpart
(see Fig. 3b) and offers two possible approaches. The one
demonstrated in Fig. 7a is directly derived from the coplanar
solution, while the one showed in Fig. 7b uses clock signal
C0 for the control of the coplanar wire and signal C1 for
the control of the vertical wire.

The presented tQCAs facilitate the construction of a
noncoplanar tQCA wire crossover. The two implementations
of the vertical corner wire result in four possible solutions
for the crossover, where two of them are shown in Fig. 8
and the other two are their combinations. For example, the
crossover approach in Fig. 8a uses the pipeline solution
based on corner wire shown in Fig. 7a for input and for
output part. In order to avoid interference between the
crossing wires two additional layers are needed, i.e., besides
the main (bottom) layer. The middle layer is used only as
a via layer, while the top one acts as the crossing wire.
Hence, the crossing wires are separated by a distance of 2h.
The distance between the vertical wire and the wire that is
crossed has to be at least 2r.

Simulations show that the correct behavior of the
crossover requires four pipeline stages controlled by four
phase shifted clock signals C0, C1, C2 and C3, which
determine a delay of one clock cycle. This means that the
behavior of the crossover wire is independent of the clock
phase applied to the crossed wire. It can be easily seen that
the crossover wire can span across multiple wires on the
bottom layer. The span depends only on the length of the
crossing wire on the top layer.

IV. CONCLUSION

The interconnection crossover represents one of the most
challenging design problems in the tQCA domain. This

3
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Figure 8. Two multilayer tQCA wire crossovers.

paper gives a solution that exploits a noncoplanar, i.e., multi-
layer, arrangement of tQCA cells with adiabatic pipeline
control. The crossover constructed in this manner exhibits
robustness and flexibility of data propagation. The latter
goes on the account of using four pipeline stages, which on
the other hand may introduce a synchronization problem,
specially in the case of multiple crossovers of the same
wire. Therefore, our research is focused on developing a
crossover that would need less stages, thus diminishing
data transfer delay. One of the most promising is a two-
layer approach, which would also substantially simplify the
fabrication challenges [20].
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Abstract The inexpensive fabrication method of self-
organized metal nanostructures with adhesion layer over large 
area is proposed. The method combines dry etching using a 
self-organized mask to prepare a template and directional 
metal deposition on the elevated part of the obtained template. 
The technique peculiarities were studied during fabrication of 
metal lace-like nanostructures prepared with Ti layer and 
without it. The results demonstrate the overall difference in 
transmittance and reflectance spectra of the samples due to 
presence of Ti layer. Surface enhanced Raman spectroscopy 
(SERS) experiments were performed with methylene blue and 
confirmed decreasing of SERS intensity of the gold 
nanostructures with adhesion layer. The obtained results can 
be used in fabrication of self-organized metal nanostructures 
with controllable adhesion. 

Keywords-self-organized; fabrication method; metal 
nanostructure; random array; plasmonics; SERS substrate 

I.  INTRODUCTION 
Metal nanostructures have greatly broadening 

applications in many areas of chemical and biological 
sensing [1], subwavelength imaging[2], metamaterials[3] and 
etc. The best studied and attractive from the theoretical point 
of view are periodic arrays of metal nanoparticles, but their 
mass production is a challenging task, which waits for the 
decision. Traditional semiconductor technology provides 
reliable and reproducible process flows, but its acceptance as 
a general fabrication tool of metal nanostructures has been 
hindered by two obstacles: (1) limited resolution of optical 
lithography and (2) lack of dry etching processes for most 
metals. That is why, the dominant fabrication method of 
regular metal nanostructures is electron beam lithography 
(EBL) together with lift-off removing of useless metal. 
However, by this process is highly difficult to obtain features 
smaller than 50 nm. Additionally, the extensive processing 
time needed in EBL for fabrication of arrays of 
nanostructures over large areas makes it expensive and time-
consuming. 

As alternative to serial EBL, several non-lithography or 
self-organizing methods exist to produce nanostructures in 
parallel way. These techniques create structures with a 
random nature, i.e. arrays of metal nanostructures with 
randomly distributed size and space of elements. Active 
areas beyond 1×1 cm2 and low price are inherent to the 
techniques, but functional properties of nanostructures 

deteriorate, narrowing application area of random arrays.  In 
spite of this, the random nanostructures are used as a catalyst 
in carbon nanotube growth [4], as a light trapping layer in 
thin film solar cells [5], as magnetic nanodot arrays [6], as 
surface enhanced Raman scattering (SERS) substrates [7] 
and sensors [8]. As examples of non-lithography techniques 
can be mentioned nanosphere lithography [9], using of 
porous alumina template [10], oblique angle deposition [11] 
and etc. They have own application areas, but the most 
attractive method is generation of metal nanostructures by 
self-assembling on the surface with poor adhesion, e.g., Au-
Ag nanoislands on glass [12]. The method possesses 
nanometer range resolution, cheapness and compatibility 
with semiconductor technology. 

Unfortunately, broad application of this self-organizing 
technique is restrained by poor adhesion of produced metal 
structures to a dielectric substrate and limited set of structure 
configurations (mainly round-shaped islands and holes). By 
the nature of phenomenon, self-organization occurs in a thin 
layer of noble metal on dielectric substrate at non-
equilibrium thermodynamic conditions without firm contact 
between metal and substrate. The fabricated random arrays 
can be easily damaged during rinsing in de-ionized water and 
are not suitable for incorporation in more complicated 
devices. It is therefore desirable to improve the adhesion 
properties of self-organized structures, e.g., by introducing of 
intermediate adhesion layer. 

Lift-off based methods, including EBL, inherently 
include an adhesion layer to preserve functional metal 
elements during mask removing. Therefore, nanostructures 
without adhesion layer cannot be produced by these methods 
and direct estimation of influence of intermediate layer on 
the functional properties is impossible.  As a consequence, 
there are only experimental results for different (non-zero) 
thicknesses of adhesion layer in nanostructures or 
comparison of flat (non-patterned) metal films with and 
without adhesion layer [13, 14]. 

In this paper, a fabrication method of self-organized 
metal nanostructures with adhesion layer over large area is 
considered. The method was used to create lace-like Au and 
Ag nanostructures with and without Ti layer on glass and 
silicon substrates. This gave an opportunity to study the 
influence of adhesion layer on morphology and optical 
properties of fabricated nanostructures by direct comparison.  
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Figure 1.  Fabrication process of metal nanostructures with intermediate 
layer. 

Despite of vast transformation of optical response due to 
presence of Ti layer, it was demonstrated that gold lace-like 
nanostructures with gap width below 10 nm can be used as 
effective SERS substrates. 

In the subsequent sections, the description of the 
fabrication method is presented, followed by detailed sample 
preparation and measurement procedures. After presenting of 
SEM images of the obtained nanostructures, the reflectance 
and SERS spectra are discussed. 

II. FABRICATION METHOD 
The idea of the method consists in fabrication of a 

nanostructure template from a substrate and directional 
deposition of metal layers on the template. For template 
preparation any patterning method, providing vertical 
sidewalls can be used: lithography and etching, self-
organizing structures and etching, direct writing by laser or  
focused ion beam [15, 16]. In this work, self-organized gold 
nanostructures are used as a mask for anisotropic dry etching 
of the substrate (Fig. 1a,b). To create the mask a thin gold 
layer is evaporated on the substrate at low deposition rate. 
The film has lace-like structure, if the gold thickness does 
not exceed 15 nm and the adhesion between metal and the 
substrate is poor. Other metals or additional annealing after 
deposition can be used to modify the mask morphology. For 
example, silver provides round-shaped nanoislands with size 
and separation controlled by annealing [17]. The poor 
adhesion of gold to a substrate limits the etching methods for 
patterning of the nanostructures, e.g., wet etching must be 
eliminated. On the other hand, dry etching still can be used, 
because surface tension forces and interlayer diffusion of 
liquid have no place. Additionally, dry etching, e.g., reactive 
ion etching (RIE), provides vertical (Fig. 1b) sidewalls of the 
nanostructures.  

In the next step the residues of the mask metal are 
removed by selective wet etching to obtain a nanotemplate 
made of the substrate material (Fig. 1c). The template 
elements replicate the shape and size of the mask (e.g., lace-

lice structure) and, in general, can have any lateral geometry 
(e.g., disks for silver self-organizing mask). The template is 
then covered by a thin adhesion layer of easily oxidized 
metal (e.g., Ti or Cr). At atmospheric ambient the adhesion 
layer, which is not protected by upper metal is readily 
oxidized and does not affect on functional properties of 
nanostructures. It is important to deposit the adhesion layer 
only on horizontal surfaces of the template and leave the 
sidewalls uncovered (Fig. 1d) to avoid firm contact of the 
second metal with vertical surfaces. This requirement is 
fulfilled by using a physical vapour deposition (e.g., 
evaporation) at normal incidence. Due to poor adhesion of 
the metal to sidewalls, it can be easily removed by rinsing in 
ultrasound bath. 

The final step is coating of the template with a functional 
metal layer, for example gold or silver. It is done 
immediately after deposition of the adhesion layer to prevent 
possible oxidation of the latter. This time metal coating of 
the template can be made in two ways. In the first one, the 
metal is evaporated in a direction normal to the wafer 
surface, which simultaneously deposits metal on the elevated 
nanostructure planes and the backplane (Fig. 1e). In the 
second way, the metal is deposited at the angle (Fig. 1f) on 
the rotating or unmovable template. The rotation provides 
uniform covering of structure tops, while static deposition 
leads to 3D nanostructures, in which sidewalls and tops are 
covered simultaneously. The deposition angle Ѐ is chosen to 
be large enough to minimize metal coating of backplane. In 
this case, the height h of the sidewall metallization 
(measured from structure top) can be roughly estimated as 
[18] 

 ,
tanα

lhm =  (1) 

where l is the average space between structures. In practice, 
deviations from (1) are happened, especially for small l, 
when sidewalls are not become covered by metal at all. 

III. EXPERIMENTAL 
The samples were fabricated on precleaned squares of 

borosilicate glass and oxidized Si (100) with size 22×22×0.5 
mm3. The cleaning procedure begins with sonicating in 
acetone and 2-propanol. After that the samples were RCA-1 
cleaned for 10 minutes and processed in oxygen plasma 
during 1 minute. The pretreatment is needed to equalize the 
surface conditions through the whole substrate. The Si pieces 
with a 60 nm thick layer of SiO2 were used to optimize the 
whole process, because it makes possible to observe the 
fabricated nanostructures with SEM. At the same time all 
process steps lead to identical results on glass and on oxide. 

The metal films were deposited in e-beam evaporation 
system IM-9912 (Instrumentti Mattila Oy) with adjustable 
substrate inclination and rotation speed at base pressure of 
4×10-7 Torr and at room temperature of the substrate. The 
deposition rates for each film were measured using quartz 
crystal microbalance. The RIE of template was done in a 
13.56 MHz driven parallel electrode reactor Plasmalab 80 

(a) (b) 

(d) (c) 

(e) (f) 

(a) (b) 

(c) (d) 

(e) (f) 
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Figure 2.  SEM images of lace-like nanstructures after main process steps: 
(a,b) 10 and 15 nm thick gold films; (c,d) RIE for 20 and 25 minutes, 

respecticely; plain (e) and tilted (f) views of 16 nm thick gold 
nanostructures. 

Plus (Oxford Instruments Plasma Technology). An 
anisotropic etching process based on fluorine chemistry (gas 
mixture CF4:CHF3=1:3) was used for glass and SiO2 etching. 
The etching experiments were performed at a total gas flow 
of 80 sccm, pressure 30 mTorr and rf power 40 W. The 
remaining gold was removed in aqua regia (1:3 volume 
mixture of 69% HNO3 and 37% HCl, respectively) during 
20 s at room temperature, leaving a lace-like structures from 
SiO2 or glass. 

Plane-view and tilted at 30⁰ SEM images of the samples 
were observed with Zeiss Supra 40 field emission scanning 
electron microscope. Transmittance and reflectance 
measurements at normal incidence were carried out using 
PerkinElmer Lambda 950 UV-VIS spectrometer in the 
spectral range from 300 to 850 nm. All reflectance spectra 
were collected with integrating sphere as a detector. Raman 
scattering was studied in WITec Alpha 300 Raman 
microscope equipped with a Nd:YAG (532 nm) laser as an 
excitation source. Methylene blue (MB) at the concentration 
of 3×10-4 M was used as a test molecule with water as a  
solvent. MB solution was dropped on SERS samples using a 
pipette and then dried in air to obtain a uniform molecule 
deposition.  

IV. RESULTS 
To check the method lace-like nanostructures from gold 

and silver with Ti adhesion layer were fabricated. Both 
metals have poor adhesion to glass, but are very attractive for 
plasmonic applications. Fig. 2 illustrates most important 
steps in the nanofabrication. As a self-organized mask was 
used a 10 nm thick gold layer deposited at 0.5 Å/s. In  

Figure 3.  SEM images of nanostructures: (a,b) 8 nm thick gold 
nanostructures without Ti and with Ti, respectively; (c,d) 8 nm thick silver 

and 16nm gold nanostructures with Ti deposited at 70⁰ with rotation. 

contrast to well known self-organizing masks from Au and 
Ag [19], annealing is not required; the film is used as-
deposited to preserve feature sizes as small as possible. Such 
a procedure results in lace-like structure, consisting of 
channels (depressions) and protrusions (projections) (Fig.2a). 
Average width of the first ones is about 7 nm, the second 
ones  30 nm. Protrusion and channel sizes can be tuned by 
gold thickness, substrate temperature and deposition rate. As 
an example, in Fig. 2b is shown the 15 nm thick gold film 
deposited at the same conditions, which has smaller width 
and density of the channels. Unfortunately, mask thickness is 
only a little larger than the thickness of the deposited metal 
and limits the depth of RIE (Fig. 2c,d). Till the certain 
moment during etching the mask pattern is unchanged (Fig. 
2c) and channel widths in SiO2 and gold are equal. Further  
etching increases channel width and destroys flatness of 
protrusion tops (Fig. 2d), what is connected with gold mask 
erosion during ion bombardment. Additionally, it leads to 
deviation of sidewall profile from vertical. The maximum 
etching depth of 75 nm reached after 25 minutes of RIE (Fig. 
2d), resulted in increasing of channel width to 25 nm. 
Deposition of 1 nm thick Ti and 16 nm thick gold layers on 
the structure shown in Fig. 2d was done in static mode 
(Fig.1e,f) and led to shrinking of the channel width back to 7 
nm. 

To further clarify the mechanism of nanostructure 
metallization, the gold film was also deposited on the 
template without Ti adhesion layer (Fig. 3a). Metal 
nanostructures do not exactly follow the template pattern, 
like in case of Ti layer (Fig. 3b); instead of this, they are 
broken in shorter segments and surrounded by small 
nanoclusters. It looks that on the tops of protrusions there are 
favorable thermodynamic conditions for gold migration to 
the centre of isolated areas. This facilitates formation of large 
islands in the middle of protrusions due to non-wetting 
property of Au on SiO2 surface. At the same time, protrusion 
edge is a favorable place for cluster nucleation, but due to 
limited amount of gold, these clusters are small in size. In  

(a) (b) 

(d) (c) 

(e) (f) 
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(c) 

(b) 
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Figure 4.  Transmittance (a) and reflectance (b) spectra of 8 nm thick gold 
nanstructures with Ti and without Ti on glass deposited at normal angle (st) 

or at 70⁰ with rotation (rot). Ref  8 nm gold on glass without Ti. 

case of Ti/Au layer (Fig. 3b), surface diffusion of gold atoms 
is limited and the film grows uniformly above protrusion 
tops. Growth rate of the metal film is higher on the 
protrusion edge, what leads to formation of rim around 
nanostructure (Fig. 2f). The rim shadows sidewalls from 
metal deposition, decreases channel width and diminishes 
amount of metal on the backplane. The lateral growth rate of 
the rim can be controlled by tilting and rotating the substrate 
during deposition. Fig. 3c, d display lace-like Ag structures 
similar ones shown Fig. 3b and SiO2 pillars covered by gold, 
respectively. In both cases deposition was done on rotating 
substrate at the angle 70⁰. As a result of rotation, the channel 
width is smaller in comparison with static deposition (Fig. 
3b) and diameter of metal disks on the pillar tops is 40 nm 
larger than pillar diameter. 

Whatever the deposition result, samples appear extremely 
attractive for plasmonic and especially SERS applications. 
This supposition is confirmed by transmittance and 
reflectance of gold nanostructures on glass substrate shown 
in Fig. 4. To make the template, glass was etched during 16 
minutes, what was resulted in channel depth about 65 nm. 
The reference sample is 8 nm thick gold film deposited on 
plain surface of glass substrate. Optical properties for 
wavelength shorter 500 nm reflect interband transitions of d-
electrons in gold and are not connected with surface plasmon 
resonance (SPR). All samples consist of strongly interacting 
structures with size deviation, what leads to broadening and  

Figure 5.  Transmittance (a) and reflectance (b) spectra of 8 nm thick 
silver nanstructures with Ti and without Ti on glass deposited at 70⁰ with 

rotation. Ref  8 nm silver on glass without Ti. 

shifting of resonance peaks inherent to gold nanoparticles 
[20]. 

Samples without Ti layer demonstrate SPR near 650 nm, 
which is stronger for sample deposited at angle and weaker 
for sample deposited at normal direction. But spectra of 
structures with Ti layer are totally different. Low 
transmittance in the blue half of spectra is caused by high 
reflectance and justifies narrowing of the channels 
(increasing metal covered area). Redshift and broadening of 
maximum transmittance band near 500 nm is attributed to 
influence of Ti layer absorbance, which monotonically 
decreases for visible range of wavelength. Modification of 
red half of spectra is connected with flattening of metal 
nanostructures (Fig. 3) and increased interaction between 
oscillators due to shrinking of channels. The result is strong 
and non-uniform splitting of SPR, observed as featureless 
spectrum. 

Transmittance and reflectance of silver nanostructures, 
prepared on the same template as gold ones are shown in 
Fig. 5. As well as in case of gold nanostructures, reference 
sample and lace-like nanostructures without Ti demonstrate 
similar spectra. There are longitudinal SPR at 460 nm and 
transverse SPR at 360 nm. However, after introducing of Ti 
layer only weak sings on these SPRs can be visible on 
practically flat spectra due to nanostructure shape variation 
and dampening caused by Ti layer. It cost to note, that for 
wavelength longer than 600 nm the appearance of Ti/Au and 

(b) 

(a) (a) 

(b) 
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Figure 6.  Reflectance spectra of 8 nm thick gold nanstructures with and 
without Ti on Si/SiO2 deposited at normal angle. Ref  11 nm gold on the 

same substrate. 

Ti/Ag spectra is practically the same (Fig. 4, 5), in contrast to 
the behavior of Au and Ag reference samples. It can be 
considered as evidence of template (not metal) effect on 
optical properties of nanostructures. 

Reflectance of gold nanostructures, prepared in the same 
process as glass samples, but on silicon substrate, is shown in 
Fig.6. Spectra demonstrate interference picture in the system 
Si/SiO2 modified by absorption in nanostructure layer. Due 
to this, SPRs manifest themselves as minimums of 
reflectance and can be visible in pure Au sample (600 nm) 
and extrapolated in reference sample (beyond of 900 nm). 
SPRs are redshited in comparison with glass samples (Fig. 
4b), due to high effective dielectric constant of environment, 
modified by Si substrate. At the same time redshift in pure 
Au sample (no Ti layer) is much less than in reference 
sample, because the etched channels partly compensate 
effect of Si substrate on permittivity of environment. Low 
reflectance in the left part of spectra (shorter 500 nm) is 
attributed to absorption in gold together with destructive  

Figure 7.  SERS spectra of methylene blue for the gold nanostructures 
desribed in Fig. 6. 

interference in SiO2 layer. The special point at 375 nm is 
connected with peak of reflectance in crystalline Si. As in 
case of glass substrate, sample with adhesion layer is 
featureless. 

The raw Raman spectra of MB on Si/SiO2 samples, 
represented by reflectance spectra in Fig. 6 are shown in Fig. 
7 (blue and red lines). The peak at 530 cm-1 corresponds to 
the Raman scattering of the crystalline Si substrate. Black  
and green spectra present the Raman scattering of the bare 
Si/SiO2 and 11 nm thick gold layer on Si/SiO2. It is not 
surprise, that the maximum enhancement effect on Raman 
scattering demonstrates sample without Ti layer. Indeed, this 
sample possesses SPR (600 nm) close to SERS excitation 
wavelength (532 nm). Relatively strong SERS activity is also 
attributed to plain substrate with Au film. But SERS intensity 
of the sample fabricated with Ti layer exceeds only the 
intensity of bare oxide layer. This difference clearly indicates 
that plasmonic properties drastically deteriorate by adhesion 
layer. However, intensity of observed SERS signal for the 
Ti/Au nanostructures is still enough to distinguish the 
characteristic peaks of MB at around 1638 and 466 cm-1 
[21]. This fact and high mechanical stability of the Ti/Au 
nanostructures make them attractive for embedding in 
complex devices. 

V. CONCLUSIONS 
In summary, it has been proposed and demonstrated a 

new nanofabrication method of self-organized nanostructures 
both with adhesion layer and without it. With the help of 
proposed method it has been experimentally studied the 
influence of Ti adhesion layer on morphology and optical 
properties of lace-like nanostructures from gold and silver by 
direct comparison of the samples. The pure gold and silver 
nanostructures repeat template shape only roughly, 
concentrating in the middle part of the protrusion tops. The 
presence of a very thin adhesion layer (e.g., 1 nm thick Ti) 
leads to uniform covering of top planes of the template and 
drastically changes nanostructure morphology. As a 
consequence, SPR features in absorbance and reflectance 
spectra of the samples with Ti layer are transformed and 
weakened. Despite of this Ti/Au lace-like nanostructures 
demonstrate relatively high SERS activity measured with 
MB as the reference analyte. The obtained results suggest 
that developed nanofabrication method is promising in 
preparation of noble metal nanosturctures with adhesive 
layer to withstand further process treatments. The method is 
also valuable in fabrication of self-organized nanostructures 
from any evaporatable metal, e.g., Fe or Al. For future work, 
it is expected to optimize the template structure and gold 
thickness for obtaining of maximum SERS enhancement.  
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Abstract—The paper proposes a gradient-based feedback
control approach to the stabilization of quantum systems. The
spin model is used to define the eigenstates of the quantum
system. Using Lindblad’s differential equation an estimate of
the state of the quantum system is obtained. Moreover, by
applying Lyapunov’s stability theory and LaSalle’s invariance
principle a gradient control law is derived which assures that
the quantum system’s state will track the desirable state within
acceptable accuracy levels. The performance of the control loop
is studied through simulation experiments for the case of a two-
qubit quantum system.
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tems, Schrödinger’s equation, Lindblad’s equation, Lyapunov
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I. INTRODUCTION

The main approaches to the control of quantum systems are:
(i) open-loop control and (ii) measurement-based feedback
control [1]. In open-loop control, the control signal is
obtained using prior knowledge about the quantum system
dynamics and assuming a model that describes its evolution
in time. Some open-loop control schemes for quantum
systems have been studied in [2-3]. Previous work on quan-
tum open-loop control includes flatness-based control on a
single qubit gate [4]. On the other hand measurement-based
quantum feedback control provides more robustness to noise
and model uncertainty [5]. In measurement-based quantum
feedback control, the overall system dynamics are described
by the estimation equation called stochastic master equation
or Belavkin’s equation [6]. An equivalent approach can be
obtained using Lindblad’s differential equation [1]. Several
researchers have presented results on measurement-based
feedback control of quantum systems using the stochastic
master equation or the Lindblad differential equation, while
theoretical analysis of the stability for the associated control
loop has been also attempted in several cases [7-8].
In this paper, a gradient-based approach to the control of
quantum systems will be examined. Previous results on
control laws which are derived through the calculation of
the gradient of an energy function of the quantum system
can be found in [9-12]. Convergence properties of gradient
algorithms have been associated to Lyapunov stability theory
in [13]. The paper considers a quantum system confined in
a cavity that is weakly coupled to a probe laser. The spin

model is used to define the eigenstates of the quantum sys-
tem. The dynamics of the quantum model are described by
Lindblad’s differential equation and thus an estimate of the
system’s state can be obtained. Using Lyapunov’s stability
theory a gradient-based control law is derived. Furthermore,
by applying LaSalle’s invariance principle it can be assured
that under the proposed gradient-based control the quantum
system’s state will track the desirable state within acceptable
accuracy levels. The performance of the control loop is
studied through simulation experiments for the case of a
two-qubit quantum system.
The structure of the paper is as follows: In Section II the spin
eigenstates are used to define a two-level quantum system.
In Section III the Lindblad and Belavkin description of the
quantum system dynamics are introduced as an analogous to
Schrödinger’s equation. In Section IV the feedback control
approach to quantum system stabilization is explained. A
gradient-based feedback control law is derived using Lya-
punov stability analysis and LaSalle’s invariance principle,
both for the case that Schrödinger’s equation and Lindblad’s
equation are used to describe the evolution of the quantum
system in time. In Section V simulation tests are given on the
performance of the proposed measurement-based feedback
control scheme for the case of a two-qubit (four level)
quantum system. Finally, in Section VI concluding remarks
are stated.

II. THE SPIN AS A TWO-LEVEL QUANTUM SYSTEM

A. Description of a particle in spin coordinates

The basic equation of quantum mechanics is Schrödinger’s
equation, i.e.

i
∂ψ

∂t
= Hψ(x, t) (1)

where |ψ(x, t)|2 is the probability density function of finding
the particle at position x at time instant t, and H is the
system’s Hamiltonian, i.e. the sum of its kinetic and potential
energy, which is given by H = p2/2m+V , with p being the
momentum of the particle, m the mass and V an external
potential. The solution of Eq. (1) is given by ψ(x, t) =
e−iHtψ(x, 0) [14].
However, cartesian coordinates are not sufficient to describe
the particle’s behavior in a magnetic field and thus the
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spin variable taking values in SU(2) has been introduced.
In that case the solution ψ of Schrödinger’s equation can
be represented in the basis |r, ϵ > where r is the position
vector and ϵ is the spin’s value which belongs in {−1

2 ,
1
2}

(fermion). Thus vector ψ which appears in Schrödinger’s
equation can be decomposed in the vector space |r, ϵ >
according to |ψ >=

∑
ϵ

∫
d3r|r, ϵ >,< r, ϵ|ψ >. The

projection of |ψ > in the coordinates system r, ϵ is denoted
as < r, ϵ|ψ >= ψϵ(r). Equivalently one has ψ+(r) =<
r,+|ψ > and ψ−(r) =< r,−|ψ >. Thus one can write
ψ(r) = [ψ+(r), ψ−(r)]

T .

B. Measurement operators in the spin state-space

It has been proven that the eigenvalues of the particle’s
magnetic moment are ±1

2 or ±h̄ 1
2 . The corresponding

eigenvectors are denoted as |+ > and |− >. Then the
relation between eigenvectors and eigenvalues is given by
σz|+ >= +(h̄/2)|+ >, σz|− >= +(h̄/2)|− >, which
shows the two possible eigenvalues of the magnetic moment
[14]. In general the particle’s state, with reference to the spin
eigenvectors, is described by

|ψ >= α|+ > +β|− > (2)

with |α|2 + |β|2 = 1 while matrix σz has the eigenvectors
|+ >= [1, 0] and |− >= [0, 1] and is given by

σz =
h̄

2

(
1 0
0 −1

)
(3)

Similarly, if one assumes components of magnetic moment
along axes x and z, one obtains the other two measurement
(Pauli) operators

σx =
h̄

2

(
0 1
1 0

)
, σy =

h̄

2

(
0 −i
i 0

)
(4)

C. The spin eigenstates define a two-level quantum system

The spin eigenstates correspond to two different energy
levels. A neutral particle is considered in a magnetic field
of intensity Bz . The particle’s magnetic moment M and the
associated kinetic moment Γ are collinear and are related
to each-other through the relation M = γΓ. The potential
energy of the particle is W = −MzBz = −γBzΓz . Variable
ω0 = −γBz is introduced, while parameter Γz is substituted
by the spin’s measurement operator Sz .
Thus the Hamiltonian H which describes the evolution of the
spin of the particle due to field Bz becomes H0 = ω0Sz , and
the following relations between eigenvectors and eigenvalues
are introduced:

H|+ >= + h̄ω0

2 |+ >, H|− >= + h̄ω0

2 |− > (5)

Therefore, one can distinguish 2 different energy levels
(states of the quantum system) E+ = + h̄ω0

2 , E− = − h̄ω0

2 .
By applying an external magnetic field the probability of

finding the particle’s magnetic moment at one of the two
eigenstates (spin up or down) can be changed. This can be
observed for instance in the Nuclear Magnetic Resonance
(NMR) model and is the objective of quantum control [14].

III. THE LINDBLAD AND BELAVKIN DESCRIPTION OF
QUANTUM SYSTEMS

A. The Lindblad description of quantum systems

It will be shown that the Lindblad and the Belavkin equation
can be used in place of Schrödinger’s equation to describe
the dynamics of a quantum system. These equation use as
state variable the probability density matrix ρ = |ψ ><
ψ|, associated to the probability of locating the particle
at a certain eigenstate. The Lindblad and Belavkin equa-
tions are actually the quantum analogous of the Kushner-
Stratonovich stochastic differential equation which denotes
that the change of the probability of the state vector x to
take a particular value depends on the difference (innovation)
between the measurement y(x) and the mean value of the
estimation of the measurement E[y(x)]. It is also known that
the Kushner-Stratonovich SDE can be written in the form
of a Langevin SDE [11]

dx = α(x)dt+ b(x)dv (6)

which finally means that the Lindblad and Belavkin descrip-
tion of a quantum system are a generalization of Langevin’s
SDE for quantum systems [1]. For a quantum system with
state vector x and eigenvalues λ(x)∈R, the Lindblad equa-
tion is written as [1], [15]

h̄ρ̇ = −i[Ĥ, ρ] +D[ĉ]ρ (7)

where ρ is the associated probability density matrix for state
x, i.e. it defines the probability to locate the particle at a
certain eigenstate of the quantum system and the probabil-
ities of transition to other eigenstates. The variable Ĥ is
the system’s Hamiltonian, operator [A,B] is a Lie bracket
defined as [A,B] = AB−BA, the vector ĉ = (ĉ1, · · · , ĉL)T
is also a vector of operators, variable D is defined as
D[ĉ] =

∑L
l=1D[ĉl], and finally h̄ is Planck’s constant.

B. The Belavkin description of quantum systems

The Lindblad equation (also known as stochastic master
equation), given in Eq. (7), is actually a differential equation
which can be also written in the form of a stochastic
differential equation that is known as Belavkin equation. The
most general form of the Belavkin equation is:

h̄dρc = dtD[ĉ]ρc + H[−iĤdt+ dz+(t)ĉ]ρc (8)

Variable H is an operator which is defined as follows

H[r̂]ρ = r̂ρ+ ρr̂+ − Tr[r̂ρ+ ρr̂+]ρ (9)
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Variable Ĥ stands for the Hamiltonian of the quantum
system. Variable ĉ is an arbitrary operator obeying ĉ+ĉ = R̂,
where R̂ is an hermitian operator. The infinite dimen-
sional complex variables vector dz is defined as dz =
(dz1, · · · , dzL)T , and in analogy to the innovation dv of
the Langevin equation (see Eq. (6)), variable dz expresses
innovation for the quantum case. Variable dz+ denotes the
conjugate-transpose (dz∗)T . The statistical characteristics of
dz are dzdz+ = h̄Hcdt, dzdzT = h̄Y dt. In the above
equations matrix Y is a symmetric complex-valued matrix.
Variable Hc is defined as m1 = {Hc = diag(n1, · · · , nL) :
∀l, nl∈[0, 1]}, where nl can be interpreted as the possibil-
ity of monitoring the l-th output channel. There is also
a requirement for matrix U to be positive semi-definite.
As far as the measured output of the Belavkin equation
is concerned one has an equation of complex currents
JT dt =< ĉHc + ĉ+Y >c +dzT , where <> stands for the
mean value of the variable contained in it [1]. Thus, in the
description of the quantum system according to Belavkin’s
formulation, the state equation and the output equation are
given by Eq. (10).

h̄dρc = dtD[ĉ]ρc + H[−iĤdt+ dz+(t)ĉ]ρc
JT dt =< ĉTHc + ĉ+Yc > dt+ dzT

(10)

where ρc is the probability density matrix (state variable) for
remaining at one of the quantum system eigenstates, and J
is the measured output (current).

C. Formulation of the control problem

The control loop consists of a cavity where the multi-
particle quantum system is confined and of a laser probe
which excites the quantum system. Measurements about
the condition of the quantum system are collected through
photodetectors and thus the projections of the probability
density matrix ρ of the quantum system are turned into
weak current. By processing this current measurement
and the estimate of the quantum system’s state which is
provided by Lindblad’s or Belavkin’s equation, a control
law is generated which modifies a magnetic field applied to
the cavity. In that manner, the state of the quantum system
is driven from the initial value ρ(0) to the final desirable
value ρd(t) (see Fig. 1).

When Schrödinger’s equation is used to describe the dy-
namics of the quantum system the objective is to move
the quantum system from a state ψ, that is associated to a
certain energy level, to a different eigenstate associated with
the desirable energy level. When Lindblad’s or Belavkin’s
equation is used to describe the dynamics of the quantum
system, the control objective is to stabilize the probabil-
ity density matrix ρ(t) on some desirable quantum state
ρd(t)∈Cn, by controlling the intensity of the magnetic field.
The value of the control signal is determined by processing

the measured output which in turn depends on the projection
of ρ(t) defined by Tr{Pρ(t)}.

Figure 1. Feedback control loop for quantum systems

IV. A FEEDBACK CONTROL APPROACH FOR QUANTUM
SYSTEM STABILIZATION

A. Control law calculation using Schrödinger’s equation

It is assumed that the dynamics of the controlled quantum
system is described by a Schrödinger equation of the form

ih̄ψ̇(t) = [H0 + f(t)H1]ψ(t) ψ(t) ∈ Cn (11)

where H0 is the system’s Hamiltonian, H1 is the control
Hamiltonian and f(t) is the external control input. The
following Lyapunov function is then introduced [9]

V (ψ) = (ψ+Zψ − Zd)
2 (12)

where + stands for the transposition and complex conjuga-
tion, Z is the quantum system’s observable and is associated
to the energy of the system. The term ψ+Zψ denotes the
observed mean energy of the system at time instant t and
Zd is the desirable energy value. The first derivative of the
Lyapunov function of Eq. (12) is

V̇ (ψ) = 2[ψ+Zψ − Zd][ψ̇
+Zψ + ψ+Zψ̇] (13)

while from Eq. (11) it also holds ψ̇(t) = − i
h̄ [H0 +

f(t)H1]ψ(t), which results into

V̇ (ψ) = 2i
h̄ (ψ

+Zψ − Zd)·
·ψ+{H0Z − ZH0 + f(H1Z − ZH1)}ψ

(14)

Choosing the control signal f(t) to be proportional to the
gradient with respect to f of the first derivative of the
Lyapunov function with respect to time (velocity gradient)
i.e. f(t) = k∇f{V̇ (ψ)}, and for Z such that ψ+H0Zψ =
ψ+ZH0ψ (e.g. Z = H0) one obtains
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f(t) =
2i

h̄
(ψ+Zψ − Zd)ψ

+(H1Z − ZH1)ψ (15)

Substituting Eq. (15) into Eq. (14) provides
V̇ (ψ) = k 2i

h̄ (ψ
+Zψ − Zd)ψ

+[2ih̄ (ψ
+Zψ − Zd)ψ

+(H1Z −
ZH1)ψ(H1Z−ZH1)]ψ, and finally results in the following
form of the first derivative of the Lyapunov function

V̇ (ψ) = −k 4

h̄2
(ψ∗Zψ − Zd)

2ψ+2
(H1Z − ZH1)

2ψ2≤0

(16)
which is non-positive along the system trajectories. This
implies stability for the quantum system and in such a
case La Salle’s principle shows convergence not to an
equilibrium but to an area round this equilibrium, which is
known as invariant set. La Salle’s theorem is expressed as
follows [16]:

Theorem 1: Assume the autonomous system ẋ = f(x)
where f : D → Rn. Assume C ⊂ D a compact set which
is positively invariant with respect to ẋ = f(x), i.e. if
x(0) ∈ C ⇒ x(t) ∈ C ∀ t. Assume that V (x) : D → R is
a continuous and differentiable Lyapunov function such that
V̇ (x) ≤ 0 for x ∈ C, i.e. V (x) is negative semi-definite
in C. Denote by E the set of all points in C such that
V̇ (x) = 0. Denote by M the largest invariant set in E and
its boundary by L+, i.e. for x(t) ∈ E : limt→∞x(t) = L+,
or in other words L+ is the positive limit set of E. Then
every solution x(t) ∈ C will converge to M as t→ ∞.

Figure 2. LaSalle’s theorem: C: invariant set, E ⊂ C: invariant set which
satisfies V̇ (x) = 0, M ⊂ E: invariant set, which satisfies V̇ (x) = 0, and
which contains the limit points of x(t) ∈ E, L+ the set of limit points of
x(t) ∈ E

Consequently, from Eq. (16) and LaSalle’s theorem, any
solution of the system ψ(t) remains in the invariant set
M = {ψ : V̇ (ψ) = 0}.

B. Control law calculation using Lindblad’s equation

Next, it will be shown how a gradient-based control law can
be formulated using the description of the quantum system

according to Lindblad’s equation. The following bilinear
Hamiltonian system is considered (Lidbland equation)

ρ̇(t) = −i[H0 + f(t)H1, ρ(t)] (17)

where H0 is the interaction Hamiltonian of the quantum sys-
tem, H1 is the control Hamiltonian of the quantum system
and f(t) is the real-valued control field for the quantum
system. The control problem consists of calculating the
control function f(t) such that the system’s state (probability
transition matrix ρ(t)) with initial conditions ρ(0) = ρ0
converges to the desirable final state ρd for t→∞. It is
considered that the initial state ρ0 and the final state ρd
have the same spectrum and this is a condition needed for
reachability of the final state through unitary evolutions.
Because of the existence of the interaction Hamiltonian H0 it
is also considered that the desirable target state also evolves
in time according to the Lindblad equation, i.e.

ρ̇d(t) = −i[H0, ρd(t)] (18)

The target state is considered to be stationary if it holds
[H0, ρd(t)] = 0, therefore in such a case it also holds
ρ̇d(t) = 0. When [H0, ρd(t)]̸=0 then one has ρ̇d ̸=0 and
the control problem of the quantum system is a track-
ing problem. The requirement ρ(t)→ρd(t) for t→∞ im-
plies a trajectory tracking problem, while the requirement
ρ(t)→O(ρd)(t) for t→∞ is an orbit tracking problem.
It will be shown that the calculation of the control function
f(t) which assures that ρ(t) converges to ρd(t) can be
performed with the use of the Lyapunov method. To this
end, a suitable Lyapunov function V (ρ, ρd) will be chosen
and it will be shown that there exists a gradient-based control
law f(t) such that V̇ (ρ, ρd)≤0.
The dynamics of the state of the quantum system, as well
as the dynamics of the target state are jointly described
by ρ̇(t) = −i[H0 + f(t)H1, ρ(t)], ρ̇d(t) = −i[H0, ρd(t)].
A potential Lyapunov function for the considered quantum
system is taken to be

V = 1− Tr(ρdρ) (19)

It holds that V > 0 if ρ̸=ρd. The Lyapunov function given
in Eq. (19) can be also considered as equivalent to the
Lyapunov function V (ψ,ψd) = 1 − | < ψd(t)|ψ(t) > |2,
which results from the description of the quantum system
with the use of Schrödinger’s equation given in Eq. (1).
The term < ψd(t)|ψ(t) > expresses an internal product
which takes value 1 if ψd(t) and ψ(t) are aligned. The first
derivative of the Lyapunov function defined in Eq. (19) is

V̇ = −Tr(ρ̇dρ)− Tr(ρdρ̇) (20)

One can continue on the calculation of the
first derivative of the Lyapunov function V̇ =
−Tr(ρ̇dρ) − Tr(ρdρ̇)⇒V̇ = −Tr([−iH0, ρd]ρ) −
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Tr(ρd[−iH0, ρ]) − f(t)Tr(ρd[−iH1, ρ])⇒V̇ =
−Tr([−iH0ρd + ρdiH0]ρ) − Tr(ρd[−iH0ρ + ρiH0]) −
f(t)Tr(ρd[−iH1, ρ])⇒V̇ = −Tr(−iH0ρdρ + ρdiH0ρ −
ρdiH0ρ+ ρdρiH0)− f(t)Tr(ρd[−iH1, ρ])

Using that Tr(iH0ρdρ) = Tr(ρdρiH0) one obtains

V̇ = −f(t)Tr(ρd[−iH1, ρ]) (21)

The control signal f(t) is taken to be the gradient with
respect to f of the first derivative of the Lyapunov function
i.e. f(t) = −k∇f V̇ (t), which gives

f(t) = kTr(ρd[−iH1, ρ]) k > 0 (22)

and which results in a negative semi-definite Lyapunov
function V̇≤0. Choosing the control signal f(t) according
to Eq. (22) assures that for the Lyapunov function of the
quantum system given by Eq. (19) it holds

V > 0 ∀ (ρ, ρd)̸=0

V̇≤0
(23)

and since a negative semi-definite Lyapunov function is
examined, LaSalle’s theorem is again applicable [16].

According to LaSalle’s theorem, explained in subsection
IV-A, the state (ρ(t), ρd(t)) of the quantum system con-
verges to the invariant set M = {(ρ, ρd)|V̇ (ρ(t), ρd(t)) =
0}. Attempts to define more precisely the convergence area
for the trajectories of ρ(t) when applying La Salle’s theorem
can be found in [8], [17].

V. SIMULATION TESTS

Simulation tests about the performance of the gradient-based
quantum control loop are given for the case of a two-
qubit (four-level) quantum system. Indicative results from
two different simulation experiments are presented, each
one associated to different initial conditions of the target
trajectory and different desirable final state.
The Hamiltonian of the quantum system was considered
to be ideal, i.e. H0∈C4 was taken to be strongly regular
and H1∈C4 contained non-zero non-diagonal elements. The
two-qubit quantum system has four eigenstates which are
denoted as ψ1 = (1000),ψ2 = (0100), ψ3 = (0010) and
ψ4 = (0001). For the first case, the desirable values of
elements ρdii, i = 1, · · · , 4 corresponding to quantum states
ψ1 to ψ4 are depicted in Fig. 3(a), while the convergence of
the actual values ρii, i = 1, · · · , 4 towards the associated
desirable values is shown in Fig. 3(b). Similarly, for the sec-
ond case, the desirable values of elements ρdii, i = 1, · · · , 4
are shown in Fig. Fig. 4(a), while the associated actual
values are depicted in Fig. 4(b). It can be observed that
the gradient-based control calculated according to Eq. (22)
enabled convergence of ρii to ρdii, within acceptable accuracy
levels. Fig. 5 presents the evolution in time of the Lyapunov

function of the two simulated quantum control systems.
It can be noticed that the Lyapunov function decreases,
in accordance to the negative semi-definiteness proven in
Eq. (23). Finally, in Fig. 6, the control signals for the two
aforementioned simulation experiments are presented. The
simulation tests verify the theoretically proven effectiveness
of the proposed gradient-based quantum control scheme.
The results can be extended to the case of control loops
with multiple control inputs fi and associated Hamiltonians
Hi, i = 1, · · · , n.
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Figure 3. (a) Desirable quantum states in the first test case, (b) Actual
quantum states in the first test case
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Figure 4. (a) Desirable quantum states in the second test case, (b) Actual
quantum states in the second test case

VI. CONCLUSIONS

The paper has presented a gradient-based approach to
feedback control of quantum systems. Different descrip-
tions of the quantum system dynamics were formulated
using Schrödinger’s and Lindblad’s differential equations,
as well as Belavkin’s stochastic differential equation. When
Scrödinger’s equation is used to describe the dynamics of
the quantum system the objective is to move the quantum
system form an eigenstate associated to a certain energy
level to a different eigenstate associated to the desirable
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Figure 5. (a) Lyapunov function of the first test case, (b) Lyapunov function
of the second test case
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Figure 6. (a) Control input of the first test case, (b) Control input of the
second test case

energy level. When Lindblad’s or Belavkin’s equations are
used to describe the dynamics of the quantum system the
control objective is to stabilize the probability density matrix
ρ on some desirable quantum state ρd∈Cn by controlling
the intensity of the magnetic field. The control input is
calculated by processing the measured output, which in turn
depends on the projection of the probability density matrix
ρ, as well as on processing of the estimate of ρ provided
by Lindblad’s or Belavkin’s equation. It was shown that
using either the Schrödinger or the Lindblad description of
the quantum system a gradient-based control law can be
formulated which assures tracking of the desirable quantum
state within acceptable accuracy levels. The convergence
properties of the gradient-based control scheme were proven
using Lyapunov stability theory and LaSalle’s invariance
principle. Finally, simulation experiments for the case of a
two-qubit (four-level) quantum system verified the theoret-
ically established efficiency of the proposed gradient-based
control approach.
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Abstract—The inverse scattering problem of a quantum star
graph is shown to be solvable as a diagonalization problem
of Hermitian unitary matrix when the connection condition
is given by scale invariant Tsutsui-Fulop form. This enables
the construction of quantum graphs with desired properties in
tailor-made fashion. The quantum vertices with uniform and
reflectionless scatterings are examined, and their finite graph
approximations are constructed.

Index Terms—quantum graph; singular vertex; quantum wire;
inverse scattering

I. INTRODUCTION

The inverse scattering is one of the most intriguing problems
in quantum mechanics. The interest in the inverse scattering
problem of quantum graph [1], [2], [3], in particular, is two-
fold. Since the quantum graph is a prime example of nontrivial
solvable system [4], it presents a challenge for extending the
range of solvable inverse scattering problems. The inverse
scattering problem of quantum graph is also important for
its relevance as the design principle of nanowire-based single
electron devices.

In this article, we consider the inverse scattering problem on
a star graph with Fulop-Tsutsui vertices [5], the scale invariant
subset of most general vertex couplings [6]. A star graph is
the elementary building block of generic graph having many
half-lines connected together at a single point, the singular
vertex. The scattering matrix of star graph with Fulop-Tsutsui
condition is energy independent. We exploit this simplicity
to give the full answer to its inverse scattering problem in
the form of eigenvalue problem of Hermitian unitary matrix.
Two special examples of inverse scattering problems, that of
reflectionless transmission, and of equal-scattering including
the reflection, are examined. Intriguing designs emerge for the
realization of quantum device with such properties. Since any
singular vertex is effectively reduced to Fulop-Tsutsui vertex
in both high and low energy limits [7], our study hopefully
opens up a door for the full study of inverse scattering
problems for general singular vertex.

This article is organized as follows: In the second sec-
tion, we formulate the inverse scattering problem of scale
invariant graph vertices in terms of matrix diagonalization.
In the third section, a scheme to approximate the vertex with
small structures made up of δ-vertices is developed. In the
fourth section, the scheme is applied to obtain reflectionless
and equitransmitting quantum graphs. The accuracy of the
approximating procedure is examined in the fifth section,
which is followed by the concluding sixth section.

II. INVERSE SCATTERING AS DIAGONALIZATION

Consider a singular quantum vertex of degree n, having
n half-lines sticking out of a point-like node. The scale
invariant subfamily of most general connection condition is
characterized by a complex matrix T of size (n − m) × m
where m can take the integer value m = 1, 2, ..., n − 1, and
is given by(

I(m) T
0 0

)
Ψ′ =

(
0 0
−T † I(n−m)

)
Ψ, (1)

where I(l) signifies the identity matrix of size l × l, and the
boundary vectors Ψ and Ψ′ are defined by

Ψ =

ψ1(0)
...

ψn(0)

 , Ψ′ =

ψ
′
1(0)
...

ψ′n(0)

 , (2)

in which ψi(xi) and ψ′i(xi) are the wave function and its
derivative on i-th line [8]. The coordinates xi on the i-th
line are labeled outwardly from the singular vertex, which is
assigned xi = 0 for all i. To achieve the from (1), we may have
to suitably renumber lines, in general. The quantum particle
coming in from the j-th line and scattered off the singular
vertex is described by the scattering wave function on the i-th
line, ψ(j)

i (x) which is given in the form

ψ
(j)
i (x) = δi,je

−ikx + Si,jeikx. (3)

From (1) and (3), we obtain the equation

ik

(
I(m) T

0 0

)
(S − I(n)) =

(
0 0
−T † I(n−m)

)
(S + I(n)). (4)

We easily obtain the explicit solution of the scattering matrix
S = {Si,j} in the form

S = −I(n) + 2

(
I(m)

T †

)(
I(m) + TT †

)−1 (
I(m) T

)
. (5)

We can rewrite this solution in the form of a products of three
Hermitian matrices as

S = X−1m ZmXm, (6)

where we define

Xm =

(
I(m) T
T † −I(n−m)

)
, Zm =

(
I(m) 0

0 −I(n−m)

)
. (7)

Note the Hermitian unitarity of S;

S† = S, S†S = I(n). (8)
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Interestingly, (6) can also be viewed as the diagonalization
of Hermitian unitary matrix S by a non-unitary Hermitian
matrix Xm. We can show, in fact, that this form leads to
the path to the inverse scattering problem for quantum graph
vertex of Fulop-Tsutsui type: Let us suppose that the full set
of scattering data is given in terms of an arbitrary Hermitian
unitary matrix S. Let us signify the rank of the matrix S+I(n)

by m. After proper renumbering of lines, we can write this
matrix in the form

S + I(n) =

(
I(m)

T †

)
M
(
I(m) T

)
, (9)

where M is a Hermitian m × m matrix, and T , a complex
(n − m) × m matrix. From the unitarity of S, we find the
relation (S + I(n))2 = 2(S + I(n)), from which we obtain

M = 2(I(m) + TT †)−1, (10)

and we therefore arrive at (5). It is notable that any Hermitian
unitary matrix can be viewed as a solution S of a Fulop-
Tsutsui vertex, which is necessarily independent of the in-
coming momentum k. For a quantum star graph to break scale
invariance and obtain k-dependence, its scattering matrix has
to obtain non-Hermiticity. These observations, along with the
very fact of the existence and uniqueness of inverse scattering
solution of quantum star graph, can be reached easily and
directly from the original “U-form” of connection condition
using a unitary matrix [1], [6], but our procedure holds definite
advantage of giving us T directly, which is known [8] to allow
us the physical construction of a finite quantum graph whose
small size limit reproduces the prescribed S.

The procedure of diagonalization, in practice, can be cum-
bersome for large n. There are simpler alternative to obtain
T from S: Let us divide S into four submatrices S11, S12,
S21 and S22 of size m×m, m× (n−m), (n−m)×m and
(n−m)× (n−m), respectively as

S =

(
S11 S12
S21 S22

)
. (11)

These submatrices have the properties

S†11 = S11, S†22 = S22, S†21 = S12, (12)

and also

S211 + S212 = I(m), S222 + S221 = I(n−m),

S11S12 + S12S22 = 0. (13)

We have the explicit expressions of f T in terms of Sij ;

T =
(
I(m) + S11

)−1
S12 = S†21

(
I(n−m) − S22

)−1
. (14)

It is easy to check that the forms (5) and (6) can be kept
under the index renumbering α ↔ β both for α, β ≤ m and
for α, β > m with the proper transformation for the elements
of T ; It is given by tαj ↔ tβj for the former and tiα ↔ tiβ
for the latter. For the case of α ≤ m and β > m, it is given
by tij → t′ij with

t′ij=
tijtαβ − tαjtiβ

tαβ
δ̄iαδ̄jβ−

tαjδiα−δαjtiα+δiαδjβ
tαβ

, (15)

where we define δ̄ij = 1 − δij . This implies that it is not
possible to exchnage the indices α and β whose tαβ is zero.
This corresponds to the index ordering for which both (I(m)+
S11) and (I(n−m)−S22) are singular and the T is undefined,
thus the boundary condition at the singular vertex does not
take the form (1).

III. FINITE APPROXIMATION

Finite tubes connected at a node tend, in their small diameter
limit, to a vertex with delta-like connections, and very often
to its strength zero limit, a free vertex [9]. We might also
consider applying localized magnetic field to achieve phase
change. It is natural, therefore, to devise a design principle to
construct arbitrary connection condition out of this elementary
vertex. Once all elements of T = {tij}, i = 1, ...,m and
j = m+1, .., n, are obtained, a finite graph with internal lines
and the δ-coupling vertices can be constructed systematically,
whose small-size limit reproduces the boundary condition of
Fulop-Tsutsui vertex, (1). The scheme [10] works as follows.

(i) Assemble the edges of n half lines which we assign the
numbers j = 1, 2, ..., n, and connect them in pairs (i, j) by
internal lines of length d/rij except when rij = 0, for which
case, the pairs are left unconnected. Apply vector potential Aij
on the line (i, j) to produce extra phase shift χij between the
edges when its value is nonzero. Place δ potential of strength
vi at each edge i.

(ii) The length ratio rij and the phase shift χij are deter-
mined from the non-diagonal elements of the matrix Q defined
by

Q =

(
T

I(n−m)

)(
−T † I(m)

)
=

(
−TT † T
−T † I(m)

)
, (16)

by the realation rije
iχij = Qij (i 6= j). This means that

we have rije
iχij = tij for i ≤ m, j > m, and rije

iχij =∑
l>m tilt

∗
jl for i, j ≤ m. For i, j > m, we have rij = 0 and

naturally also χij = 0.
(iii) The strength vi is given by the diagonal elements of

the matrix V defined by

V =
1

d
(2I(n) − J (n))R, (17)

where R is the matrix whose elements are made from absolute
values of matrix elements of Q, i.e. R = {rij} = {|Qij |}, The
matrix J (n) is of size n×n with all elements given by 1. This
means that we have vi = 1

d (1 −
∑
l≤m rli) for i > m, and

vi = 1
d (
∑
l>m[r2il− ril]−

∑
l(6=i)≤mril) for i ≤ m. These fine

tunings of length and strength are necessary to counter the
generic opaqueness brought in with every addition of vertices
and lines into a graph.

The wave function φ(x)= φi,j(x) on any internal line (i, j),
we have the relation(

φ′(0)
eiχφ′(dr )

)
= − r

d

(
F (dr ) −G(dr )
G(dr ) −F (dr )

)(
φ(0)

eiχφ(dr )

)
, (18)
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Fig. 1. Finite approximation to the reflectionless Fulop-Tsutsui vertices
corresponding to (22) (left) and (28) (right) constructed according to (16)-
(17). Dotted line indicates the existence of non-zero phase shift χij .

with F (x) = x cotx and G(x) = x cosecx. Combining (18)
with the condition at the i-th endpoint,

ψ′i(0) +
∑
j 6=i

φ′ij(0) = viψi(0) (19)

where we have the δ-potential of strength vi, we obtain the
relations between the boundary values ψi = ψi(0) and ψ′i =
ψ′i(0) in the form

dψ′i =

vid+
∑
l 6=i

rilFil

ψi−
∑
l 6=i

eiχijrilGilψl, (20)

where the obvious notations Fij = d
ril

cot d
ril

and Gij =
d
ril

cosec d
ril

are adopted. Note that the equation (20) is exact
and does not involve any approximation. In the short range
limit d→ 0, we have Fij = 1 +O(d2) and Gij = 1 +O(d2).
We can then show, with a straightforward calculation in the
manner of [8], that the limit d → 0 gives the desired
connection condition for Fulop-Tsutsui vertex (1).

IV. EXAMPLES

With the solution of the inverse scattering fully formulated,
it is now possible to find a Fulop-Tsutsui vertex from a
given scattering matrix with specific requirement. Our previous
results detailed in [10] showing the reconstruction of “Free-
like” scattering is one such example, and could have been
achieved easier with current method. We now ask whether
there is fully reflectionless graph whose scattering matrix
has only zeros for its diagonal elements, Sii = 0. Vertices
yielding such scattering matrix is known to be useful in
developing semiclasical theory of quantum spectra [11]. If we
limit ourselves to real S, it becomes symmetric matrix with
Sij = Sji.

We note a useful relation concerning the trace of the scat-
tering matrix. Taking the trace of (6) and utilizing tr(AB) =
tr(BA), we have

trS = trZm = 2m− n. (21)

Since S for reflectionless scattering is traceless, we can have
such scattering only for n = 2m.

Our first example is with n = 4 whose S is given by

S =


0 0 a

√
1− a2

0 0
√

1− a2 −a
a

√
1− a2 0 0√

1− a2 −a 0 0

 , (22)

and the and corresponding T , by

T =

(
a

√
1− a2√

1− a2 −a

)
. (23)

The finite approximation is characterized by

r12 = r34 = 0, r13 = r24 = a, r23 = r14 =
√

1− a2,

eiχ24 = −1, eiχij = 1 all others,

v1 = v2 = v3 = v4 =
1− a−

√
1− a2

d
, (24)

The finite graph approximation is schematically illustrated in
the left side of Figure 1.

We next turn to reflectionless scattering with uniform trans-
mission to all other lines. The smallest non-trivial example of
such matrix exists for n = 4, and given by

S =
1√
5


0 1 1 1
1 0 −i i
1 i 0 −i
1 −i i 0

 . (25)

The corresponding T is given by

T =

(
ω ω−1

ω−4 ω4

)
. (26)

with ω = ei
π
6 . Our finite approximation is specified by

following numbers.

r13 = r14 = r23 = r =24= 1, r12 = r34 = 0,

eiχ13 = ei
π
6 , eiχ14 = e−i

π
6 , eiχ23 = e−4i

π
6 , eiχ24 = e4i

π
6 ,

v1 = v2 = v3 = v4 = −1

d
, (27)

The finite graph approximation is schematically illustrated in
the right side of Figure 1.

If we limit ourselves to real scattering matrix, such matrix,
called symmetric conference matrix, is known to exist for n =
6, 10, 14, 18, 26, 30, 38, .... We look at the example of n = 6
whose S is given by

S =
1√
5


0 −1 −1 −1 1 1
−1 0 −1 1 −1 1
−1 −1 0 1 1 −1
−1 1 1 0 1 1
1 −1 1 1 0 1
1 1 −1 1 1 0

 . (28)

The corresponding T is given by

T =

 1 1 + γ 1 + γ
1 + γ 1 1 + γ
1 + γ 1 + γ 1

 . (29)
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where γ = (
√

5 − 1)/2 is the golden mean. Our finite
approximation is specified by following numbers.

r12 = r23 = r13 = 4 + 3γ, r14 = r25 = r36 = 1,

r15 = r16 = r26 = r24 = r31 = r32 = 1 + γ,

r45 = r46 = r56 = 0,

eiχ12 = eiχ23 = eiχ13 = −1, eiχij = 1 all others,

v1 = v2 = v3 = −6
γ + 1

d
, v4 = v5 = v6 = −2

γ + 1

d
. (30)

The finite graph approximation is schematically illustrated in
the right side of Figure 1.

Our next example is the reflectionless equitransmitting
graph with n = 10, that corresponds to the S matrix given
by n = 10 conference matrix

S =
1

3



0 −1 1 1 −1 −1 1 1 1 1
−1 0 −1 1 1 1 −1 1 1 1
1 −1 0 −1 1 1 1 −1 1 1
1 1 −1 0 −1 1 1 1 −1 1
−1 1 1 −1 0 1 1 1 1 −1
−1 1 1 1 1 0 1 −1 −1 1
1 −1 1 1 1 1 0 1 −1 −1
1 1 −1 1 1 −1 1 0 1 −1
1 1 1 −1 1 −1 −1 1 0 1
1 1 1 1 −1 1 −1 −1 1 0


(31)

The trace of S is zero again, and we have m = n
2 = 5. The

matrix T specifying the vertex is given by

T =


−1 0 1 1 0
0 −1 0 1 1
1 0 −1 0 1
1 1 0 −1 0
0 1 1 0 −1

 , (32)

where σ =
√

2−1 is the silver mean. Our finite approximation
is specified by following numbers for verteces;

r12 = r23 = r34 = r45 = r15 = 1,

r16 = r27 = r38 = r49 = r5a = 1,

r18 = r29 = r3a = r46 = r57 = 1,

r19 = r2a = r36 = r47 = r58 = 1,

r13 = r14 = r24 = r25 = r35 = 2,

r17 = r28 = r39 = r4a = r56 = 0,

r1a = r26 = r37 = r48 = r59 = 0,

r67 = r78 = r89 = r9a = r6a = 0,

r68 = r79 = r8a = r69 = r7a = 0,

eiχ12 = eiχ23 = eiχ34 = eiχ45 = eiχ15 = −1

eiχ16 = eiχ27 = eiχ38 = eiχ49 = eiχ5a = −1

eiχij = 1 all others,

v1 = v2 = v3 = v4 = v5 = −6

d
,

v6 = v7 = v8 = v9 = va = −2

d
. (33)

Ψ1

Ψ2

Ψ3

Ψ4

Ψ5

Ψ6

Ψ7

Ψ8
Ψ9

Ψ10

Ψ1

Ψ2

Ψ3

Ψ4

Ψ5

Ψ6

Ψ7

Ψ8

Fig. 2. Finite approximation to the equal-scattering Fulop-Tsutsui vertex
corresponding to n = 10 conference matrix, (31) (left) and n = 8 Hadamard
matrix, (34) (right) constructed according to to (16)-(17).

Here, a in subscript stands for the index for 10th edge.
The finite graph approximation for this case is schematically
illustrated in the left side of Figure 2.

The last example is the equal-scattering graph, in which
in the scattering is uniform in all lines including the line of
incoming particle. Such matrix, called symmetric Hadamard
matrix, is known to exist for n = 2k, k = 0, 1, .... An example
of such S for n = 8 is given by

S =
1√
8



1 −1 −1 −1 −1 1 1 1
−1 1 −1 −1 1 −1 1 1
−1 −1 1 −1 1 1 −1 1
−1 −1 −1 1 1 1 1 −1
−1 1 1 1 −1 1 1 1
1 −1 1 1 1 −1 1 1
1 1 −1 1 1 1 −1 1
1 1 1 −1 1 1 1 −1


. (34)

The trace of S is again zero, and we have m = n
2 = 4. The

matrix T specifying the Fulop-Tsutsui the vertex is given by

T =
1

σ + 1


σ 1 1 1
1 σ 1 1
1 1 σ 1
1 1 1 σ

 . (35)

where σ =
√

2−1 is the silver mean. Our finite approximation
is specified by following numbers for verteces;

r12 = r13 = r14 = r23 = r24 = r34 = 1 + σ,

r15 = r26 = r37 = r48 =
σ

1 + σ
,

r16 = r17 = r18 = r27 = r28 = r38 =
1

1 + σ
,

r25 = r35 = r36 = r45 = r46 = r47 =
1

1 + σ
,

r56 = r57 = r58 = r67 = r68 = r78 = 0,

eiχ12 = eiχ13 = eiχ14 = eiχ23

= eiφ24 = eiχ34 = −1, eiχij = 1 all others,

v1 = v2 = v3 = v4 = −5σ − 3

d
,

v5 = v6 = v7 = v8 = −σ + 1

d
. (36)

The finite graph approximation is schematically illustrated in
the right side of Figure 2.
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Fig. 3. Scattering probabilities as functions of incoming momentum k (in
the unit of 1/d) of finite quantum graph approximating the equal-transmitting
reflectionless vertex with n = 6 edges represented in Figure 1, right.

V. CONVERGENCE OF FINITE APPROXIMATIONS

Finally, we take a look at the convergence of the finite
size graph approximation by numerical calculations. In Figure
3, we display the scattering matrix of the finite graph that
is constructed to approximate equal-scattering reflectionless
matrix, (28). These are calculated directly from (20). The value
of the wave length k is in the unit of 1/d. The convergence
can be seen as quite good below kd . 0.2. Numerical analysis
of other examples of different graphs give essentially the
same conclusion that the construction does represent physical
realization of singular Fulop-Tsutsui vertex.

VI. CONCLUSION AND PROSPECTS

Now that the problem of finding desired property of Flulop-
Tsutsui graph is turned into mathematical one on Hermitian
unitary matrix, the search of system with S having other in-
teresting specifications should follow. various questions would
arise along the line, such as whether it is always trS = 0
for systems with “exchange symmetric” |Sij|. Generalization
to complex S is also an interesting problem [11]. Other
open questions include the generalization to non-Fulop-Tsutsui
connection which yields general unitary S not limited to
Hermitian ones. The study of the bound state spectra is one
thing we have completely neglected in this work. Application
to non-quantum waves, including electro-magnetic wave and
water wave should be another interesting subject.

In this work, through the finite construction of star graph
with no internal lines, we have actually studied the low energy
properties of graphs with internal lines all of whose edges
are connected to external lines, which we might term depth-
one graphs. The examination of depth-two graphs and beyond
seems to be the natural future direction. Our result showing
the full solution to the inverse scattering problem is, in a sense,
a partial fulfillment of the hope that quantum graph somehow
could be a solvable model and useful design tool at the same
time.
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Abstract—We investigate the combinatorial structures of
multipartite quantum systems based on algebraic varieties.
In particular, we study the relations between resolution of
conifold, toric varieties, separable states, and quantum entan-
gled states. We show that the resolved or deformed conifold
is equivalent with the space of a pure entangled two-qubit
state. We also generalize this result into multi-qubit states.
The results give new insight about multipartite systems and
also a new way of representing quantum entangled multipartite
systems and quantum operations with potential applications in
quantum computing.

Keywords-Quantum entanglement, multipartite quantum
systems, quantum information.

I. INTRODUCTION

Pure quantum states are usually defined on complex
Hilbert spaces which are very complicated to visualize. The
simplest case, namely, the space of a single qubit state can
be visualized with Bloch or Riemann sphere. Beyond that
there have been little progresses to visualize quantum state.
Recently, we have established a relation between quantum
states and toric varieties. Based on such a construction or
mapping it is possible to visualize the complex Hilbert space
by lattice polytop.

In algebraic geometry [1], a conifold is a generalization
of the notion of a manifold. But, a conifold can contain
conical singularities, e.g., points whose neighborhood look
like a cone with a certain base. The base is usually a
five-dimensional manifold. However, the base of a complex
conifold is a product of one dimensional complex projective
space. Conifold are interesting space in string theory, e.g.,
in the process of compactification of Calabi-Yau manifolds.
A Calabi-Yau manifold is a compact Kähler manifold with a
vanishing first Chern class. A Calabi-Yau manifold can also
be defined as a compact Ricci-flat Kähler manifold.

During recent decade toric varieties have been constructed
in different contexts in mathematics [2], [3], [4]. A toric
variety X is a complex variety that contains an algebraic
torus T = (C∗)n as a dense open set and with action of T
on X whose restriction to T ⊂ X is the usual multiplication
on T .

In this paper, we establish relations between toric varieties
and space of entangled states of bipartite and multipartite
quantum systems. In particular, we discuss resolving the

singularity and deformation of conifold and toric variety
of the conifold. We show that by removing the singularity
of conifold we get a space which is not anymore toric
variety but it is the space of an entangled two-qubit state.
We also investigate the combinatorial structure of multi-
qubit systems based on deformation of each faces of cube
(hypercube) which is equivalent to deformation of conifold.
In particular, in section II we give a short introduction
to conifold. In section III we review the construction of
toric variety.In section IV and V we investigate conifold
and resolution of toric singularity for two-qubits and three
qubits states. Finally, in section VI we generalize our results
to multi-qubits states. Through this paper we will use the
following notation

|Ψ〉 =

1∑
xm=0

1∑
xm−1=0

· · ·
1∑

x1=0

αxmxm−1···x1 |xmxm−1 · · ·x1〉,

(1)
with |xmxm−1 · · ·x1〉 = |xm〉⊗|xm−1〉⊗· · ·⊗|x1〉 ∈ HQ =
HQ1

⊗HQ2
⊗· · ·⊗HQm

for a pure multi-qubit state, where
HQj is the Hilbert space of jth subsystem. Our reviewer also
has pointed out that there are other ways of visualization of
entangled states, especially, recently proposed visualization
with the aid of classical random fields [5], [6].

II. CONIFOLD

In this section we will give a short review of conifold.
Let C be a complex algebraic field. Then, an affine n-space
over C denoted Cn is the set of all n-tuples of elements
of C. An element P ∈ Cn is called a point of Cn and
if P = (a1, a2, . . . , an) with aj ∈ C, then aj is called the
coordinates of P . A complex projective space PnC is defined
to be the set of lines through the origin in Cn+1, that is,

PnC =
Cn+1 − {0}

(x0, . . . , xn) ∼ (y0, . . . , yn)
, λ ∈ C− 0, yi = λxi

(2)
for all 0 ≤ i ≤ n. An example of real (complex) affine
variety is conifold which is defined by

VC(z) = {(z1, z2, z3, z4) ∈ C4 :

4∑
i=1

z2
i = 0}. (3)
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Figure 1. Complex cone over CP1 ×CP1.

Conifold as a real affine variety is define by

VR(f1, f2) = {(x1, . . . , x4, y1, . . . , y4) ∈ R8 :

4∑
i=1

x2
i =

=

4∑
j=1

y2
j ,

4∑
i=1

xiyi = 0}. (4)

where f1 =
∑4
i=1(x2

i − y2
i ) and f2 =

∑4
i=1 xiyi. This can

be seen by defining z = x + iy and identifying imaginary
and real part of equation

∑4
i=1 z

2
i = 0. As a real space, the

conifold is cone in R8 with top the origin and base space
the compact manifold S2 × S3. One can reformulate this
relation in term of a theorem. The conifold VC(

∑4
i=1 z

2
i ) is

the complex cone over the Segre variety CP1 ×CP1 −→
CP3. To see this let us make a complex linear change of
coordinate(

α
′

00 α
′

01

α
′

10 α
′

11

)
−→

(
z1 + iz2 −z4 + iz3

z4 + iz3 z1 − iz2

)
. (5)

Thus after this linear coordinate transformation we have

VC(α
′

00α
′

11 − α
′

01α
′

10) = VC(

4∑
i=1

z2
i ) ⊂ C4. (6)

Thus we can think of conifold as a complex cone over
CP1 × CP1 see Figure 1. We will comeback to this
result in section IV where we establish a relation between
these varieties, two-qubit state, resolution of singulary, and
deformation theory.

III. TORIC VARIETIES

The construction of toric varieties usually are based on
two different branches of mathematics, namely, combinato-
rial geometry and algebraic geometry. Here, we will review
the basic notations and structures of toric varieties [2], [3],
[4].

A general toric variety is an irreducible variety X that
satisfies the following conditions. First of all (C∗)n is a
Zariski open subset of X and the action of (C∗)n on itself
can extend to an action of (C∗)n on the variety X. As an
example we will show that the complex projective space
Pn is a toric variety. If z0, z1, . . . , zn are homogeneous

Figure 2. Example of a cone σ a) and its dual σ∧ b).

coordinate of Pn. Then, the map (C∗)n −→ Pn is defined
by (t1, t2, . . . , tn) 7→ (1, t1, . . . , tn) and we have

(t1, t2, . . . , tn) · (a0, a1, . . . , an) = (a0, t1a1, . . . , tnan)
(7)

which proof our claim that Pn is a toric variety. We can also
define toric varieties with combinatorial information such as
polytope and fan (which we will define next). But first we
will give a short introduction to the basic of combinatorial
geometry which is important in definition of toric varieties.
Let S ⊂ Rn be finite subset, then a convex polyhedral cone
is defined by

σ = Cone(S) =

{∑
v∈S

λvv|λv ≥ 0

}
. (8)

In this case σ is generated by S. In a similar way we define
a polytope by

P = Conv(S) =

{∑
v∈S

λvv|λv ≥ 0,
∑
v∈S

λv = 1

}
. (9)

We also could say that P is convex hull of S. A convex
polyhedral cone is called simplicial if it is generated by
linearly independent set. Now, let σ ⊂ Rn be a convex
polyhedral cone and 〈u, v〉 be a natural pairing between
u ∈ Rn and v ∈ Rn. Then, the dual cone of the σ is
define by

σ∧ = {u ∈ Rn∗|〈u, v〉 ≥ 0 ∀ v ∈ σ} , , (10)

where Rn∗ is dual of Rn. We also define the polar of σ as

σ◦ = {u ∈ Rn∗|〈u, v〉 ≥ −1 ∀ v ∈ σ} . (11)

As an example we consider the cone σ = Cone(e1 +
e2, e2) ⊂ R2. In this case the cone σ ant its dual are
illustrated in Figure 1. We call a convex polyhedral cone
strongly convex if σ ∩ (−σ) = {0}.

Next we will define rational polyhedral cones. A free
Abelian group of finite rank is called a lattice, e.g., N ' Zn.
The dual of a lattice N is defined by M = HomZ(N,Z)
which has rank n. We also define a vector space and its dual
by NR = N ⊗Z R ' Rn and MR = M ⊗Z R ' Rn∗

respectively. Moreover, if σ = Cone(S) for some finite
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set S ⊂ N , then σ ⊂ NR is a rational polyhedral cone.
Furthermore, if σ ⊂ NR is a rational polyhedral cone, then
Sσ = σ∧ ∩M is a semigroup under addition with 0 ∈ Sσ
as additive identity which is finitely generated by Gordan’s
lemma [2].

Here we will define a fan which is important in the
construction of toric varieties. Let Σ ⊂ NR be a finite non-
empty set of strongly convex rational polyhedral cones. Then
Σ is called a fan if each face of a cone in Σ belongs to Σ
and the intersection of any two cones in Σ is a face of each.

Now, we can obtain the coordinate ring of a variety
by associating to the semigroup S a finitely generated
commutative C-algebra without nilpotent as follows. We
associate to an arbitrary additive semigroup its semigroup
algebra C[S] which as a vector space has the set S as basis.
The elements of C[S] are linear combinations

∑
u∈S auχ

u

and the product in C[S] is determined by the addition in S
using χuχu

′

= χu+u
′

which is called the exponential rule.
Moreover, a set of semigroup generators {ui : i ∈ I} for S
gives algebra generators {χui : i ∈ I} for C[S].

Now, let σ ⊂ NR be a strongly convex rational polyhedral
cone and Aσ = C[Sσ] be an algebra which is a normal
domain. Then,

Xσ = Spec(C[Sσ]) = Spec(Aσ) (12)

is called a affine toric variety. Next we need to define Laurent
polynomials and monomial algebras. But first we observe
that the dual cone σ∨ of the zero cone {0} ⊂ NR is
all of MR and the associated semigroup Sσ is the group
M ' Zn. Moreover, let (e1, e2, . . . , en) be a basis of N and
(e∗1, e

∗
2, . . . , e

∗
n) be its dual basis for M . Then, the elements

±e∗1,±e∗2, . . . ,±e∗n generate M as semigroup. The algebra
of Laurent polynomials is defined by

C[z, z−1] = C[z1, z
−1
1 , . . . , zn, z

−1
n ], (13)

where zi = χe
∗
i . The terms of the form λ · zβ =

λzβ1

1 zβ2

2 · · · zβn
n for β = (β1, β2, . . . , βn) ∈ Z and λ ∈ C∗

are called Laurent monomials. A ring R of Laurent poly-
nomials is called a monomial algebra if it is a C-algebra
generated by Laurent monomials. Moreover, for a lattice
cone σ, the ring Rσ = {f ∈ C[z, z−1] : supp(f) ⊂ σ}
is a finitely generated monomial algebra, where the sup-
port of a Laurent polynomial f =

∑
λiz

i is defined by
supp(f) = {i ∈ Zn : λi 6= 0}. Now, for a lattice cone
σ we can define an affine toric variety to be the maximal
spectrum Xσ = SpecRσ . A toric variety XΣ associated to a
fan Σ is the result of gluing affine varieties Xσ = SpecRσ
for all σ ∈ Σ by identifying Xσ with the corresponding
Zariski open subset in Xσ′ if σ is a face of σ

′
. That is,

first we take the disjoint union of all affine toric varieties
Xσ corresponding to the cones of Σ. Then by gluing all
these affine toric varieties together we get XΣ. A affine toric
variety Xσ is non-singular if and only if the normal polytope
has a unit volume.

IV. CONIFOLD AND RESOLUTION OF TORIC
SINGULARITY FOR TWO-QUBITS

In this section we study the simplicial decomposition
of affine toric variety. For two qubits this simplicial de-
composition coincides with desingularizing a conifold [8].
We also show that resolved conifold is space of an en-
tangles two-qubit state. For a pairs of qubits |Ψ〉 =∑1
x2=0

∑1
x1=0 αx2x1

|x2x1〉 we can also construct follow-
ing simplex. For this two qubit state the separable state
is given by the Segre embedding of CP1 × CP1 =
{((α1

0, α
1
1), (α2

0, α
2
1)) : (α1

0, α
1
1) 6= 0, (α2

0, α
2
1) 6= 0}. Let

z1 = α1
1(α1

0)−1 and z2 = α2
1(α2

0)−1. Then we can cover
CP1 ×CP1 by four charts

X∆̌1
= {(z1, z2)}, X∆̌2

= {(z−1
1 , z2)}, (14)

X∆̌3
= {(z1, z

−1
2 )}, X∆̌4

= {(z−1
1 , z−1

2 )}, (15)

The fan Σ for CP1 × CP1 has edges spanned by
(1, 0), (0, 1), (−1, 0), (0,−1). Next we observe that the
space CP1 × CP1 and the conifold have the same toric
variety. If we split the conifold into a fan which has two
cones as shown in Figure 3. Then this process converts
the conifold into a resolved conifold. The cones are three
dimensional and the dual cones are two copies of C3. The
procedure of replacing an isolated singularity by a holo-
morphic cycle is called a resolution of the singularity. We
can also remove the singularity by deformation. The process
of deformation modifies the complex structure manifolds or
algebraic varieties. Based on our discussion of conifold we
know that this space is defined by α00α11 − α01α10. Now,
if we rewrite this equation in the following form

α00α11 − Γα01α10 + Λα10 = 0, (16)

then the constant Γ and Λ can be absorbed in new definition
of α10 such as α

′

10 = Γα10 − Λ. Next let Tn be the group
of translations. Then an affine variety over complex field of
dimension n can be transformed using the following action
GL(n,C) × Tn. For a generic polynomial of degree two
we have 15 possible parameters, but most of them can be
removed with the action of GL(4,C) × T4. However, we
cannot remove the constant term with such transformation
and we end up with the following variety

α00α11 − α01α10 = Ω. (17)

which is called deformed conifold. This space is now non-
singular, but it is not a toric variety since the deformation
break one action of torus. Thus we also could proposed that
the deformed conifold is the space of an entangled pure
two-qubit state. Moreover, if we take the absolute value of
this equation that is |Ω|, then this value is proportional to
concurrence which is a measure of entanglement for a pure
two-qubit state, that is

|α00α11 − α01α10| = |Ω| = C(Ψ)/2. (18)
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Figure 3. Two-qubit system. a) toric polytope of a two-qubit systems. b)
and c) two ways of removing the singularity of conifold.

In general let X be an algebraic variety, then the space of
all complex deformations of X is called the complex moduli
space of X .

V. THREE-QUBIT STATES

Next, we will discuss a three-qubit state |Ψ〉 =∑1
x3,x2,x1=0 αx3x2x1

|x3x2x1〉. For this state the separable
state is given by the Segre embedding of CP1 × CP1 ×
CP1 = {((α1

0, α
1
1), (α2

0, α
2
1), (α3

0, α
3
1))) : (α1

0, α
1
1) 6=

0, (α2
0, α

2
1) 6= 0, (α3

0, α
3
1) 6= 0}. Now, for example, let

z1 = α1
1/α

1
0, z2 = α2

1/α
2
0, and z3 = α3

1/α
3
0. Then we can

cover CP1 ×CP1 ×CP1 by eight charts

X∆̌1
= {(z1, z2, z3)}, X∆̌2

= {(z−1
1 , z2, z3)},

X∆̌3
= {(z1, z

−1
2 , z3)}, X∆̌4

= {(z1, z2, z
−1
3 )},

X∆̌5
= {(z−1

1 , z−1
2 , z3)}, X∆̌6

= {(z−1
1 , z2, z

−1
3 )},

X∆̌7
= {(z1, z

−1
2 , z−1

3 )}, X∆̌8
= {(z−1

1 , z−1
2 , z−1

3 )},

The fan Σ for CP1 ×CP1 ×CP1 has edges spanned by
(±1,±1,±1). Now, let S = Z3 and consider the polytope
∆ centered at the origin with vertices (±1,±1,±1). This
gives the toric variety X∆ = SpecC[S∆]. To describe the
fan of X∆, we observe that the polar ∆◦ is the octahedron
with vertices ±e1,±e2,±e3. Thus the normal fan is formed
from the faces of the octahedron which gives a fan Σ whose
3-dimensional cones are octants of R3. Thus this shows that
the toric variety XΣ = CP1 ×CP1 ×CP1.

In this case we split the faces of 3-cube E2,3 =

23−2 3(3−1)
2 = 6 into two cones see Figure 4. Then, this

process converts the 3-cube into a nonsingular space which
is not anymore toric variety. Following the same procedure,
we can also remove all singularities of toric variety of three-
qubits by deformation. Based on our discussion of conifold
we can write six equations describing the faces of 3-cube.
Here we will analyze one face of this 3-cube, namely

α000α011 − α001α010 = α0 ⊗ (α00α11 − α01α10)

Now, if we rewrite these equations e.g., in the following
form

α0(α00α11 − Γα01α10 + Λα10) = 0, (19)

then the constant Γ and Λ can be absorbed in new definition
of α10 such as α

′

10 = Γα10 − Λ. At the end e.g., we have
the following variety

α000α011 − α001α010 = Ω (20)

Figure 4. Three-qubit systems. a) toric polytope of a separable three-qubit
systems. b) resolved space of entangled state, where each diagonal line is
equivalent to the resolution of singularity of a conifold.

which is equivalent to the deformed conifold. If we do
this procedure for all faces of the 3-cube, then the whole
space becomes non-singular, but it is not a toric variety
anymore. Thus we also could proposed that the deformed
conifold is the space of an entangled pure three-qubit state.
There are other relations between toric variety and measures
of quantum entanglement that can be seen from the toric
structures of multipartite systems. For example three-tangle
or 3-hyperdeterminant can be constructed from the toric
variety.

VI. MULTI-QUBIT STATES

Next, we will discuss a multi-qubit state |Ψ〉 defined
by equation (1). For this state the separable state is
given by the Segre embedding of CP1 × CP1 × · · · ×
CP1 = {((α1

0, α
1
1), (α2

0, α
2
1), . . . , (αm0 , α

m
1 ))) : (α1

0, α
1
1) 6=

0, (α2
0, α

2
1) 6= 0, . . . , , (αm0 , α

m
1 ) 6= 0}. Now, for example,

let z1 = α1
1/α

1
0, z2 = α2

1/α
2
0, . . . , zm = αm1 /α

m
0 . Then we

can cover CP1 ×CP1 × · · · ×CP1 by 2m charts

X∆̌1
= {(z1, z2, . . . , zm)},

X∆̌2
= {(z−1

1 , z2, . . . , zm)},
...

X∆̌2m−1
= {(z1, z

−1
2 , . . . , z−1

m )},
X∆̌2m

= {(z−1
1 , z−1

2 , . . . , z−1
m )}

The fan Σ for CP1 × CP1 × · · · × CP1 has edges

spanned by (

m︷ ︸︸ ︷
±1,±1, . . . ,±1). Now, let S = Zm and

consider the polytope ∆ centered at the origin with
vertices (±1,±1, . . . ,±1). This gives the toric variety
X∆ = SpecC[S∆]. To describe the fan of X∆, we ob-
serve that the polar ∆◦ is the octahedron with vertices
±e1,±e2, . . . ,±em. Thus this shows that the toric variety
XΣ = CP1 ×CP1 × · · · ×CP1. In this case we split the
faces of m-cube

E2,m = 2m−2m(m− 1)

2
(21)

into two cones. Then this process converts the m-cube into
a nonsingular space which is not anymore toric variety.
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Following the same procedure, we can also remove all
singularities of toric variety of a multi-qubit state by defor-
mation. Based on our discussion of conifold we can write
six equations describing the faces of m-cube. For example
for one face (2-cube) of this m-cube, we ahve

α00···0α0···011 − α0···01α0···010 = Ω (22)

which is equivalent to the deformed conifold, since e.g.,
we could have |Ψ〉 = 1√

2
(|00 · · · 000〉 + |00 · · · 011〉) =

1√
2
|00 · · · 0〉 ⊗ (|00〉 + |11〉). If we do this procedure for

all faces of the m-cube, then the whole space becomes non-
singular, but it is not a toric variety anymore. Thus we also
could proposed that this space is the space of an entangled
pure multi-qubit state.

VII. CONCLUSION

In this paper we have investigated the geometrical and
combinatorial structures of entangled multipartite systems.
We have shown that by removing singularity of conifold
or by deforming the conifold we obtain the space of a
pure entangled two-qubit state. We have also generalized
our construction into multipartite entangled systems. The
space of multipartite systems are difficult to visualize but
the transformation from complex spaces to the combinatorial
one makes this task much easier to realize. Hence our
results give new insight about multipartite systems and also
a new way of representing quantum entangled bipartite and
multipartite systems with many possible applications in the
field quantum computing. For example we could visualize
action of holonomic quantum gates entangler on multi-qubit
states based on these combinatorial structures. However,
these issues need further investigations.
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Abstract—We introduce a new reduced-Hamiltonian scheme for 

realizing universal quantum computing in strongly coupled 

multi-qubit systems. This technique provides analytic solutions to 

the time evolution of the system, so that experimentalists can 

easily chose system parameters to realize desired quantum gates. 

We show how to implement arbitrary controlled-unitary 

operations in a one-dimensional nearest-neighbor architecture by 

deriving system parameters to achieve these operations. The key 

feature of the scheme is that all gate operations are realized by 

varying only a single control parameter, which greatly reduces 

the circuit complexity. Furthermore, we do not require the ability 

to tune couplings during a computation. We also show how the 

scheme can be extended to realize a controlled-unitary operation, 

involving N control qubits and one target qubit, in a single pulse. 

Keywords-quantum; nearest-neighbor; gates; controlled-

unitary; coupling; Hamiltonian 

I.  INTRODUCTION 

A quantum computer comprises several qubits interacting 
with each other. Most schemes for implementing a quantum 
computer in different physical quantum systems are nearest-
neighbor (NN), which comprise one- and two-dimensional 
arrays of qubits where each qubit interacts only with the qubits 
adjacent to it [1-26]. In these systems, when performing single- 
and multi-qubit gate operations, if the interactions are not 
turned off, the evolution of the qubit on which the gate 
operation is performed is affected by the other qubits it is 
coupled to. As a result, a number of methods for isolating a 
qubit from its neighbors, by shutting off the coupling, have 
been devised in various quantum systems [12-19, 27-34]. For 
instance, in phosphorus doped silicon systems, a method is 
employed of applying voltage biases to surface control 
electrodes, in order to vary the exchange coupling between 
neighboring donor atoms [27]. In GaAs/AlGaAs electron spin 
quantum dots, the strength of the exchange interaction, which 
depends on the overlap of the respective electron 
wavefunctions, is varied by changing the voltage applied to the 
gate controlling the tunnel barrier between the two dots [17]. In 
charge qubits, nearest neighbors are coupled via loop-shaped 
electrodes with Josephson junctions (JJs) at the loop 
intersections, where the bias currents through the coupling JJs 
serve as interaction control knobs [19]. In coupled quantum dot 
molecules, the coupling is switched off by grounding metal 
film electrodes between two qubits which turns off the 
Coulomb interaction between qubits [26]. While all these 

methods of switching couplings facilitate multi-qubit 
operations, there are disadvantages in using tunable coupling. 
The ability to switch couplings usually involves performing 
fast changes in the qubit parameters or using additional circuit 
elements, both of which increase the complexity of the 
experimental set-up and open the system to noise.  

A desirable alternative to the ability to switch couplings is 
to devise methods for performing computations with always-on 
interactions, wherein the ability to tune couplings is no longer 
required. To this end, a number of schemes have been proposed 
[33-41]. In [35], Zhou et al. devised a two-dimensional 
architectural scheme for universal and scalable quantum 
computation where the coupling between encoded qubits are 
effectively turned on and off by computing in and out of 
carefully designed interaction free subspaces analogous to 
decoherence free subspaces. In [36], Benjamin et al. showed 
how to perform computations along a one-dimensional array by 
tuning the Zeeman transition energies of individual qubits. 
Recently, schemes employing global control have been 
proposed [37, 38] and implemented in optical systems [39] and 
antiferromagnetic spin rings [40]. While each of these methods 
allows us to perform computations without having to switch 
couplings, each method has its own disadvantages. From a 
practical standpoint, the scheme in [35] is complex in terms of 
the two-dimensional physical arrangement of qubits, 
initialization, and the steps involved in generating gates. The 
scheme in [36] requires placing intervening qubits in definite 
classical states in order to negate the residual Ising interaction, 
thereby increasing the computational overhead. The scheme in 
[37], which uses translation-invariant operations to perform 
universal quantum computations, has a constant spatial and 
linear temporal overhead. 

In this paper, we present a new reduced-Hamiltonian 
scheme for implementing universal quantum computing in 
strongly coupled systems. The technique works in both NN and 
non-NN architectures, and without having to shut off the 
coupling between qubits. In systems with switchable 
interactions, the couplings can be tuned to desired values at the 
start of a computation. These couplings, once set, will not be 
varied during the computation. The main advantage of our 
scheme is that it is simple and efficient, because only a single 
control parameter is pulsed high for all gate operations. The 
number of pulses for a gate operation varies depending on the 
number of qubits involved in the gate operation. For instance, 
in a one-dimensional Linear NN (LNN) array, a three-qubit 
Toffoli gate requires one pulse, a two-qubit CNOT gate 
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requires two pulses, and a single qubit gate requires four 
pulses. In this work, we first describe how to implement gate 
operations in a one-dimensional LNN architecture. We include 
the effects of finite rise and fall times due to non-ideal pulses 
on gate operations. Next, we extend the scheme to show how a 
controlled-unitary operation with multiple controls and a single 
target qubit can be realized in a single pulse. Unlike previous 
schemes [35, 36], our method does not require encoding 
physical qubits into logical qubits. Neither does it require 
separating qubit-bearing spins by passive “barrier” spins [37], 
thereby, significantly minimizing the computational overhead. 

 

Figure 1. Linear nearest-neighbor array of qubits where each qubit is only 

coupled to the two qubits adjacent to it. Here, the circles represent individual 

qubits and the squares represent the couplings between qubits. There are two 

coupling constants, 1 and 2, which alternate along the length of the chain. 

The paper is organized as follows. In Section II, we 
describe how to implement gate operations in an LNN 
architecture. We show how to reduce the Hamiltonian of a 
three-qubit system, and then calculate parameters to implement 
gate operations. We assume a diagonal-type Ising interaction 
between qubits and then extend the scheme to Heisenberg 
interactions. In Section III, we present the conclusions. 

II. GATE OPERATIONS IN LNN ARCHITECTURES 

Figure 1 shows an LNN architecture, where each qubit is 
represented as a circle, and the couplings between qubits are 
represented by squares. Each qubit is coupled to every qubit 
through an Ising-type interaction, which is diagonal in the 
interaction basis. Such an Ising type coupling between qubits 
is commonly seen in proposals for superconducting Josephson 
junction qubits [34, 35], and also arises as one limit of dipole-
dipole or J-coupling systems [34, 36]. In our design, we 

assume only two coupling constants, 1 and 2, which alternate 
along the length of the architecture. The design can be 
implemented in systems with and without tunable couplings. 
For instance, in charge qubits with fixed couplings [42], the 
coupling capacitances between adjacent boxes can be 
fabricated to alternate along a line of qubits. If the coupling is 
tunable, as in [19] where nearest-neighbor charge qubits are 
coupled through loop-shaped electrodes with JJs at the loop 
intersections, the bias currents through alternate JJs can be 
fixed such that they alternate along the length of the chain. 
These currents, once set, will not be varied during the 
computation.  

Consider only three adjacent qubits along the line – qubits 
A, B and C in Fig. 1. The Hamiltonian describing the evolution 

of this system is an 8  8 matrix: 


 

, ,

1 2

i

i A B C

k 

 



   

 

 i i i

A B B C

X Y Z

Z Z Z Z

H σ σ σ

σ σ σ σ

 

Here, i is the bias acting on individual qubits, which will be 
the control parameter in our system. We assume the qubits to 

be identical in design, in that the tunneling parameters ( and 
k) are identical. The bias parameter controls the tendency of 
the qubit to remain in its state. The tunneling parameter 
controls the tendency of the qubit to switch between the two 
basis states. We will also choose the magnitude of the 

coupling to be much larger than the tunneling, i.e., 1 >>  (or 

k) and 2 >> . Two different values of the coupling are 
required, so that qubit B can distinguish between qubits A and 
C.  

Suppose that, initially, the bias equal zero for all qubits. 

Next, the bias on qubit, B, is raised to some value of . As a 
result, Eq. (1) becomes: 


   

1 2B

k

  

      

  

A B C A B C

B A B B C

X X X Y Y Y

Z Z Z Z Z

H σ σ σ σ σ σ

σ σ σ σ σ

 

Since 1 >>  and 2 >> , the expectation values of the ZA 

and ZC operators are either +1 or –1, depending on whether 

qubits A and C are in the |0 or |1 states, respectively. 

Therefore, we can write four 2  2 reduced Hamiltonians for 

qubit B in the subspaces where qubits A and C are in the |00, 

|01, |10 and |11 states, respectively:  

  00

1 2Bk        B X Y ZH σ σ σ  

  01

1 2Bk        B X Y ZH σ σ σ  

  10

1 2Bk        B X Y ZH σ σ σ  

  11

1 2Bk        B X Y ZH σ σ σ  

Observe that if B << 1 (2), qubit B undergoes Z rotations 
in each subspace. However, since the couplings directly add to 

or subtract from the parameter  in each subspace, can be so 
chosen as to cancel or minimize the effects of the large 
coupling. As a result, unitary gate operations other than Z 
rotations can be realized. We will use this principle to realize 
different controlled-unitary and single-qubit operations in the 
system of 3 qubits. 

A controlled-unitary operation, C
N
(U), comprises N control 

qubits and one target qubit [43]. The desired unitary operation, 
U, is performed on the target qubit when the control qubits are 

in a given state, usually when all the controls are in the |1 
state. Suppose we want to perform a controlled-unitary 
operation, C

2
(U),  on qubits A, B and C, with qubits A and C as 

controls and qubit B as the target. A general single-qubit 
unitary operation can be written as:  

A 1 B 2 C 1 2 
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
exp cos exp sin

2 2 2 2

exp sin exp cos
2 2 2 2

i i

i i

     

     

             
             
           

  
                         

           

U


where U is a 2  2 unitary matrix belonging to SU(2) [43], 

which is the set of 2  2 unitary matrices with unit determinant. 

The values of ,  and  can be chosen to realize the desired 
unitary transformation. Suppose we desire that only in the 

subspace where the control qubits are in the |11 state, the 
unitary operation given by Eq. (7) be performed on the target 
qubit B. This implies that the unitary matrices generated by 

each of the Hamiltonians given by Eqs. (3) through (5) be 2  2 
identity matrices. Likewise, the unitary matrix generated by the 

Hamiltonian given by Eq. (6) must be U. Since 1 (2) >> , we 

require that (12) be of the order of , i.e.,  


1 2B m       

where 0  m  1. Note that m >> 1 will correspond to the 

condition >> , in which case, the target undergoes Z 
rotations. Using Eq. (8) in Eqs. (3) through (6), we have,  


  

 

00

1 2

1 2

2

2

k m  

 

      



B X Y Z

Z

H σ σ σ

σ
 

  01

1 12 2k m      B X Y Z ZH σ σ σ σ  

  10

2 22 2k m      B X Y Z ZH σ σ σ σ  


11

k m    
B X Y Z

H σ σ σ  

We can see that under the first three Hamiltonians, Eqs. (9) 
through (11), target qubit B undergoes Z rotations. However, 

the values of 1 and 2 can be so chosen that within the time 
step of the gate operation, the Z rotations correspond to integer 

multiples of 2, wherein the unitary matrices generated are 
identity operations. Integrating the Hamiltonian given by Eq. 
(12), we obtain the following unitary matrix:  


     

     

cos 2 sin 2 sin 2

sin 2 cos 2 sin 2

m k i
ft i ft ft

f f

k i m
ft ft i ft

f f

  

  

   
 

 
    

 
 




2 2 2 2f k m      

Here, we have normalized Planck’s constant to 1. Equating 
Eqs. (7) and (13), and simplifying terms, we obtain the 
following conditions to realize the unitary operation: 


sin cos

2 2

sin sin
2 2

m

  

  

   
   
    

   
   
   

 

 sin cos
2 2

k
       

    
   

 

  

1

2 2 2 2

cos cos cos
2 2

2
k m

T

  



      
    
          

Here, T is the time step within which the desired unitary 

operation is to be realized. Given the values of , , and , Eqs. 
(15) through (17) can now be solved to find the parameters to 
realize different unitary gate operations. All parameters except 

will be treated as fixed constants of the system, while 
implementing a gate operation. Figure 2 shows the bias that 
will be applied on the target qubit, B, for a time step T, during 
which the gate operation is realized. The magnitude of the bias 

will be “1 + 2 + m” as given by Eq. (8). 
As an example, suppose we wish to realize a Toffoli gate, 

C
2
(X), in which case the U matrix given by Eq. (7) is the NOT 

gate (denoted by X), where 

 0 1

1 0

 
  
 

X  

 One set of values for the angles , , and  are , 0 and , 
respectively. From Eqs. (15) and (16), we have m = 0 and k = 0 

(which is typical for Josephson-junction qubits. Note that for  

=  = 0, and  = , we have m = 0 and  = 0.)  If we choose the 
time step, T, of the gate operation to be 10ns, then from Eq. 

(17), we find  to be 25MHz, which is a typical value for the 

tunneling parameter of SQUIDs [44]. Since 1 (2) >> , we 

choose 1 and 2  to be 400MHz and 200MHz, respectively. 
These values are arbitrarily chosen such that under each of the 
Hamiltonians given by Eqs. (9) through (11), qubit B 

undergoes Z rotations that are integer multiples of 2 within 
the time step, T. Under the Toffoli gate operation, the bias on 
qubit B is pulsed from zero to 600MHz (Eq. (8) with m=0) for 
10ns. That is, in Fig. 2, the magnitude of the bias pulse is 
600MHz and the time step is 10ns. Observe that the biases on 
qubits A and C remain zero throughout the operation, and need 
not be varied, which is an advantage. Numerical simulations of 

the 8  8 Hamiltonian verify this technique, with a maximum 
error of 0.93% in the output probability amplitudes. It is 
important to point that, since the reduced-Hamiltonian 

technique uses the approximation 1 (2) >>  in finding an 
analytic solution for calculating the system parameters, 
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stronger the coupling, greater is the fidelity of the gate 

operation. For instance, if 1 and 2 are 2GHz and 1GHz, 
respectively, the maximum error in the output probability 
amplitudes is 0.04%.  However, in this case, the bias on target 
B will have to be raised to 3GHz.  

Likewise, suppose we want to implement a controlled-
controlled-Hadamard gate, C

2
(Had), where the Hadamard gate, 

Had, is defined by the following matrix operation:  

 1 11

1 12

 
  

 
Had  

Since the tunneling is a fixed parameter of our system, we will 

use the same value of  and k as we previously derived for the 

Toffoli gate, i.e.,  = 25MHz, k=0. One set of values for ,  

and  to realize a Had gate are 2,  and /2, respectively. 
Note from Eq. (16) that these values of the angles satisfy the 
condition k = 0. Also, from Eq. (15), we have m = 1. Using Eq. 
(17), we calculate T to be 7.1ns. Therefore, to implement a 
C

2
(Had) gate, the bias on qubit B is pulsed from zero to 

625MHz (Eq. (8) with m=1) for 7.1ns. That is, in Fig. 2, the 
magnitude of the bias on qubit B is 625MHz, and T is 7.1ns. 
Observe that for both gate operations we used the same value 
of the couplings, i.e., the couplings are fixed. This has the 
advantage that even in a system with tunable couplings, the 
values of the couplings need to be adjusted only at the start of a 
computation, which can greatly reduce the circuit complexity, 
and the number of computational steps. 

In most quantum systems, gate operations themselves are 
not realized perfectly, due to the structure of the internal 
Hamiltonian. For instance, observing Eq. (13), an X gate or 

Had gate is realized with an overall global phase of ± /2 for 

k=0. As a result, the |101 and |111 states pick up relative 

phases of ±/2 with respect to the other basis states when 
implementing a Toffoli (or C

2
(Had)) gate. To overcome these 

phases we require an additional coupling parameter, , between 
qubits A and C. However, this additional “next-to-nearest-
neighbor” coupling, if present, affects the gate operation itself, 
unless accounted for when applying the bias pulses on the 
target qubit. Details of the effects of next-to-nearest-neighbor 
couplings on gate operations have been presented elsewhere. 

We will next show how to use our scheme to implement 
two-qubit controlled-unitary operations and single-qubit 
unitary operations. Two-qubit controlled-unitary operations, 
C

1
(U), can be realized by applying two pulses as shown in Fig. 

3(a). Suppose we want to perform a C
1
(U) gate with qubit A as 

the control qubit and qubit B as the target qubit. Qubit C 
behaves as the “dummy” qubit in this case. The first pulse on 

target qubit B is a bias value of “1+2+m” (Eq. (8)). For the 
second pulse, the bias on target qubit B is raised to a value of 

“12+m”.  This is because, in this case, we want qubit B to 
undergo a unitary operation (Eq. (7)) under the reduced 
Hamiltonian given by Eq. (5). Similarly, to realize a single 
qubit unitary operation, four pulses are applied. The values of 

the bias pulses on qubit B will be “12+m”, “1+2+m”, 

“12+m”, and “1+2+m”, respectively, for the four gate 
operations shown in Fig. 3(b). Observe that unlike some 

previous methods that use “isolation” qubits (qubits fixed in |0 

and |1 states) to separate the qubits used in the gate operations 

from their nearest neighbors, our scheme has no such 

requirement. This is a great advantage for two reasons  the 
same gate operation can be realized without using additional 
qubits, and swap gate operations are not required to bring 
together qubits separated by “isolation” qubits. 

 Figure 2. Bias pulse on the target qubit, B, during a C2(U) gate operation on a 

three-qubit system. The bias is raised from zero to a value “1 + 2 + m” as 

given by Eq. (8). The biases on control qubits, A and C, are kept zero 

throughout the gate operation. 

As shown, the reduced-Hamiltonian technique presented 
here allows experimentalists the ability to choose system 
parameters to realize quantum gates, for ideal pulses. However, 
in real systems, pulses are not ideal. Given non-ideal 
characteristics, experimentalists can fine-tune control 
parameters through numerical simulation, as shown in [45] and 
[46]. For example, real pulses exhibit finite rise (TR) and fall 
(TF) times.  Simulations carried out for the Toffoli gate under 
different values of TR and TF show that, under a non-ideal 
pulse, to increase the fidelity of a Toffoli gate, the pulse width 

has to be increased. For instance, when B = 600MHz, for TR = 
TF = 1ns, the pulse width becomes 10.4ns, instead of 10ns as 
originally calculated. In this case, the maximum error in the 

output probability amplitudes is 2.97%. If, however, B = 3GHz 

(for 1=2GHz; 2=1GHz), for TR = TF = 1ns, the pulse width is 
10.7ns, giving a maximum error of 0.54% in the output 
probability amplitudes. Even though the probability amplitudes 
can be improved by adjusting the pulse width, random relative 
phases occur between the basis states in the final state. These 
phases are hard to keep track of since they vary with the 
rise/fall times and the maximum amplitude of the bias pulse. 
However, in [47], we present an architectural layout of qubits 
that is immune to such relative phase errors.   

While we have restricted our discussion to LNN 
architectures where the qubits are coupled via Ising 
interactions, the method presented here easily extends to 
systems coupled via Heisenberg interactions. Equation (20) 
shows a three-qubit system coupled via anisotropic interactions 
[48].  
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If <<1, i.e., the off-diagonal XX and YY couplings are 

much smaller than the diagonal ZZ couplings, the 
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interactions are pre-dominantly of the Ising type. Therefore, the 
same parameters that were used to realize a C

2
(U) operation in 

a system described by Eq. (5), can be used to realize the 
operation in a system described by Eq. (20). For instance, 

consider the Toffoli gate. The coupling parameters, 1 and 2, 
are 400MHz and 200MHz, respectively. Simulation results 

showed that when  was 0.01, 0.05, and 0.1, the maximum 
error in the output probability amplitudes were 0.3%, 1.64%, 
and 11.36% respectively. The high error in the probability 

amplitude when  is 0.1 is because, the magnitudes of the 

XX and YY couplings are much larger than the tunneling 
parameter. As a result, the high off-diagonal couplings cause 
the control qubits to undergo unitary dynamics that are no 
longer simple Z rotations. In other words, the control qubits no 
longer remain in their states, but actually can change their state 

from |0 to |1, and vice versa, with a probability that depends 

on the value of . Moreover, it was also found that by 
decreasing the pulse width of the gate operation, a higher 

accuracy can be obtained. For   = 0.1, when T was reduced to 
8.4ns, the maximum error in the output probability amplitudes 

was reduced to 4.9%. Next, for  = 0.05, the off-diagonal 
couplings are almost equal to the tunneling, which results in a 
much lower error. Here again, by reducing T (9.2 ns), a much 
lower error in the output probability amplitudes can be 

obtained (0.6%). Finally, for  = 0.01, the error is very low 
since the off-diagonal couplings are lower than the tunneling. 
Therefore, they have a negligible effect on the evolution of the 
system as a whole.  

 

 

(a) 

 

(b) 

Figure 3. Methods for realizing a two-qubit controlled-unitary operation and a 

single-qubit unitary operation. (a) Qubit A is the control and qubit B is the 
target. Qubit C functions as a dummy qubit. The overall gate operation requires 

2 pulses. (b) Qubit B is the qubit on which a unitary operation is to be 

performed. Qubits A and C are dummy qubits. The gate operation is realized in 

four pulses, each of which corresponds to a C2(U) gate operation. 

In a previous reduced-Hamiltonian scheme for weakly 
coupled qubits [44], we showed how to implement two-qubit 
controlled-unitary operations, C

1
(U), without having to shut off 

coupling between qubits. This approach required that the bias 
on the control qubit be maintained at an arbitrarily large value 
throughout the gate operation, and the bias on the target qubit 
be pulsed low during the gate operation [44]. While the scheme 

worked at achieving arbitrary C
1
(U) operations, it had two 

disadvantages. The first was that the high value of the bias on 
the control qubit during C

1
(U) operations caused the control 

qubit to precess at very fast rates. Therefore, slight mismatches 
in timing or in the bias parameter gave rise to large variations 
in the relative phases between the basis states. The second, and 
more important disadvantage, was that the scheme could not be 
generalized towards realizing controlled-unitary operations on 
a target qubit involving more than two control qubits, i.e., 
C

N
(U) with N>2. In the scheme presented here, once the values 

of m, , k and T are found by solving Eqs. (15) through (17), a 

C
N
(U) operation, for any value of N1, can be simply realized 

by raising the bias on the target qubit from zero to a value 
given by 



1

N

i

i

m 


    

where i  are the couplings between the target qubit and each of 
the N control qubits. No two couplings can have the same 
magnitude as the target qubit will not be able to distinguish 
between the different control qubits. Equation (21) shows that, 

as N varies, the values of m, , k and T  do not change for a 
desired unitary operation given by Eq. (11). Only the bias 
varies according to the number of coupling terms in Eq. (21). 

(Note that since i >> , for i = 1,…,N, the values of i  are 

chosen such that “iT”  is an integer multiple of 2, so that an 
identity operation is realized on the target qubit when all the 

control qubits are not in the |1 state). Thus, the scheme can be 
easily extended to 2-dimensional layouts and to architectures 
where couplings are not restricted to nearest neighbors. 

The scheme presented here has yet another advantage. 
Single qubit Z rotations can be easily realized by varying the 

biases on individual qubits. For instance, an RZ() gate, which 

is a Z rotation by angle , can be realized on qubit A (B or C), 

by raising the bias slightly on it to a value A (B or C) such 

that 2AT = , where T is the time within which the rotation 
is realized. Since the scheme in [44] required high biases on all 
qubits during idle times, it was difficult to perform single qubit 
rotations, especially since qubits were precessing at very fast 
rates and relative phases were difficult to control. Moreover, 
the scheme presented here, where the couplings are larger and 
chosen so that within a 10ns interval no phases occur, the small 
magnitudes of the always-on couplings in [44] always generate 
additional phases, which are hard to keep track of through 
timing.  

It is important to point out that while in this work we have 
assumed the qubits to be identical in design with no 
asymmetries in the architectural layout, relative phases can 
occur as a result of parameter mismatches, which might alter 
the results of a computation. The performance of gate 
operations in the presence of parameter mismatches and 
asymmetry in design is being considered as a future work.   

III. CONCLUSIONS 

In this paper, we have presented a new reduced-
Hamiltonian scheme for implementing universal quantum 
computation in strongly coupled multi-qubit systems. The 
technique provides analytic solutions to the time evolution of 
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the system, so that system parameters can easily be solved for, 
to realize desired quantum gates. The scheme is general and 
can be can be extended towards any two-level system whose 
Hamiltonian can be reduced to that of a spin boson. We 
described how to implement gate operations in a one-
dimensional NN architecture, where the effects of finite rise 
and fall times due to non-ideal pulses on gate operations were 
considered. The scheme was then extended to show how a 
controlled-unitary operation with N controls and a single target 
qubit can be realized in a single pulse. The main advantage of 
the scheme presented in this paper is that it is simple and 
efficient because only a single control parameter is required. 
Also, we do not require the ability to tune couplings during a 
computation. Moreover, unlike some other methods, neither 
does ours’ require encoding physical qubits into logical qubits, 
nor does it require separating qubit-bearing spins by passive 
“barrier” spins, thereby, significantly minimizing the 
computational overhead. 
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Abstract—The mathematical formalism of quantum mechan-
ics has been successfully employed in the last years to model
situations in which the use of classical structures gives rise to
problematical situations, and where typically quantum effects,
such as contextuality and entanglement, have been recognized.
This Quantum Interaction Approach is briefly reviewed in this
paper focusing, in particular, on the quantum models that have
been elaborated to describe how concepts combine in cognitive
science, and on the ensuing identification of a quantum struc-
ture in human thought. We point out that these results provide
interesting insights toward the development of a unified theory
for meaning and knowledge formalization and representation.
Then, we analyze the technological aspects and implications
of our approach, and a particular attention is devoted to
the connections with symbolic artificial intelligence, quantum
computation and robotics.

Keywords-quantum mechanics; quantum cognition; artificial
intelligence; robotics;

I. INTRODUCTION

The use of the mathematical formalism of quantum me-
chanics as a modeling instrument in disciplines different
from physics is now a well established practice and has
historically been motivated by different reasons. Firstly, this
is due to the flexibility and richness of quantum structures
(vector spaces, inner products, quantum probability, quantum
logic connectives, etc.). Secondly, there are two aspects that
are seemingly characteristic of quantum entities, i.e., contex-
tuality and entanglement, and that appear instead indepen-
dently of the microscopic nature of these entities. Thirdly,
the fact that since the fifties and sixties several effects have
been recognized in a variety of areas, such as, economics,
biology, psychology . . . in which the application of clas-
sical structures (set theory, classical logic, Kolmogorovian
probability, etc.) is problematical and generates paradoxes.
The Allais [1] and Ellsberg [2] paradoxes in economics, the
conjunction fallacy [3] and disjunction effect [4] in decision
theory, the representation of concepts and the formalization
of meaning in cognitive science [5], are the most important
examples of situations in which classical structures do not
provide satisfactory results, but more general structures
are needed. In particular, the impossibility of formalizing
and structuring human and artificial knowledge slackened,
notwithstanding the impressive technological success, in

the development of some applied research fields, such as
artificial intelligence and robotics.

The above difficulties led scholars to look for alternative
approaches. Quantum mechanics then provided a fresch
conceptual framework to address these problems in a totally
new light. Hence, a Quantum Interaction Approach was born
as an interdisciplinary perspective in which the formalism of
quantum mechanics was used to model specific situations in
domains different from the microscopic world. In particular,
the new emerging field of Quantum Interaction focusing
on the application of quantum structures to cognition has
been named Quantum Cognition [6]. It is interesting, in
our opinion, to dwell upon the main results obtained by
the scholars involved in this Quantum Interaction Approach.
We stress, however, that the following presentation does not
pretend to be either historically complete or exhaustive of the
various subjects and approaches that have been put forward,
but it just aims to provide an overall conceptual background
for the approach on quantum cognition in which the authors
of the present article and their collaborators are themselves
intensively involved.

The first insights came from psychology. In 1994 one
of the authors and his collaborators proved that classical
probability cannot be used to study a class of psychological
situations of decision processes, but a more general proba-
bilistic framework is needed [7]. In 2002 a contextual for-
malism generalizing quantum mechanics was worked out to
model concept combinations [8]. This SCoP formalism was
successively improved and extended to provide a solution of
the Pet-Fish problem [9], [10]. Since 2007 explicit quantum
models in Hilbert and Fock spaces have been elaborated
to describe experimental membership weights of concept
disjunctions and conjunctions [11], [12], [13], [14], [15],
[16]. These models were then applied to study the Ellsberg
paradox, the conjunction fallacy and disjunction effect in
decision theory [12], [14], [17], and a number of quantum
effects, e.g., superoposition, interference, entanglement, con-
textual emergence, have been recognized in these effects.
This fact led the authors to put forward the hypothesis
that human thought presents two intertwined modes, one
modeled by classical logic and the other mostly modeled by
quantum mechanics [14].
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Concerning cognitive models of knowledge representa-
tion, it was shown that modern approaches to semantic
analysis, if reformulated as Hilbert space problems, reveal
quantum structures similar to those employed in concept
representation. In 2004 two of the authors recognized quan-
tum structures in latent semantic analysis and in distributed
representations of cognitive structures developed for the
purposes of neural networks [18].

Interesting ideas came from information retrieval. In 2003
Dominic Widdows proved that the use of quantum logic
connective for negation, i.e., orthogonality, provided a more
efficient algorithm than the corresponding Boolean ‘not’
of classical logic for exploring and analyzing word and
meaning [19], [20], [21]. In 2004 Keith van Rijsbergen
claimed in his book that the Hilbert space formalism was
more effective than an unstructured vector space to supply
theoretical models in information retrieval [22]. Since then,
several quantum effects have been recognized in information
retrieval and natural language processing, e.g., superposition,
uncertainty, entanglement [23].

In 2006, Peter Bruza and his collaborators applied quan-
tum structures to model semantic spaces and cognitive
structures. More specifically, they undertook studies on the
formalization of context effects in relation to concepts [24],
and investigated the role of quantum structures in language,
i.e., the entanglement of words in human semantic space
resulting from violations of Bell’s inequalities [25], [26].

In decision making important contributions were made
by Jerome Busemeyer, Andrei Khrennikov and their col-
laborators. More specifically, in 2006 Busemeyer modeled
the game theoretic variant of the disjunction effect on a
quantum game theoretic model and used the Schödinger
equation to describe the dynamics of the decision process
[27]. The proposed model is a part of a general operational
approach of comparing classical stochastic models with
quantum dynamic models, and deciding by comparison with
experimental data which of them has most predictive power
[28]. In 2008 Khrennikov presented a quantum model for
decision making: he found an algorithm to represent prob-
abilistic data by means of complex probability amplitudes,
and used the algorithm to model the Prisoners Dilemma and
the disjunction effect [29].

Quantum structures were hypothesized in the studies of
holographic models of memory, which is an old research
field in the psychology of memory. The metaphor which
originally started this field is holography, that is, the ob-
served fact that the human brain seems to have not really
‘places’ for different functions (holonomic brain theory)
[30]. But, holography is a ‘wave effect related to electromag-
netism’, as is well known from physics [31]. For this reason,
some authors suggested that the results obtained in these
holographic models of memory are due to an underlying
quantum structure [32], [33], [34].

We will discuss the presence of quantum structures and

their role in cognition, knowledge representation and in-
formation retrieval in a forthcoming paper [35]. In the
present paper we instead focus on the application of quantum
structures to semantic analysis, artificial intelligence and
robotics. More specifically, we summarize in Sec. II the main
results that have been obtained by one of us in quantum
cognition, including the hypothesis about the existence of
a quantum layer in human mind. In Sec. III we instead
explore how quantum structures can be successfully used
to construct models in semantic analysis and symbolic
artificial intelligence. Finally, in Sec. IV we investigate
the links between our quantum cognition approach and
quantum robotics, which is an emerging field that connects
robot technology with quantum computation. We suggest,
in particular, that macroscopic devices can be constructed
which efficiently simulate quantum computers, thus avoiding
the difficulties arising from the utilization of microscopic
entities in quantum computation and robotics.

To conclude this section, we recall that the Quantum
Interaction Group organizes each year an international con-
ference on the Quantum Interaction Approach (see, e.g.,
[36], for the first three editions) in which physicists, mathe-
maticians, philosophers, psychologists, computer scientists
meet to present and discuss the new results obtained in
applying quantum structures to social, cognitive, semantic
processes. We finally stress that, by the locution ‘quantum
structures’, we actually mean those structures which do not
admit a classical representation, thus requiring either the
entire quantum formalism or a generalization of it. A better
locution would be ‘quantum-like structures’. We however
prefer maintaining the former locution in this paper both
because it is widespread in the literature and to emphasize
the non-classical character of such structures.

II. QUANTUM STRUCTURE IN HUMAN THOUGHT

The proposal of using non-classical logical and probabilis-
tic structures outside physics came primarily from an accu-
rate analysis of the nature of the quantum mechanical prob-
ability model and of the difference between classical and
quantum probabilities [37], [38], [39], [40], [41], [42]. This
critical comparison led us to conclude that classical proba-
bilistic structures formalize the subjective ignorance about
what actually happens, hence they model only situations
that admit an underlying deterministic process. However, it
is well known that situations exist in quantum mechanics
which are fundamentally indeterministic, in the sense that
there is not necessarily an underlying deterministic process
independent of the context. Whenever this reasoning is ap-
plied to decision processes, one can see that human decision
models are quantum in essence, because opinions are not
always determined. This result has been shown by one of us
by working out a quantum model for the decision process
in an opinion poll [7]. But, the domain where classical
set-theoretical based structures most maniflestly failed was
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concept theory and, specifically, the study of ‘how concepts
combine’. This failure was explicitly revealed by Hampton’s
experiments [43], [44] which measured the deviation from
classical set-theoretic membership weights of exemplars
with respect to pairs of concepts and their conjunction
or disjunction. Hampton’s investigation was motivated by
the so-called Guppy effect in concept conjunction found
by Osherson and Smith [5]. These authors considered the
concepts Pet and Fish and their conjunction Pet-Fish, and
observed that, while an exemplar such as Guppy was a very
typical example of Pet-Fish, it was neither a very typical
example of Pet nor of Fish. Therefore, the typicality of a
specific exemplar with respect to the conjunction of concepts
shows a classically unexpected behavior. Since the work of
Osherson and Smith, the problem has been referred to as the
Pet-Fish problem and the effect has been called the Guppy
effect. It can be shown that fuzzy set based theories [45],
[46], [47] cannot model this ‘typicality effect’. Hampton
identified a Guppy-like effect for the membership weights of
exemplars with respect to both the conjunction [43] and the
disjunction [44] of pairs of concepts. Several experiments
have been performed (see, e.g., [48]) and many approaches
have been propounded to provide a satisfactory mathematical
model of concept combinations, but none of them provides
a satisfactory description or explanation of such effects.
Trying to cope with these difficulties one of the authors has
proposed, together with some co-workers, a SCoP formalism
which is a generalization of the quantum formalism [8], [9],
[10], [49]. In the SCoP formalism each concept is associated
with well defined sets of states, contexts and properties.
Concepts change continuously under the influence of a
context and this change is described by a change of the
state of the concept. For each exemplar of a concept, the
typicality varies with respect to the context that influences
it, which implies the presence of both a contextual typicality
and an applicability effect. The Pet-Fish problem is solved
in the SCoP formalism because in different combinations
the concepts are in different states. In particular, in the
combination Pet-Fish the concept Pet is in a state under
the context The Pet is a Fish. The state of Pet under the
context The Pet is a Fish has different typicalities, which
explains the guppy effect. Inspired by the SCoP formalism,
a mathematical model using the formalism of quantum
mechanics, both the quantum probability and Hilbert space
structures, has been worked out which allows one to re-
produce the experimental results obtained by Hampton on
conjunctions and disjunctions of concepts. This formulation
identifies the presence of typically quantum effects in the
mechanism of combination of concepts, e.g., contextual
influence, superposition, interference and entanglement [11],
[12], [13], [14], [15], [16], [50]. Quantum models have also
been elaborated to describe the disjunction effect and the
Ellsberg paradox, which accord with the experimental data
collected in the literature [12], [14], [17].

The analysis above allowed the authors to put forward the
hypothesis that two structured and superposed layers can
be identified in human thought: a classical logical layer,
that can be modeled by using a classical Kolmogorovian
probablity framework, and a quantum conceptual layer, that
does not admit a Kolmogorovian probabilistic model. The
latter mode can instead be modeled by using the probabilistic
formalism of quantum mechanics. We stress, to conclude this
section, that the thought process in the quantum conceptual
layer is strongly influenced by the overall conceptual land-
scape, hence context effects become fundamental.

III. QUANTUM STRUCTURE IN ARTIFICIAL
INTELLIGENCE

Cognitive models of knowledge representation are rele-
vant also from a technological point of view, for the rep-
resentation of objects, categories, relations between objects,
etc., play a central role in the development of artificial intel-
ligence. In the last years techniques coming from quantum
information theory have been implemented in the studies
on semantic analysis and neural networks. In 2004 two of
the authors proved that modern approaches to quantitative
linguistics and semantic analysis, when reformulated as
Hilbert space problems, reveal formal structures that are
similar to those known in quantum mechanics and quantum
information theory, hence in the quantum models on con-
cept representation [18]. Similar situations are recurring in
distributed representation of cognitive structures developed
for the purpose of neural networks. Let us discuss two
interesting aspects of these quantum approaches.

Modern approaches to semantic analysis typically model
words and their meanings by vectors from finite-dimensional
vector spaces (see, e.g., latent semantic analysis [51]). Se-
mantic analysis is mainly based on text co-occurence ma-
trices and data-analysis technique employing singular value
decomposition. Various models of semantic analysis provide
powerful methods of determining similarity of meaning of
words and passages by analysis of large text corpora. The
procedures are fully automatic and allow to analyze texts by
computers without an involvment of any human understand-
ing. The interesting thing is that there are strong similarities
between latent semantic analysis and formal structures of
quantum information theory. Latent semantic analysis is
essentially a Hilbert space formalism. One represents words
by vectors spanning a finite-dimensional space and text pas-
sages are represented by linear combinations of such words,
with appropriate weights related to frequency of occurence
of the words in the text. Similarity of meaning is represented
by scalar products between certain word-vectors (belonging
to the so-called semantic space). In quantum information
theory words, also treated as vectors, are being processed
by quantum algorithms or encoded/decoded by means of
quantum cryptographic protocols. Although one starts to
think of quantum programming languages, the semantic
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issues of quantum texts are difficult to formulate. Latent
semantic analysis is in this context a natural candidate as a
starting point for “quantum linguistics”. Still, latent semantic
analysis has certain conceptual problems of its own. As
stressed by many authors, the greatest difficulty of this
theory is that it treats a text passage as a “bag of words”, a set
where order is irrelevant. The difficulty is a serious one since
it is intuitively clear that syntax is important for evaluation of
text meaning. The sentences “Mary hit John” and “John hit
Mary” cannot be distinguished by latent semantic analysis;
“Mary did hit John” and “John did not hit Mary” have
practically identical representations in this theory because
‘not’ is in latent semantic analysis a very short vector. What
latent semantic analysis can capture is that the sentences
are about violence. We think that experience from quantum
information theory may prove useful here. A basic object
in quantum information theory is not a word but a letter.
Typically one works with the binary alphabet consisting of
0 and 1 and qubits. Ordering of qubits is obtained by means
of the tensor product: we maintain that ordering of words
can be obtained in the same way.

In 1990 Smolensky [52] proposed the introduction of
tensor products of vectors to solve the so-called binding
problem, i.e., how to keep track of which features belong
to which objects in a formal connectionist model of coding.
In the linguistic framework of semantic analysis the binding
problem is equivalent to the problem of representing syntax.
More specifically, one represents an activity state of a
network by a vector (in a fixed basis), then a predicate
p(a, b), such as eat(John, fish), is represented by the
vector r1⊗a+r2⊗b, where the vectors rk represent roles and
a, b are fillers. A predicate is, accordingly, represented by an
entangled activity state. It is important to note that tensor
products are more ‘economic’ than Cartesian products, be-
cause of the identifications (α|ψ〉)⊗ |φ〉 = |ψ〉 ⊗ (α|φ〉) =
α(|ψ〉 ⊗ |φ〉), thus Hilbert (or Fock) spaces automatically
perform a kind of dimensional reduction, which is the
main idea of both latent semantic analysis and distributed
representation. Furthermore, if one is interested in binding,
more than ordering, words, then further compression is
possible by employing bosonic or fermionic Fock spaces.

The above proposals on the advantages of using the
quantum formalism in theories as semantic analysis and
symbolic artificial intelligence find a straightforward theoret-
ical support in our approach in cognitive science followed in
[9], [10] and summarized in Sec. II. Indeed, if the conceptual
mode of human thought has a formal quantum structure, then
it is natural to assume that the quantum formalism should
be more successfully employed in cognitive disciplines. The
same conclusion can be drawn if one assumes that the brain
is a quantum device, as done in [53]. But we stress that
such an assumption is not needed in our approach (a similar
remark will be made in Sec. IV with respect to quantum
robotics).

IV. QUANTUM STRUCTURE IN ROBOTICS

The idea of a quantum robot meant as a complex quantum
system interacting with an external environment through
quantum computers was introduced by Paul Benioff in 1998
[54]. Benioff undertook the study of quantum robots from
a physical perspective. The first applications of Benioff’s
proposal to robot technology are due to Daoyi Dong et al.
[55]. The model of a quantum robot suggested by these au-
thors is made up of multi-quantum computing units, a quan-
tum controller/actuator and information acquisition units. A
quantum robot has also several learning control algorithms,
including quantum searching aglorithms and quantum re-
inforcement learning algorithms. The standard problems
afflicting classical robotics, i.e., robots’ intelligence, sensor
performance, speed of learning and decision making, are
solved by using quantum sensors, parallel computing, fast
searching and efficient learning from quantum algorithms.
In particular, the authors point out the advantages in using
Grover’s search algorithm, which reduces the complexity of
the search algorithm with respect to classical robots.

We observe that the above insights and ideas rest on the
possibility of constructing real quantum computers, imple-
menting quantum operations on microscopic entities, and
thus exploiting the computational advantages that quantum
computation should guarantee over classical computation.
It is however well known that several technical difficul-
ties, besides conceptual hindrances, occur whenever one
accepts to consider seriously the possibility of constructing
a concrete quantum computer. The control and manipulation
of individual quantum systems, the necessity of robustly
representing quantum information, the actual feasibility in
performing quantum algorithms, are examples of such diffi-
culties. Hence, also the realizability of an efficient quantum
robot strongly depends on these technological obstacles.

Let us now come to our quantum cognition approach
summarized in Sec. II. Here, the fact that the formalism
of quantum mechanics can be successfully employed to
model concept representation, decision making and cognitive
processes suggests that, conversely, the processes working
in human mind have structurally a quantum nature. And
this fact does not necessarily entail the compelling require-
ment that microscopic quantum processes occur in human
mind. Indeed, following the quantum cognition approach,
the hypothesis is rather that macroscopic processes can entail
quantum structure without the necessity of the presence of
microscopic quantum processes giving rise to these macro-
scopic processes. As a consequence of this hypothesis, one
could maintain that human mind itself works as a system
which is closer to a quantum computer than it is to a classical
computer. It does not necessarily have to be equivalent
with a quantum computer – we believe it is not –, but
entailing quantum structure gives it similar advantages in
computing power than the ones that quantum computers
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have over classical computers. This insight could explain,
in particular, why artificial intelligence and robotics are still
facing some fundamental problems, notwithstanding their
impressive technological success: this is due to the fact that
they use the paradigm of classical computation which is not
powerful enough to perform the operations that the human
mind is able to do. Let us finally recall that some of us have
worked out macroscopic models (connected vessels of water,
quantum machine, . . . ) which show a quantum behavior and
exhibit typical features of quantum mechanical entities, i.e.,
contextuality, entanglement, violation of Bell’s inequalitities,
etc. [39], [40], [41], [49]. This result is relevant in the
perspective of quantum robotics because it opens up the
possibility that the resources of quantum computation can
be sought in other types of realizations than microscopic
quantum entities and qubits. One could indeed envisage the
possibility of elaborating (eventually complex) macroscopic
devices which perform quantum algorithms, thus simulating
quantum computers and exploiting the enormous extra power
coming from quantum computation. In this way, the fore-
going problems connected with the control of microscopic
entities would be avoided and, better, the possibility of
performing quantum computation by using only classical
physics could potentially allow one to increase the resources
of quantum computation itself.
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Abstract—Coherence time and the ease of operability of
a device are well-known requirements for the realization of
individual qubits. However, the successful integration of many
devices further restricts the choices for implementation. In
this article, we describe a device in which manufacturing
considerations have been taken into account for the device
design and the choice for material, and where leadless control
of the qubit is possible.
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I. INTRODUCTION

Since the early development of integrated circuits in
1958, the continuous decrease in transistor size, as described
by Moore’s law [1], has been driven by the continued
demand for increasing computing power. This has been
mainly facilitated by technological advances, which allow
the incorporation of a progressively large number of smaller
transistors onto a single chip. Quantum mechanical effects
have been found to be increasingly important in the behavior
of conventional devices at the nanometer scale, and this has
led to substantial research into the quantum properties of
nanoscale objects. In addition, devices on this scale offer
the possibility of making circuits for quantum information
processing and quantum computing, a notion first suggested
by Feymann [2].

In the past decades, many architectures have been pro-
posed as platforms for quantum computation [3] most using
an optical or a solid-state approach. All make use of quantum
bits or qubits, an analogue of the classical bit, as an essential
element of computation. Some of these realizations have
been particularly successful, such as superconductor-based
qubits with Josephson junctions, trapped ions or coher-
ent photon states. This is primarily due to the choice of
the material, the ability to perform fast measurements as
well as the simplicity of the system. However, a practi-
cal implementation for circuit applications requires high
fidelity results, a good scalability, and preferably a high
compatibility with existing manufacturing techniques. This
has driven several proposals attempting to use silicon as
the basis for qubit realization, because of its compatibility
with current fabrication methods. (An example is the well-
known Kane proposal for quantum computation [4]) Silicon
has intrinsic properties such as potentially the absence of
intrinsic nuclear spins, which make it a desirable choice
for qubit as well as conventional transistor fabrication. In

semiconductor approaches, we can broadly define two qubit
types: Charge qubits, where the basis states are defined by
two distinct electron distributions, and spin qubits where
the representation is in the spin orientation of electron or
nucleus.

In this article, we first review the technological and
commercial constraints that led to our choice for employ-
ing charge qubits in an isolated silicon structure, with an
emphasis on flexibility, reliability, cost and compatibility
with conventional fabrication techniques. We then define
the qubit states for that specific system and describe how
basic quantum operations could be performed under DC
voltages, in particular the initialization stage and swap
operations. Supported by recent and ongoing experimental
investigations, we finally show that specific device features
could be used for future leadless operation of the system
that would ultimately simplify scalability.

II. TECHNOLOGICAL CHOICES

Some materials that have been considered for the man-
ufacture of qubits, such as III-V compounds, possess ap-
parently significant advantages, in particular a direct band
gap and the possibility to reduce interface scattering through
layer design [5]. However, issues such as the finite nuclear
spin, leading to spin qubit decoherence, and strong dipole
scattering from polar phonons, decohering charge qubits,
make silicon still appear a material of choice for manufac-
turing future qubit processors.

Another important consideration for future commercial-
ization is the need for high reproducibility, both in the device
fabrication and in quantum operation readouts. Devices must
have a high fabrication yield and their electronic character-
istics or behaviors must be consistently reproducible. There
are several pathways to realize a solid state qubit. One
of the more recent consists in using the spin state of a
localized electron at a donor site in silicon [6], [7], as
was suggested by Kane [4]. Although easily allowing both
charge and spin qubit manipulation, this concept is difficult
to scale because of the requirement for precise single ion
positioning and the inherent donor diffusion during anneal
stages. Another option in silicon is the use of quantum
dots with dimensions of a few tens of nanometers. For
such a structure, a singly charged quantum dot pair or
double quantum dot is appropriate. Because the dimensions
lie within the range of transistor sizes that are currently
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manufactured, the industrial infrastructure is already well
adapted to this future technology.

In order to realize any type of solid-state qubit, one
has to minimize sources of noise to keep a coherence
time sufficiently long and be able to perform a significant
number of operations before re-initialization of the qubit
becomes necessary. Unfortunately, and despite line filtering
and careful contact designs, high frequency noise can reach
the device via highly conducting paths such as gate or source
and drain leads. In addition, it is desirable to minimize the
number of leads to ease the process fabrication, especially
for 3D integration purposes as well as minimizing possible
interference effects. From this perspective, ungated devices
seem preferable, and these will be described here.

These devices consist of a double-dot charge qubit, where
the quantum states | 0⟩ and | 1⟩ are represented by two
different electron distributions between the lobes of the
device, coupled with a detector to measure the changes in
charge distribution.

In many solid-state approaches to quantum computation,
single electron transistors (SETs) have been the primary
choice for detection of charge movement at the fractional
charge level. Their design relies on the presence of two
tunnel barriers of conductance ≪ e2/h separated by a con-
fined region made of a single dot. Their operation principle
is based on Coulomb blockade (CB) resulting in electrons
being blocked for transport if the electrostatic configuration
is not energetically favourable for tunneling. Tunnel barriers
can be controlled by forming metal gates on top of the
structure or by patterning constrictions in the device and thus
modifying the potential barrier height between the contact
and the quantum dot. In both cases, the dot potential has to
be controlled by an additional gate. The method described
here provides the advantage of physically decoupling the
detector from its control gate by allowing a side-gate to be
patterned laterally and by etching the unnecessary material
between the gate and the dot.

One potential difficulty to be overcome in using doped
silicon results from the potential noise in the device itself due
to tunneling or hopping events of electrons in the vicinity
of the device. In particular, random telegraph signals are
detrimental to the measured signal quality, most especially
at low temperatures due to electron hops between donor
sites. However, such electron dynamics may be controlled by
adjusting the doping density, varying the electrostatic field
inside the structure [8] or manipulating the trap population
by microwave measurement [9]. Following the previous dis-
cussions, the use of a doped silicon SET with constrictions
and a sidegate then seems a reasonable choice for a qubit
state detector.

The noise reduction implementations in the structure can
be carried out further by etching the material around the
qubit structure, so that direct electron transfer between
the qubit and the detector becomes prohibited. Although

SILICON

SINGLE ELECTRON
TRANSISTOR

DOUBLE DOT

QUANTUM
COMPUTATION

Integration
Coherence time

Robustness
Sensitivity

Noise
Scalable

Qubit operation

Figure 1. Industrial choices for qubit structures.

necessary in order to obtain longer coherence times, this
choice makes measurement more challenging because it is
not possible directly to probe the states of the qubit, for
example, by using source and drain contacts.

In the next sections, we describe the operation of an
isolated double quantum dot (IDQD) structure and present
some specific electronic properties. In particular, we show
that strong detection of the qubit states could be obtained
using a SET (Figure 1) and that leadless qubit operation
using microwaves is conceivable.

III. PRINCIPLES AND DC QUBIT OPERATION

A. Qubit definition and initialization

Owing to the doping concentration, the size, and the
geometry of the dots, usual simulations based on capacitance
calculations are insufficient fully to describe the transport
characteristics of the device [8]. Indeed, the operation of
the qubit is strongly influenced by the presence of localized
states at the edge of the structure and electron-electron
interaction within and between dots. As a consequence,
electron tunneling between dopant states may induce a
charge reorganization in the structure. The understanding of
the electronic properties of an IDQD capacitively coupled
to an SET then requires the use of multi-electron physics in
simulations.

To this end, the qubit states have to be defined as an
effective charge excess in one of the two IDQD dots. An
effective charge is defined by the variation in the electrostatic
potential that would be created by a single-electron tunneling
event in a metallic structure. This takes into account the
possibility for the electron to tunnel between donor sites in
the same dot as well as charge rearrangement. The initial
electron population in each dot, N1 and N2, is initially
defined by the range of gate voltages used to operate the
device. We then have :
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Figure 2. a) Single qubit device and its detector. Control gate are Vg for
the SET and Vc and Vt for the IDQD. b) Fabricated two qubit devices with
two SET detectors in the same configuration

| 0⟩ =| N1, N2⟩ (1a)
| 1⟩ =| N1 + δ,N2 − δ⟩withN1 +N2 = N (1b)

Here, N is the total number of electrons in the IDQD,
excluding localized electrons at the Si-SiO2 interface and δ
the effective charge displaced. N is fixed at the etching stage
in the process.

Within the proposed geometry, a single qubit structure
required two gates to be patterned. One close to SET and
one close to the IDQD. Due to capacitance coupling between
the gates, the SET and the IDQD, compensation techniques
[10] have to be implemented in order to maintain the detector
in the most sensitive region during qubit operations. Such
a structure design allows high scalability to ungated multi-
qubits (Figure 2b). However, for a single qubit test structure,
it is possible to use a third detuning gate in order to avoid
compensating voltages [8] (Figure 2a).

The initial states | 0⟩ and | 1⟩ are defined by mapping the
SET current with the SET gate and the IDQD gate Vc. The
presence of a significant shift in the CB peak position defines
the set of gate voltages (Vg0, Vc0) and (Vg1, Vc1) for which the
two states could be accessed. The magnitude of the Coulomb
peak displacement in gate voltage is dependent on the tunnel
barrier between the two IDQD dots but also on the relative
coupling strength between the SET and the two IDQD dots.
The efficiency in the charge detection is then enhanced if the
IDQD is oriented perpendicular to the source drain leads of
the SET because of the produced difference of sensitivity
and capacitance between the SET and the respective upper
and lower IDQD dot. This configuration was chosen to this
end.

In the case of uncompensated operations, the gate voltages
are fixed at the degeneracy region where the two states are
in superposition of states (V ∗

g , V ∗
c ) and the third gate defines

the | 0⟩ and | 1⟩ states (V ∗
t0 , V

∗
t1) (Figure 3).

B. Quantum logic operations

Quantum logic operations are usually performed by a set
of pulses sent via the side-gate leads and describing simple
unitary operations. Such a technique has been successfully

-0.4 -0.2 0.0 0.2 0.4
-2.8

-2.6

-2.4

-2.2

-2.0

-1.8

-1.6

-1.4

1

0

Vt0* Vt1*

Vt (V)

V
c (

V)

Vc*

Figure 3. Operation points for the qubit with | 0⟩ and | 0⟩ states. Colors
map the dependence of the SET current ISD on gate voltages, with high
(low) current values in red (blue).

applied in a SET coupled IDQD structure and Rabi oscil-
lations have been demonstrated [11]. Due to capacitance
coupling between the different elements of the nanostructure,
including the qubit, the detector and the various gates,
reliable operations require the use of gate compensation
technique, synchronous triggering of the gate signals and
well-controlled pulse transmission in high frequency lines.

As an alternative method to trigger and control the dis-
placement of electrons between the two IDQD dots, in the
next section we describe an experimental approach to control
a qubit using centimeter-waves with leadless coupling.

IV. LEADLESS OPERATION AND SCALING

Radio and microwave signals can be coupled to the device
either directly, via gates, or in a leadless approach by
broadcasting them using an antenna (electrical coupling) or
a coil (magnetic coupling) [12]. For the latter, the coupling
is weaker but efficient matching can be obtained even at
low temperature. In previous experiments, the control signal
hν was set to be in resonance with the energy difference
between two neighboring phosphorous sites in the SET [9].
In most cases, the operating frequency was in the gigahertz
(GHz) range and electrons were able to be displaced between
the two sites. This was possible although hν ≪ kT because
of the poor electron-phonon coupling in these structures
[13]. Such a microwave-induced electron displacement can
be coherent, and control of the Rabi rate can be achieved, as
demonstrated in similar devices [14]. In these experiments,
the resonant condition was determined by a sharp increase
in the SET current due to a modification of the tunneling
barrier profile. Because the SET and the IDQD are made of
the same material, it is conceivable that specific frequencies
may address localized electrons at the phosphorous sites
in the IDQD. Although some electron hops in the IDQD
will not be detected by the SET due to their location,
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away from the detector, some can induce a sufficiently large
effective charge displacement so that the SET could detect
them. This possibility is supported by the observation of the
effect of random telegraph signals (RTS) on the electron
population in the IDQD dots in some devices. RTS result
from random jumps of electrons between donor sites and
are generally considered as a source of electronic noise at
low temperature. If present in devices, they result in abrupt
shifts in the CB peak positions in gate voltage in single
electron transistors.

However, there is a difference depending on such events
take place in the SET or in the IDQD. For the former, the
charge occupancy in the dot is abruptly modified and leads
to a shift in all CB peak positions in gate voltage by a
same amount and independently of the IDQD configuration.
However, RTS in the IDQD mostly affect the SET at the
degeneracy region. Due the dot electrical insulation, RTS in
the IDQD can only be probed indirectly by assessing their
influence on the SET conductivity.

When the qubit is set in the superposition of state
| 0⟩cos (ϕ)+ | 1⟩sin (ϕ), RTS induces a phase shift close
to π/2, leading to a partial electron population inversion
in the IDQD (Figures 4 and 5). Because RTS operate in
the same way as previous microwave controlled electron
tunneling, this observation enlighten the possibility to con-
trol the qubit for specific microwave frequencies. Such an
experimental test was carried out by coupling microwave to
the device in a leadless approach that resolves the problem
of impedance matching, both in a region of qubit operability
and outside for comparison. At a frequency of 7.5775
GHz, we observe that the normal SET operation is not
affected by the microwave for any power whereas a partial
population inversion was realized when the qubit is tuned in
its operating point and the power of the microwave close
to 0 dBm (Figure 6). For this configuration we did not
observe any heating effect due to the microwave absorption
nor increase in the electron temperature. These results thus
demonstrate that a suitable frequency and power level could
lead to a controlled population inversion in the qubit and so
to a phase shift.

Because the value of the frequency operating the qubit is
depending on both geometrical constraints and the quantum
dot internal structure, it is possible to modify or adjust
the frequency during the process of the device, so that
different frequencies could be associated to different qubits.
This is technologically advantageous for scalability purposes
because the difficulty in addressing various qubits is reduced
to the implementation of frequency multiplexing. This idea
was partly demonstrated in previous experiments [15].

V. CONCLUSION

We have presented a possible implementation of a solid-
state qubit that is compatible with current commercial fab-
rication techniques and with a potentially long decoher-
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Figure 4. SET current profiles along Vt for the two qubit state config-
urations. RTS events are present and induce partial population inversions
when the qubit is set in an entangled state with ϕ ∼ π/4. For Vt < −0.6V,
states are clearly projected on qubit basis states.
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Vt. RTS events modify the SET current ISD level around the degeneracy
region (Vg ∼ 3.7± 0.1 V) whereas the other CB peaks remain unaffected.

ence time due to its isolated nature. Despite geometrical
constraints, a successful and large detection signal was
obtained and the qubit basis states were mapped in a
gate dependency diagram. We have also shown that this
specific implementation can offer the possibility for leadless
operation, especially in the microwave range, leading to
easier scalability. Finally, the choice for silicon as a base
material to realize the qubit offers the advantage of using a
similar structure in order to implement spin qubits.
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Abstract — We review results in theoretical modeling of 
quantum systems in support of the studies of decoherence and 
qubit interactions for quantum information processing. The 
developed modeling tools have been applied to semiconductor 
materials and nanostructures that show promise for 
implementation of coherent, controlled quantum dynamics at 
the level of registers of several quantum bits (qubits), such as 
spins. Field-theoretical techniques have been utilized to 
address decoherence and more generally the origin and effects 
of quantum noise and the loss of entanglement in quantum 
dynamics of qubits and several-qubit registers. Qubit coupling 
mechanisms via the indirect exchange interaction have been 
investigated, and quantum computing designs have been 
evaluated for scalability. We also describe general and specific 
research challenges, the solution of which will advance the field 
of modeling “open quantum systems” to further our 
understanding of how environmental influences affect 
quantum coherence and its loss during quantum dynamics. 

Keywords — qubit; decoherence; exchange; entaglement. 

I.  INTRODUCTION 

We review results in the field of “controlled quantum 
dynamics,” aimed at investigating general aspects of 
quantum noise, as well as single- and multi-qubit 
decoherence, robustness of entanglement, and origins of two-
qubit interactions, the latter mediated via the qubits’ 
coupling with a many-body bath of modes (e.g., acoustic 
phonons, conductions electrons). Study of “open quantum 
systems,” with new challenges suggested by the emerging 
field of quantum information, requires utilization and 
development of field-theoretical many-body techniques for 
the description of quantum dynamics. These studies have 
facilitated evaluation of scalability of existing and emerging 
quantum computing schemes, for instance, for spin- and 
quantum-dot based quantum computer designs. 

  

Emergence of entanglement, by induced indirect-
exchange Ruderman-Kittel-Kasuya-Yosida (RKKY) type 
interactions, and its loss due to quantum noise can be 
quantified by developed calculation techniques for the 
system’s dynamics, with the environmental (bath) modes 
traced out, to describe the induced interaction and quantum 
noise in a unified treatment. 

  

The reported research has been focused on the 
maintenance of coherence of quantum dynamics controlled 
by qubit-qubit interactions and quantum noise, both 

mediated by coupling to external baths, such as acoustic 
phonons or conduction electrons coupled to quantum-dot and 
impurity-atom spin qubits in semiconductor-material 
heterostructures. The latter, RKKY-type mechanism of spin-
spin (qubit-qubit) interaction offers an approach to 
incorporate scalable control of entanglement into solid state 
quantum computing schemes. Calculations of bath-induced 
interactions and decoherence have been carried out for 
systems of relevance to the ongoing measurement and 
interaction experiments. 

 

In Section II, we generally cite our modeling results. In 
Section II, we survey the status of research work in the field 
of evaluation of decoherence. In Section IV, we outline 
research challenges in the topics involving induced 
interactions (RKKY-type) and their interplay with quantum 
noise. Finally, in Section V we address some longer-term 
issues in the physics of open quantum systems subject to 
environmental noise.  

 

II. DECOHERENCE AND INDUCED INTERACTIONS 

Decoherence (quantum phase noise) [1] and, for more 
than a single qubit, the associated loss of entanglement, are 
the main obstacles to scalable quantum computation. 
Theoretical evaluation of a quantum computing scheme 
includes identification of system parameter ranges for which 
the level of quantum noise is within the conditions for fault-
tolerant quantum error correction. Coherent quantum control 
of systems and structures on the nanoscale, but larger than 
single atoms and molecules, has been explored in 
experiments that control quantum dynamics beyond the 
traditional energy-level spectroscopy. Reduction of quantum 
noise to maintain quantum coherence over the experimental 
time scales is key to probing processes and concepts that 
were until recently out of the reach of experimental 
observations, including such recent discoveries as 
observation of an electron spin resonance (ESR) signal from 
a single spin [2,3], or probing RKKY-type indirect exchange 
interaction that, via conduction electrons, influences the 
dynamics of two spins of electrons located in separate 
quantum dots [4]. 

 

Here we outline research to advance theoretical 
evaluation of decoherence, entanglement, and interactions. 
From the earlier focus on the quantum-Hall-effect systems 
[5-7], our research has extended to rather general results on 
decoherence [1,8-10] and, more recently, disentanglement 

46

ICQNM 2011 : The Fifth International Conference on Quantum, Nano and Micro Technologies

Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-151-9

                           55 / 122



and RKKY-type interactions for two qubits [11-13], as well 
as to additive measures of decoherence for multi-qubit 
registers [1,14]. Model calculations have been carried out for 
a range of spin- and quantum-dot-based quantum computing 
schemes in semiconductor nanostructures, e.g., [1,10,15,16]. 
While the focus has been on semiconductor materials, most 
of these approaches apply to any qubit-based quantum 
computing scheme. 

 

III. DECOHERENCE DURING QUANTUM GATE FUNCTIONS 

It has been recognized that for times, t, larger than ħ/kT, 
which is about 2.5×10–14 sec at room temperatures of 300K, 
Markovian approximation schemes, e.g., [17,18], can be 
used. For NMR/ESR, these have been utilized primarily for 
single-qubit calculations of the relaxation and dephasing 
time scales, T1 and T2, and of the asymptotic large-time 
properties of the density matrix elements of the qubit, with 
the environmental (bath) modes traced out.  

 

Quantum information processing necessitates the 
development of techniques applicable for the “short-time” 
regime t < ħ/kT, because most quantum-computation 
schemes are for systems at very low temperatures, for which 
gate times are shorter than or comparable to ħ/kT. Then the 
bath mode correlations with the system of qubits cannot be 
entirely treated within the no-memory, immediate-
rethermalization Markovian approximations. We have 
developed a new calculational approach designed for this 
regime, which does not include the Markovian assumption, 
and reported its applications, e.g., [8-10,16]. 

  

The level of quantum noise in the idling state, for a single 
qubit, as well as during the simplest quantum gates, has been 
well quantified [1,10,19-38]. The calculation involves 
evaluation of the qubit’s density matrix, followed by 
calculation of numerical measures of the degree of 
decoherence. The calculations can be done within both our 
short-time and the Markovian approximations, and the 
largest (the worst-case scenario) noise measure values can 
then be used to test the system as candidate for scalable 
quantum computer designs. 

  

We have introduced new quantitative measures of 
decoherence which are approximately additive [1,10,14] as 
long as the noise for each qubit is small (for the short 
duration of a quantum gate function), and therefore these 
measures can be used to further extend the results to several-
qubit quantum registers, in terms of the noise measures of 
the individual qubits, even when these qubits are strongly 
entangled.  

  

In these calculations, the Hamiltonian of the qubit system 
and bath of environmental modes, is modeled by 

( )S B SBH H t H H   ,   (1) 

where 

( ) ( )S i gH t H H t  .    (2) 

Here iH  is the Hamiltonian of the idling qubit register, 

while ( )gH t  represents time-dependent gate control. The 

Hamiltonian of the environment is given by BH , and SBH  

is its interaction with the qubits. The environment is often 
modeled as a bath of bosonic quantum modes (e.g., 
phonons).  

  

There have been few available results for evaluation of 
quantum noise during general time-dependent gate 
functions. The time dependence introduced by non-zero 

( )gH t , requires time-ordering in the evaluation of the qubit 

evolution operator, which makes many standard techniques 
for dynamical calculations inapplicable. We initiated a new 
approach [39] yielding the first results for a gate-controlled 
qubit interacting with a boson bath of modes. 

  

Recently reported first experimental successes in 
coherent control of single electron spins in quantum dots, 
e.g., [40], pose an interesting theoretical challenge to develop 
systematic modeling techniques for general-time-dependence 
gate-controlled qubits, as well as establish additivity criteria 
to enable evaluation of the level of noise for registers of 
several such controlled qubits.  

 

IV. INDUCED INTERACTION AND QUANTUM NOISE 

Modeling of an open quantum system within the 
Hamiltonian description, Eqs. (1)-(2), involves significant 
technical difficulties: While the system Hamiltonian can be 
just single- or two-spin, the bath-mode Hamiltonian involves 
many modes, in the simplest case a collection of 
noninteracting bosonic fields, 

†
B k k k

k

H b b  .    (3) 

The qubit-bath interaction can involve terms of the form 
 

† † * ...SB S k k S k k
k k

H g b g b      ,  (4) 

where S  is a system operator, as well as more complicated 

expressions in the case of fermionic bath fields (e.g., 
electrons). There can usually be several interaction terms 
involved in Eq. (4), and also in Eq. (3), when more than one 
qubit is studied, and for various bosonic polarizations, for 
instance for acoustic phonons, or for more than one bath 
dominating the relaxation of the system.  

  

However, and even more importantly, there are physical 
assumptions that have to be invoked to supplement this 
description. The open-quantum system dynamics cannot be 
entirely specified by the Hamiltonian for the system and the 
selected bath of external modes. We have to also model the 
effects of the thermalization imposed by the “rest of the 
universe” on the bath, as well as consider the choice of the 
initial conditions for the whole system, the latter an issue that 
represents an important challenge on its own, which will not 
be addressed here. These topics have a long history in the 
NMR and ESR literature, primarily for single, idling spins 
within Markovian approximations [17,18,41-44]. 

 

Recent experimental efforts to create and maintain 
entanglement of two electron spins in gate-formed double 
quantum dots with interaction mediated by electrons in 
conducting channels [4,45], have drawn interest to a new set 
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of problems. The bath modes, while serving as the main 
source and mediator of the quantum noise causing 
decoherence, will also cause loss of entanglement of two 
(and more) spins. However, the same modes, via their 
interactions with the qubits can also mediate an indirect 
exchange (RKKY-type) interaction. The latter can create 
entanglement and, for appropriate initial conditions, drive the 
approximately coherent quantum dynamics for some time. 
Ultimately, for long enough times the quantum noise effects 
will dominate and cause thermalization (unless the qubits are 
perturbed by quantum-control gate function external 
potentials).  

 

Let us remark that the original RKKY calculation 
corresponds to the zero-temperature evaluation of the 
coupling induced between localized magnetic moments by a 
“bath” of conduction electrons. The ideas to utilize various 
solid-state excitations as a medium to couple qubits for 
quantum information processing have been advanced by 
several groups [5-7,12,13,46-50]. The main advantage of 
such coupling is that it should allow for larger distances 
between qubits and therefore for their easier fabrication and 
control. 

 

Besides the need to properly incorporate the physics of 
the environmental influences in the open-quantum-system 
description, which is not a fully understood problem and is 
usually handled within phenomenological approaches, one 
should also aim at tractability of the resulting equations for 
the quantities of interest, for instance, the density matrix of 
the qubits, S , after the environmental effects were traced 

out. Typically, a Markovian approximation scheme can lead 
to a quantum Liouville equation of the type 

 , coherent terms noise termsS S Si H    . (5) 

The hope is to be able to derive the “coherent” terms, which 
correspond to Hermitian additions to SH  in the commutator, 

and the noise terms due to the bath modes. 
  

The added terms in Eq. (5), induced by the system’s 
interactions with the bath modes, are usually evaluated 
within the second-order (in the interaction strength) 
expansion, as well as other approximations [12,13,18,50] 
aimed at making the results tractable for calculations. For 
more than one qubit, the qubit-qubit entanglement is created 

both by the internal qubit-qubit interactions in SH , and by 

the induced interactions, which are part of the coherent 
terms, whereas other coherent terms involve for instance 
single-qubit operators and represent Lamb shifts.  

 

The noise terms, however, act to unravel the 
entanglement. Indeed, results have been reported for a 
system of two qubits, suggesting that the noise-induced 
decoherence of two entangled noninteracting qubits and their 
disentanglement are closely related [11,51], with the 
suppression of entanglement taking place at least as fast as 
the product of the factors that describe the suppression of 
each qubit’s coherence. These results were obtained both for 
a Markovian-type noise model and for the short-time regime, 
but limited to uncorrelated noise sources for each qubit. 

 

We have reported the first systematic calculations 
[12,13,50] of the combined effects of the induced interaction 
and quantum noise due to the phonon or (interacting, 
correlated) conduction electron bath, with applications for 
qubit geometries suggested by possible experiments [2-4,45]. 
While the actual calculations are quite formidable, the 
expression for the induced interaction is relatively compact, 
because it only involves components of two spin operators. 
As an illustration, here is the result for the calculated [50] 
indirect exchange interaction between two spins at separation 
d , mediated by acoustic phonons, 
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d

 (6) 

Here (1),(2)
, ,m x y z   are the Pauli matrixes of the qubits, sc  is the 

speed of sound, and c  is the phonon cut-off frequency. For 

a system of two spins (of outer electrons) of P-donor 
impurities, placed in bulk Si at a distance d  apart, and 

subject to a constant uniform magnetic field, zH , the 

exchange interaction is primarily due to the longitudinal 
acoustic phonons [50]. The coupling is super-Ohmic: we can 
assume that 3mn   in Eq. (6), for the small-frequency 

dependence of the standard Caldeira-Leggett spectral 
function, and that the coupling parameters due to the spin-

orbit interaction, satisfy ,
x zy

x y z
n nn

     with 

2 10
3 8.4 10 .z

c    The cut-off frequency is due to the 

localization of the wave function, 
12 1

B 9.3 10 s ,c sc a    which in this case is much 

smaller than the lattice Debye cut-off ( 9
B 10 ma   is half 

of the effective Bohr radius of an electron at the P-impurity). 
  

The expression for the noise effects is much more 
cumbersome [13,50], and is model-assumption dependent. 
The interplay of the induced interaction and quantum noise 
can be used to control the creation of time-dependent 
entanglement, as illustrated in Figure 1. The obtained results 
suggest future research into both the buildup of the 
entanglement and its unraveling, for interacting (and 
ultimately also controlled via time-dependent external “gate-
function” interactions) qubits subject to quantum noise due 
to various bosonic and fermionic bath modes, in both the 
short-time and Markovian regimes. Entanglement should be 
explored as a fragile resource for quantum information 
processing, and for the relation [11,51] of disentanglement to 
decoherence. 

  

The concurrence is by now a generally accepted, 
calculable in closed form measure of quantum-information 
content of two-qubit entanglement [52]. For the dynamics of 
two spins interacting with an acoustic-phonon environment, 
the concurrence as a measure of entanglement can reveal a 
rather nontrivial behavior; see Figure 1. We point out, 
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however, that with the full reduced density matrix of the 
system available, other quantities can also be calculated as 
needed, e.g., [53]. 

 
 

 

 
 

V.  CHALLENGES 

With the actual experimental probes now being carried 
out at the nanoscale, long-standing open problems have 
become more pressing, and some new ones have been 
suggested by experimental developments. For definiteness, 
we consider time-independent SH  from now on.  

  

Perhaps the most fundamental of these problems is the 
matter of thermalization vs. bath-induced coherent-dynamics 
effects in open quantum systems. The “textbook” approach 
to thermalization [17,42-44] has been to assume that, for 
large enough times the time evolution of the system plus 
bath is not just controlled by the combined Hamiltonian, but 
is supplemented by the instantaneous loss-of-memory 
(Markovian) approximation, which introduces irreversibility 
and imposes the bath temperature on the reduced system 
dynamics in the infinite-time limit, which is then approached 
as the density matrix elements assume their thermal values: 

 / /( ) TrS SH kT H kT
S t e e   ,  (7) 

with the exponential relaxation (diagonal) and decoherence 

(off-diagonal) rates defining the time scales 1,2T . 
  

However, it turns out that the traditional 
phenomenological no-memory approximations, yielding 
thermalization and the Fermi golden rule for the transition 
rates, etc., assume in a way too strong a memory loss: They 
erase the possible bath contributions to the coherent part of 
the dynamics at shorter times, such as the Lamb shift for a 
single qubit as well as the induced RKKY interactions for a 

bi-partite system. Indeed, while relaxation leading to Eq. (7) 
is driven by the “on-shell” exchanges with the bath, it is the 
memory of (correlation, entanglement with) the bath modes 
that drives the induced interaction via virtual exchanges. 
Actually, the “on-shell” condition (imposed by the so-called 
secular approximation, see Section 8.1.3 in [17]) also 
underestimates additional decoherence at short times: the 
“pure” or “adiabatic” contribution to the off-diagonal 
dephasing, that has been estimated by using other approaches 
[1,8,9,16,33].  

  

Perhaps the simplest way to recognize the ambiguity is to 
ask if the Hamiltonian in Eq. (7) should have included the 
bath-induced interaction terms (not shown)? Should the final 
Boltzmann distribution correspond to the energy levels / 
basis states of the original “bare” system or the one with the 
RKKY-interaction / Lamb shifts added, and more generally, a 
bath-renormalized, “dressed” system? 

  

There is presently no consistent treatment that will 
address in a satisfactory way all the expected physics of the 
bath-mode effects on the dynamics. The issue is partly 
technical, because we are after a tractable, rather than just a 
“foundational” answer. It is well accepted that the emergence 
of irreversibility cannot be treated within tractable and 
calculationally convenient approaches derived directly from 
the microscopic dynamics: phenomenology has to be 
appealed to. However, even allowing for phenomenological 
solutions, all the known tractable schemes yielding the 
indirect exchange interaction, treat thermalization in a 
cavalier way, resulting typically in noise terms 
corresponding to getting the infinite temperature limit at 
large times, which thus artificially avoids the issue of which 

SH  should enter in Eq. (7), whereas the established schemes 

that yield thermalization at large times, lose some 
intermediate- and short-time dynamical effects. 

  

We have just discussed the challenges in formulating 
unified treatments that will cover all or most of the 
interesting dynamical effects for various time scales, from 
short to intermediate (for induced interaction effects and pure 
decoherence) to large (for the onset of thermalization), 
providing a tractable calculational (usually perturbative, 
many-body) scheme. This discussion also alludes to several 
other interesting conceptual challenges in the theory of open 
quantum systems.  

  

Let us presently comment on the issue of the bath-mode 
interactions with each other, as well as with impurities, the 
latter particularly important and experimentally relevant 
[45,54] for conduction electrons as carriers of the indirect-
exchange interaction. Indeed, the traditional treatment of 
open quantum systems has assumed noninteracting bath 
modes. When the bath mode interactions had to be accounted 
for, we have treated the added effects either perturbatively 
[6], or, for strong interaction, such as Luttinger-liquid 
electrons in a 1D channel, we took [12] the collective 
excitations as the new “bath modes.” Generally, however, 
especially in Markovian schemes, one has to seek 
approaches that do not involve certain double-counting. 
Indeed, the assumption that the bath modes are at a fixed 

Figure 1.  The concurrence as a function of time for various qubit 
separations, here quantifies the entanglement of two spin-1/2 qubits, 
due to the interaction and quantum noise induced by a bath of acoustic 
phonons. The parameters were for P-donor electrons in Si, at T = 1 K, 
in external magnetic field Hz = 3×104 G. In terms of the single-spin 

basis | | |      ; the two spins were initially in |   ; the bath 

was initially thermalized at the temperature T. 
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temperature, could be possibly considered as a partial 
accounting for the effects of the mode-mode and mode-
impurity interactions, because these interactions can 
contribute to themalization of the bath, on par with other 
influences external to the bath. This may be particularly 
relevant for phonons that always have strong anharmonicity 
for any real material. In a way this problem fits with the 
previous one: We are dealing with effects that can be, on one 
hand, modeled by added terms in the total Hamiltonian but 
on the other hand, may be also mixed up in the process of 
thermalization that is modeled by actually departing from the 
Hamiltonian description and replacing it with Liouville 
equations that include noise effects. Recent experimental 
advances bring these long-standing challenges to the level of 
application that requires tractable solutions that can be 
confronted with experimental data.  

  

There are other interesting topics to be considered, for 
instance, the question of whether additional sources of 
quantum noise are important? It has recently been 
established [55] that potential difference between two leads 
(reservoirs, or baths, of electrons) can be a source of 
quantum noise, with the potential difference magnitude 
playing the role of the temperature parameter. What, then, 
about a system (qubit) coupled to two thermal baths at 
different temperatures? Will the resulting heat transfer 
(energy flow between the bath via the system) generate 
added quantum noise?  

  

As an example of a more practical issue, let us mention 
the possible effect of the sample geometry on phonon and 
conduction electron induced relaxation and interactions. We 
have already explored [12] the one-dimensional aspect of the 
electron gas in a channel. Indeed, electrons are easy to 
confine by gate potentials. The situation for phonons, 
however, is less clear: can geometrical effects modify, and 
particularly reduce, their quantum-noise generation capacity, 
or change the induced interactions? Our preliminary studies 
[50] seem to indicate strong overall geometry dependence. 
However, the situation is not entirely clear, especially for the 
strength of the noise effects, and suggests future explorations 
because recent experiments with double dot nanostructures 
in Si membranes [56] indicate that true nanosize 
confinement (due to the sample dimensions) of otherwise 
long-wavelength modes (in the transverse sample 
dimensions) is now possible and will have dramatic effect on 
the phonon spectrum and, as a result, on those physical 
phenomena that depend on the phonon interactions with 
electron spins. 

  

Finally, we point out that several recent experiments, e.g. 
[57-62], have explored aspects of coherence and control in 
semiconductor nanostructures for quantum computing. 
While the progress has been impressive, there is no clear 
“winner” system. It is likely that the future promising 
designs will be hybrid, based on the presently explored 
schemes. It is notable that the ensemble-NMR quantum 
computing approaches have presently reached partial control 
and manipulation of 12 qubits [63], which allows 
consideration of “algorithmic” concepts in multi-qubit 
system design while the other approaches catch up. 

 

To summarize, we have outlined ongoing theoretical 
research and a selection of challenging open problems to 
address, in support of the emerging field of quantum 
information, ultimately aimed at achieving quantum control 
of multi-qubit systems. 
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Abstract—Visual representation is essential to share ideas, 
interpret previous achievements or formulate new algorithms 
quickly and intuitively, however most representations of 
multy-qubit systems either conceal the properties of individual 
qubits or fail to visualize entanglement. This study discusses a 
representation that overcomes these problems through the 
methodology of fractals. The proposed method visualizes 
individual qubits as constants of the fractal that corresponds to 
the whole system. The statistical self similarity allows the total 
number of qubits to be flexible, making it easy to study 
subsystems. Generalization of this method through labeled 
signed binary trees is also presented which makes it possible to 
create other representations with similar properties. 

Keywords - Quantum information; representation; 
visualization; fractals; binary trees 

I.  INTRODUCTION 

Quantum informatics and communications already 
promises applications that outperform classical solutions, 
e.g. Shor’s prime factorization [1], the unconditional security 
of quantum cryptography [2], or practical realization of 
quantum communication [3]. It is also likely that this 
discipline will become even more important during the up-
coming years.  However, quantum mechanics is well-known 
for its counterintuitive nature that is hard to visualize thus 
making it problematic to quickly share ideas, interpret 
previous achievements, or formulate new algorithms quickly 
and intuitively. 

In order to be able to solve these issues, a visual 
representation could be useful. The Bloch-sphere sufficiently 
represents one qubit [4] [5], or more qubits that are 
separable, but entanglement – one of the most important 
phenomena in quantum informatics – eludes this type of 
visualization. 

Another possible approach is to use objects that have 
enough degree of freedom to represent the whole system. 
However this method usually conceals the inner structure, 
and does not give us an idea of what happens if we measure 
the state of few qubits instead of the whole system (a method 
used in many algorithms and protocols). This approach does 
not handle well those cases where the addition of more 
qubits is decided or when dividing the system into smaller 
parts. 

There are also methods to generalize the Bloch-sphere 
through the mathematical structure called Hopf-Fibrations 
[6], but the arising geometrical structures are vastly complex 

and hard to read, thus making the method useless as a 
visualization technique. 

An ideal visualization scheme would preserve the 
mathematical structure of a multi-qubit system in a way that 
is easy to interpret by the naked eye using compact and two 
dimensional images. The ideal solution should also give at 
least some insight to the states of single qubits, would work 
for any finite number of qubits, as well as it should work 
show entanglement. This study aims to give an example of 
such a scheme based on fractals and a generalization rule to 
construct other schemes alike. 

This paper is organized as follows: Section I introduces 
visualization of quantum states. Section II presents the new 
proposed approach using fractals. Section III generalizes this 
approach through labeled signed binary trees. Finally, 
Section IV concludes the paper. 

II. FRACTAL-BASED REPRESENTATION 

For the sake of clarity, the cases of single and multiple 
qubits should be presented separately. 

 
Figure 1.  Representation of a single qubit (without phase). The 
respective lengths A2 and B2 of the black and white sides of the bar 

correspond to the probability of a measurement on the qubit yielding the bit 
value 0 or 1. 

A. Single qubits 

Let us write the probability amplitudes in an exponential 
form: 

 ( ) ( ) 1exp0exp ⋅⋅⋅+⋅⋅⋅=ϕ βiBαiA , (1) 

 122 =+ BA . (2) 
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Figure 2.  Representing the phase of a single qubit. (a) The vertical 
position  of the lines on each part of the bar represents the phase. (b) An 
enlarged version of the bar’s left side shows the phase. The bottom of the 

bar corresponds to 0 and the top to 2π. 

 
Figure 3.  A few simple example of single qubits. 

 
Let us draw a horizontal bar and then using a vertical 

gray line divide it into a black and a white side with 
respective lengths of A2 and B2 where the total length of the 
stripe is considered 1. This should give the probabilities of a 
measurement on the qubit producing the value 0 or 1. To 
avoid ambiguity, the black part of the bar corresponding to 
the measurement yielding 0 should always be placed first, 
and the white part corresponding to the measurement value 1 
should placed second, thus representing them in ascending 
order. 

 
A gray frame should also be added to the bar so that the 

white part can be easily seen in front of a white background. 

To visualize the phase let’s draw horizontal lines on the 
black and white parts of the bar, each with the opposite color 
(black on white and white on black), in a way, that the 
vertical position of the line represents α and β (the bottom of 
each stripe should correspond to 0 and the top to 2π). 

 

B. Multiple qubits 

To visualize multiple qubits statistically self-similar 
fractals should be constructed using the bars described in the 
previous section. It is well known that the complexity of a 
quantum system grows quickly as function of the number of 
qubits, but the complexity of a fractal can match this growth: 
every newly added qubit means a further iteration step in 
constructing the fractal representing our quantum system. 

Therefore, at first, the qubits should be numbered in the 
order they will be measured at the end of our protocol. Multi 
qubit systems whose qubits are separable and whose are not 
should also be distinguished. 

For separable qubits the representation of the whole 
system can be done, by simply copying the scaled down 
version of the bar corresponding to the subsequent qubit, 
under each parts of the previous bars. 

 

 
Figure 4.  Fractal representation of a multi-qubit system and the 

separable qubits that serve as it’s building blocks. Note that although the 
fractal displays stochastic attributes this is due to the varying building 
blocks that are not influenced by the construction process (which is 

deterministic). 

In terms of the Lindenmayer system the representation of 
separable qubits can be formulated as follows: 

Let the nth qubit be:  

1)exp(0)exp( ⋅⋅⋅+⋅⋅⋅=ϕ nnnnn βiBαiA . (3) 

Let us denote the bar representing this qubit by Cn(w) 
where w stands for the total width of the bar. Let the 
constants of the fractals be the Cn(w) bars as described 
above, except for the bottom part of the gray frame on each 
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(black and white) sides. Let the variables be the bottom parts 

of the gray frame denoted by j
nD  with respective lengths of 

j
nL  where the index j runs from 1 to 2n (odd indexes 

corresponding to the bottom parts of black and even indexes 
to the white sides of each bars). 

Let the initiator be a straight horizontal gray line 0
0D , 

with the length of 1=0
0L , and the production rule be 

( )( )j
nn

j
n LCD 1+→  for all j. 

Sticking to the convention that the black side is followed 
by the white on each bar, the widths on the resulting figure 
from left to right will give us the probabilities of measuring a 
bit string in ascending order. 

 
Figure 5.  Iterational steps of the fractal representation. The width of 
the lowermost part of the bars represents the probability of a measurement 

yielding the value represented by the colors of the parts above it. (Read 
from top to bottom black means 0, white means 1.) To identify the 

individual qubits, compare with Figure 4. 

However, there is another way of representing the phase. 
Sometimes, it is more useful to draw figures with all the 

phase information in the bars of the last iteration. This kind 
of representation will be equivalent to the description of the 
whole system using bracket formalism. If the state of the 
multi-qubit system is: 
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αiA
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αiAφ
 (4) 

then the representation with this inherited phase can be 
drawn as follows. Let the black and white parts of the bar 
read from top to bottom indicate bit values in a certain ith 
term of the sum (i being a binary number). Let the width of 
these parts (or to be more precise the width of the undermost 
part) be Ai

2, where the total width of all the bars is 
considered 1. Let the phase in this undermost part be 
represented by the height of a horizontal line of opposite 
color as described in part A. 

 
Figure 6.  Representation using the collapsed phase. This is equivalent 
to the bracket description of the whole system. Note that some of the color 

combinations are missing from the graphs, meaning their width (and 
detection probability) is zero. One such combination is white, white, white, 
black (read from top to bottom), meaning the measurement will never yield 

1110. 

Converting the previous, recursively defined version of 
the representation to the non-inherited phases can be done by 
adding all the phases above each other and drawing a 
horizontal line on the lowermost bar in the height of the sum 
(where the bar is considered a torus due to 2π periodicity). 

This kind of inherited phase can be useful because all the 
phase information is at the lowermost bars, and not separable 
states cannot be represented otherwise. 

While the inherited phase version is equivalent to the 
bracket description in a sum form, the non-inherited phase 
form of separable qubits is equivalent to a tensor product 
form, and of course many transitional ‘mixed’ stages are 
possible between the two. 
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These mixed representations can be constructed with the 
same iterative process as the non-inherited phase variants, 
but they use the inherited phase representation as building 
blocks instead of the bars representing single qubits. (Of 
course, if a single qubit is separable from the whole system 
than its inherited phase, non-inherited phase and single bar 
representation are the same.) 

 
Figure 7.  Possible representations of the same multi-qubit system. (a) 
In the inherited phase version it is easy to read the phase of the total qubit 
triplets, making this useful in case when a phase-sensitive measurement or 

operation is performed on the whole system. (b) The partially inherited 
phase representation is useful when the first qubit is treated separately from 
the other two. Note that the inherited phase representation can only be used 

in case of separable qubits, thus the last two qubits that are entangled, 
cannot be represented that way, making this mixed representation a 

‘maximally non-inherited’ one. 

III.  GENERALIZATION THROUGH BINARY TREES 

The previously described representation is only one of 
many possibilities. 

To construct another one, first we need to choose a 
building block that can represent a complex number. It is 
best to choose the blocks to have one more degree of 
freedom that can symbolize a binary value. Two blocks are 
needed to represent a single qubit, although the two can be 
handled as one object. For example in case of the 
representation described in Section II, the blocks 
symbolizing complex numbers are the sides of the bars, the 
additional degree of freedom is their color, and two of these 
(with opposite color) are handled as a single bar. Instead of 
these bars the two complex numbers could be represented 
using the Bloch-sphere although it is not the best choice 
since two dimensional representations are easier to interpret, 
and squared shapes are easier to pack compactly. 

To represent multiple qubits a rule is needed that makes 
it possible to connect two of the building blocks representing 
complex numbers to each previous block. The resulting 
structure will be equivalent to a signed, labeled binary tree, 
where the labels are complex numbers. The signs will 
correspond to the bit values, although if the blocks 
representing complex numbers have an additional degree of 
freedom, it does not have to be visualized through the 
connection rule. 

 
Figure 8.  Other representations can be constructed, which are 
equivalent to a signed labeled binary tree whose labels are complex 

numbers. 

The labels can be calculated either in a fashion when they 
inherit some of the properties of their ancestors, or in a way 
when they do not. The later can only be done for separable 
qubits but can be used to illustrate individual states of single 
qubits. In this case the nth level of the tree will correspond to 

the nth qubit, and the label j
nC  will correspond to the 

probability amplitude of qubit value 0 if j is odd, and 1 if 
even (where j runs from 1 to 2n). In the inheriting case the 

label j
nC  will correspond to the complex number that can be 

calculated as the product of the probability amplitude 
described in the non-inheriting case and every other 
probability amplitude corresponding to the ancestors of that 
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particular node. This method is useful for representing the 
system as a whole, and compresses most of the information 
in the labels of the leaf nodes. 

Mixed representations are also possible, as described in 
Section II. Note that in the first representation the width (and 
thus the detection probability) is always inherited while the 
phase can be inherited, not inherited or mixed, making 
different attributes of the same complex number behave 
differently. 

It is also worth noting, that the complex number 
associated with the root should have an absolute value of 1. 
Although the root can represent the global phase, it is not 
necessary to describe a multi-qubit system, and as such it 
was not used in the first representation. 

IV. CONCLUSION 

As discussed, fractals self-similarity and complexity 
make them ideal candidates for representing multi-qubit 
systems. In the present paper the properties of an ideal 
visualization were described, giving an example of such a 
representation in detail. This representation was generalized 
through labeled signed binary trees. Even though the two 
approaches might seem different, these binary trees can be 
constructed recursively using the methodology of fractals. 
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Abstract—Studies in cognitive science show that the ways
in which people combine concepts and make decisions cannot
be described by classical logic and probability theory. This has
serious implications for applied disciplines such as information
retrieval, artificial intelligence and robotics. Inspired by a
mathematical formalism that generalizes quantum mechanics
we have constructed a contextual framework for modeling
both concept representation and decision making, together
with quantum models that are in strong alignment with
experimental data. The results can be interpreted by assuming
the existence in human thought of a double-layered structure,
a classical logical thought and a quantum conceptual thought,
the latter being responsible for the non-classical effects. The
presence of a quantum structure in cognition is relevant,
for it shows that quantum mechanics provides not only a
useful modelling tool for experimental data but also supplies
a structural model for human and artificial thought processes.
This approach has strong connections with theories formalizing
meaning, such as semantic analysis, and has also a deep impact
on computer science, information retrieval and artificial intel-
ligence. Specific links with information retrieval are discussed
in this paper.

Keywords-quantum mechanics; quantum cognition; decision
theory; information retrieval;

I. INTRODUCTION

The aim of this article is to present to the community of
quantum technology researchers a newly emerging approach
to the modelling of human and artificial thought processes
that makes use of the formalism of quantum mechanics.
We will introduce and describe the main aspects of this
approach which though well developed has not yet been
applied to technological problems. There is a community
of researchers, physicists, computer scientists and psycholo-
gists, focusing on this approach, and the emerging domain of
research has been called ‘Quantum Cognition’ [1]. It outlines
the application of the formalism of quantum mechanics to
situations that traditionally are a subject of investigation
in cognitive science, artificial intelligence and semantic
theories. More specifically, it aims at modelling entities
and/or processes of a cognitive nature, and also puts forward
potential solutions to some difficult problems in cognitive
science, artificial intelligence, semantic theories and infor-
mation retrieval. Some interesting technological applications
of our perspective to symbolic artificial intelligence and

robotics will be outlined in a forthcoming paper [4]. We
focus here on the applications in knowledge representation
and with respect to information retrieval.

Let us briefly summarize this paper. In Sec. II we report
the problems and paradoxes discovered in decision theory
and cognitive science, such as the Allais and Ellsberg
paradoxes, the disjunction effect and the conjunction fallacy,
and the Pet-Fish problem. In particular, we stress in this
section that these difficulties required a significant change
of perspective in our understanding of the role played by
classical logic in human thought. In Sec. III we show how
the quantum approach is used to model the contextual man-
ner in which concepts interact and combine. Contextuality
makes it possible to elaborate quantum models for the
above mentioned paradoxes which correctly reproduce the
experimental data existing in the cognitive science literature.
An explanation of the obtained results can be given by
assuming that two differently structured and superposed,
classical logical and quantum conceptual, modes coexist in
human thought and their simultaneous presence is respon-
sible of the failures of classical structures to cope with the
aforementioned difficulties. Finally, we discuss in Sec. IV
the fact that our quantum cognition approach supplies an
intuitive basis for the application of the quantum formalism
in information retrieval, which is thus more firmly founded.

II. NON-CLASSICAL EFFECTS IN ECONOMICS AND
PSYCHOLOGY

Some of the effects in cognition which the quantum
cognition community has identified as requiring quantum
structures to be modeled were first observed by economists.
In two seminal papers Maurice Allais [5] in 1953 and Daniel
Ellsberg [6] in 1961 observed that experimental situations
exist in economics that are inconsist with the traditional
economic theory of rational choice, namely violations of the
so-called Sure-Thing Principle [7] and the expected utility
hypothesis [8], [9]. These deviations, often called paradoxes,
were identified as indicating the existence of an ambiguity
aversion; that is, individuals prefer ‘sure choices’ over
‘choices that contain ambiguity’ and ‘risk taking’. Although
it was was not (explicitly) identified at the time, they could
not be explained by classical logic and probability theory.

57

ICQNM 2011 : The Fifth International Conference on Quantum, Nano and Micro Technologies

Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-151-9

                           66 / 122



However, solutions to them have been proposed within the
new field of quantum cognition.

The second identification of effects of a non-classical
nature was in psychology, and Amos Tversky and Daniel
Khaneman played a crucial role in them [10]. The effects
brought to light by them have meanwhile been studied
extensively and are referred to as the conjunction fallacy
[11] and the disjunction effect [12]. However, the funda-
mental contradiction of these effects with classical logic and
probability theory, although identified at the time, was not
believed to be the core of the problem.

The domain where most manifestly the classical set-
theoretical based structures were identified to be failing was
in the study of ‘how concepts combine’. This was revealed
by James Hampton’s experiments [13], [14] which mea-
sured the deviation from classical set-theoretic membership
weights of exemplars with respect to pairs of concepts and
their conjunction or disjunction. Hampton’s investigation
was motivated by the so-called Guppy effect in concept
conjunction found by Osherson and Smith [15]. These
authors considered the concepts Pet and Fish and their
conjunction Pet-Fish, and observed that, while an exemplar
such as Guppy was a very typical example of Pet-Fish, it was
neither a very typical example of Pet nor of Fish. Therefore,
the typicality of a specific exemplar with respect to the
conjunction of concepts can show an unexpected behavior
from the point of view of classical set and probability
theory. As a result of the work of Osherson and Smith, the
problem is often referred to as the Pet-Fish problem It can
be shown that neither fuzzy set based theories [16], [17]
nor explanation based theories [18], [19] can model this
‘typicality effect’. Hampton identified a Guppy-like effect
for the membership weights of exemplars with respect to
pairs of concepts and their conjunction [13], and equally so
for the membership weights of exemplars with respect to
pairs of concepts and their disjunction [14], e.g., Olive is
found to be a not very strong member of Fruits and also a
not very strong member of Vegetables, but it is a very strong
member of Fruits ‘or’ Vegetables. The empirical deviations
from the expectations of fuzzy set theory are referred to
as overextension and underextension. Several experiments
have since been conducted (see, e.g., [20]) but none of the
currently existing concepts theories provides a satisfactory
description or explanation of these effects. The combination
problem is considered so serious that it is sometimes said
that not much progress is possible in the field if no light is
shed on this problem [19], [20], [21].

Each of the previous problems share a common feature:
they have to do with modelling meaning and the structure
of human thought, hence a solution to these problems could
shed a new light on some disciplines that try to reproduce
what happens in human mind, such as artificial intelligence
and robotics (see [4]).

III. QUANTUM STRUCTURE IN HUMAN THOUGHT

This section summarizes the results achieved by our
research group on quantum cognition. For the sake of clarity,
we proceed by steps.

A. Statistical studies of decision processes

Hypothesizing the presence of non-classical logical and
probabilistic structures in human thought one of us proposed
a quantum model for the modeling of a decision process
during an opinion poll [22]. The inspiration for this proposal
came primarily from an extensive study carried out on the
nature of the quantum probability model [23], [24], and the
becoming aware of the exact and detailed difference between
classical probability and quantum probability.

This perspective suggested that classical probabilistic
structures model only situations that are deterministic in
essence, and where the observers ‘lack knowledge about’.
Situations of this kind may occur also in quantum mechan-
ics, but this theory predicts the existence of situations that
are indeterministic in depth, in the sense they do not admit
an underlying deterministic process independent of context.
For example, in a measurement process the result of the
measurement cannot be attributed to the physical entity that
is measured, hence the probability of that result in a given
state cannot be interpreted as formalizing a subjective lack
of knowledge about the entity. It is the interaction of the
measured entity with the measurement context that deter-
mines the result of the measurement. As a consequence, the
measurement context provokes an indeterministic influence
on the physical entity, and quantum probability models this
indeterminism.

Whenever the above reasoning is applied to decision
processes, it can be shown that models of decision making
are quantum in essence, because opinions are not always
determined ‘before the testing of these opinions take place’,
and can hence in principle easily been influenced by the
testing itself [22]. This is evident if one considers an opinion
poll, that is, a testing of the dynamics of human decision
making with statistics. For certain questions, for example a
question such as ‘Are you a smoker or not’, the situation for
classical probability is satisfied. Indeed, people being tested
’are always smokers or not smokers before the test being
applied during the opinion poll’. Hence the test for such type
of properties only consists of lifting a lack of knowledge.
However, if one considers another type of question, e.g.,
‘Are you against or in favor of the use of nuclear energy’,
then it seems to be a better hypothesis about the reality
of the states of mind of human beings that there are three
cases now (i) the person’s mind is made up already, in
favor; (ii) the persons mind if made up already, against;
(these are the two ‘classical probability situations, the test
only lifts lack of knowledge’); (iii) the persons mind is not
made up, and formed ‘during and hence partly by the test
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itself’. It is this third possibility which introduced a ‘non-
classical probabilistic effect’. As a consequence, human
decision making is intrinsically non-classical, and quantum
probability is an obvious choice as an alternative to classical
probability, since in quantum probability this extra aspect is
‘exactly the one that is allowed to exist’.

B. The Pet-Fish problem within a SCOP formalism

The SCoP formalism was developed to cope with the
difficulties presented in Sec. II. It is a generalization of the
quantum formalism and in which context plays a relevant
role in both concept representation and decision processes
[25], [26]. This role is very similar to the role played by
the measurement context on microscopic entities in quantum
mechanics. In the SCOP formalism, a concept is an entity
that can be in different states, and such that a given context
provokes a change of state of the concept. Let S be a
concept. We denote by Σ the set of its states, by M the set
of its contexts and by L the set of its properties. Moreover,
we introduce a special state of the concept S called the
ground state, denoting it by p̂. The ground state can be
considered as the state the concept is in when it is not
evoked by any particular context. Furthermore, we introduce
for a given concept S a unit context 1 which describes
the situation where no context occurs. A given context e1
induces a change of state of the concept S from the the
ground state p̂ to another state, say p1. That p̂ and p1 are
different states is manifested by the fact that the frequency
measures of different exemplars of the concept, as well as
the applicability values of the properties of the context are
different for different states.

To build a SCOP model we need not only the three
sets Σ,M and L, that is, the set of states, the set of
contexts and the set of properties, respectively, but also two
additional functions µ and ν are required. The function µ is
a probability function that describes how state p under the
influence of context e changes to state q. Mathematically,
µ is a function from the set Σ × M × Σ to the interval
[0, 1], where µ(q, e, p) is the probability that state p under
the influence of context e changes to state q. We write:

µ : Σ ×M× Σ → [0, 1]; (q, e, p) 7→ µ(q, e, p). (1)

The function ν describes the weight, i.e. the renormalization
of the applicability of a certain property given a specific
state. Mathematically, ν is a function from the set Σ×L to
the interval [0, 1], where ν(p, a) is the weight of property a
for the concept in state p. We write:

ν : Σ ×L → [0, 1]; (p, a) 7→ ν(p, a). (2)

Thus a SCOP model is defined by the five elements
(Σ,M,L, µ, ν). To build a SCOP model, we collect the
contexts thought to be relevant to the model we want to build
(more contexts lead to a more refined model). M is the set
of these contexts. Starting from the ground state p̂ for the

concept, we collect all the new states of the concept formed
by having each context e ∈ M work on p̂ and consecutively
on all the other states. This gives the set Σ. Note that M
and Σ are connected in the sense that to complete the model
it is necessary to consider the effect of each context on each
state. We collect the set of relevant properties of the concept
and this gives L. The functions µ and ν that define the
metric structure of the SCOP system have to be determined
by means of well chosen experiments.

It follows from the above representation Psychological
studies have revealed that concepts change continuously
under the influence of a context, and this change is described
using SCOP by a change of the state of the concept. For each
exemplar of a concept, the typicality varies with respect
to the context that influences it. Analogously, for each
property, the applicability varies with respect to the context.
This implies the presence of both a contextual typicality
and an applicability effect. The Pet-Fish problem is solved
in the SCOP formalism because in different combinations
the concepts are in different states. In particular, in the
combination Pet-Fish the concept Pet is in a state under the
context The Pet is a Fish. The state of Pet under the context
The Pet is a Fish has different typicalities, which explains
the Guppy effect.

C. A quantum model for concept combinations

On the basis of the SCOP formalism, a mathematical
model using the formalism of quantum mechanics, both the
quantum probability and Hilbert space models, has been
worked out. This allows one to reproduce the experimental
results obtained by Hampton on conjunctions and disjunc-
tions of concepts. It is interesting to observe that typically
quantum effects, i.e. superposition and interference, appear
at once if one considers the following simple quantum model
for the disjunction of two concepts [28].

Let us consider two concepts A and B. Both A and
B are described quantum mechanically in a Hilbert space
H, so that they are represented by the unit vectors |A〉
and |B〉 of H, respectively. We represent the concept ‘A
or B’ by means of the normalized superposition vector
1√
2
(|A〉 + |B〉), and also suppose that |A〉 and |B〉 are

orthogonal, i.e. 〈A|B〉 = 0. An experiment considered in
Hampton [13], [14] consists of a test aimed at ascertaining
whether a specific item X is ‘a member of’ or ‘not a member
of’ a concept. We represent this experiment by means of
a projection operator MX on the Hilbert space H. This
experiment is applied to the conceptA, to the conceptB, and
to the concept ‘A or B’, yielding the probabilities µX(A),
µX(B) and µX(A or B), respectively. These probabilities
represent the degrees to which a subject is likely to choose
X to be a member of A, B and ‘A or B’, respectively. In
accordance with the quantum rules, these probabilities are
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given by µX(A) = 〈A|MX |A〉, µX(B) = 〈B|MX |B〉 and

µX(A or B) =
1

2
(〈A| + 〈B|)MX(|A〉 + |B〉). (3)

Applying the linearity of Hilbert space and taking into
account that 〈B|MX |A〉∗ = 〈A|MX |B〉, we have

µX (A or B) =
µX(A) + µX(B)

2
+ <〈A|MX |B〉 (4)

where <〈A|MX |B〉 is the real part of the complex number
〈A|MX |B〉. This is called the interference term in quantum
mechanics. Its presence produces a deviation from the aver-
age value 1

2
(µX(A)+µX (B)), which would be the outcome

in the absence of interference. It is the interference term that
we found to be responsible of the deviations from classically
expected membership weights measured by Hampton.

We note that Eq. (4) is not the most general formula for
reproducing all empirical data on the disjunction of concepts.
To work out a general model for the disjunction of two
concepts, we need to introduce the notion of quantum field
theory. More precisely, the Hilbert space H describing the
‘one-particle way’ must be combined with the tensor product
Hilbert space H⊗H describing the ‘two-particle way’ to get
the Fock space (H ⊗H) ⊕H to explain the emergence of
the new concept ‘A or B’. The latter is then represented by
the normalized vector

ψ(A,B) = meiθ|A〉 ⊗ |B〉 +
neiφ

√
2

(|A〉 + |B〉), (5)

where m2 + n2 = 1, the experiment is described by the
projection operator MX ⊗MX ⊕MM , and the probabilities
representing the degrees to which a subject is likely to
choose the item X to be a member of ‘A or B’ is given by

µX(A or B) = m2(µX (A) + µX(B) − µX(A)µX (B))

+n2(
µX (A) + µX(B)

2
+ <〈A|MX |B〉). (6)

We do not discuss here the deep reasons for introducing
these quantum field aspects, for the sake of brevity. We limit
ourselves to observe that, whenever a subject is asked to
decide about the membership of an item X with respect to
the concept ‘A or B’, the subject will consider two identical
items X pondering on the membership of one of them with
respect to A ‘and’ the membership of the other with respect
to B [28].

The above quantum mechanical formalism has been em-
ployed [28] to model all the experimental data obtained in
Hampton’s experiments [13], [14].

The formulation above identifies the presence of typically
quantum effects in the mechanism of combination of con-
cepts, e.g., contextual influence, superposition, interference,
emergence and entanglement [27], [28], [29], [30], [33],
[34]. Furthermore, quantum models have also been elab-
orated to describe the disjunction effect and the Ellsberg
paradox, which accord with the experimental data existing

in the literature [28], [30], [35]. It has been shown that it is
the overall conceptual landscape, or context, that generates
the paradoxical situation encountered in real experiments.

D. Superposed layers in human thought

The analysis above has allowed the authors to suggest the
hypothesis that two structured and superposed layers can
be identified in human thought: a classical logical layer,
that can be modeled by using a classical Kolmogorovian
probability framework, and a quantum conceptual layer, that
can instead be modeled by using the (non-Kolmogorovian)
probabilistic formalism of quantum mechanics. The thought
process in the latter layer is given form under the influence of
the totality of the surrounding conceptual landscape, hence
context effects are fundamental in this layer [30]. We are still
clarifying the relationship between these layers of thought
and the two modes of thought – analytic and associative –
discussed elsewhere [31], [32], as well as their relationship
to convergent versus divergent thought, and the notions of
explicit versus implicit cognition.

We conclude this section with two remarks. Firstly, we
note that in our approach the explanation of the violation of
the expected utility hypothesis and the Sure-Thing Principle
is not (only) the presence of an ambiguity aversion. On
the contrary, we argue that the above violation is due to
the concurrence of superposed conceptual landscapes in
human minds, of which some might be linked to ambiguity
aversion, but other completely not. We therefore maintain
that the violation of the Sure-Thing Principle should not
be considered as a fallacy of human thought, as often
claimed in the literature but, rather, as the proof that real
subjects follow a different way of thinking than the one
dictated by classical logic in some specific situations, which
is context-dependent. Secondly, we observe that according to
our approach ‘there is a definite holistic aspect’ related to the
structuring of meaning. However, this holistic aspect is not
the one mentioned sometimes with reference to ‘quantum
consciousness’ or other very speculative related issues, the
presence of holism is of a ‘down to earth’ nature and simply
revealing that ‘meaning is related to the whole landscape of
conceptual, emotional, . . . , content’.

IV. QUANTUM COGNITION AND INFORMATION
RETRIEVAL

Quantum mechanical structures have also been used in
the domain of information retrieval [36], [37], [38]. An in-
formation retrieval system finds relevant information from a
collection of information objects, which may be documents,
web pages, images, videos, etc. For example, search engine
algorithms exploit the link structure of the web besides the
lexical content in web pages. Roughly speaking, they mine
human decisions about what pages are good to link to for
a particular subject. Novel techniques developed since the
eighties have shown that vector space based information
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retrieval is potentially more powerful than Boolean logic
based information retrieval (in particular, key words match-
ing). Recently, vector space models have been extended to
incorporate Hilbert spaces together with the representation
and manipulation of word meaning. It has been shown, in
particular, that it is the quantum logic structure underlying
quantum mechanics that is effective in producing theoret-
ical models for information retrieval. Widdows and Peters
[37] proved that the use of quantum logic connective for
negation, i.e. orthogonality, is a powerful tool for exploring
word meaning and it is more efficient than Boolean ‘not’
of classical logic in document retrieval experiments. Van
Rijsbergen [38] introduced a general theory for information
retrieval based on quantum logic structures. More precisely,
he showed that three keystone models used in information
retrieval, a vector space model, a probabilistic model and a
logical model, can be described within Hilbert space, where
a document can be represented by a vector and relevance by
a Hermitian operator.

The above results fit in naturally with the quantum cogni-
tion approach outlined in Sec. III, which provides theoretical
support for the use of the quantum mechanical formalism
in information retrieval and natural language processing in
terms of the quantum conceptual layer. It is quite reasonable,
indeed, to maintain that a given human or artificial system
aiming at extracting information and knowledge from a
user should be quantum based, since concepts are combined
by human minds in such a way that they entail quantum
mechanical structure, more specifically, combined concepts
are entangled [28], [39]. But there are other strong reasons
for claiming the necessity of using contextual quantum based
structures in information retrieval, arising from the research
developed in our quantum cognition approach. In fact, the
following results have been obtained by using search engines
on the world-wide-web.

(i) A Guppy-like effect can be identified by collecting data
on concepts and their conjunctions using internet search en-
gines. This effect appears as a consequence of the contextual
meaning landscape surrounding the concepts considered and
their conjunctions [40].

(ii) Some of Bell’s inequalities can be deduced by con-
sidering coincidence experiments and gathering data on
concepts and their combinations on the world-wide-web.
One can show that these inequalities are violated, which
reveals the presence of entanglement [41].

We conclude this paper by suggesting a possible line of
research. Knowledge organization systems (KOS) play an in-
creasingly important role in modern society [42], [43]. They
employ classical structures to model properties and concepts
and hence are subject to the difficulties mentioned in Sec. II.
But, one could provide a generalized, or ‘quantized’, version
of a KOS using a SCOP quantum based formalism for the
properties and concepts. Taking into account the preceding
analysis, together with the results obtained by van Rijsbergen

and Widdows, we expect that a SCOP version of KOS will
give rise to greater adaptiveness and performance.
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Abstract—We demonstrate the use of well designed artificial 
DNA lattices as active biointerface material for electrochemical 
biosensing. Gold-PCB electrodes were modified with metalloid-
polymer nanocomposite in presence/absence of DNA 
nanostructures and then characterized for its electrochemical 
response toward antigen, bovine serum albumin (BSA) and 
antibody, anti-bovine serum albumin (anit-BSA) interaction.  
The surface chemical modifications were achieved by 
utilization of suitable alkane dithiol and 1-ethyl-3-(3-
dimethylaminopropyl) carbodiimide hydrochloride/N-
Hydroxysuccinimde (EDC/NHS) coupling reaction, 
respectively. Furthermore, UV-visible spectral and Field 
Emission-Scanning Electron Microscope (FE-SEM) studies 
ensured the immobilization and morphological characteristics 
of the designed nanobiocomposite biosensor. 
 

Keywords-DNA cross tile; Metalloid-polymer; BSA/Anti-
BSA; Biosensor; Biointerface 

I.  INTRODUCTION  

  DNA is well known as a biomolecular carrier of genetic 
information, but in recent years the application of DNA- 
based nanostructures are invaluable for material science and 
nanotechnology. Unique structural composition and 
physical-chemical properties makes them possible for 
diverse architectures [1].  The incorporation of DNA into 
nano-object design is of great interest to establish high 
selective and reversible interactions between the 
components of a nanosystem. Many researchers have 
highlighted the immobilization and characterization of DNA 
on surfaces including X-ray photoelectron spectroscopy 
(XPS) [2, 3], ellipsometry [2], neutran reflectivity [4], 
surface plasmon resonance (SPR) [5], Raman spectroscopy 
[6] and scanning tunneling microscopy (STM) [7]. However, 
relationship between different nanostructures and 
orientation of surface-tailored DNA, their biological 
adherence and the behavior of DNA modified electrodes are 
still remaining as fundamental issues for its exploitation in 
biosensor studies. By using suitable surface linking/ 
modifying agent optimal concentration of DNA can be 
easily immobilized on the electrodes. Generally, scanning 
probe microscopes (STM and AFM) are utilized to achieve 
imaging of DNA nanostructures [8, 9]. Zhang et al. studied 
the orientation of DNA on gold electrodes using 
electrochemical (EC)-STM [8]. Kelly et al. investigated the 

different applied potential effect on the orientation of self-
assembled DNA helices on gold by EC in-situ atomic force 
microscope [10].  
      The target of the present research work is to extend the 
application of DNA-based nanostructures as biointerface 
materials. To this regard, we have utilized the artificially 
designed DNA lattices and modified at the interface of 
nanocomposite materials and gold-PCB electrodes and 
performed the biosensing of antigen-antibody interaction. 
The two different nanocomposite materials incorporated in 
the current experiments are poly(ethyleneglycol)-
silica@silver core (PEG-SiO2@Ag) and poly (p-dioxanone-
co-caprolactone)-block-poly (ethylene-oxide)-block-poly-
(p-dioxanone-co-caprolactone) (PPDO-co-PCL-b-PEG-b-
PPDO-co-PCL)/ ABA-poly (ethyleneglycol)-silica@silver 
core (ABA/ PEG-SiO2@Ag) [11]. DNA lattices are 
immobilized on gold-PCB electrodes by ethane dithiol 
activation (EDT). The electrochemical properties of the 
above nanocomposite (in absence of DNA lattices) and 
bionanocomposite (in presence of DNA lattices) structures 
were evaluated through biofunctionalization (using 
EDC/NHS coupling reaction) of model protein BSA and 
anti-BSA. The reaction mechanism and relationship at the 
bio-nano interface were briefly discussed for its possible 
application in biosensor studies. Fundamental determination 
of changes in the oxidation and reduction peak potential 
from the surface modified nanocomposite particles on 
before and after treatment with BSA and anti-BSA gives a 
considerable chance of sensing abilities. Further the 
morphological and wavelengths of maximum absorbance 
(λmax) characterization of the immobilized nanostructures 
were obtained from FE-SEM and UV-visible spectroscopy, 
respectively. The two hybrid nanocomposite particles used 
in the current experiment has several distinct features such 
as polymer/copolymeric shell (PEG/ABA), metalloid core 
(SiO2@Ag) and film forming ability for surface and 
interface studies [11].  

II. EXPERIMENTAL  

A. Fabrication of nanocomposite particles and DNA 
lattice structures 

      poly(ethyleneglycol)-silica@silver core (PEG-SiO2@ 
Ag) and poly(p-dioxanone-co-caprolactone)-block-poly 
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(ethyleneoxide)-block-poly-(p-dioxanone-co-caprolac -tone) 
(PPDO-co-PCL-b-PEG-b-PPDO-co-PCL)/ABA-poly (ethyl 
eneglycol)-silica@silver core (ABA/PEG-SiO2@Ag) were 
prepared by our previous report [11]. DNA nanostructures 
of double cross over tiles (DX1 and DX2) [12] were 
successfully self assembled for DNA lattice growth. These 
DNA nanostructures are fairly stiff and considerably stable 
at room temperature [13] sequenced by multiple DNA 
crossovers. Final concentration of DNA lattice sample 
utilized in electrode preparation is about 200 nM. The 
details of DNA base sequence can be found from Table 1. 
DX1 cross tiles and DX2 cross tiles are composed of 
individual strands such as DX1#1, DX1#2, DX1#3, DX1#4 
and DX2#1, DX2#2, DX2#3, DX2#4, respectively.  

B. Electrode pretreatment and immobilization of 
nanocomposite particles/DNA lattice structures   

Platinum and Ag/AgCl electrodes were used as counter 
and reference electrodes, respectively. Surface of working 
electrode (gold-PCB) were cleaned by soaking the electrode 
surface under acetone and ethanol for 5 m separately and 
rinsed thoroughly with D.I H2O. Prior to surface 
functionalization of prepared colloidal PEG-SiO2@Ag and 
ABA/PEG-SiO2@Ag nanocomposite particles the surface of 
gold-PCB electrode was made hydrophilic by oxygen-
plasma coating for 300 s. After plasma cleaning, the 
electrode surface were drop coated with EDT (1 mM) and 
kept under room temperature for 12 h. EDT activated 
electrode surface were then drop coated with 4 µL of above 
nanocomposite particles, separately. DNA lattice (200 nM) 
modification on the nanocomposite/gold-PCB surface was 
prepared by same procedure. Biofunctionalization of BSA 
and anti-BSA on the surface of these nanocomposite/ (in 
presence and absence of DNA lattice) gold-PCB electrode 
were done via EDC/NHS coupling reaction [14]. Cyclic 
voltammetry scans were recorded under 5 mL PBS (10 mM; 
pH 7.4) solutions in the potential range of -0.1 to 0.450 V 
and at the scan rate of 80 mV/s. Each CV scans were 
repeated for three times. To observe the CV measurements, 
three-electrode configuration from BioLogic science 
instrument SP-300 was utilized in the current experiment. 

III. RESULTS AND DISCUSSION 

The schematic representation of immobilization of 
nanocomposite particles and its surface modification is 
explained in Scheme 1. Colloidal solution of nanocomposite 
particles (ABA/PEG-SiO2@Ag) is self assembled onto the 
surface of oxygen plasma treated gold-PCB electrodes. 
Further a thin film of DNA lattice structures is developed on 
the nanocomposite particle surface through drop casting 
method. Evaporation induced self assembly result in the 
deposition of biointerface membrane. It is demonstrated that  

 
 
Scheme 1. Fabrication of biocompatible nanobiocomposite biosensor. 
(unpublished mateiral). 

 
the development of thin structures of polymer film or 
biomolecules such as DNA or peptides are feasible for 
number of applications in biosensor studies. For instance, 
DNA microarrays on polymers such as poly (methyl 
methacrylate) (PMMA) [15], the synthesis of star shaped 
poly (ethylene glycol) (PEGs) [16] and immobilization of 
genetically engineered proteins on gold-MWNT films for 
biosensor platforms [17]. Further the confinement of sub 
100 nm thin films has been reported to have influence in the  

 

Figure 1. UV-visible spectral studies. (A) PEG-SiO2@Ag and (B) 
ABA/PEG-SiO2@Ag nanocomposite particles of different 
concentration (100 µL, 80 µL, 60 µL and 40µL (a-d)  in D.I water used 
for analysis). (C) BSA (a), anti-BSA (b) and mixture of BSA/anti-BSA 
(c). (D) BSA/ABA/PEG-SiO2@Ag (a), Anti-BSA-
BSA/ABA/PEG@SiO2@Ag (b), BSA/DNA/PEG-SiO2@Ag (c) and 
Anti-BSA-BSA/DNA/ABA/PEG-SiO2@Ag (d).(unpublished material). 
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diffusion of polymer molecules comprising the film, as well 
as diffusion of small, lower-molar-mass tracer molecules 
and other altered properties [18]. 

Figure 1 (A) and (B) denotes the maximum absorbance 
spectrum of two nanocomposite particles. As seen from the 
images the curve peak indicates the presence of SPR from 
the core silver particles. Further the increased wavelength of 
maximum absorbance (from (A) 390 to (B) 405 nm) 
indicates the successful surface modification of ABA 
triblock copolymer on the PEG/SiO2@Ag core. This is in-  
 

TABLE I. THE SEQUENCE DETAILS OF ALL STRANDS FROM 
 5` to 3` (UNPUBLISHED MATERIAL) 

 
Strand No. of Base Sequence(5’ to 3’) 
DX1#1 26 MERS TGCTA CTACCGCA CCAGAATG 

CTAGT 
DX1#2 48 MERS CATTCTGG ACGCCATA AGATAGCA 

CCTCGACT CATTTGCC TGCGGTAG 
DX1#3 48 MERS CAGTAGCC TGCTATCT TATGGCGT 

GGCAAATG AGTCGAGG ACGGATCG 
DX1#4 26 MERS CATAC CGATCCGT GGCTACTG 

TCACT 
DX2#1 26 MERS GTATG GGCAATCC ACAACCGC 

AGTGA 
DX2#2 48 MERS GCGGTTGT CCAACTTA CCAGATCC 

ACAAGCCG ACGTTACA GGATTGCC 
DX2#3 48 MERS GCTCTACA GGATCTGG TAAGTTGG 

TGTAACGT CGGCTTGT CCGTTCGC 
DX2#4 26 MERS TAGCA GCGAACGG TGTAGAGC 

ACTAG 

 
consistent with our previous report [10]. On the other hand 
the BSA, anti-BSA and mixture of both doesn’t give a 
significant absorbance on this specific region (Figure 1(C)). 
Notably, after surface modification of final nanocomposite 
particles (in presence/absence of DNA lattice) with BSA 
and anti-BSA, there is a change observed in the wavelength 
of maximum absorbance and shape of the peak. For instance 
in presence of anti-BSA, both the normal BSA-
nanocomposite particles and BSA/DNA-nanocomposite 
particles shows broad peaks. Whereas, in absence of anti-
BSA the other two nanocomposite (a: BSA/ABA/PEG-SiO2 

@Ag and c: BSA/DNA/ABA/PEG-SiO2@Ag) particles 
shows a short but intense peak, which attributes the surface 
characteristics of the reacted/unreacted nanostructured 
surface, respectively. 
       Biocompatibility, biointegration and functionality are 
the crucial factors for biomedical devices and implants, but 
also applicable for biosensor in various forms. For instance, 
immobilization of biomolecules for biosensing studies needs 
a suitable biocompatible interface material [18]. The key 
strategy demonstrated here is the use of hybrid 
nanocomposites (PEG-SiO2@Ag and ABA/PEG/SiO2@Ag) 
as an electrochemical substrate based on their excellent 
electrical properties and large surface areas for the 
immobilization of bioreceptors and to fabricate a sensing 
platform by using an advanced DNA lattice nanostructures 
as suitable interface material specifically for binding on the 

surface of nanocomposite-gold-PCB electrode, which 
adheres the antigen BSA and significantly interfere with 
anti-BSA through the antigen-antibody interactions.  

 
 
Figure 2. Shows the cyclic voltammagrams of nanocomposite particles-Au-
PCB electrode at different conditions (Note: (a) PEG-SiO2@Ag: black 
trace and (b) ABA/PEG-SiO2@Ag: red trace) such as bare (A) (a: 
Epc=0.34; Epa= -0.04, b: Epc=0.19; Epa =0.12), BSA modified (B) (a: Epc= 
0.30;  Epa= -0.007, b: Epc= 0.26; Epa = 0.0003), BSA-Anti-BSA modified 
(C) (a: Epc= 0.24; Epa=0.02: b: Epc= 0.25; Epa =0.03), DNA-BSA modified 
(D) (a: Epc=0.22; Epa=0.05, b: Epc=0.16; Epa =0.08) and DNA-BSA-Anti-
BSA modified (E) (a: Epc= 0.15; Epa=0.13, b: Epc=0.20; Epa =0.07). F: 
depicts the FE-SEM image of Au-PCB electrode coated with 
nanocomposite (b) particles and DNA lattice structures. (unpublished 
material). 
 
Figure 2 shows the cyclic voltammagrams and its relevant 
cathodic peak potential (Epc) and anodic peak potential (Epa). 
As seen from the images, it is clear that there is a possibility 
of sensing the significant changes occur between the 
antigen-antibody interactions that taken place on the hybrid 
nanocomposite and bionanocomposite surfaces immobilized 
on the gold-PCB electrode. Figure 2 (F) represents the FE-
SEM image of gold-PCB electrode surface modified with 
nanocomposite particles-DNA lattice structures. As 
observed from the magnified inset image the well aligned 
DNA lattice structures and nanocomposite particles are 
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densely packed with large surface areas. Incorporation of 
DNA lattice nanostructures as interface material acted both 
as a suitable surface linker/compatible material for 
integration of biomolecules on the hybrid environment.  
 

IV. CONCLUSION 

In conclusion, we have developed a nanobiocomposite 
biosensor platform for antigen-antibody interaction. A well 
defined DNA lattice nanostructure shows significantly a 
biocompatible environment for both nanomaterial and 
biomolecules (such as model protein BSA) utilized in the 
study. Furthermore, we demonstrated the cyclic 
voltammetry response for different surface modified 
biosensor platform in presence and absence of DNA lattice. 
A detailed study is in progress to unravel the underlying 
efficiency for concentration dependant biosensing abilities. 
Further Bio-AFM based investigations of orientation of 
these hybrid nanoenvironments are underway.  We believe 
that the concept of integration of DNA lattice nanostructures 
as interface materials with nanocomposite particles will be 
sure opens a new insight into other nanobiotechnology. It is 
expected that a fundamental study performed in the present 
research will allows us to exploit the present situation of 
DNA nanotechnology towards a facile construction of new 
nanomaterial platform for many other biomedical 
applications. 
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Improved Linearity CMOS Active Resistor
Structure Using Computational Circuits

Abstract-A new low-power low-voltage active resistor structure
with improved performances will be presented. The problem of
circuit linearity is solved by implementing an original
technique, using a proper current biasing of the differential
core, while the existing solutions allow only a partial
improvement of the circuit performances. The structures are
implemented in m35.0  CMOS technology and are supplied at

V3 . The circuits present a very good linearity (in the worst

case, total order distortions %4.0 ), correlated with an

extended range of the input voltage (at least V5.0 ). The

tuning range of the active resistors is about hundreds

k - M .

Keywords-Linearity; active resistor circuit; computational
circuits; VLSI design.

I. INTRODUCTION

CMOS (Complementary Metal Oxide Semiconductor)
active resistors [1][2][3][4] are very important blocks in
VLSI analog designs, mainly used for replacing the large
value passive resistors, with the great advantage of a much
smaller area occupied on silicon. Their utilisation domains
include amplitude control in low distortion oscillators,
voltage controlled amplifiers and active RC filters. These
important applications for programmable floating resistors
have motivated a significant research effort for linearising
their current-voltage characteristic. The first generation of
MOS active resistors [1] [2] used MOS transistors working
in the linear region. The main disadvantage is that the
realized active resistor is inherently nonlinear and the
distortion components were complex functions on MOS
technological parameters. A better design of CMOS active
resistors is based on MOS transistors working in saturation.
Because of the quadratic characteristic of the MOS
transistor, some linearization techniques [3][4] were
developed in order to minimize the nonlinear terms from the
current-voltage characteristic of the active resistor. An
important class of these circuits, referring to the active
resistors with controllable negative equivalent resistance,
covers a specific area of VLSI designs, finding very large
domains of applications such as the cancelling of an
operational amplifier load or the design of Deboo [5]
integrators with improved performances.

The original idea proposed in this paper is to use a linear
CMOS differential amplifier for obtaining (with minor
changes in the design) two important functions:
 Simulation (in a first-order analysis) of a perfect linear

resistor using exclusively MOS active devices, having the
advantages of a very good controllability of the equivalent
resistance and of an important reduction of the silicon
occupied area, especially for large value of the simulated
resistance;

 Simulation of a controllable negative resistance circuit
with improved linearity;

A. State of the art

The paper contains a section describing the theoretical
basis of the design methods, followed by a section
presenting some important simulation results and, in the end,
a conclusion.

II. THEORETICAL ANALYSIS

A. Improved linearity MOS differential structure

An improved linearity MOS differential structure
represents the core of the original active resistor circuit with
improved linearity (Figure 1). “SQ” block is a squaring
circuit, having the original implementation presented in
Figure 3.

ISQ

IO

M4

VDD

V2V1

M3

M2M1

IOUT2IOUT1

aIO

IOUT

SQ

Figure 1. Improved linearity MOS differential structure
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The differential output current for this circuit has the
following expression:

     221

2

SQO21OUT VV
4

K
IaIKVVI  . (1)

In order to obtain a linear behavior of the proposed

differential structure, the SQI output current of the squaring

circuit “SQ” must be the sum of a constant term and a term
proportional with the square of the differential input voltage:

 221OSQ VV
4

K
bII  , (2)

b being a positive constant, depending on the particular
implementation of the squaring circuit. Replacing (2) in (1),
it results:

     21m21OOUT VVGVVKIbaI  , (3)

  Om KIbaG  being the circuit equivalent

transconductance.
The proposed method for designing the required voltage

squaring circuit is based on a differential amplifier (Figure
3), having a controllable asymmetry between the geometries
of its composing transistors. This difference between the
aspect ratios of MOS transistors will introduce in the output
currents of the differential amplifier a term proportional with
the square of the differential input voltage.

IO

nKK V2

M2

I2

V1

M1

I1

Figure 2. Asymmetrical differential structure

The differential input voltage, V , can be expressed as
follows:

 
nK

II2

K

I2
VVV 1O1

2GS1GS


 , (4)

resulting:
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2 



 . (5)

The expression of 1I current can be obtained solving

the following second-order equation, derived from (5):
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So:
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and:
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. (8)

The complete realization of a voltage squaring circuit,
based on the previous proposed method, uses a cross-
coupling of two differential amplifiers having controllable
asymmetries between their geometries, M1-M2 and M3-M4
(Figure 3).

M1
K

M6
K

M4
nK

M3
K

M2
nK

M5
nK

-VDD
ISQISQ

V2
V1

IOIO

Figure 3. Squaring circuit

Using (7) and (8), it results:
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B. Positive resistance active resistor circuit

The proposed active resistor circuit with positive
equivalent resistance is presented in Figure 4.

The current passing between the input pins 1V and 2V ,

2OUT1OUTOUT III  has the following expression:

   221

2
SQO

21OUT VV
4

K

2

IaI
KVVI 


 , (10)

because each differential amplifier M1-M4 and M2-M3 is
biased at a current equal with:

2

IaI
II

SQO
2OUT1OUT


 . (11)
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Figure 4. Positive resistance active resistor circuit

Using the expression (9) of SQI current, it results:
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The conditions for obtaining a linear behavior of the
circuit can be written as:
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resulting:
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The equivalent resistance of the circuit presented in
Figure 5 will be:
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C. Negative resistance active resistor circuit

The proposed active resistor circuit with negative
equivalent resistance is presented in Figure 5.
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V1 ISQ V2
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Figure 5. Negative resistance active resistor circuit
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The equivalent resistance of the circuit presented in
Figure 6 will be:
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III. SIMULATED RESULTS

The SPICE [6] simulation  VI 2,1OUT based on

m350 . CMOS technology parameters for the original

differential amplifier from Figure 1 (representing the core of
the multifunctional structure) is presented in Figure 6,
showing a very small linearity error. The supply voltage

corresponds to low-power requirements, DDV V3 .

The simulation shows a very good linearity of the original
differential structure.

Figure 6. Simulation of the transfer characteristic
for the original differential structure
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V. CONCLUSION

A new low-power low-voltage active resistor structure
with improved performances has been presented. The
linearity is strongly increased by implementing an original
technique, using a proper current biasing of the differential
core. The structures are implemented in m35.0  CMOS

technology and are supplied at V3 . The circuits present a

very good linearity (in the worst case, %4.0THD  ),
correlated with an extended range of the input voltage (at
least V5.0 ). The tuning range of the active resistors is

about hundreds k - M .
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Abstract—Nowadays, nanofluidic chips are usually fabricated 

with silicon and/or glass. A simple and reliable integration 

packaging method that provides fluidic interconnection to the 

outside world has not been yet fully developed. The use of PCB 

material as substrate to create dry film resist microfluidic 

channels is the core technology to provide such an integration 

method. The feasibility and potential of the proposed 

packaging method is demonstrated in this work. 

Keywords-dry film resist; fluidic interconnection; printed 

circuit board; nanofluidic channels, integration 

I.  INTRODUCTION 

Microfluidic devices fabricated with dry film resist 
(DFR) and silicon (Si) and/or glass substrate have been 
reported [2, 3, 5]. Moreover, nanofluidic devices are usually 
fabricated with silicon and/or glass [1, 3, 7, 8, 9]; even if 
nanoimprint technologies are used to fabricate them, a rigid 
substrate (usually glass) is required [10, 11].  

The use of silicon and/or glass to build fluidic systems 
elevates their cost [6]. Furthermore, the reliable fluidic 
connection of nanofluidic devices to the outside world still 
needs to be optimized in order to reduce costs and simplify 
the fabrication process. 

A low-cost fabrication method for microfluidic channels 
as fluidic interconnection for nanofluidic chips is here 
presented. Printed circuit board (PCB) material is proposed 
as the substrate to laminate DFR for the fluidic 
interconnections.  

Following this approach, the fluidic chip can be kept 
small thus decreasing its cost. Furthermore, the low-cost 
PCB facilitates the fluidic and electrical connections to the 
outside world allowing the integration of micro- and 
nanodevices in a simple and fast way. 

In this work, the principle of the packaging integration 
technology is explained. In Section III, the physical 
properties of the materials used are presented. In Section IV, 
the fabrication process is detailed. Then, the challenges 
associated with the fabrication process are treated; first the 
challenges associated with the fabrication of DFR fluidic 
channels on PCB, then, the challenges associated with the 

use of different materials as a substrate. Finally, the devices 
are tested against leakage and the compatibility of the 
materials is studied by means of a thermal shock test in order 
to determine delamination.  

II. PRINCIPLE 

The key material enabling the use of DFR microfluidic 
channels on PCB for its use as the fluidic interconnection of 
nanofluidic chips is a nonconductive adhesive (NCA). Figure 
1 shows a schematic of the concept. 

 
Figure 1.  Schematic of the interconnection of nanofluidic chips by means 

of dry film resist channels on top of PCB material. 

The already fabricated nanofluidic chips are inlaid on the 
PCB material by means of a NCA. The fluidic chip(s) 
together with the PCB material compose the substrate. 

Finally, the lamination of dry film resist on top of the 
substrate allows fabricating the microfluidic channels that 
interconnect the nanofluidic chips to the outside world. 

Concerning the electric access to the nanofluidic chip(s), 
ink-jet printed interconnection lines can be applied between 
the electronic contacts of the fluidic chips and the pads on 
the PCB. This latter topic however is not treated in this 
paper. 

III. MATERIALS 

TMMF dry film resist poses a unique stability when in 
contact with alkaline solutions and acids [3, 5] and provides 
high resolution and aspect ratios [2, 5] making it the resist of 
choice for the fabrication of microfluidic channels. 
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The DFR used to fabricate the microfluidic channels is 
TMMF S2030, a permanent photoresist for MEMS from 
Tokyo Ohka Kogyo Co., Ltd. This negative photoresist is 
composed 5% of antimony compound and 95% of epoxy 
resin [2, 3]. 

Furthermore, the PCB material used as mechanical 
support for the whole system is Rogers RO4003C, a glass 
reinforced hydrocarbon laminate with low roughness 
characteristics. 

Table 1 shows the physical characteristics of TMMF 
S2030 and Rogers RO4003C. 

TABLE I.  PHYSICAL PROPERTIES OF TMMF S2030 AND ROGERS 

RO4003C [2, 13] 

Physical Properties of TMMF S2030 and Rogers RO4003C 

Physical Property TMMF S2030 
Rogers 

RO4003C 

Coefficient of thermal expansion 

(ppm/°C) 
65 

X 11 
Y 14 

Z 46 

Transition glass temperature (°C) 230 >280 

Moisture absorption (%) 1.8 0.06 

Dielectric constant 3.8 3.38±0.005 

Transparency (nm) 400-600 - 

Breaking strength (MPa) 60.3 - 

Young modulus (MPa) 2100 26.889 

 
The NCA used to glue the fluidic chip to the PCB 

material is a colorless epoxy-based adhesive with a glass 
transition temperature (Tg) of 45 °C and a coefficient of 
thermal expansion (CTE) of 56 ppm/°C when below the 
glass transition temperature, and 211 ppm/°C when above 
the glass transition temperature. 

IV. FABRICATION PROCESS 

The very first step to proceed to the fabrication of the 
TMMF microfluidic channels on top of PCB material for the 
fluidic interconnection of nanochips is to form the substrate 
composed by the PCB and the fluidic chip(s). Figure 2 
illustrates this process. 

According to Figure 2, to align the PCB material and the 
nanofluidic chip a double side Kapton tape is rolled in a 
silicon wafer or glass (a). The PCB and the chip are mounted 
on the Kapton tape (b). The epoxy-based adhesive is 
dispensed in the space between the PCB material and the 
chip (c). The materials are placed in an oven or hot plate at 
80 °C for 3 hours to cure the adhesive (d). When the 
adhesive is totally cured, the materials are left at room 
temperature for a while to allow them to cool down. The new 
substrate consisting of the chip inlaid in the PCB material is 
removed from the Kapton tape (e). 

The second stage of the fabrication process consists in 
laminating the TMMF microfluidic channels on top of the 
formed substrate. Figure 3 shows the flowchart for this 
process. 

 
Figure 2.  PCB material and nanofluidic chip leveling process flow chart. 

 
Figure 3.  TMMF microfluidic channels lamination on top of the formed 

substrate. 
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The substrate is cleaned with ethanol, dried on a hotplate 
for 2 hours at 120 °C (f). This will avoid that the humidity 
absorbed by the PCB material affects the DFR lamination 
process. An oxygen plasma treatment is performed to the 
substrate in order to improve the adhesion between the 
TMMF resist and the formed substrate.  

The substrate is kept at 45 °C. One of the polyethylene 
terephthalate (PET) protective layers is removed from the 
DFR and the TMMF resist is laminated on the substrate (g). 
The other PET layer is removed after the sample has cooled 
down. A soft baking step is performed at 90 °C during 5 
minutes. The exposure is performed after the sample cools 
down to room temperature. A post exposure baking step is 
performed with the same temperature and time as the soft 
baking step. The TMMF is developed with PGMEA after the 
sample has cooled down to room temperature (i).  A second 
layer of TMMF is laminated at 45 °C in order to close the 
microfluidic channels. The second layer is exposed after 
lamination without removing the remaining PET layer. The 
sample is cured at room temperature during one day. The 
PET layer is removed and access holes to the channel are 
punched with the help of a needle (j). Tests are conducted. 

V. CHALLENGES ASSOCIATED WITH THE FABRICATION 

PROCESS 

Here, the challenges encountered are grouped by: 

• Challenges associated with the lamination of 
TMMF on PCB material. 

• Challenges associated with the TMMF lamination 
on top of the fluidic chips. 

A. TMMF and Rogers  

The challenges associated with the processing of TMMF 
resist on Rogers materials are: pinholes in the photoresist, 
trapped bubbles between the resist and the PCB material, 
cracks in the photoresist, and closed channels. 

a) Pinholes: TMMF might present pinholes after the 

soft baking step.  

 
Figure 4.  PCB material immersed under water prior to TMMF lamination 

(left) and PCB material dried at 120 °C prior to TMMF lamination (right). 

The presence of pinholes on the TMMF resist after soft baking is 
influenced by the moisture absorbed by the PCB. 

Experiments were conducted, and up to some extent, the 
pinholes can be decreased by using a plasma treatment, 
nevertheless, the crucial factor determining their presence is 
the moisture absorbed by the PCB material. 

Figure 4 shows two PCB materials where TMMF was 
laminated and soft baked. In the sample on the left side, the 
PCB material was immersed in water during 2 hours and its 
surface was dried with nitrogen prior to TMMF lamination. 
In the specimen on the right, the PCB material was placed on 
a hotplate during 2 hours at 120 °C in order to evaporate the 
absorbed moisture prior to TMMF lamination. 

b) Trapped bubbles and cracks: Conducted 

experiments show that if the baking times are either higher 

or lower than the optimal time and the PCB material 

contains humidity absorbed from the atmosphere, trapped 

bubbles and cracks will form in the photoresist structures. 

The formation of trapped bubbles is directly related to the 

humidity absorbed by the PCB material and the use of 

inadequate baking times. The formation of cracks is related 

to the thermal stresses that result from a forced cooling 

down of  the specimens after the baking steps and improper 

baking times. Furthermore, the humidity absorbed by the 

PCB material promotes the formation of cracks. 

  

Figure 5.  Trapped bubbles between the TMMF resist and the PCB 

material and cracks due to the humidity absorbed by the PCB material and 

the improper baking times used for processing of the TMMF. 

Figure 5 shows trapped bubbles between the TMMF and 
the PCB material as well as cracks in the dry film resist 
structures. The PCB material used for this experiment was 
not dried prior to TMMF lamination. Moreover, the baking 
times used in the processing were not optimal. 
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Figure 6.  Cracks in the TMMF structures with angles close to 90 °C. The 

circle in the image points the crack.The cracks are caused by the use of not 

optimal baking times.  

Figure 6 shows a crack in the photoresist structure, but 

no trapped bubbles. The PCB material used for this 

experiment was dried prior to TMMF lamination, 

nevertheless, the baking times were not optimal. 

c) Closed channels: The exposure time should be 

controlled accurately when working with Rogers’ materials. 

The effects of an underexposed resist, as Figure 7 shows, 

are well known. On the other hand, overexposure can result 

in partially or totally closed fluidic channels. 

 
Figure 7.  Effects of insufficient exposure time. The circle points an 

obvios underexposure effect on the TMMF structure. 

Scattering and diffraction of ultraviolet (UV) light during 
exposure is unavoidable when using a nontransparent 
material. Furthermore, the white color of the PCB material 
makes reflection of the waves a bigger problem. 

 
Figure 8.  Closed channels on PCB material due to overexposure of the 

TMMF resist. The arrow in the left image points the effects of an 
overexposure of 2 seconds. The arrow in the right image points the effects 

of an overexposure of 6 seconds. 

The more a sample is overexposed, the more closed the 
channels will be. Figure 8 shows a sample overexposed by 2 
seconds (left) and a sample overexposed by 6 seconds 
(right).  

B. TMMF and the nanofluidic chips 

Nanofluidic chips are usually made of glass and/or 
silicon. PCB material and Si poses different thermal 
characteristics. The thermal conductivity of the PCB material 
is approximately 0.71 W/m/°K [13] and the thermal 
conductivity of Si is around 140 W/m/°K [12].  Due to the 
thermal characteristics of the materials, heat transport at the 
baking steps is not a problem for the PCB material but it is 
for the Si fluidic chip. 

The most common problem associated with the 
lamination of TMMF on silicon is cracks due to heat 
transport at the baking steps and the CTE [3]. Figure 9 
illustrates this problem. 

 
Figure 9.  Cracks in the TMMF resist due to the CTEs difference between 

silicon and the TMMF resist. 

When the PCB material and the fluidic chip are of almost 
the same thickness, the microfluidic chip will conduct heat 
around 25 times more than the PCB material. Therefore, 
placing the substrate directly at 90 °C during the baking 
steps will originate cracks on the TMMF laminated over the 
fluidic chip. To solve this, the temperature needs to be 
ramped (2 °C/min) starting at 55 °C during the baking steps, 
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when the temperature reaches 90 °C the samples are baked 5 
minutes. Afterwards the hot plate’s temperature is set to 25 
°C and the sample is removed from the hot plate when the 25 
°C is reached. 

Furthermore, if the fluidic chip is considerably thinner 
than the PCB material, the substrate can be placed directly at 
90 °C. In this case, the thermal conductivity of the air 
between the chip and the hot plate will limit the heat flux to 
the chip, avoiding the presence of cracks on the TMMF. 

VI. EXPERIMENT SETUP 

In order to test the feasibility of the proposed 
interconnection technology, a leakage test was conducted to 
the devices together with a reliability test. 

The leakage test consists of injecting a rodhamine + 
ethanol + di water solution in the TMMF channels through 
one of the inlets. A visual inspection follows to detect any 
leakage. Special attention is given to the interconnection area 
between the different materials.  Figure 10 shows the 
mentioned interconnection area before closing the TMMF 
channels. 

 
Figure 10.  Close up of the interface between the different materials that 

form the fluidic interconnections to the nanofluidic chips. 

The reliability test consists of a thermal shock test based 
on the MIL–STD–883C. The purpose of this test is to 
accelerate the appearance of delamination and cracks. The 
test consists of 15 cycles where each cycle is composed by a 
high temperature and a low temperature step. The high 
temperature step is performed at 100 °C (+10 °C, -2 °C) and 
the low temperature step at 0 °C (+2 °C, -10 °C). Each step 
is performed for 5 minutes. The liquid used to perform the 
test is water. After completing the test, a visual inspection is 
performed at a magnification no greater than 3x [4]. 

VII. RESULTS 

In this section, the results are presented in three 
subsections. First the results concerning the lamination of 
TMMF on PCB material are presented. Then the leakage test 
results are exposed. Finally, the results concerning the 
compatibility of the different materials and the reliability of 
the packaging method are presented. 

A. TMMF resist channels on PCB material  

To obtain good results fabricating microfluidic channels 
on PCB materials some factors should be kept in mind.  The 
baking times provided by the companies are optimal, 
nevertheless, different materials conduct the heat in a 
different rate, and therefore, the material temperatures might 
deviate from the prescribed temperature, especially when 
using a hot plate. Furthermore, PCB materials are more 
reflective than silicon or glass; because of this the exposure 
time should be tuned accurately, if channels of less than <20 
µm are desired, this parameter is critical.  

 
Figure 11.  Microfluidic channels on PCB material. The image shows the 

results of optima processing parameters (exposure and baking times). 

Figure 11 shows a TMMF structure on PCB material 
fabricated with optimal exposure and baking times.  

B. Leakage test 

Concerning the leakage test, Figure 12 shows a device 
with the packaging technology presented in this work.  

 
Figure 12.  TMMF microfludic channels on PCB material as fluidic 

interconnections for nanofluidic chips. The small image in the lower left 

corner zooms in at the interface of the different materials that compose the 

device; it shows no leakage of the rodhamine solution. 

The pink liquid flowing through the TMMF channel is a 
solution of rodhamine + ethanol + di water. It is possible to 
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observe that no leakage occurs. The small image at the lower 
corner in the left was obtained with a 1X71 Olympus 
inverted microscope equipped with a los noise self cooling 
CCD camera (color view II, Olympus); it shows, with 10x 
magnification, the area where the different materials 
interconnect. It is possible to observe the liquid solution 
flowing through the TMMF channel without leakage.  

C. Reliability test 

Figure 13 shows a device without closed channels after 
the thermal shock test. 

 
Figure 13.  TMMF delamination on top of the Si chip after the thermal 

shock test. The circle points at the place where the delamination occurs. 

The red circle makes emphasis on a failure result from 
the test. Delamination of TMMF occurs on top of the fluidic 
chip. From the 3 tested specimens, the failure was observed 
only in the specimen from Figure 13. 

VIII. CONCLUSION AND FURTHER WORK 

The use of TMMF resists for the fabrication of 
microfluidic channels on PCB as fluidic interconnections of 
nanofluidic chips to the outside world is feasible, providing 
of simplicity the fabrication process. 

The thermal shock reliability test showed that the use of 
high temperature conditions could bring delamination 
problems mainly at the interface TMMF–Si chip. This means 
that the strength of the TMMF microfluidic interconnections 
decreases and so the probability of leakage increases. 

Further work includes the study of the usability of ink-jet 
printing to create the electrical interconnections between the 
fluidic chip electrodes and the PCB tracks. The PCB in turn 
can carry the necessary electronics for control and read-out. 
This will enable the PCB as the core for the integration of 
micro- and nanofluidic chips together with the electronics 
into a complex system. 
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Abstract — The effect of a TiO2 nanoparticle suspension (4 mg 

in 5 ml distilled water) doped or not with gold or iron, 

complexed or not with α- or β-cyclodextrin, on the mitotic 

division was studied. The treatment was performed in the M 

cellular mitotic cycle phase, in the meristematic tissue of 

Nigella damascena radicels, being analyzed the cytogenetic 

modifications. The cyclodextrin type and the ratio between 

cyclodextrin and titanium dioxide affect the percentage of 

normal cells and the chromosome aberration type. The TiO2 

complexed with α-cyclodextrin did not facilitate the reunion of 

the chromosome broken ends (absence of bridges in anaphase 

and in telophase). The titanium dioxide doped with iron, 

complexed with α- or β-cyclodextrin, also reduced the 

percentage of reunion of the broken ends of the chromosomes. 

These findings suggest the possibility of using doped or 

undoped TiO2, complexed with α-cyclodextrin, in the 

anticarcinogen therapy. 

Keywords - TiO2-Au, TiO2-Fe, cyclodextrin, chromosome 

mutations. 

I. INTRODUCTION 

Although the bimetallic particles were obtained long ago, 
their characterization was effected at the end of the 20

th
 

century [1]. The conjugation of bimetallic nanoparticles of 
AuNP type with oligonucleotides facilitates their use in 
molecular biology experiments and nanobiotechnology [2]. 
Other types of AuNP biconjugate with peptides, lipids, 
enzymes, drugs or viruses, were also obtained with 
application in nanobiotechnology, nanomedicine and/or in 
gene therapy. 

Cyclodextrins are cyclic oligosaccharides. Depending on 
the glucose moiety number, they are classified in: α-
cyclodextrins (with 6 glucose units), β-cyclodextrins (with 7 
glucose units), and other greather homologues. The 
complexes with pharmaceutical products are usually better 
accepted and tolerated by the organism; they protect the 
bioactive substances against degradation (oxygen, humidity) 
and reveal controlled release properties. They are non-toxic 
and stable at the human digestive enzyme action. They are 
used in the obtaining of some pharmaceutical products, food 
additives, in agriculture, a/o [3]. In recent papers, the effect 
of β-cyclodextrin conjugate with TiO2 [4] or with different 
bioactive substances [5], [6] was analyzed, in different 
experimental conditions. 

In the present study nanoparticles of TiO2-Au and TiO2-
Fe, dispersed in α- or β-cyclodextrin, the ratio between TiO2 
and cyclodextrin being 1:1 or 1:2, were used. The 
experiments were performed at a radiobiological tester plant 
(Nigella damascena L.), the chromosome aberrations from 
the meristematic radicel tissue being used as radiobiological 
indices. 

II. MATERIAL AND METHODS 

A. Nanoparticle achievement 

1) Achievement of undoped and doped TiO2 
nanocrystals. 

Undoped and doped titanium dioxide nanocrystals were 
synthesized by the sol-gel route, using the precursors: 
titanium isopropoxide, isopropyl alcohol, distilled water, 
nitric acid, gold (III) chloride trihydrate and ferrous nitrate. 5 
ml of titanium isopropoxide (in drops) were mixed with 30 
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ml of isopropyl alcohol, under continuous stirring. After a 
few minutes of stirring, distilled water was added, 
continuously controlling the solution pH with nitric acid in 
order to avoid the precipitation. In the case of iron-doped and 
gold-doped TiO2 ions, after the adjustment of the pH (2.5 for 
Au, 5.0 for Fe), the previously prepared solutions, namely 
iron nitrate and gold (III) chloride trihydrate were added 
under continuous stirring. In both cases, the gel was dried 
and washed in order to remove the secondary reaction 
products. The calcination was achieved in the oven, at a 
temperature of 250ºC for undoped TiO2 and 500ºC for Au or 
Fe doped TiO2. The achieved nanocrystals based on titanium 
dioxide were used for complexation with cyclodextrins. 

2) Achievement of complexes based on TiO2 with α-

cyclodextrin or β-cyclodextrin. 
α- and β- cyclodextrins used for the co-crystalization 

with the previously attained titanium dioxide were of 
analytical purity (Fluka Chemie AG). In order to perform the 
complexation/co-crystalization, different solvents were used 
as suspension medium. In 1 ml distilled water, 0.054 g of α- 
(α-CD) or 0.067 g of β-cyclodextrin (β-CD) was dissolved, 
at a temperature of 50ºC. 0.075 g of undoped and doped 
TiO2 was added to the solution, under continuous and 
vigorous stirring for 30 minutes at 50ºC. For the completion 
of the complexes crystallization, the solution was cooled and 
kept for 12 hours at a temperature of 5ºC, followed by 
filtration and drying of the achieved nanocrystals. The 
obtained materials were characterized by X-ray diffraction 
(XRD), scanning/transmission electron microscopy 
(SEM/TEM) and energy dispersive X-ray analysis (EDX).  

Biological experiment 
The experiment was performed in vivo, on the 

radiogenetic tester species Nigella damascena (Fam. 
Ranunculaceae). This species, used for a long time, is for its 
features: small somatic chromosome number different 
morphologically (2n=12), synchronized cell mitotic cycle, 
centromeres situated near the nuclear envelope, and absence 
of the bioactive substances in seeds [7], [8], [9]. The seeds 
with radicels of about 10 mm length were treated in the 
mitotic phase of the cellular cycle (for 2 hours), with a 
suspension of TiO2-Au or TiO2-Fe, complexed or not with α-
cyclodextrin, or with β-cyclodextrin (4 mg TiO2-Me in 5 ml 
distilled water). After treatment, the radicels were harvested 
for the cytogenetic investigations. 

B. Cytogenetic investigations 

The chromosome aberrations were analyzed in the 

radicular meristematic tissue, on squash preparation type, 

stain with a Carr solution. The normal and aberrant phases 

of the mitotic cycle were analyzed, as well as the metabolic 

and structural modifications of the chromosomes and of the 

mitotic spindle. Although in the literature there are 

numerous papers about the environmental factors’ effect at 

the chromosome level, regarding the nanoparticles’ effect at 

the chromosome level the information is poor. The 

investigation performed at the Chinese hamster ovary, with 

TiO2 particles, in the presence or absence of the UV light, 

evidenced that these not enhance the chromosomal 

aberrations’ frequency [10]. Similar results were obtained 

by other authors, in the genotoxicity tests performed in 

Chinese hamster ovary, as well as in experiments on aquatic 

organisms (Daphnia magna, Onchorhynchus mykiss and 

green algae Pseudokirchneriella subcapitata), acutely 

exposed to the ultrafine TiO2 particle-types [11], or in 

experiments in fish (Nothobranchius rachovi), at which the 

mitotic index was analyzed in different organs and variants 

[12], [13]. 

III. RESULTS AND DISCUSSIONS 

A. Characterization of the nanoparticles 

The XRD patterns (Fig. 1) analyses present the 

crystallization as anatase form of the undoped/Au or Fe 

doped TiO2, even if the calcination temperatures for the 

TiO2 doping surpass the value of 250ºC. The presence of the 

dopant in the crystalline network of the titanium dioxide 

prevents the transition of phases from anatase to rutile. 

From the diffraction spectra it is noticed that the dopants did 

not present separate peaks, which means that they are 

distributed uniformly in the crystalline network. From the 

surface morphology (SEM) it can be observed that the TiO2-

Au and TiO2-Fe nanospheres’ dimensions range between 10 

and 20 nm (Fig. 2, a and b). EDX microprobe provided a 

semiquantitative elemental analysis of the surface indicating 

the Ti, O, Au and Fe presence (Fig. 2, c and d). 

 
Figure 1.  X-ray pattern of TiO2 doped: (A) – with Au ions; (B) – with Fe 

ions.  

a.   b   

c.   d.   

Figure 2.  SEM micrographs of : a. TiO2-Au, b.TiO2-Fe, EDX spectra of: 

c. TiO2-Au, d. TiO2-Fe 
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From the SEM analyses of TiO2 complexes with α- or β-
cyclodextrin (Figs. 3-5), the needle-like, parallelepiped shape 
of the crystals (or co-crystals) for the undoped TiO2/α-CD 
and β-CD complexes can be seen. The crystals have much 
smaller dimensions compared to those of the raw materials 
(pure α- or β-CD), the length being in the range of 10-100 
nanometers, and the width of only a few tens of nanometers. 
In the case of complexes TiO2-Au/α-CD, the crystals present 
similar morphologies and dimensions to the undoped TiO2, 
but these are more agglomerated. In the case of TiO2-Au/β-
CD complexes, the crystal morphology is different; the 
crystals are more uniform, of smaller dimensions, 
agglomerated, of rhomboidal (generally polyhedral) form. 
The approximate dimensions of the crystals are between tens 
and hundreds of nanometers. 
 

a. b.  

Figure 3.  SEM image for undoped TiO2-CD:a. TiO2/α-CD b. TiO2-β-CD 

a. b.  

Figure 4.  SEM image for TiO2--Au-CD:a. TiO2-Au/α-CD b. TiO2--Au/β-

CD 

a. b.  

Figure 5.  SEM image for TiO2-Fe-CD: a. TiO2-Fe/α-CD b. TiO2-Fe/β-CD 

B. Percentage of the normal and aberrant mitotic phases 

The percentage of the normal cells, in all experimental 

variants, recorded inferior values in comparison with 

untreated Control.  In the experimental variants,  the percent 

a. b.  

Figure 6.  SEM image with TiO2-Au nanoparticles on the: a. α-CD crystals 

surface b. β-CD crystals surface. 

The EDX analyses of the obtained complexes with 
undoped/doped TiO2 have indicated a higher concentration 
of Ti in the complexes, especially in the case of α-CD 
complexation, which can be explained by the fact that pure 
α-CD and its complexes are more soluble in the water system 
than β-CD or the corresponding complexes.  

The TiO2-Au or TiO2–Fe nanoparticles are disposed on 
the surface of the α-CD or β-CD (Fig. 6). For the radicel 
treatment, the complex TiO2-Me / cyclodextrin was 
suspended in distilled water, having as a result an aqueous 
solution of TiO2-Au or TiO2–Fe nanoparticles in α-CD or β-
CD (Figs. 7, 8), without crystalline structure, easily absorbed 
by the cells.  

 

 

Figure 7.  TEM image with a TiO2-Au suspension in α-CD solution 

 

Figure 8.  TEM image with a TiO2-Au suspension in β-CD solution 

of normal cells was dependent especially on the nanoparticle 
types (Table I). Thus, in the treatments with unconjugated 
TiO2, the percentage of normal cell recorded values of about 
96% (except for the variant with β-cyclodextrin in ratio 1:2), 
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92-94% in variants with Au-TiO2 and around 95% in the 
variants with Fe-TiO2.  

The  normal  cell  percentage  in  the  presence  of  TiO2 
nanoparticles, without metals or cyclodextrin, recorded 
values similar to those recorded by the TiO2 nanoparticles 
complexed with cyclodextrin α or β. 

Because the cyclodextrin is a hydrosoluble substance and 
in an aqueous solution these crystals are dissolved, the shape 
of the cyclodextrin crystals does not influence their 
absorption in the plant meristem and implicitly the 
percentage of aberrant or normal cells in different mitotic 
phases, as well as the structural modifications of the 
chromosomes and of the mitotic spindle. 

TABLE I.  THE NORMAL CELL PERCENTAGE IN DIFFERENT PHASES OF THE MITOTIC CYCLE 

Experimental 

Variant 

Normal cells 

in mitosis (%) 

Normal cell percentage in mitosis phases 

Prophase Prometaphase Metaphase Anaphase Telophase 

Control 99.40 99.80 100.00 97.90 96.70 99.40 

TiO2 96.80 97.44 100.00 96.23 95.72 94.38 

TiO2-α 1:2 96.61 91.49 100.00 100.00 96.67 97.22 

TiO2-α 1:1 96.00 100.00 100.00 97.87 92.13 91.14 

TiO2-β 1:2 98.88 99.07 100.00 100.00 97.54 97.77 

TiO2-β 1:1 96.29 98.55 100.00 96.77 94.84 94.67 

TiO2-Au-α 1:2 94.28 98.66 100.00 94.34 90.22 95.36 

TiO2-Au-α 1:1 94.06 98.72 100.00 93.24 88.73 93.51 

TiO2-Au-β 1:2 94.28 93.88 100.00 91.43 84.95 97.20 

TiO2-Au-β 1:1 92.60 100.00 100.00 92.69 90.74 92.62 

TiO2-Fe-α 1:2 95.69 96.90 100.00 94.74 93.46 98.16 

TiO2-Fe-α 1:1 95.55 100.00 100.00 93.10 86.05 98.04 

TiO2-Fe-β 1:2 95.56 96.30 100.00 91.11 98.11 96.67 

TiO2-Fe-β 1:1 95.25 100.00 100.00 92.31 92.31 92.59 

 

C. Structural modifications of the chromosomes 

As a consequence of the free radicals action, the 

chromosomes are broken, which leads to structural 

chromosome aberrations. In different phases of the mitosis, 

or under influence of some substances, the broken ends of 

the chromosomes can be reunited or not. In the absence of 

the reunion processes, acentric fragments, minutes, a/o 

result (Figs. 9, 10, 12), and after the reunion of two brocken 

chromosomes, mainly bridges (Fig. 11), or arch result. 

The BR index (anaphasic fragment frequency/anaphasic 

bridge frequency), points out the possibility of a substance 

or another factor to reunite of the broken ends of the 

chrfomosomes.  A low BR index, suggests a substance with 

role in reunion of the broken ends of the chromosomes, 

having a radioprotective role [14]. A high BR index 

suggests that a substance not favor the reunion of the broken  

chromosome ends, the affected cells being eliminate from 

tissue (Table II).  
The cyclodextrin type and ratio between TiO2: 

cyclodextrin influenced the reunion or not of the broken ends 
of the chromosomes, and implicitly the aberration type 
(Table II). The absence of bridges in anaphase and telophase 
at variants with TiO2-α-cyclodextrin, suggests that the α-
cyclodextrin does not facilitate the chromosomal reunion 
processes of the chromosome broken ends. Thus, in variant 
TiO2-α-cyclodextrin (ratio 1:2), 66.66% acentric fragments 
are present in anaphase and 11.11% in telophase, while the 
chromosomal bridges are absent. This feature can be used for 
the progressive elimination from organism of the cells with a 
high multiplication ratio (carcinogen cells). At a ratio of 1:1 
between the two components, the percentage of acentric 
fragments is lower (15.73, and 8.86%), the reunion process 
of the broken ends being also absent. 

TABLE II.  THE STRUCTURAL AND METABOLIC MODIFICATIONS OF THE CHROMOSOMES 

Experimental 

variant 

Prophase (%) Metaphase (%) Anaphase Telophase 

PCC DCC DCC 

 

Spindle  

inactivation 

Kinetochore 

Inactivation 

Fragments/ 

100 cells 

Bridges/ 

100 cells 

BR index Fragments/ 

100 cells 

Bridges/ 

100 cells 

Control 0.09 0.00 0.05 0.00 0.00 0.00 0.00 0.00 0.00 0.00 

TiO2 0.12 0.80 0.00 0.00 0.00 4.88 0.00 4.88 2.64 0.00 

TiO2-α 1:2 0.00 2.33 0.00 0.00 0.00 66.66 0.00 66.66 11.11 0.00 

TiO2-α 1:1 0.00 0.00 0.00 0.00 0.00 15.73 0.00 15.73 8.86 0.00 

TiO2-β 1:2 0.00 0.00 0.35 0.00 0.00 4.10 0.00 4.10 4.44 0.00 

TiO2-β 1:1 0.72 0.72 0.00 0.00 0.00 8.39 0.65 12.91 10.06 0.59 

TiO2-Au-α 1:2 0.00 0.00 1.79 0.00 0.00 4.28 0.35 12.23 1.34 2.46 

TiO2-Au-α 1:1 0.00 0.00 0.00 0.00 0.00 4.73 0.11 43.00 3.56 0.04 

TiO2-Au-β 1:2 4.08 0.00 0.00 0.57 0.57 5.38 1.08 4.98 2.80 2.80 

TiO2-Au-β 1:1 0.00 0.00 0.00 0.46 0.46 13.89 5.56 2.49 15.93 3.28 

TiO2-Fe-α 1:2 3.10 0.00 2.11 0.35 1.05 13.08 0.93 14.07 2.75 2.75 

TiO2-Fe-α 1:1 0.00 0.00 2.30 1.15 1.15 37.21 0.00 37.21 5.88 0.00 

TiO2-Fe-β 1:2 1.85 1.85 4.44 3.33 1.11 1.92 0.00 1.92 1.67 0.00 

TiO2-Fe-β 1:1 0.00 0.00 0.00 1.92 0.24 11.54 7.69 1.49 17.28 4.94 
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Figure 9.  Acentric fragments in metaphase (TiO2-Fe/α-CD, 1:1) 

 
Figure 10.  Acentric fragments in telophase (TiO2-Fe/α-CD, 1:1) 

 
Figure 11.  Bridge in anaphase (TiO2-Fe/β-CD, 1:1) 

 

Figure 12.  Kinetochore inactivation and chromosome break (TiO2-Au/β-

CD, 1:1) 

The β-cyclodextrin presence induces a very low percent 
of reunion of the broken ends, only at a ratio of 1:1. 

Complexed with cyclodextrin, the Fe-TiO2 manifested 
the inhibition of the reunion process of the chromosomes’ 
broken ends (the absence of the bridges or their presence in a 
lower percentage), the efficacy being dependent on the 
cyclodextrin type and the ratio TiO2 : cyclodextrin. 

The nanoparticles conjugated with gold or iron, 
independent of the cyclodextrin type presence and of the 
ratio TiO2 : cyclodextrin, induced in a small percentage 
(0.57%-1.92%) the inactivation of the mitotic spindle, as 
well as the kinetochore inactivation (0.46-1.15%; Fig. 12). 

The most stable phase from the cellular cycle was 
prometaphase, and the most sensitive one was anaphase, 
independent on the experimental variant (Table I). Although 
in the literature there are numerous papers about the 

environmental factors’ effect at the chromosome level, 
regarding the nanoparticles’ effect at the chromosome level 
the information is poor. The investigation performed at the 
Chinese hamster ovary, with TiO2 particles, in the presence 
or absence of the UV light, evidenced that these not enhance 
the chromosomal aberrations’ frequency [10]. Similar results 
were obtained by other authors, in the genotoxicity tests 
performed in Chinese hamster ovary, as well as in 
experiments on aquatic organisms (Daphnia magna, 
Onchorhynchus mykiss and green algae Pseudokirchneriella 
subcapitata), acutely exposed to the ultrafine TiO2 particle-
types [11], or in experiments performed in fish 
(Nothobranchius rachovi), at which the mitotic index (the 
metaphase number in 100 microscopic fields) was analyzed 
in different organs and experimental variants [12], [13]. The 
recorded values were dependent on the organ, being bigger 
in animals treated with TiO2, in comparison with untreated 
Control. Other authors [15] analyzed the percentage of 
chromosomal aberrations induced by three commercial TiO2 
types in isolated human lymphocyte cultures. The percentage 
of chromosomal aberrations depended on the treatment type, 
the features of the used product, a/o. The anatase 
crystallization form induced a significant increase of the total 
chromosomal number, but without establishing a dose – 
response relation. The main types of recorded chromosomal 
aberrations were not presented. 

D. Metabolic modifications of the chromosomes 

The metabolic modifications of the chromosomes 
affected especially the condensation degree of the chromatin 
fibre and the synchronisation of this process, and others 
(Table II). Their presence reveals the action of a stress or an 
experimental factor which makes the interphase cells enter  
into mitosis abruptly.  

 

a. b.  

Figure 13.  a. PCC in prophase (TiO2-Fe/β-CD, 1:2); b. DCC in metaphase 

(TiO2-β-CD, 1:1) 

     The main metabolic modifications are premature 

chromosome condensation (PCC; Fig. 13a.), or delay in 

chromosome condensation (DCC; Figs. 13b, 14), as well as 

gaps (the uncoloured regions on the chromosome length), 

differences in condensation degree of the chromatin fibers 

in eu- and heterochromatin regions of the chromosomes, 

resulting a banding aspect of the chromosomes (met 

especially in metaphase), the parallel disposition of the 

chromatin fibers in prophase, a/o. PCC and DCC were met 

in a low percentage (0.72-4.08%), especially in variants 

treated with β-cyclodextrin, independent of the presence or 

absence of the chelated metal (gold or iron). 
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Figure 14.  DCC in metaphase (TiO2-β-CD, 1:1) 

 

Figure 15.  Lyses areas in interphase nucleus (TiO2-Au/β-CD, 1:1) 

The presence of some lyses areas in nucleus in different 
percentage in almost all treated variants (Fig. 15) underline 
the presence of an exobiotic factor in the cell. 

IV. CONCLUSIONS 

The undoped and doped TiO2 nanocrystals used in this 
experiment presented the anatase form crystallization, the 
TiO2-Au and TiO2-Fe nanospheres presented dimensions 
ranging between 10-20 nm. 

The TiO2-Me nanoparticles, complexed or not with α- or 
β-cyclodextrin, presented a different morphology, dependent 
on the doped metal and cyclodextrin type. The TiO2-Me 
nanocrystals are present at the surface of cyclodextrin 
crystals. 

In an aqueous solution, cyclodextrin crystals are 
dissolved and TiO2-Me are suspended in a cyclodextrin 
solution, being thus absorbed in the meristem cells. 

Doped or undoped TiO2 nanocrystals, complexed with α- 
or β-cyclodextrin, induced both metabolic and structural 
modifications at the chromosome and mitotic spindle level, 
depending on the chelated metal, the cyclodextrin type and 
the ratio TiO2: cyclodextrin (1:2 or 1:1). 

As the cyclodextrin is a hydrosoluble substance, the 
different form of crystals of the complexed TiO2-Me-
cyclodextrin, did not influence the percentage of aberrant or 
normal cells in different mitotic phases, as well as the 
structural or metabolic modifications of the chromosomes 
and of the nuclear spindle. 

The cyclodextrin type and ratio between TiO2: 
cyclodextrin influenced both the reunion process of the 
chromosome broken ends, and the chromosome aberration 
type. 

The α-cyclodextrin induced a high acentric fragment 
percentage in anaphase and telophase, and did not facilitate 
the reunion processes of the chromosome broken ends (the 
absence of bridges from cells). For this reason the variant 

TiO2∼α-cyclodextrin (ratio 1:2), can be used for the 
progressive elimination, from organism, of the cells with a 
high mitotic multiplication rate (carcinogen cells). 

The TiO2 conjugated or not with a metal (gold or iron), 
complexed or not with a cyclodextrin, induced, in a low 
percentage, the metabolic modification of the chromosomes, 
their compaction degree in prophase and metaphase being 
affected (PCC and DCC), as well as the inactivation of the 
kinetochore or mitotic spindle. 
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Abstract—Quantum networks are communication networks
in which adjacent nodes enjoy perfectly secure channels
thanks to quantum key distribution (QKD). Drawing end-
to-end security from QKD-supported point-to-point security
can be done by virtue of multipath transmission. This concept
buys security at the cost of strongly connected networks and
perfect routing. Particularly the latter is hard to ensure, since
congestions or (passive) eavesdropping may cause QKD key-
buffers to run empty, thus enforcing local re-routing of packets.
Hence, the adversary may use eavesdropping not to extract
information, but to redirect the information flow towards a
relay-node that he controls. Such attacks can readily invalidate
the stringent requirements of multipath transmission protocols
and thus defeat any formal arguments for perfect secrecy.
Moreover, this form of ”indirect eavesdropping” seems to be
unconsidered in the literature so far. We investigate whether
or not unconditional security in a quantum network with non-
reliable routing is possible. Using Markov-chains, we derive
various sufficient criteria for retaining perfect secrecy under
imperfect packet relay. In particular, we explicitly do not
assume trusted relay or quantum repeaters available.

Keywords-Quantum Cryptography, Markov-Chain, Secure
Routing, Information-Theoretic Security

I. INTRODUCTION

Quantum key distribution (QKD) [1] is renowned for

providing unconditional security over direct channels with

no intermediate nodes. Securing an entire network by means

of QKD calls for additional measures, as up to now, the

technology is still limited to point-to-point security. Cre-

ating end-to-end security has been subject of independent

research, culminating in multipath transmission regimes. The

latter can provide unconditional end-to-end security from

perfectly protected links, which is exactly what QKD can

do. However, most results in this area hinge on two major

ingredients: sufficient graph connectivity and the sender

having the routing under full control. Since the requirements

for multipath transmission are stringent and therefore easily

invalidated, a passively eavesdropping adversary may cause

QKD key-buffers to run empty and thus enforce re-routing

of packets over a set of nodes under his control. Since

QKD can only protect links but not nodes, he can use

eavesdropping on a link to redirect and extract information

from another node. We call this indirect eavesdropping. Even

without the adversary becoming active, local congestions

may as well cause deviations from the intended routing, and

consequently destroy the protection of the secret message.

Our contribution in this paper is investigating the extent to

which quantum networks are resilient to such incidents.

Organization of the paper: We consider networks em-

ploying QKD for point-to-point- and multipath routing for

end-to-end security, referred to as quantum networks. For

convenience of the reader, we briefly review the use of

QKD with multipath transmission in Section III. In Section

IV, we introduce a Markov-chain model for the path that

a data packet takes from the sender to the receiver, with a

particular focus to multipath transmission. Conditions under

which a random routing regime can yield perfect secrecy

are derived in Section V, with an example supporting the

practicability of our results in Section VI. Final remarks are

given in Section VII.

II. RELATED WORK

Most closely related to our work are the results in [2],

who provide a stochastic routing algorithm along with prob-

abilistic measures of secrecy in a randomly compromised

network. We improve on this by taking an existing routing

regime and giving conditions under which it can provide

perfect secrecy under random compromission. Motivated by

the physical distance limitations of practical QKD imple-

mentations (cf. [3], [4], [5] to name a few) in spite of the the-

oretical possibility of unlimited distance QKD transmission

[6], multipath transmission over disjoint channels remains a

theoretical necessity for perfect end-to-end security [7]. In

particular, [8], [9], [10], [11] and references therein form

the basis for our work, where our goal is investigating

a hidden assumption within these results: what happens

if the routing is random rather than fully controllable?

Implementations of multipath transmission within the TCP

protocol are currently under standardization, and many other

protocols like stream control transmission protocol (SCTP

[12]) as well facilitate concurrent transmission. Similarly

as for a recently proposed extension of SSL by QKD

[13], [14], one could imagine QKD being integrated in

such protocols. Load-balancing, local congestions and most

importantly (adversarial) eavesdropping can all cause re-

routing of packets and therefore make otherwise disjoint
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routes intersecting. Our work is an explicit account for

security under such random distortions. To the best of our

knowledge, such indirect eavesdropping attacks have not yet

been considered elsewhere in the literature.

III. QKD-BASED MULTIPATH TRANSMISSION

Our adversary model will be a computationally un-

bounded passive threshold adversary Eve. That is, given a

network G = (V,E), with a sender s and receiver r (both

in V ), the adversary can compromise up to k ≤ |V \ {s, r}|
nodes in G (thanks to QKD, an activity on any of the

links would be detected anyway). Moreover, Eve knows all

relevant protocol specification and the network topology, but

sticks to the protocol in a merely passive attempt to extract

secret content flowing over the network.

For a string M ∈ {0, 1}
∗
, let |M | be its length (in bits),

and let H be the Shannon-entropy. We will use the following

security model (similarly to the model given in [7]):

Definition III.1. Let ε > 0, and let Π be a message

transmission protocol. Suppose that for conveyance of a

message M ∈ {0, 1}
∗
, the packets C1, . . . , Cn ∈ {0, 1}

∗

are transmitted over the network (constituting the pro-

tocol’s transcript). The adversary’s view on the trans-

mission of M is adv(M) ⊆ {C1, . . . , Cn}. We call a

protocol ε-secure, if H(M |adv(M)) ∈ {0, H(M)} and

Pr[H(M |adv(M)) = 0] ≤ ε, i.e., the adversary can disclose

M with a chance of at most ε. We call the protocol Π
efficient, if the size of the transcript, i.e.,

∑n
i=1 |Ci|, is poly-

nomial in the size of the message M , the size of underlying

network (in terms of nodes), and log 1
ε

. A protocol that is

ε-secure for any ε > 0 is said to enjoy perfect secrecy.

It is easy to see that if a protocol is ε-secure with ε <
2−|M|, then simply guessing the message is more likely than

breaking the protocol itself.

Multipath transmission pursues a simple idea: having t
paths from s to r that are node-disjoint, the sender can

transmit a message m by first putting it through a (t′, t)-
secret sharing (Shamir’s for instance), giving the shares

s1, . . . , st and sending each share over its own (distinct) path

to r. The adversary is successful if and only if he catches

at least t′ shares. Obviously, the scheme is unconditionally

secure if t′ > k (where k is the adversary’s threshold), but

in addition, we require full knowledge of the topology, and

assured delivery over the chosen disjoint paths. The general

interplay between network connectivity and unconditional

security has been studied extensively, and our goal in the

next section is finding out whether or not unconditional

security can be retained if the paths are not fully under

the sender’s control (i.e., what happens if the adversary

indirectly fiddles with the routing).

IV. A MARKOV-CHAIN ROUTING MODEL

Assume a quantum network modeled as a graph G =
(V,E) with |V | nodes and nb(v) denoting the set of v’s

neighbors. Formally, we put nb(v) := {u ∈ V |(v, u) ∈ E}.

For each v ∈ V , it is trivial to (empirically) estimate the

probability distribution supported on nb(v), indicating the

chances for a packet to leave towards the j-th neighbor. If

the transition from u to v is denoted as u→ v, then this

(local) distribution comprises the probabilities Pr[u→ vi]
where vi ∈ nb(u). The whole process can be considered

as a Markov chain, with the transition matrix P describing

the hops along which a data packet travels. In other words,

the ”chain” is the list of intermediate nodes that a packet

comes across, with the state of the chain being the node

that currently hosts the message before forwarding it. As

outlined in Section III, it is reasonable to assume a multi-

path transmission regime in the absence of infinitely long

quantum channels. Hence, we will look at an ensemble of

t independently traveling packets with corresponding trajec-

tories (traces) starting off the nodes v1, v2, . . . , vt. Without

loss of generality, and to ease notation in the sequel, call

the starting nodes 1, 2, . . . , t, with the sender’s node being

number ”0”, having the neighborhood nb(0) = {1, 2, . . . , t}.

The receiver’s node has number r. So, |V | = r + 1 and

V = {0, 1, 2, . . . , r}.

To simplify technicalities, let us assume a synchronous

forwarding regime, i.e., the nodes simultaneously forward

their packets at fixed times. Despite this assumption appear-

ing restrictive, it does in no way affect the validity of the

obtained results, as will become evident soon. In particular,

the derived formulas equally perfectly apply to a setting in

which nodes independently forward their data.

Let the distribution πi(n, v) : N× V →[0, 1] describe the

chance that the i-th trajectory (i = 1, 2, . . . , t) is within

node v at time n ∈ N. The whole distribution is denoted as

πi(n), and the whole ensemble of t trajectories is denoted

as π(n) = (π1(n), . . . , πt(n)). The particular state of the

i-th trajectory at time n is written as Xi(n). Consider an

arbitrary but fixed trajectory i in the following. It is well

known from the theory of Markov chains that the state of

the i-th chain is governed by πi(n) = Pn ·pi(0), where P is

the transition matrix. Our chain has only a single absorbing

state, which is the receiver’s state r (the receiver will surely

not pass on his message any further). Furthermore, it can be

assumed irreducible, because if it were not, then there would

be at least two nodes u, v in the network whose chance of

getting a packet from u to v is zero, so they could never

communicate.

We write HjA for the time (measured in hops) that it takes

a trajectory to get from j to a set of A ⊆ V target nodes,

HjA = min {n ≥ 0 : Xi(n) ∈ A|X(0) = j} .

The probability hjA of the chain ever reaching A from j is

therefore hjA = Pr[HjA < ∞], and the family (hjA; j ∈ V )
is the smallest non-negative solution of the equation system

hjA =
∑

i∈V

pjihiA, (1)
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where hjA = 1 for all j ∈ A and pji is the probability of

passing from node j onwards to node i (see [15, p.123] for

details). Writing down this system for, say n = 5 equations

with A = {1, 3}, we get (after some minor algebra),

−p21 − p23 = (p22 − 1)h2A + p24h4A

−p41 − p43 = p42h2A + (p44 − 1)h4A,

where we additionally substituted hrA = 0, as r is the only

absorbing state of our chains. Let us write (in a slight abuse

of notation) P−R,−C to denote the matrix P with all rows

in R and all columns in C deleted. Similarly, we use the

notation PR,C to denote the matrix P only with the rows in

R and columns in C retained. To ease notation, let us put

Q := P−r,−r, i.e., Q is P without the r-th row and column.

If I is the identity matrix, and 1 is the vector of all 1’s, then

the above equation system takes the compact form

−Q−A,A · 1 = (Q−A,−A − I)hA, (2)

where hA is the family (h1A, h2A, . . . , hrA), excluding

hrA = 0 and hjA = 1 for all j ∈ A. In order to have

the values hj for j 6= r and j /∈ A well-defined, we ought

to show that (Q−A,−A − I) is invertible. This is our first

Lemma IV.1. Let P be a stochastic matrix of an irreducible

Markov-chain with the state space V and exactly one

absorbing state r ∈ V . Select any set of states A ⊂ V
with r ∈ A, and let Q = P−A,−A be the submatrix of P
that describes transitions between states outside of A. Then

Q− I is invertible.

Proof: Partition the state set V into V1 = A and V2 =
V \ A, then r ∈ V1 and Q describes transitions within V2.

For each v ∈ V2, write πV2
(n, v) for the chance of the chain

being in state v after n steps. From the theory of Markov-

chains, we know that the vector πV2
(n) = (πV2

(n, v))v∈V2

is given by πV2
(n) = QnπV2

(0). As the chain is irreducible,

we will eventually reach r from any state in V2, and since r
is absorbing, this means that Qn → 0 as n→∞. Now, put

(Q− I)x = 0. Then Qx = x and on iterating Qnx = x. As

n→∞, Qnx = x→ 0, so Q− I is invertible.

Lemma IV.1 helps constructing a formula giving us the

chance that exactly l trajectories pass through a given area

A ⊆ V that is under the adversary’s control. We can

solve the system (2) for any given set A and see whether

it is passed with certainty. Similarly as for the binomial

distribution, we can ask for the probability of a subset of l
trajectories hitting A within finite time, with the remaining

ones never reaching A. The probability we are after is the

sum over all subsets of size l. Formally, we have

Proposition IV.2. Let a graph G = (V,E) be given, and

assume a random walk of t trajectories starting at nodes

1, 2, . . . , t. For a given A ⊆ V , the chance of l trajectories

passing through A is given by

p(A, l) =
∑

M ⊆ [1 : t]

|M| = l





∏

i∈M

hiA

∏

i∈([1:t]\M)

(1− hiA)



 ,

where the vector hk = (hiA)i∈V is calculated as described

above (i.e., put hrA = 0, hjA = 1 for all j ∈ A, and

calculate the remaining probabilities by solving (2)). Here,

[1 : t] is a shorthand notation for the set {1, 2, . . . , t}.

V. PERFECT SECRECY UNDER RANDOM ROUTING

According to Proposition IV.2, the adversary will not learn

anything unless he conquers some set A that is passed by

sufficiently many, say l, trajectories. Consequently, his best

strategy is attacking the set with maximum likelihood of

seeing sufficiently many trajectories. It follows that the most

vulnerable subset of nodes in the network is

A∗ = argmax
A⊆V

Pr[l trajectories traverse A] = argmax
A⊆V

p(A, l).

(3)

The following result is an immediate consequence of the

above discussion:

Theorem V.1. A network with a routing regime described

by a transition matrix P can provide perfect secrecy if and

only if for some integer l ≥ 1, we have p(A, l) < 1 for all

A ⊆ V that the adversary can compromise.

Despite this maximum likelihood optimization problem

being sound, it is yet infeasible to evaluate as the number of

subsets to test is exponential (in the adversary’s threshold).

We shall therefore set out to find sufficient criteria that are

easier to test.

For a 1-passive adversary, we have the following criterion:

Theorem V.2. Let t = |nb(s)| ≥ 1 count the sender s’s

neighbors. If, for each v ∈ V , we have
∑t

i=1 hiv < t,
then the network provides perfect secrecy against a 1-passive

adversary.

Proof: Put the secret message through a (t, t)-secret

sharing and let each share take its own individual path

through the network (i.e., do a random walk according to

the transition matrix P ). With the random indicator variable

Ii,j :=

{

1, if hij > 0
0, otherwise,

the number of trajectories passing through a node v ∈ V
is given by Nv :=

∑t
i=1 Ii,v , and its expected value is

E(Nv) = E(
∑t

i=1 Ii,v) =
∑t

i=1 hiv . The assertion now

directly follows from Markov’s inequality, since

Pr[Nv ≥ t] ≤
E(Nv)

t
<

t

t
= 1,

which holds for all v ∈ V . The network thus provides perfect

secrecy by Theorem V.1.
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Theorem V.3. Let G = (V,E) be a graph, and let the

sender and receiver be s, r ∈ V . Let the adversary be k-

passive, i.e., up to k nodes in G can be compromised. For

perfect secrecy, it is necessary that |nb(s)| > k. In that case,

with V ∗ := V \ {s, r}, if

∀i ∈ nb(s) : hij ≤
1

ek
∀j ∈ V ∗ \ {i} ,

then the network provides perfect secrecy.

Proof: Without loss of generality, assume s’s neighbors

to be the nodes {1, 2, . . . , t}, and put the secret message m
through a (t, t)-secret-sharing scheme, transmitting the i-
th share over the i-th neighbor of s (the remaining path of

each is individual and determined by the network’s transition

matrix P ). Observe that the adversary will not learn anything

unless he gathers all t shares.

If t ≤ k, then the adversary can ”cut off” s from the rest

of the network, thus reading all information conveyed by s,

and perfect secrecy is impossible by Theorem V.1.

Assume t > k henceforth, so there exists at least one

honest neighbor of s in every attack scenario. Let A ⊆ V
with A = {j1, . . . , jk} be a set of compromised nodes. The

(mutually dependent) events T ji
l for i = 1, 2, . . . , k occur

when the trajectory starting off the node l reaches node ji.
For each (starting node) l = 1, 2, . . . , t, we have

Pr
[

T ji
l

]

= hlji ≤ max {hlv|v ∈ V \ {l, s, r}} ≤
1

ek
, (4)

where the last inequality follows from our hypothesis. Since

Pr
[

T ji
l

]

≤ 1
e·k , then Lovász local lemma (symmetric ver-

sion) implies

Pr

[

k
⋂

ν=1

T jν
i

]

> 0. (5)

In other words, the l-th trajectory has a positive chance

of evading the set {j1, . . . , jk}. Since inequality (4) holds

independently of the particular ji’s, (5) is true for all these

sets. If condition (4) holds for all l = 1, 2, . . . , t, then in

every attack scenario there is at least one trajectory with

a positive chance of not passing through the compromised

area in the graph. So, for every A ⊂ V with |A| ≤ k, it

holds that p(A, t) < 1 and the network can provide perfect

security.

Efficiency

Regarding the bandwidth demand, we require the overall

network traffic (bit complexity) and round complexity to

be polynomial in log 1
ε

for any chosen ε > 0. Assume

the network satisfies the condition for perfect secrecy in

Theorem V.1.

Fix some ε > 0. We will prove the following transmission

regime to enjoy efficient bit- and round-complexity, i.e.,

polynomial efforts in log 1
ε

. Let the secret message trans-

mitted from s to r be m:

1) put m through a (n, n)-secret sharing, giving the

shares s1, . . . , sn (the number n will be determined

below).

2) for i = 1, 2, . . . , n do the following: put the i-th share

si through a (t, t)-secret sharing, where t = |nb(s)|,
and transmit the j-th share of si over the j-th neighbor

of s.

Obviously, the attacker will not learn anything unless he

gets all the information flowing over the network (due to

the (n, n)- and (t, t)-sharings). Our task is proving n to

be polynomial in log 1
ε

and the size of the network. For

the proof, define an indicator variable for each round i =
1, 2, . . . , n via

Ii =

{

1, if the share si was disclosed;

0, otherwise,

so that Ii measures the adversary’s success (in a binary scale)

in the i-th round. By our hypothesis, Theorem V.1 implies

Pr[Ii = 1] < 1 for all rounds i and all sets of nodes that the

adversary could have conquered (recall that the adversary is

k-passive). Put ρ := maxi=1,2,...,n Pr[Ii = 1], then ρ < 1.

Since 0 ≤ Ii ≤ 1 for all i, the first moment E(Ii) exists

and Ii’s deviation from its mean is bounded by −1 ≤ Ii −
E(Ii) ≤ 1 for all i. Define S :=

∑n
i=1 Ii, then since E(Ii) ≤

ρ, we get E(S) =
∑n

i=1 E(Ii) ≤ nρ. Moreover, S−E(S) ≥
S − nρ ≥ τ for some τ to be fixed later. Application of a

variant of Hoeffding’s inequality (with relaxed independence

constraints; see [16]) gives

Pr[S − nρ ≥ τ ] ≤ Pr[S − E(S) ≥ τ ] ≤ exp

(

−
τ2

2n

)

Since 1
n
S ≥ mini Ii, we can choose τ to satisfy τ

n
≤

mini Ii − ρ ≤ 1
n
S − ρ. So we can continue the chain of

inequalities on the left-side as

Pr
[

min
i

Ii − ρ ≥
τ

n

]

≤ Pr[S − nρ ≥ τ ] ≤ exp

(

−
τ2

2n

)

,

and by taking δ := τ
n

we conclude that

p := Pr
[

min
i

Ii ≥ ρ+ δ
]

≤ exp

(

−
nδ2

2

)

for all δ ≥ 0. By construction, the adversary is successful

if and only if Ii = 1 for all rounds i = 1, 2, . . . , n, or

equivalently, mini Ii = 1. Choosing δ := 1 − ρ > 0, the

number n of rounds until Pr[mini Ii ≥ ρ+ δ = 1] < ε is

achieved comes to n ∈ O
(

log 1
ε

)

. The bit-complexity is

n·t·|m|, where |m| is the length of the message, and as such

in O
(

|m| · |nb(s)| · log 1
ε

)

, i.e., polynomial in the network

size and log 1
ε

. Summarizing the discussion, we have proved

Theorem V.4. If a given network provides perfect secrecy

according to Theorems V.1, V.2 or V.3, then there is an

efficient protocol achieving this.
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1 2 3

4 5 6

7 8

Figure 1. Example multipath transmission from 1 to 8

VI. APPLICATION TO QUANTUM NETWORKS

It is important to emphasize that Theorems V.1, V.2 and

V.3 should not directly be applied to the communication

network at hand. Instead, we are interested in estimating the

harm that any deviation from a prescribed routing strategy

causes. Going back to multipath transmission, our goal is

using the results from the previous section to classify a

given network as (in)secure under the assumption of random

detours that a packet takes upon local congestions or empty

local quantum-key-buffers.

We illustrate the application of Theorem V.3 using a

simple example, which we hope demonstrates the general

line of reasoning. Take the network shown in Figure 1, with

each link secured by means of QKD. Alice (node 1) per-

forms a multipath communication over three disjoint chan-

nels ρ1 = (1→ 2→ 3→ 8), ρ2 = (1→ 5→ 6→ 8), ρ3 =
(1→ 4→ 7→ 8) (shown bold) to Bob’s node 8. Assume

that each node does the packet forwarding reliably, up

to some chance of α for the packet to deflect from the

prescribed route. Thus, assuming stochastic independence

for the sake of simplicity, with probability 1−αlength(ρi)−2,

the packet will travel over ρi as desired. Notice that any

path is accessible from any other, and that an adversary will

surely not waste resources by attacking anywhere else than

on the chosen paths. Hence, we can create an abstract model

for such a multipath transmission by restricting the focus on

whether the packets travel as desired (likelihood determined

by the reliability of routing, i.e., the probability of the packet

not deviating from its prescribed route), or whether they

take detours (should happen with a small chance only) that

could yield to intersecting paths and disclosure of the secret

message.

For the analysis of a general network G = (V,E) under

a multipath transmission scenario, we therefore consider the

auxiliary graph G′ = (V ′, E′): let ρ1, . . . , ρt be paths in G,

then each of these becomes a node in G′, which is connected

to the sender and receiver, so put V ′ := {ρ1, . . . , ρt}∪{s, r}.

Attacking elsewhere than on the paths ρ1, . . . , ρt is less

paying for the adversary than compromising the paths

themselves, so we may safely disregard any nodes in the

network that are not on a chosen path. Also, assume that a

packet can jump from any path to any other, so the nodes

ρ1, . . . , ρt form a clique. Finally, each path ρi is connected

ρ1

ρ2

ρ3 rs

Figure 2. Auxiliary graph G′ describing state transitions

to the receiver r in a one-way manner, as the receiver

is absorbing and will not pass anything further. Similarly,

the sender is (one-way-)connected to all his chosen paths,

though these transitions are of no further interest, since

an accidental jump from a path back to the sender can

trivially be corrected by the sender putting the packet back

on its correct path. The set of edges therefore comes to

E′ = {ρ1, . . . , ρt}
2
∪ {(ρi, r), (s, ρi)|i = 1, 2, . . . , t}. The

resulting transition graph for the example is depicted in

Figure 2, with arrows indicating possible state transitions.

The topology of the auxiliary graph G′, excluding the

transitions from s to each ρi (for obvious reasons) defines

the Markov-chain on which we can invoke the results

from Section V. For the analysis, it remains to specify the

following likelihoods:

• Pr[ρi→ r]: with the parameter α as above, this is

Pr[ρi→ r] = 1−αlength(ρi)−2. Notice that several events

of node failure are not necessarily independent, and

correlations among these must be considered in a more

accurate (perhaps more realistic) model.

• Pr[ρi→ ρj ]: this quantity depends on the particular

chances of jumping from a node on ρi to any node on

ρj , and must be worked out individually for the network

at hand. For the sake of simplicity and illustration,

we assume an equal likelihood of jumping on any

other path once ρi is left. For the example, we take

Pr[ρi→ ρj ] =
1

t−1 (1− Pr[ρi→ r]).

Since the jumps from the sender to each of his chosen paths

are uninteresting, we do not need to model the corresponding

transition probabilities, nor must these appear in the transi-

tion matrix of the Markov-chain. These links are merely

included to have G′ consistent with our criteria, and are

therefore shown dashed.

With α = 0.01, we end up finding the transition matrix:

P =









ρ1 ρ2 ρ3 r

ρ1 0 0.01 0.01 0.98
ρ2 0.01 0 0.01 0.98
ρ3 0.01 0.01 0 0.98
r 0 0 0 1









Now, we can use Theorem V.3 on this matrix to see that the

network is indeed secure against a 2-passive adversary: with

V ∗ = {1, 2, 3} and by solving (2) for A = {1} , {2} , {3},

we find hij = 1
99 < 1

2e ≈ 0.184, for each i, j ∈ V ∗, j 6= j.

It follows that the network remains secure even under
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much less reliable routing. Indeed, we can tolerate up to

α ≈ 0.155, i.e., a more than 15% chance of the packets

becoming re-routed via indirect eavesdropping or congestion

control. Finally, Theorem V.4 tells that resilience against

such incidents can be retained efficiently.

VII. CONCLUSION

We have obtained simple criteria for protection against

passive adversaries. Carrying over our results for active

(Byzantine) adversaries, one needs a slightly different trans-

mission technique. In fact, (k, n)-secret sharing is resilient

against an active adversary compromising up to ⌊(n−k)/2⌋
shares [17]. Future work will include refining and adapting

our criteria for Byzantine adversaries, as well as inves-

tigating transmission efficiency (notice that the proof of

Theorem V.4 no longer holds for active adversaries. Still,

QKD enhanced multipath routing can indeed bring perfect

secrecy to future networks, even without much change to

the existing routing regimes apart from using QKD. More

detailed examples are subject to ongoing research in the

context of a project where this framework is going to be

tested empirically. We will report on this in future papers.

Our results are only indirectly dependent on the quantum

nature of the network, as the attack targets the multipath

transmission regime only by exploiting general QKD prop-

erties. These are, moreover, independent of the particular

QKD-implementation, and equally well apply to discrete or

continuous quantum information encodings. In general, any

successful denial-of-service attack, regardless of whether on

a conventional or quantum line, can be used for indirect

eavesdropping in the described form, as soon as secure

multipath transmission is used.

This work is an explicit account for an adversary who

turns the QKD eavesdropping detection against the network.

If end-to-end security is set up by means of multipath trans-

mission, then ”disconnecting” (by eavesdropping) otherwise

adjacent nodes may enforce local re-routing of packets and

in turn direct the information flow right into the adversary’s

hands. We presented various sufficient criteria for this kind

of ”indirect eavesdropping attacks” to be repealable. In

general, our criteria can be used to decide whether or not

a network retains perfect secrecy under randomly compro-

mised nodes and routes.
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A bstract—Particle separation in passive micro fluidic 
channels has been investigated in straight channels 
with contracting and expanding geometry is studied. 
The angles in the entrance of contacting part of the 
channel are varied and the influence of the forces on 
the particle focusing is studied at various fluid flow 
rates.  Single focusing position could be achieved for a 
certain flow rate and an angle of inclination at the 
entrance of a contracting part in the direction of flow. 

K ey w ords- microparticle; separation; w all  effect; 
focusing. 

I.  INTRODUCTION 
Microparticle separation techniques have attracted 

extensive attention for their importance in clinical 
diagnostics, treatment, and various biomedical applications. 
Most common separation techniques involve centrifugation 
and membrane based filtration on macro scale systems. 
Microfluidics based particle separation systems have 
advantages over these techniques due to small amounts of 
sample and reagent, less time consumption, lower cost and 
high throughput. In general, separation techniques could be 
categorized as passive and active with respect to any 
available applied external forces. Active separation systems 
require external forces such as ultrasound, magnetic field, 
and dielectric field for controlling the behavior of the 
particles suspended in fluid [1–2]. Passive separation 
techniques do not require external forces; the separation 
relies entirely on the hydrodynamic effects, which are mainly 
caused by channel geometry. However, most of the passive 
separation systems suffer from low throughput and filtration 
efficiency due to low channel Re numbers [1–2].  

The first experiment about inertial forces was 
accomplished by Segre and Silberberg [3] in which particles 
migrate to a radial equilibrium position at the pipe radius of 
0.62 from the axis of the pipe, which is known as “Tubular 
Pinch Effect”. Working with a wide range of Re numbers, 
Matas et al. [4] experimentally confirmed the tubular pinch 
effect and found that the equilibrium positions shift towards 
the wall with increasing Re. Kim et al. [5] observed that 
particles focused to a narrow band along the perimeter, 
which is about 0.2 Dh (hydraulic diameter) in low Re number 

(Re < 20). On the other hand, Di Carlo et al. [6] investigated 
the inertial focusing in a straight microchannel and proved 
that uniformly distributed particles in rectangular channels 
migrate across the streamlines of four symmetric equilibrium 
positions at the centers of the sides and move closer to the 
walls as particle Re number increases. Lateral migration of 
particles mainly depends on the ratio of the particle diameter 
to the channel hydraulic diameter (ap/Dh). Inertial effects are 
significantly large and particle focusing occurs in short 
distances in ap/Dh > 0.07 criterion. They also point out that 
the focusing positions that occur in the straight channels can 
be determined by the fold symmetry of the channel’s cross 
section. In a rectangular channel the flow will have two 
focusing positions [7]. Di Carlo et al. [8] also studied the 
equilibrium positions of cells with comparing the expanding 
channel types. It was determined that the equilibrium 
positions moved closer to the channel centerline in rapid 
expanding channel while they were closer to the channel 
wall in the gradual expanding channel. Recently, Asgar et al. 
[9] discovered that the inertial focusing positions of particles 
in a straight microchannel also depend on the channel aspect 
ratio. They found that particles converge to an equilibrium in 
two focused streams along the longer sidewalls for both H/W 
> 1 and W/H > 1 (H: Height, W: Width) at the same channel 
Re number. Shear gradient induced lift force is linked to the 
flow velocity profile at the location of the particle. Due to its 
larger weight and size, the particle moves a little more 
slowly than the fluid and relative velocity is larger on the 
wall side, a pressure difference acts on the particle to push it 
towards to the wall. The second lift force where induced lift 
force is linked to the vicinity of the solid surface is called as 
wall effect. The relative velocity closed to the wall side of 
the particle is reduced by the presence of the wall, and the 
pressure on the wall side is larger than that on the centerline 
side. A lift force is exerted on the particle towards the 
channel center. 

In this study, straight microfluidic channels with 
contracting and expanding geometry are studied. The angles 
in the entrance of contacting part of the channel are varied 
and the influence of the forces on the particle focusing is 
measured at various fluid flow rates. 
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II. MICROCHANNEL DESIGN 
The angle of the entrance to contraction part was varied 

while other parameters were kept constant. Schematic view 
of the designed channel geometry is shown in Fig. 1, and 
dimensions are given in Table 1.  

Figure 1. Schematic view of designed channel geometry 
 

III. METHODS 

A. Fabrication 
SU – 8 3050 (MicroChem Corp.) was spun on the 4 inch 

Si wafer at 500 rpm for 10 s with 100 rpm/s acceleration and 
then 3000 rpm for 30 s with 300 rpm/s acceleration. A soft 
bake process was done at 95 °C for 15 min. After 
lithography, SU–8 coated wafer was post baked at 65 °C for 
1 min. following at 95 °C for 5 min, and developed. Then it 
was placed in a petri dish for PDMS casting. Vacuum oven 
was used for degassing the PDMS and kept at the curing 
temperature of 150 °C for 2 hours. After curing, PDMS was 
peeled off the mold and placed in oxygen plasma furnace 
with a glass substrate side by side for the surface treatment to 
improve the adhesion between PDMS and glass, then both 
pieces were bonded together for the final construction of the 
microfluidic device. 
 

TABLE 1. Design parameters of the channel geometry  
 

Width I 100 µm 
Width II 40 µm 
Length 200 µm 
α 30,45,60,90 

 

B. Characterization 
A mixture of 0.04 ml solution containing 1% of 9.9µm 

diameter green fluorescent particles and 70 mL DI water was 
prepared.  Flow rates were determined with respect to the 
particle Re numbers (ReP). It has been shown that particle 
inertial lift forces are dominant when Rep > 1, causing the 
particles to migrate laterally inside the channels [10]. Flow 
rates and particle Re numbers used in this study are given in 
Table 2. 

For obtaining a stable image from green fluorescent 
particles, exposure rate and color were adjusted with respect 
to red, green and blue. Exposure rates were varied between 
the values of 80 µs to 160 µs in which microchannel borders 
are not visible so that the particle images could easily be 
viewed. For obtaining an image over time, accumulation 
settings were set at 40 frames, meaning each image taken 
contains accumulated 40 frames.  
 

TABLE 2. Flow rates and particle Reynolds numbers in expanding/ 
contracting part of channel  
 

Flow rate 
(µ l /min) 

ReP 
(expansion 

part) 

ReP 
(contraction 

part) 
105 0,38 1,49 
120 0,44 1,70 
140 0,51 1,99 
160 0,58 2,27 
180 0,65 2,55 

 

IV. RESULTS AND DıSCUSSıON 

A. Focusing Positions 
Using the line profile option of the DP72 microscope 

camera software, the positions of the accumulated particle 
flows images were obtained. The line profile system depends 
on the RGB color value of the points along the chosen line. 
From the RGB values focusing width and position were 
determined. The obtained images showing the focusing 
positions of the micro channels are given in Fig. 2. It can be 
seen from the figure highly concentrated single focusing can 
be obtained at certain flow rates for angled designs (30° - 45° 
- 60°) at the upper side of the channel for certain flow rates 
while this could not be possible for 90° degree design.  

B. Intensity Analysis  
The brightness of the color image can be obtained with 
using the line profile option of the microscope. By using 
color intensity values it can be determined whether a certain 
flow rate can produce a single focus or a dual focus 
positions.  While the intensity values give the value of the 
brightness of the focusing, that value needs to be adjusted 
with respect to the width of the focus in order to normalize 
the intensity value. Single focusing could be categorized as 
high intensity over low width values.  In other words, in 
order to define a single focusing position for a certain flow 
rate, its intensity/width value must be much higher than that 
of its second focusing position value. Furthermore, for the 
single focusing position determination at different flow rates 
intensity/width value is divided by the flow rate values to 
normalize the color intensity with respect to flow rate. The 
obtained results are shown in Fig. 3. Left side of each graph 
corresponds to expansion region of the channel while the 
right side corresponds to contraction part of the channel. 
From the graphs, for a certain ReP value whether a focusing 
position is single or double is seen. Mark x shows the single 
focusing positions. For 45 and 60 degree designs have single 
focusing for two different flow rates in the contraction part 
of the channel while 30 degree design has only one and 90 
degree design has none.  
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   a)                                                       b) 

 
 

 
 

c)                                                       d) 
 

 
Figure 2.   Particle flow with different angle of entrance at contraction part a) 90o b) 60o c) 45o d) 30o 

 

V. CONCLUSIONS 
Single focusing position could be achieved for a 

certain flow rate and an angle of inclination at the entrance 
of a contracting part in the direction of flow. This result 
can be explained with the vortex forces prior to the 
contraction part and the wall effect at the proposed angle. 
Fig. 4 illustrates these forces affecting the particle in the 
channel. From this figure, the x component of the vortex 
force will be decreasing with decreasing angle. This force 
is in the direction of the flow causing an increase in the 
flow rate. But that effect will not have significant effect at 
low angle values causing no change in the flow rate.  In 
60°, 45° and 30° channel designs there exists a wall 
induced inertial lift force which affects prior to the 

contracting part. This lift force is perpendicular to the 
angled wall so that its x and y components are not same 
for different angle values. It has lower x component in 
lower angled designs. The x component of this wall 
induced inertial lift force has a decelerating effect for the 
fluid and particle flow and the y component of this wall 
induced inertial lift force is the main driving force for 
obtaining the single focusing position. The x component of 
the wall induced lift force of 60° design is higher than that 
of 45° or 30° design, at which the fluid flow will be 
affected more and its flow rate will be lower than those 
designs. As a result, a single focus was obtained in even 
expansion part of the channel at certain flow rates for 60° 
design. 
 

 

91

ICQNM 2011 : The Fifth International Conference on Quantum, Nano and Micro Technologies

Copyright (c) IARIA, 2011.     ISBN: 978-1-61208-151-9

                         100 / 122



 
 

 
 

 
        

 
 

Figure 3.   Normalized intensity vs. Particle Reynols number for channels with different angle of entrance at contraction part  
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Figure 4. Geometry effects on the focusing mechanism 
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Abstract— Due to dipolar interactions, superparamagnetic 

beads self-assemble into one- and two-dimensional 

superstructures under the influence of a homogeneous 

magnetic field. When the magnetic field is adiabatically rotated 

in-plane, the superstructures follow the rotation. We developed 

a microfluidic device in which the rotation of these 

agglomerates is used to simultaneously enhance mixing and 

allow for colloidal separation. The device shows high 

separation efficiencies. When taking the mass separation rate 

into account, the optimal working regime of the device lies 

around 120 µm/s, where it yields 80% of the total amount of 

beads.  

Keywords- microfluidics; superparamagnetic beads; dipolar 

coupling; reconfigurable matter; rotating magnetic fields. 

I.  INTRODUCTION 

Due to promising applications in biomedical analysis, 

superparamagnetic beads have been thoroughly studied 

during the last decades [1-3]. Their surface functionalization 

allows the specific binding of biomolecules like DNA or 

proteins[4,5] whereas the permanent magnetic moment of 

the particles makes it possible to manipulate their movement 

in microfluidic channels through external magnetic fields 

[6-8] or detect them with magnetoresistive sensors [9-11]. 

This makes them applicable as carriers or markers for 

biomedical diagnostics in lab-on-a-chip systems. 

Another promising application is the utilization of the 

beads as reconfigurable matter [12]: Under the influence of 

a homogeneous magnetic field, the magnetic moment 

vectors align parallel to the external field. This alignment 

leads to an increase in the effective magnetization and thus 

results in a higher magnetic stray field. Since the stray field 

is inhomogeneous, adjacent particles attract each other and 

form one- (chains) or two-dimensional (clusters) 

superstructures [13-15]. Once the magnetic field is removed, 

the superstructures disassemble on a time scale of several 

seconds. 

Just like the particles, superstructures can be 

manipulated with external magnetic fields as their 

orientation follows the direction of the field. Therefore, 

adiabatic rotation of the field leads to rotation of the 

agglomerates [16] which can be utilized to enhance mixing 

in microfluidic devices, as demonstrated by Lee et al. [17] 

and Sawetzki et al. [18]. They used microfluidic chambers 

and optical tweezers to confine magnetic assemblies in 

microfluidic compartments and utilize them as active 

micromixers. 

In this work, the formation and rotation of 

superstructures composed of superparamagnetic beads is 

employed to design a combined microfluidic system which 

enables enhanced fluid mixing and colloidal separation. 

Figure 1 shows the overview of the separation mechanism 

of the device: Superparamagnetic beads form one- and two-

dimensional rotating superstructures under the influence of 

an external homogeneous magnetic field. At the separation 

junction (two diverging channels separated by a barrier) the 

rotation of the agglomerates leads to a transversal 

movement due to interactions of the superstructures with the 

barrier. The direction of this movement depends on the 

orientation of the rotation (clockwise or counter-clockwise). 

Thus, the flow of agglomerates can be limited to either one 

of the two diverging channels, depending on the parameters 

of the external field. If no magnetic field is applied, the 

individual particles are distributed statistically over both 

channels.  
At the T-junction (depicted in Figure 2), the rotation of 

the superstructures leads to a perturbation of the boundary 
layer between the two parallel, laminar flows. A convective 
fluid flux from the upper layer into the lower layer and vice 
versa is created and leads to enhanced mixing. Without the 
rotation, thermal diffusion would be the only driving force 
for mixing. Unlike the other magnetic mixing devices 
mentioned above, this device utilizes free-flowing 
components that can be assembled in real-time. 
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In this paper, we describe the experimental realization of 
the proposed microfluidic device. In the results section, both 
the performance of the colloidal separation and the mixing 
enhancement are evaluated. 
 

II. EXPERIMENTAL 

The microfluidic structure was created by soft-

lithography techniques [19]. Figure 2 shows a microscopy 

image of the SU8-3025 casting mold. The actual channel 

system was made from PDMS that was sealed with a silica 

wafer by plasma oxidation of the surfaces. 

The structure consists of two inlet reservoirs I1 and I2 

that are connected to a T-junction via channels of 77 µm 

width. A bead reservoir B is used to introduce beads into the 

system. The main channel connecting the T-intersection 

with the outlet reservoir O has a width of 79 µm and is split 

into two channels of 28 µm width by a 23 µm wide barrier. 

Liquid flow is induced by hydrostatic pressure. 

Dynabeads MyOne
TM

 beads with a mean diameter of 

1.05 µm at a standard deviation of 1.9% were chosen for the 

experiments [20]. The bead surface is covered with 

carboxylic acid ligands. The mass saturation magnetization 

of the MyOne
TM

 beads is 23.5 Am
2
/kg. For the experiments, 

a stock solution of 10 mg/mL was diluted with deionized 

water to a final concentration of 120 µg/mL. Reservoir B 

was then filled with this solution, whereas I2 was filled with 

a 65 mM solution of flavin adenine dinucleotide (FAD) to 

allow for optical evaluation of the mixing behavior. The 

ratio of the flow from I1 and I2 to O, respectively, was 

adjusted via the water level in I1. 

A modified RCT basic (IKA) magnetic stirrer with a 

maximum in-plane field strength of 690 Oe was placed 

beneath the microfluidic chip to provide the rotating 

magnetic field. The field strength leads to a degree of 

saturation of 73% in the MyOne
TM

 beads. A rotation 

frequency of 50 rpm was chosen for the whole experiment.  
For evaluation, the amount of chains (transversal width 

of one or two beads) and clusters (transversal width of three 
or more beads) passing through channel A and B was 
counted separately. Superstructures fracturing at the barrier 
were counted as flowing through both channels. The ratio of 

beads flowing through channel A and B was obtained 
through the ratio of the area of the superstructures. Flow 
velocities were evaluated by tracking of superstructures in 
the channel. 

 

III. RESULTS AND DISCUSSION 

The influence of the rotating bead superstructures on the 

boundary layer between the water and the FAD solution can 

be seen in the optical microscopy images displayed in 

Figure 3. The interface between the two flows is highlighted 

in red. Due to hydrodynamic interactions with the 

surrounding fluid, the rotating agglomerates create a 

transversal convective flow that enhances the mixing of the 

two parallel streams. This way, they are acting as free-

flowing magnetic microstirrers that can be easily assembled 

and disassembled on demand in real-time. 

At the separation junction, the interaction of the bead 

agglomerates with the barrier leads to a colloidal separation 

as described in Figure 1. Depending on the chosen direction 

 
Figure 3.  Microscopy images of the fluid interface at the T-junction. 

The rotation of the superstructures causes a convective flux orthogonal 

to the flow direction, thus enhancing mixing. The interface between 

the two liquids is highlighted in red. For better perceptibility, the 
contrast of the yellow FAD was increased. 

 
 

Figure 1.  Operation principle of the microfluidic gate: The rotation of 

the superstructures leads to a transversal movement of the 
agglomerates at the separation junction. The direction of the movement 

depends on the orientation of the rotation of the magnetic field. Thus, 

the particle flow can be restricted to one channel.  

 
 

Figure 2.  Microscopy image of the SU8-3025 casting mold with the 

inlet reservoirs I1 and I2, the outlet reservoir O and the bead reservoir 
B. The small image shows a magnification of the separation junction. 
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of the magnetic field rotation, the particle flow can be 

restricted to the upper or lower channel. As can be seen 

from the optical microscopy images in Figure 4, even high 

bead densities can be successfully guided. Figure 5 shows a 

series of optical microscopy images of the separation 

process. Through the effect of the clockwise rotation, the 

one-(5-a) and two-(5-b) dimensional bead agglomerates are 

guided into the lower channel. Only at higher flow 

velocities above 100 µm/s, breakage of chains (5-c) or even 

clusters (5-d) occurs at the separation barrier due to high 

shear induced stresses, thus reducing the separation 

efficiency. Additionally, fragments with lateral dimensions 

smaller than the width of the diverging channels cannot be 

guided successfully, since they often passed the separation 

junction without interacting with the barrier (5-f). However, 

they do not significantly lower the separation efficiency as 

the amount of beads per fragment is insignificantly low. In 

contrast to breakage of clusters, the presence of fragments is 

visible at all flow velocities. Adjustment of the bead 

concentration and the parameters for the chain formation 

process might reduce the amount of fragments, though. 

The evaluation of the separation efficiency was 

performed for clockwise rotation. Figure 6 shows the 

fraction of chains, clusters and total amount of beads that 

was successfully guided into the lower channel B. At low 

mean flow velocities (42 and 63 µm/s) more than 90% of 

the superstructures are successfully separated. The low 

percentage of particles flowing through channel A can be 

attributed to the fragments mentioned above which do not 

interact with the separation barrier. When the flow velocity 

is increased to 120 µm/s, the overall separation yield 

slightly decreases to 89% due to the increased probability of 

chain breakage: Only 71% of the chains are guided into the 

lower channel, whereas most of the clusters (84%) remain 

stable and resist the fragmentation by shear induced stress. 

At high flow velocities of 274 µm/s, cluster breakage 

becomes more common and reduces the ratio of guided 

clusters to 61%. At these high velocities, several clusters 

pass the separation junction without performing a 180° 

rotation, so that they reach channel A without interacting 

with the barrier (5-e), thus decreasing the separation yield. 

This effect could be counteracted by increasing the rotation 

frequency of the magnetic field, though a higher rotation 

speed might increase the probability of cluster breakage. 

Still, 63% of the total amount of beads are successfully 

guided into the lower channel, showing that a significant 

separation can still be achieved at these velocities. 

To analyze the efficiency of the design, we define the 

separation efficiency ε as follows: 

ε = (x − 0.5)/0.5  (1) 

with x as the fraction of separated beads. Thus, ε takes 

into account that without the application of an external field, 

50% of the beads would be guided into each of the two 

diverging channels. Figure 6 shows the values of ε 

depending on the flow velocity. For velocities of up to 

120 µm/s, high efficiencies between 0.92 and 0.77 are 

obtained. Only at higher flow velocities of 274 µm/s the 

efficiency drops to 0.26. However, higher flow velocities 

mean that a larger volume and therefore a higher amount of 

beads is transported and guided per time. We therefore 

introduce the mass separation rate ξ as 

ξ = Γ·cBead·ε (2) 

 
Figure 5.  Optical microscopy images showing the separation of 

cluster agglomerates. Even at high local bead densities, the separation 

is efficient and no clogging of the channels is observed. 

 
Figure 4.  Even at flow velocities of 274 µm/s, chains (a) and clusters 

(b) can be guided into the lower channel by clockwise rotation of the 
magnetic field. At these flow velocities, however, chains (c) and 

clusters (d) may fracture at the separation barrier due to shear induced 

stresses. Additionally, due to the high velocity, some superstructures 
pass the separation junction without interacting with the barrier (e). At 

all flow velocities, occasional fragments (f) with lateral dimensions 

smaller than the channel diameter pass the junction without being 
guided. 
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with cbead as the bead concentration and Γ as the volume 

flow rate which is given by 

 Γ = |u|·A (3) 

with |u| as the flow rate and A as a geometry parameter. 

Since cbead and A do not depend on the flow velocity but 

only on experimental conditions which were not changed 

during the presented experiments, we introduce the 

experimental parameter α: 

α = cBead· A (4) 

Figure 6 shows the progression of the quantity ξ/α, which 
takes all flow velocity dependent effects into account, with 
the flow velocity. The plot shows an increase of the device 
efficiency from 38 µm/s to 93 µm/s when increasing the flow 
velocity from 42 µm/s to 120 µm/s. A further increase of the 
velocity decreases the efficiency to a value of 72  µm/s. Thus 
we can deduce that the optimal working regime for the 
device lies around 120 µm/s for an operation frequency of 
50 rpm.  

IV. CONCLUSION 

The proposed microfluidic design offers simultaneous 
enhancement of fluid mixing and highly efficient colloidal 
separation through the use of self-assembling, free-flowing 
superstructures that can be built and disassembled on a time 
scale of several seconds. The structure can be realized by 
application of an external homogeneous time-dependant field 
without the need for micro-structured components. The 
optimal working regime for the device lies around a flow 
velocity of 120 µm/s for rotation frequencies of 50 rpm. 

In future work, the presented design will be used to 
separate biomolecules from a biological sample matrix and 
localize them on the bead surface, allowing for detection 
without background interference by the matrix components. 
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Figure 6.  Evaluation of the separation performance. (a) The fraction 
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Abstract—The authors present a method for the formation of 

highly ordered two-dimensional arrays of magnetic beads 

based on dipolar particle interactions in rotating magnetic 

fields. Growth mechanisms of the arrays inside the carrier 

liquid are presented. After evaporation of the carrier liquid, 

the resulting bead monolayers on silicon substrates are 

analyzed with respect to size and defect structure.  

Keywords- magnetic bead arrays; formation of bead 

monolayers; rotating magnetic fields 

I.  INTRODUCTION 

Magnetic beads and nanoparticles are promising 
candidates for various lab-on-a-chip applications [1-3]. Their 
magnetic moments allow for the manipulation by external 
magnetic gradient fields [4, 5]. Detection of magnetic beads 
or nanoparticles may be achieved by the use of 
magnetoresistive sensors due to their magnetic stray field 
[6]. When combined with appropriate functional groups on 
the surfaces, the individual magnetic bead or particle may act 
as markers for biological or chemical analytes. For these 
applications, low particle concentrations have to be applied 
in order to prevent particle coupling based on dipolar 
interactions.  

If superparamagnetic beads are suspended in a liquid and 
immersed in a homogeneous external magnetic field, a 
torque acts on their magnetic moment vector favoring 
parallel alignment with the external field orientation. Since 
the external magnetic field is homogeneous, no magnetic 
force is acting on the particle ensemble. However, in the case 
of high particle concentrations, the inhomogeneous magnetic 
stray field of neighboring particles leads to an attractive 
force, which entails the formation of one-dimensional 
agglomerates [7]. These one-dimensional assemblies may be 
used as, e.g. static components in on-chip sandwich 
immunoassays [8] or as dynamic components in micropumps 
driven by magnetic gradient fields [9]. Magnetic assemblies 
may also be influenced by rotating magnetic fields allowing 
for stable rotations depending on the applied field frequency 
[10]. Higher rotation frequencies of the external magnetic 
field lead to higher shear stresses along the bead chains due 
to the hydrodynamic interaction with the carrier liquid. At 
higher shear stresses the probability for chain collapse is 

enhanced [11]. Therefore, two dimensional assemblies of 
magnetic beads may be formed. This work will focus on the 
growth of such two-dimensional bead arrays and analyzes 
the size of resulting monolayers after evaporation of the 
carrier liquid.  

In this contribution we describe the experimental 
techniques to generate magnetic bead assemblies based on 
dipolar particle interactions in rotating magnetic fields. 
Furthermore, the resulting monolayers are analyzed with 
respect to symmetry, growth modes and sizes of the resulting 
monolayers in dependence of the particle concentration. 

 

II. EXPERIMENTAL 

Superparamagnetic microbeads Dynabeads M-270 SA 

[12] were used in the experiments. These microbeads have a 

radius of 1.4 µm with a standard deviation below 2% and 

are coated with a streptavidin functionalization. The iron 

content of these beads is 14%. In order to avoid salt 

crystallization after liquid evaporation, the buffer of the 

stock solution was exchanged with deionized water by 

subsequent centrifugation and resuspension. Two different 

suspensions at 0.2 and 1.0 mg/ml were prepared. The 

rotating magnetic field was created by a magnetic stirrer 

RCT classic (IKA, Germany) at a maximum field strength 

of 330 Oe. At this field strength a linear response of the 

magnetization in dependence of the external magnetic field 

is expected according to the magnetic characterization of the 

beads [13]. Assemblies were performed on a silicon wafer, 

which was cleaned with acetone and ethanol prior to 

spotting the solutions. Optical microscopy images were 

collected with a Keyence VHX-600 during formation of the 

agglomerates and after liquid evaporation. Rotation 

frequencies of 400, 800 and 1200 rounds per minute (rpm) 

are applied. 

The microscopy data is evaluated with respect to 

agglomerate sizes based on the analysis of pixels at a 

defined color value within a certain area. The expected error 

of this counting method is about 2.43% when compared to 

manual counting of magnetic beads. Furthermore, the defect 

concentrations are obtained by manual counting of one-
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dimensional and two-dimensional defects within the bead 

arrays. 

 

III. RESULTS AND DISCUSSION 

After spotting the microbead solutions, the rotational 

magnetic field entails the formation of two-dimensional 

agglomerates due to stray field interaction. In Fig. 1 a 

typical resulting cluster is shown. The in-plane rotating 

magnetic field strongly favors the growth of two-

dimensional agglomerates over three-dimensional 

assemblies. From Fig. 1(a) we can identify a hexagonal 

symmetry for the agglomerates which is also reproduced in 

the fast Fourier transform (FFT) image of Fig. 1(a) as 

presented in Fig. 1(b). The Voronoi tessellation of Fig. 1(a) 

is shown in Fig. 1(c), where Voronoi cells with 4, 5, 6 and 7 

neighbors are dyed in yellow, red, white and green, 

respectively. The Voronoi tessellation also shows the high 

degree of hexagonal ordering inside the clusters, but 

additionally reproduces the frustration along the edge of the 

cluster and the two vacancies in the middle of the cluster 

shown in Fig. 1(a). The formation of clusters can be 

described as a two step process. In the first step collapsing 

chains form agglomeration seeds, comparable to nucleation 

in nanoparticle synthesis [14]. In the second step, these 

nuclei grow at the cost of chains and single particles. Chain 

addition to previously formed clusters corresponds to a slow 

growth mode which entails the formation of highly ordered 

arrays with low defect concentration. Besides, also merging 

of clusters can be observed, which is exemplarily shown in a 

series of microscopy images in Fig. 2. Neighboring clusters 

merge due to attractive magnetic forces. The rotating 

magnetic field entails reordering processes along the cluster-

cluster interface in order to obtain a stable magnetic 

configuration. However, due to the larger areas of broken 

symmetry along the boundaries, the merging of clusters may 

lead to a higher concentration in the bead arrays when 

compared to the growth based on chain addition. During 

evaporation of the carrier liquid superstructures are 

transferred to the substrate. 

 

 
 
Figure 1. Optical microscopy image of a highly ordered two-dimensional 
assembly under the influence of a magnetic field rotating at 400 rpm (a). 

FFT of (a) showing the hexagonal symmetry of the assemblies and the high 

degree of ordering (b). Voronoi tessellation of (a) where cells with 4-, 5-, 
6- and 7-fold symmetry are dyed in yellow, red, white and green, 

respectively. 

 

 
 
Figure 2. Series of optical microscopy images showing the merging of 

previously formed clusters under the influence of a rotating magnetic field 
at a frequency of 400 rpm. 

 

The resulting structures are exemplarily shown in Fig. 3 

for the case of three subsequent 

spotting procedures of a 1 mg/ml bead solution. If no 

magnetic field is applied (Fig. 3(a)), a randomly dispersed 

pattern of superstructures and single particles is obtained, 

which shows no visible ordering. The FFT of the image also 

reproduces this finding: no sharp peaks can be observed in 

the FFT pattern (Inset of Fig. 3(a)). In contrast, the sample 

which was prepared under the influence of a rotating 

magnetic field with a frequency of 400 rpm clearly shows 

hexagonal ordering (Fig. 3(b)) in the microscopy image and 

the corresponding FFT pattern (Inset of Fig. 3(b)). Fig. 3(b) 

shows one cluster with low particle coverage in the second 

layer. An analysis of the second layer growth shows that the 

second layer coverage of clusters assembled under the 

influence of a rotating magnetic field is below 5%. The 

quantitative evaluation of the cluster sizes for different 

experimental parameters is depicted in Fig. 4(a). The inset 

of Fig. 4(a) shows the agglomerate sizes without the 

influence of the magnetic field. For both of the investigated 

concentrations, an increase in the cluster size by applying a 

rotating magnetic field when compared to the reference 

sample (inset) is obtained. The iterative supply of bead 

solution in order to enhance the effective bead concentration 

on the substrate may lead to a shift of the cluster sizes to 

higher particle numbers. This particular aspect of the cluster 

growth mechanism resembles the behavior of nanoparticles 

in the growth regime of Ostwald ripening [15]. The 

assembly of few larger particle arrays is favored over the 

formation of many small clusters. According to our 

experiments, the rotation frequency of the magnetic field 

does not influence the size of the resulting agglomerates. 

However, the defect concentrations show a dependence on 
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Figure 3. Optical microscopy images of the resulting particle layers after 

liquid evaporation. If no rotating magnetic field is applied, the beads show 
a randomly dispersed pattern (a), which is also reproduced in the 

corresponding FFT of the image (inset). Under the influence of a rotating 

magnetic field, particles assemble in two-dimensional arrays (b) with a 
high degree of hexagonal ordering, which is also visible in the FFT pattern 

(inset). 

 

the field frequency as shown in Fig. 4(c). In Fig. 4(b) an 

example for a one-dimensional defect structure within the 

bead arrays is shown. The concentration of one-dimensional 

and two-dimensional defects increases with increasing 

rotation frequency of the external magnetic field. This 

behavior may be attributed to a difference in the time scales 

of magnetic and geometric reorganization processes. While 

remagnetization occurs on a nanosecond timescale [16], the 

geometrical reordering of particles cannot follow the fast 

magnetodynamics inhibiting the geometric reordering. 
 

 
Figure 4. Evaluation of cluster growth for concentrations of 0.2 mg/ml and 
1 mg/ml and 1, 3 and 5 iterative replenishments (a). The inset shows the 

results without applying a magnetic field. A one-dimensional defect 

structure of a particle clusters prepared under the influence of a rotating 
magnetic field (b). The defect concentration of one- and two-dimensional 

defect structures increases with increasing the rotation frequency (c). 

CONCLUSIONS AND OUTLOOK 

We have shown that highly ordered two-dimensional 

arrays consisting of superparamagnetic beads can be 

prepared by applying a rotating magnetic field. The 

properties, such as one- and two-dimensional defect 

concentrations, can be controlled by the field frequency. 

The magnetic field entails a high degree of hexagonal 

ordering and leads to the formation of larger clusters when 

compared to the reference samples that were prepared 

without a magnetic field.  

The ability to assemble these highly ordered objects on 

demand by switching on a magnetic field may lead to the 

design of novel microfluidic devices based on the 

reconfigurability of the particle arrays. Especially the 

possibility to assemble bead arrays with specific surface 

functionalization in certain regions of lab-on-a-chip devices 

may be of major interest in future works.  
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Abstract—This paper presents an analysis and parametrical 
modeling of blood plasma separation devices with optical 
sorting and deterministic lateral displacement mechanisms.
The new device for optical sorting is offered. The modeling 
with the novel device shows that this device can separate red 
blood cells of different sizes from whole blood. Special 
numerical technique with periodical boundary conditions was 
applied for simulation of deterministic lateral displacement. 
Comparison of optical sorting and deterministic lateral 
displacement is performed. Unexplored optical and mechanical 
properties of blood components and indispensability of 
additional researches are also discussed.

Keywords-blood separation; optical sorting; deterministic 
lateral displacemenet

I. INTRODUCTION

Separation of the cellular component of human blood is 
of essential interest for medicine and research. In general 
outline human blood consists of plasma, erythrocytes or red 
blood cells (RBCs), reticulocytes, platelets, and leukocytes
or white blood cells (WBCs). About 55% of whole blood is 
blood plasma. The proportion of blood volume that is 
occupied by erythrocytes is normally about 48% for men and 
38% for women. This proportion is a hematocrit. Normally 
leukocytes take up approximately 1% of blood volume in a 
healthy adult human. The number of WBCs in the blood is a 
very sensitive indicator of diseases. Thus it is especially 
important to remove all RBCs for further analysis of WBCs. 
There are diverse classes of WBCs. A major separation of 
leukocytes includes five types, neutrophils, lymphocytes, 
monocytes, eosinophils, and basophils [1].

Usually, human blood is separated by large volume 
centrifugation [2]. With modern lab equipment such as lab-
on-a-chip-type devices this approach is not so effective. This 
has lead to an interest in adopting new microscopic 
separation techniques. Two of these promising methods are 
optical sorting [3][4] and deterministic lateral displacement 
[5] methods.

In the present paper, we first consider the new design for 
optical sorting and then we compare it to the deterministic
lateral displacement. Also we discuss unexplored optical and 
mechanical properties of blood components.

II. OPTICAL AND MECHANICAL PROPERTIES OF BLOOD

The analysis of the reviews devoted to optical sorting and 
deterministic lateral displacement shows that only separation 
of colloidal particles of spherical shape in special mixture is 
well investigated [6-12]. Fractionation of real human blood 
requires essential efforts and more complicated devices [13].

Major problem here is that we have multi-component 
mixture of composite particles in non-Newtonian liquid.

Not all of the physical properties of these particles and 
liquid are well known.

A. Refractive Index and Absorption Coefficient

Mostly examined are the refractive index of whole blood, 
blood plasma, and RBCs. We collected some of measured 
refractive indexes and description of measuring methods in 
Table I.

If λ is the wavelength in nm then according to [26] the 
spectral dependence of refractive index of blood plasma is:

 np
 

We managed to find in the literature only one mention of 
platelet [22] and WBC [25] refractive index.

Absorption and scattering coefficients of whole blood at 
different oxygenation and different wavelength of incident 
light is widely published [16][27-29]. These coefficients for 
blood components are studied not completely. Absorption 
coefficient is very important for estimation of heating of 
plasma and particles during optical sorting.

B. Mechanical Properties of Blood

In a first approximation the blood plasma can be 
considered as a Newtonian liquid, but whole blood is a non-
Newtonian. 

At a normal physiological hematocrit of 45%, the 
viscosity of blood is  = 410-2 poise, which is roughly 4 
times that of water. Plasma alone (zero hematocrit) has a 
viscosity of  = 1.110-2 to 1.610-2 poise, depending upon 
the concentration of plasma proteins [30]. Variation of 
viscosity with shear rate at different haematocrits is well 
studied [31].
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The movement of a particle in the viscous medium is 
characterized by Reynolds number Re = vR/, where,  is 
the fluid density, v is the particle velocity, R is a 
characteristic dimension (for example, radius of spherical 
particle), and  is the fluid viscosity. In our case for very low 
Reynolds numbers (Re<<1) the drag force on a sphere is 
described by Stokes’ law:

 FDvR, 

For a 10 m diameter spherical particle at a speed of 20.0 
m/s the drag force is changed from 2.1 to 3.0 pN depending 
on plasma viscosity.

TABLE I. SIZE AND REFRACTIVE INDEX OF BLOOD COMPONENTS 
AND  METHODS OF MEASURING

Samples
Size
(m)

Refractive 
index

Wave-
length 
(nm)

Method Ref.

Lymphocytes 
(rats)

1.3545 -
-1.3580 Abbé 

refracto-
meter

[14]
Cytoplasm 
(rats)

1.3583 -
-1.3584

RBC 5.5 1.40 842 Scattering [15]

Whole blood 1.38
488
633

[16]

RBC 6.3 1.41 632.8
Scanning 

flow 
cytometer

[17]

RBC 7.5 1.4 440
1000

Scattering [18]
Plasma 1.335

RBC 1.405 820
Optical 

coherence 
tomography

[19]

RBC
4.82-
-5.6

1.385 -
- 1.405

632.8 Scattering [20]

Haemoglobin 
cytoplasm

1.3871
1.3800

532
632.8

Total 
internal 

reflection
[21]Blood plasma

1.3515 -
1.3479

532
632.8

Lecithin
1.4852
1.4838

532
632.8

Platelet 2-4 1.3999 660
Scanning 

Flow 
Cytometer

[22]

RBC ≈8 1.3999
Tomograph

ic  phase 
microscopy

[23]

RBC 7.7 1.418 663
Digital 

holographic 
microscopy

[24]

RBC 1.399
1064 [25]

WBC 1.360

Elastic properties of blood cells are very important in 
collision between particles or between particles and 
mechanical hindrance. To the best of our knowledge, mainly 
works have been devoted to the coefficient of elasticity of 
RBCs. For example, in [32], the homogeneous Young’s 
modulus for spherical red blood cells was measured as E = 

11.0 ± 0.5 Pa. In all probability the elastic properties of over 
blood cells are still unknown.

III. OPTICAL SORTING

According to investigations of continuous flow 
separation [4, 33-38] optical fractionation may offer 
unparalleled selectivity for particle size and refractive index. 
WBCs have larger size than RBCs and smaller refractive 
index. Hence WBCs are undergone to greater drag force and 
smaller optical force than RBCs. It allows us to propose a 
device of optical sorting which separates only RBCs from 
whole blood.

Figure 1. Schematic drawing of possible device for optical separation.

A two buffer streams of plasma and a central stream of 
whole blood move at equal speed (Fig. 1.). The optical traps 
are shown in Fig. 1 by green dots. RBCs are deviating by 
light (red arrows); WBCs are practically not at same 
conditions (blue arrows).

For our simulation, we assume that RBCs and WBCs are 
spherical balls. The radii of RBCs are RRBC = 2.5, 3.0, 3.5, 
and 4.0 m. The refractive index of plasma is np = 1.335, 
refractive indexes of RBCs and WBCs are nRBC = 1.40 and 
nWBC = 1.36 respectively. The distance between light spots is 
b = 4 and 5 m. The angle of trap layout is  = 15 and 20. 
The laser power per trap is P =5.0, 6.5 and 8.3 mWtrap. The 
speed of plasma is 20 m/s for all presented calculations.
Trajectories of RBCs (red lines) and WBCs (blue lines) for 
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distance b = 4 m and angle  = 20 are shown in Fig. 2. 
Trajectories of RBCs are deviated on angle  while WBCs 
practically freely pass through tweezers array.

Figure 2. Caclulated trajectories of RBCs (red lines) and WBCs (blue 
lines).

TABLE II. VELOSITY OF RBC AT SMALL DISTANACE BETWEEN 
LIGHT POSTS

R, 
nm

Distance between light posts, b = 4 m

P = 5 mW/trap P =6.5 mW/trap P = 8 mW/trap

 = 15º  = 20º  = 15º  = 20º  = 15º  = 20º

2.5 18.67 17.56 18.32 17.49 17.93 17.18

3.0 18.33 17.94 17.34 17.09 15.86 15.69

3.5 18.23 17.81 16.87 16.46 14.70 14.28

4.0 17.97 17.71 16,53 16.15 14.32 14.01

TABLE III. VELOSITY OF RBC AT LARGE DISTANACE BETWEEN 
LIGHT POSTS

R, 
nm

Distance between light posts, b = 5 m

P = 5 mW/trap P =6.5 mW/trap P = 8 mW/trap

 = 15º  = 20º  = 15º  = 20º  = 15º  = 20º

2.5 16.96 16.64 13.69 14.20 Stop Stop

3.0 18.48 17.41 18.05 16.96 17.95 16.82

3.5 18.77 18.13 18.31 17.70 17.64 17.20

4.0 18.56 18.06 17.94 17.51 16.52 16.64

To calculate the optical force we followed [4, 33], the 
drag force was evaluated by (2).

Some results of our simulations for average velocity of 
RBCs are summarized in Table II and III. At some set of 
parameters it is possible to keep RBC at the trap. At the same 
time WBCs practically do not change speed.

IV. DETERMINISTIC LATERAL DISPLACEMENT

Deterministic lateral displacement has been applied to the 
size separation of particles and DNA molecules by pumping 
through an array of obstacles [5, 13, 39-41]. The array 
consisted of rows of micrometer-scale posts with a consistent 
gap between the posts in each row. Each row of obstacles is 
shifted horizontally with respect to the previous row (Fig. 3).

Figure 3. Streamlines in low Reynolds number flow through a periodic 
array of micrometer-scale obstacles.
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The green circles represent the array of obstacles; the red 
lines are the streamlines in Fig. 3. The shift of each next row 
equals to tenth of the horizontal distance between obstacles 
in our illustration. The total fluid flux through each gap 
between two obstacles is divided into 10 flow streams in Fig. 
3. After 10 horizontal rows the picture is repeated. 
Rectangular periodical part of obstacle array is colored in 
Fig. 3.

According to deterministic lateral displacement
conception, small particles shall move in zigzag mode (blue 
and pink paths in Fig. 3) along a streamline from top to 
bottom. Large particles should jump from one post to 
another and deviate to the right from horizontal direction.

Apparently the flow in infinite periodic array of obstacles 
is presented by the primitive cell shown in Fig. 4. Obstacles 
are painted in green color; the cell is marked by pink color. 
We applied the finite element method and used special 
numerical technique to take into account periodical boundary 
conditions for simulation of deterministic lateral 
displacement in primitive cell. This reception allows to 
reduce number of nodes essentially.

Figure 4. Streamlines (a) and velosity distribution (b) for primitive cell of 
obstacle array.

For simulation which shown in Figs. 3 and 4 the diameter 
of cylindrical obstacles was 10 m, Distance between centers 
of cylinder in horizontal direction and period of obstacle 
rows in vertical direction were 20 m.

The large problem is a trajectory analysis of individual 
blood cell:

 Application of the Stokes’ law (2) for evaluation of 
the drag force is incorrect;

 The size of a particle is comparable with distance 
between posts as shown in Fig. 4b. Such particle has 
to perturb the fluid flow;

 Parameters of collision between a blood cell and 
obstacles are unknown. Conditions of sticking of a 
cell to an obstacle are unknown too;

 Density of blood cells is quite high therefore RBCs
undergo impacts at passing through an array.

Let's note also that boundary conditions between plasma 
and obstacles as well as between plasma and blood cells are 
insufficiently studied.

V. CONCLUSION

The review of measured optical and mechanical 
properties of blood is presented. It is noted, that physical 
properties of many blood components are studied not fully.
Thus it is essential to investigate refractive indexes and 
absorption coefficients of reticulocytes, platelets, and white 
blood cells (neutrophils, lymphocytes, monocytes, 
eosinophils, and basophils). Also elastic properties of all 
blood cells except RBCs are practically unknown.

We offered a new device for optical sorting of blood 
cells. The modeling with the novel device shows that this 
device can separate RBCs of different sizes from whole 
blood. For simulation of deterministic lateral displacement 
we developed special finite-element technique which allows 
to take into account periodical boundary conditions for 
primitive cell and to reduce number of nodes.

We can conclude that optical separation possesses certain 
advantages in comparison with deterministic lateral 
displacement:

 Smaller distance of separation;
 Tunable distance between light spots and tunable 

power per trap;
 Absence of mechanical interaction and hence 

absence of mechanical damage of cells.
Additionally we note that the gaps between mechanical 

posts in deterministic lateral displacement method can be 
littered by the stuck cells.

At the same time optical separation has the certain 
drawbacks:

 Heating of plasma and blood cells;
 Optical traps can hold small blood particles and 

obstruct to extraction of RBC;
 Speed of the RBC guided by optical traps is smaller 

than speed of a free RBC thus it is possible a 
collision between RBCs.

The large benefit of the deterministic lateral displacement
is that the method is very simple and devices are very cheap. 
Although the optical sorting still are on a development stage 
the deterministic lateral displacement are already close to 
clinical tests.
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Abstract—Polymer/clay hybrids materials receive much 

attention due to their interesting mechanical and thermal 

properties. Composites of poly(vinyl chloride) have been 

prepared by melt intercalation method using commercial type 

of pure kaolinite (SAK47), urea intercalated kaolinite 

(SAK47/urea), and intercalated/exfoliated kaolinite after 

washing of urea from kaolinite-urea (del. SAK47). In the next 

step the untreated and treated kaolinite was modified by Bis(2-

ethylhexyl)phthalate, DEHP, (SAK47/DEHP, 

SAK47/urea/DEHP and del. SAK47/DEHP). For the 

PVC/kaolinite composites the suspension type of PVC with K 

value 60 was used. Untreated and treated kaolinite samples as 

well as PVC composites were examined by X-ray diffraction 

(XRD) and microscopy (SEM). The interactions between 

kaolinite and modifier were discussed by FTIR-ATR. Tested 

mechanical properties were improved almost for all PVC 

mixtures. The highest values of tensile strength and E-modulus 

were observed for PVC+del.SAK47/DEHP. 

Keywords- PVC; composite; kaolinite; urea; DEHP  

I.  INTRODUCTION 

In worldwide commercial importance, polyvinyl 
chloride (PVC) is the third most widely produced plastic, 
after polyethylene and polypropylene [1]. It was first 
recognized and characterized in 1835 by Henri Victor 
Regnault and it became commercially significant in 
Germany prior to World War II [2]. PVC can be modified 
by large amounts of modifying agents like plasticizers, 
fillers (calcium carbonate, kaolinite, and calcined kaolinite), 
and so on. This material can offer many good properties, 
such as low flammability, high chemical resistance, barrier 
properties low cost, and formulating versatility. On the other 
hand, the properties such as its poor impact toughness and 
low heat-softening temperature limit its application [3]. 
Next PVC mixtures disadvantage is migration and toxicity 
of some additives used in PVC, which may have a negative 
impact on the environment and human health. For all that, 
PVC production is expected to exceed 40 million tons by 
2016 [4].  

Kaolinite is a common phyllosilicate mineral, with a 
general chemical formulation Al2Si2O5(OH)4. This clay has 
1:1 dioctahedral structure which is composed of tetrahedral 
sheets SiO4 and octahedral sheets (Al2(OH)4). The layers 
linked together by hydrogen bonds between surface 

hydroxyl groups on the octahedral side and the basal 
oxygen atoms on the tetrahedral side [5]. Because of 
hydrophobic properties of kaolinite and hydrophilic 
character of polymer the modification of kaolinite is 
necessary. The separation of kaolinite results in particle size 
reducing and an increase of the specific surface area. The 
good kaolinite modification result in better intercalation 
between filler and polymer matrix. In addition the 
properties of composite materials could be improved. 
Kaolinite has many industrial applications; it is used in 
paper, paint, rubber, plastics and ceramics industries. Its 
largest applicability as filler in PVC is on production 
electrical cables or film anti-blocking, tiles and so one [6-
9]. 

 

This paper follows up our research of PVC inorganic 
hybrids based on kaolinite/urea. In this part it is compared 
the kaolinite/urea based PVC composition with 
kaolinite/urea/DEHP mixtures. All presented mixtures were 
prepared by melt intercalation. The morphology and 
mechanical properties composites based on pure kaolinite, 
urea intercalated kaolinite, intercalated/exfoliated kaolinite 
after washing of urea from kaolinite-urea, and kaolinite 
additionally modified with DEHP were examined and 
compared. Furthermore, infrared spectroscopy was used in 
order to get insight into interactions between minerals and 
modifier at a molecular level. 

II. EXPERIMENTAL 

A. Materials 

Suspension type of polyvinyl chloride (Neralit 601) 
with K-value 60 (Spolana a. s., Czech Republic) was used 
as the polymer matrix.  

Three types of filler were studied: commercial kaolinite, 
urea intercalated kaolinite, and intercalated/exfoliated 
kaolinite after washing of urea. Firstly, Kaolinite SAK47 
(LB Minerals) was investigated without any additional 
treatment in received state. Beside kaolinite as a main 
component of SAK47, it contains quartz and mica as 
admixtures as was revealed using X-ray diffraction method. 
According to data available from producer of SAK47 82 % 

of particles are smaller than 10 m [10].  
Next urea was used for the intercalation of SAK47. The 

sample preparation was performed according to procedure 
described by Valaskova ‗et. al.‘ [11] and Zykova ‗et. al.‘ 
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[12]. 500 g of SAK47 (LB Minerals) was homogenized for 
5 min with 330 g of urea (Lachner, p.a. grade) in vibrating 
mill. Intercalation of urea into kaolinite interlayer was 
achieved by 48 hours long heating of the homogenized 
mixture at 95 °C in laboratory oven [11,12].  

Futher delamination of kaolinite was achieved using 5 
hour long low-temperature ultrasound washing of urea with 
distilled water. This process is explained in detail in 
publications [11,12]. For 100 g of intercalate 3 l of distilled 
water was used. After washing liquid portion was removed 
by sedimentation, obtained solid portion was dried at 60 °C. 
By this way was obtained del. SAK47 
(intercalated/exfoliated kaolinite after washing of urea).  

Finally all three types of filler (SAK47, SAK47/urea, 
and del. SAK47) were treated by Bis(2-
ethylhexyl)phthalate (DEHP). DEHP is an organic 
compound with the formula C6H4(C8H17COO)2 and it is the 
most important phthalate, Untreated and treated kaolinite 
was modified by DEHP (DEZA a.s., Czech Republic) in 
laboratory mixer at 80 °C for 1 hour and then dried on the 
oven at 100 °C for 24 hours. After treatment the powder 
was obtained. 
 

B. PVC Composite Processing  

PVC/kaolinite composite samples were prepared, in 
accordance with Zykova ‗et. al.‘ [12], via the melt 
intercalation method on the two-roll mill Collin W100T for 
20 minutes, using speed 10 rpm and the temperature of the 
front and behind rolls was 181 and 177 °C. The exact 
composition of the polymer/clay composites can be seen in 
Table 1.  

TABLE I.  PVC/KAOLINITE MIXTURES COMPOSITION 

Polymer Filler 
wt.  

(%) 
Sample name 

sPVC   Unfilled PVC 

sPVC SAK47 5 PVC+SAK47 

sPVC SAK47+DEHP 5 PVC+SAK47/DEHP 

sPVC SAK47/Urea 5 PVC+SAK47/urea 

sPVC SAK47/Urea/DEHP 5 PVC+SAK47/urea/DEHP 

sPVC Del. SAK47 5 PVC+ del. SAK47 

sPVC Del. SAK47/DEHP 5 PVC+ del. SAK47/DEHP 

 
 

C. Methods 

X-ray diffraction was (XRD) obtained using 
PANalytical X´Pert PRO diffracto-meter equipped with 
CuKα radiation (λ = 0.154 nm) at room temperature. The 

scans were taken in a 2  range from 4 to 30 °, with 0.02 ° 
step size and the counting time of one scan 5 s. 

Fourier transform infrared spectrometer (FTIR) Avatar 
320 (Nicolet CZ, s.r.o) was employed to get insight into 
interactions between mineral and urea modifier at a 

molecular level. ATR method was used with number of 
scan 64. 

 The scanning electron microscopy (SEM) photographs 
of the samples were taken to assess the morphology 
kaolin/PVC composites by a VEGA\\LMU. Before 
examination, samples were coated by thin layer of Ag/Pd.  

Mechanical properties were measured by Alpha 
Technologies Tensometer 2000 and a speed of testing was 
500 mm/min. The dogbone specimens (type V in 
accordance with standard CSN EN ISO 527-2) were used 
for the measurement.  

III. RESULTS AND DISCUSSION 

 X-ray powder diffraction method was used to observe 
urea and urea/DEHP intercalation process. Significant 
segments of XRD patterns described process of 
intercalation as well as delamination are pictured in Figure 
1. Decrease in intensity of d001 basal diffraction of kaolinite 
with maxima at d=0.717 nm is evident after the 
intercalation with urea. The new peak with maxima at 
d=1.072 nm is connected with formation of kaolinite-urea 
complex [11] and is connected with increase in interlayer 
distance due to the insertion of urea molecules. After the 
washing this diffraction disappears (see pattern del. 
SAK47) in Figure 1. After  DEHP addition to SAK47 the 
maximum d= 0,717 nm intensity is decreased, but it is still 
very strong. In the case of SAK47/urea/DEHP the original 
maximum of kaolinite at d=0.7171 nm was almost 
disappeared and the maximum at d=1.072 nm is lower 
comparing SAK47/urea intercalate. This fact could be 
connected with lower organization of layeres. For del. 
SAK47/DEHP is the basal diffraction d001 on the same 
position as for del. SAK47. The peak intensity reveals that 
the intercalation and delamination of kaolinite was not 
complete in this case.  
 

 
Figure 1.  XRD of used fillers: unmodified SAK47, intercalated 

SAK47/urea, del. SAK47, SAK47/DEHP, SAK47/urea/DEHP and del. 
SAK47/DEHP. 

 Next Figures 2-4 demonstrate the XRD patterns of 
unfilled PVC and PVC/kaolinite samples. In Figure 2 is 
observed that in the PVC+SAK47 composite the 
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characteristic peak of kaolinite (d001) is still visible. It 
indicated that filler still keeps its original crystal structure. 
 

 
Figure 2.  XRD patterns: Pure PVCm  PVC/SAK47 and 

PVC/SAK47/DEHP.  

 
Figure 3.  XRD patterns: Pure PVC, PVC/SAK47/urea and 

PVC/SAK47/urea/DEHP. 

 
Figure 4.  XRD patterns: Pure PVC, PVC/del.SAK47 and 

PVC/del.SAK47/DEHP.  

For the PVC+SAK47/DEHP kaolinite maximum intensity 
was fall down around 40 %. This fact could indicate the 

improved kaolinite dispersion in polymer matrix. The 
d=0,717 nm is almost disappeared in case of 
PVC+SAK47/urea and PVC+SAK47/urea/DEHP 
composite (Figure 3). It was observed broad low intensity 
peak at d=1.072 nm, which is connected with increase of 
interlayer distance. Next in the pattern of PVC+del.SAK47 
(Figure 4) the kaolinite diffraction peak at 0,717 nm also 
almost disappears. On the other hand when the DEHP was 
employed to the process of del.SAK47 modification the 
intensity of this maximum was increased. The intensity of 
(d001) is around 70 % lower comparing PVC+SAK47 
mixture. From XRD results that modified kaolinites are 
probably more dispersed into the polymer matrix than 
untreated SAK47. 
 

 
Figure 5.  FTIR-ATR spectra of natural kaolinite SAK47 and modified 

kalinite SAK47/urea, del. SAK47. 

The FTIR-ATR method was used to study the changes in 
the kaolinite structure after intercalation. The spectra of 
unmodified and modified kaolinite are presented in Figure 5 
and 6. There are three kinds of hydroxyl groups in 
unmodified kaolinite SAK47: inner-surface hydroxyl group 
at 3689 and 3670 cm

-1
, inner hydroxyl 3619cm

-1
, and 

absorbed water hydroxyl with vibration 3651 cm
-1

 in Figure 
5 [3,13]. Next vibrations 1113, 1026 and 910 cm

-1
 

characterize the Si-O stretching vibrations. O-Al-OH 
stretching vibrations are connected with vibrations 787, 749 
and 669 cm

-1
. The general features of kaolin intercalated 

with urea (SAK47/urea) are practically the same as for 
SAK47 (Figure 5). Nonetheless, there are some differences 
in the NH stretching region of SAK47/urea spectrum. Two 
new bands appear at 3499 and 3385 cm

−1
. These bands 

could refer to a small amount of hydrogen bonding of urea 
to the kaolinite surface through its NH group. Futher, in the 
region 1400–1700 cm

−1
 the changes in spectra of 

SAK47/urea was noticed. New vibrations at 1663, 1621, 
1587 and 1473 cm

-1
 were observed comparing unmodified 

SAK47. This may suggest that modification by urea results 
in some intercalation of the SAK47. After washing with 
distilled water the intensity of observed vibration connected 
with urea are dropped, but they are still visible. This fact 
could indicate that the bonded part of intercalation agent 
stay in the clay structure after washing.  
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FTIR spectra SAK47/urea modification by DEHP are 
showed in the Figure 6. New vibration was observed in the 
region above 3000 cm

-1
. Next new maximum is at 1781 and 

1417 cm
-1

. It is supposed that they could be connected with 
the DEHP and  urea interactions. 

 

 
Figure 6.  FTIR-ATR spectra of SAK47/urea and SAK47/urea/DEHP. 

SEM was used for the morphological study of the 
unmodified and modified kaolinite within the PVC matrix. 
The structure PVC composites based on untreated and 
treated SAK47 modified by urea was previously described 
in paper [12]. It was observed that the PVC filled by 5 wt. 
% of untreated kaolinite (SAK47) shows inhomogeneity 
which suggests the poor interfacial adhesion between 
polymer and filler, see Figure 7. On the other hand, PVC 
filled by 5 wt. % of SAK47 modified by urea indicated 
better dispersion with low amount of aggregates. In 
composition PVC/del.SAK47 kaolinite layers seem to be 
delaminated into individual layers or stacks of several 
layeres of kaolin in PVC. In the case of DOP the 
homogenity was further improved. These resutls are in good 
agreement with XRD and mechanical properties.  

 

 
Figure 7.  SEM: PVC/SAK47 and PVC/SAK47/urea. 

Mechanical properties tested PVC composites are 
summarised in Table 2. It can be seen that the tensile 
strength all presented PVC composite samples is higher as 
compared to unfilled PVC. The lowest value of tensile 
strength from tested PVC composites has the mixture 
PVC+SAK47/urea. The highest value was observed for 

PVC+del.SAK47/DEHP with change around 13 % 
comparing pure PVC. In addition, all composite samples 
also show E-modulus increase as compared to unfilled 
PVC. The Sample PVC+del.SAK47/DEHP offers the 
highest value with an improvement 28 %. The lowest E-
modulus from tested composites was obtained for 
PVC+SAK47 (untreated kaolinite). Generaly it could be 
said that highest values of E-modulus gives the 
compositions with additional treatment with DEHP. It 
could indicated that these mixtures offers better dispersion 
in polymer matrix. 

TABLE II.  MECHANICAL PROPERTIES OF PVC/KAOLINITE MIXTURES  

Samples 

Tensile 

Strength 

(MPa) 

Sa 

(Mpa) 

E-modulus 

(MPa) 

Sa 

(MPa) 

Unfilled PVC 46.0 2.9 1630 85 

PVC+SAK47 49.5 1.82 1630 156 

PVC+SAK47/DEHP 49,7 0,80 1756 77,0 

PVC+SAK47/urea 48.6 1.51 1995 169 

PVC+SAK47/urea /DEHP 50,4 1,83 2006 165 

PVC+ del. SAK47 51.7 0.24 1689 161 

PVC+ del. SAK47/DEHP 52,2 0,41 2082 145 
a  standard deviation 

IV. CONCLUSION 

The effect of the untreated, treated kaolinite by urea and 
DEHP on the morphology and mechanical properties was 
investigated. 

Firstly, XRD and FTIR study confirms that kaolinite 
modification results in intercalation of the SAK47. FTIR-
ATR spectra indicated hydrogen bonding of urea to the 
kaolinite surface through its NH group. Furthermore the 
rest of urea was observed in spectra after distilled water 
washing. This fact could indicate that the bonded part of 
intercalation agent stay in the clay structure after washing. 
FTIR spectra kaolinite/urea modified by DEHP show new 
vibration in the region above 3000 cm

-1
, 1781 and 

1417  cm
-1

. It is supposed that they could be connected with 
the DEHP and  urea interactions. 

The XRD patterns show that the urea and DEHP have 
the influence on the PVC composite morphology. The 
largest changes in XRD patterns were observed by 
compositions based on urea and urea/DEHP.  

Tested mechanical properties, tensile strength and E-
modulus, were improved almost for all PVC mixtures. The 
highest values of tensile strength and E-modulus were 
observed for PVC+del.SAK47/DEHP with change around 
13 % and 28 % comparing pure PVC. This improvement 
could be connected with delamination of kaolinite layers, 
which results in the increase of the specific surface area.  
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