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ICONS 2025

Forward

The Twentieth International Conference on Systems (ICONS 2025), held between May 18-22, 2025
in Nice, France, continued a series of events covering a broad spectrum of topics, including
fundamentals on designing, implementing, testing, validating and maintaining various kinds of software
and hardware systems.

In the last years, new system concepts have been promoted and partially embedded in new
deployments. Anticipative systems, autonomic and autonomous systems, self-adapting systems, or on-
demand systems are systems exposing advanced features. These features demand special requirements
specification mechanisms, advanced behavioral design patterns, special interaction protocols, and
flexible implementation platforms. Additionally, they require new monitoring and management
paradigms, as self-protection, self-diagnosing, self-maintenance become core design features.

The design of application-oriented systems is driven by application-specific requirements that have
a very large spectrum. Despite the adoption of uniform frameworks and system design methodologies
supported by appropriate models and system specification languages, the deployment of application-
oriented systems raises critical problems. Specific requirements in terms of scalability, real-time,
security, performance, accuracy, distribution, and user interaction drive the design decisions and
implementations.

This leads to the need for gathering application-specific knowledge and develop particular design
and implementation skills that can be reused in developing similar systems.
Validation and verification of safety requirements for complex systems containing hardware, software
and human subsystems must be considered from early design phases. There is a need for rigorous
analysis on the role of people and process causing hazards within safety-related systems; however,
these claims are often made without a rigorous analysis of the human factors involved. Accurate
identification and implementation of safety requirements for all elements of a system, including people
and procedures become crucial in complex and critical systems, especially in safety-related projects
from the civil aviation, defense health, and transport sectors.

Fundamentals on safety-related systems concern both positive (desired properties) and negative
(undesired properties) aspects. Safety requirements are expressed at the individual equipment level and
at the operational-environment level. However, ambiguity in safety requirements may lead to reliable
unsafe systems. Additionally, the distribution of safety requirements between people and machines
makes difficult automated proofs of system safety. This is somehow obscured by the difficulty of
applying formal techniques (usually used for equipment-related safety requirements) to derivation and
satisfaction of human-related safety requirements (usually, human factors techniques are used).

We welcomed academic, research and industry contributions. The conference had the following
tracks:

 Complex and specialized systems

 Embedded systems and applications/services

 Computer vision and computer graphics

 Application-oriented systems
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Abstract—Reliability management, including hazard and risk
analysis, is essential for the product development of All Electric
Aircraft (AEA) systems to ensure the safety of people and
the robustness of the system. In this study, a Model-Based
System Engineering (MBSE) approach is proposed that integrates
reliability and safety analysis into an accessible system model that
improves collaboration among stakeholders, especially those with
framed technical involvement. Using a bond graph-based method
in Mathworks’ System Composer, the interfaces and interactions
of the components are modelled and the consequences of possible
failures are shown. Established methods, such as Failure Mode
and Effects Analysis (FMEA), Fault Tree Analysis (FTA), and Re-
liability Block Diagrams (RBD) are compared. All of these safety
analyzes are compatible with the proposed MBSE approach.
The aim is to outline an approach to analyze system reliability
and safety rather than cataloguing every possible failure of an
electric drive system. This method provides structured, visual
means of analyzing complex failures that go beyond traditional,
spreadsheet-based documentation, allowing for better alignment
between safety and design.

Keywords-MBSE, reliability, all electrical aircraft, system model,
safety analysis, electrical powertrain

I. INTRODUCTION

Reliability management and Hazard And Risk Analysis
(HARA) are one of the most important aspects in the product
development process of all electrical aircraft systems. There-
fore, the focus of research and development is on reliability
improvement of electrification components as, e.g., presented
in [1] and on the conscientiously conducted HARA to avoid
injury and death of people. The aim of HARA is to avoid
systematic errors in the product development process and to
make the system robust against errors, requirements for the
technical system are derived from the HARA. In addition,
HARA is mandatory according to CS-23 and 25 [2][3].

This complex part of product development is to be sim-
plified through the use of a complexity-reducing method and
simple MBSE language, so that even stakeholders with little
involvement have easy access to the technical system. Our
method includes a physical approach and is based on bond

graph theory [4]. SysML language is consciously not used,
but System Composer, block-oriented language, because of the
intuitive use and linkability to multiphysical 1D simulation
(Simscape). Nevertheless, the building of the system model
requires a deep understanding of the technical system.

The core of our method is the interface visibility to show
the consequences of failures of the electric porpulsion system.
At the beginning of this development, links between faults are
shown in a systemic, model-based way, thereby promoting a
better overview and collaboration between safety and design
engineers. As a rule, HARA results are recorded in tables that
do not provide any information about the possible relationships
between faults. Our system model enables the direct derivation
of HARA [5].

To discuss the method and the proposed procedure, an all
electric aircraft propulsion system is chosen, in particular the
drive unit consisting of: electric motor, gearbox, and propeller.

In electric aviation, performance, mass, and safety are the
three most important development aspects, so it is particularly
important to understand safety and technical requirements as
a common construct from the outset. Finally, it is important
to note that the focus is on showing and discussing a method;
it is not the aim to show all possible failures of an electrical
propulsion system as displayed in Figure 1.

The remaining content is structured as follows: In Section
II the applicable standards as well as existing methods and
their respective challenges are presented as a background for
the system engineering method proposed in Section III. In
Section IV a functional safety analysis is performed on an
electric drive unit as a basis before applying the proposed
system engineering method in Section V. Finally, conclusions
are drawn in Section VI.

II. STANDARDS, METHODS AND CHALLENGES

In the context of aircraft, many standards define the require-
ments and procedures to follow. The most important ones for
the design of electrical drives will be presented in this section

1Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-278-4
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Figure 1. On-board power supply of an AEA concept

alongside methods and challenges in the evaluation of relia-
bility of new electrical drives for aircrafts. Many procedures
of realiability and safety analysis are already known: FMEA,
FTA, HARA, RBD and PoF (Physics of Failure). Some of
these methods are presented and discussed in this section. The
method developed is intended to support existing methods and
to improve and clarify their application and results.

A. Standards

The Certification Standards (CS) CS-23 [2] and CS-25 [3]
define most important requirements for the certification of
small and large aircrafts, respectively. The manufacturer must
demonstrate compliance to these standards for the aircraft
to be granted type certification. This involves requirements
applicable to components such as electrical drives.

CS-23 [2] applies to small airplanes (e.g., commuter, pri-
vate, and training aircrafts). Design and performance criteria
are generally less strict than for large airplanes and apply to
simpler systems with less redundancy since the operational
environment is considered less demanding (fewer passengers,
simpler flight profiles). Although safety is still a priority, the
measures may be more straightforward and potential failure
mode analysis and their mitigation less extensive. Thus, testing
is less costly with fewer tests required compared to CS-25 and
simpler documentation.

The design should ensure that there are means to give
immediate warning to the flight crew in case of a failure of
any generator or propulsor, and each must have an overvoltage
protection system to prevent damage to the electrical system or
equipment supplied by it in case of an overvoltage condition.
Furthermore, each electrical system must be free from hazards
in its operation and effects on other parts of the aircraft,
ensuring safety and reliability. [2]

In contrast, CS-25 involves more complex systems with high
redundancy requirements with great emphasis on redundancy,
fault tolerance, and fail-safe design to ensure safety of more
passengers and demanding operations. Hence, more rigorous
testing, validation, and documentation processes including
extensive Failure Modes and Effects Analysis (FMEA) and
Fault Tree Analysis (FTA) are required to minimize risk of
failure. [3].

TABLE I. FUNCTIONAL RELIABILITY METHODS

HAZOP FMEA FMEDA FTA RBD Markov
in-/de-
ductive in in/de in de de de

qualitative
quantitative qual qual quan quan quan quan

depth of
detail rough variable detail detail rough rough

IEC
Standard 61882 60812 61508 61025 61078 61165

The complex nature of the compliance process highly
motivates the development and use of guiding, supporting,
structuring, and visualizing tools to facilitate the process.

B. Functional Safety Methods

There are many methods to investigate the functional safety
of a system. They can be divided into inductive and deductive
methods. Deductive methods work top-down, they start from
known causes to find unknown effects, whereas inductive
methods work bottom-up, starting with known effects to seek
their unknown causes. Additionally, they can be split into
qualitative and quantitative methods: qualitative methods look
for the robustness and fault tolerance of architectures, while
quantitative methods look into the failure rate, sum of parts
and unavailability[6].

Common methods for the analysis of functional safety
are: HAZard and OPerability study (HAZOP), Failure Modes
and Effects Analysis (FMEA), Failure Modes, Effects and
Diagnostic Analysis (FMEDA), Fault Tree Analysis (FTA),
Reliability Block Diagram (RBD), Markov, and many more
(see Tab. I).

As previously presented, FMEA and FTA are already inte-
gral parts in the certification process. They are well compatible
with each other. While FMEA offers mainly a bottom-up ap-
proach (inductive), FTA can be used for top-down (deductive).
Both require an initial Hazard and Risk Assessment (HARA).
Thus, HARA can be used to perform an initial analysis and
then either a FTA can be conducted or the failure modes can
be assessed in their Severity (S), probability of Occurence
(O) and Detection (D), the product of which results in a Risk
Preference Number (RPN) for a FMEA. Thus, HARA and
FMEA allow for a variable depth of detail in the analysis and
are, hence, easy-access tools.

The combination of HARA, FMEA, and FTA is a com-
pelling and often used tool chain in traction applications,
also as manifested in the ISO 26262 automotive standard for
functional safety ISO 26262 [7]. For this reason, the present
study will conduct a combination of HARA and FMEA for
an electric drive train to achieve a basis example on which
a system reliability model will be created, which allows for
a comprehensible and visually appealing depiction of system
engineering approaches on reliability.

C. Challenges

HARA and FMEA are table-based tools with often extensive
lists and little visual appeal, making it hard for less technically

2Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-278-4
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adept stakeholders. Model-Based Systems Engineering gives
the possibility to visualize the system topology from the begin-
ning. System models using a simple modeling language could
close this gap. Model-Based Systems Engineering (MBSE) is
a methodology that focuses on using models as the primary
means of information exchange and system design throughout
the engineering lifecycle. Instead of relying solely on tra-
ditional documents, MBSE emphasizes graphical and digital
representations to capture, analyze, and communicate system
requirements, design, analysis, and validation. This approach
improves consistency, traceability, and collaboration between
stakeholders. Key advantages include reducing errors, enabling
early detection of design issues, and facilitating integration
across disciplines.

III. PROPOSED SYSTEM ENGINEERING, METHOD AND
PROCEDURE

A. Structure MBSE method

The proposed method leads to an advanced system model
that enables the mitigation of a hazard and risk analysis. To
achieve the aim, the method is divided into four parts building
on each other, the method is illustrated in Figure 2. The first
part of "abstract modeling" is mandatory if a new product
is developed, which did not exist before. The result of this
part is the knowledge of the physical elementary functions
and the possible solutions to convert energy from one form
to another, like electrical to mechanical. If the system under
investigation is already known, it can be skipped and initialized
with system consideration with "basic modeling". In advance,
it is mandatory to set up the framework that includes the
nomenclature and the specification of the modeling language.
This is important to create a common understanding of the
description of the technical system. The next part is mainly
concerned with the superordinate representation of the system
to be analyzed, i.e., to clarify which main components make up
the system and which components are connected to each other
via which physical domain. The result of "basis modeling"
is a basic system model that shows the energy and signal
flow structure of all components. It represents only one level
and shows which energy flow represents the input and output
of the respective component. This one-level system model is
the basis for the next part, which leads to the final advanced
system model. This part is divided into three subparts: function
analysis, risk analysis, and final risk mitigation.

Function analysis begins with a decomposition of the com-
ponents, the components are disintegrated into subcomponents,
and more levels are created. The motivation of this decompo-
sition is to get to know the causes and hazards. Therefore,
functions and possible malfunctions of the subcomponents
are determined, and thus the system is analyzed by possible
loss of function. The loss of function is declared for causes
and hazards derived from this. Malfunctions are always a
disturbance in the energy transmission or power transmission
in the sense of the bond graph theory, divided into flow and
effort variables. This theory also empowers the multiphysical
system view, because each component is connected to several
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Figure 2. Schematic diagram of the method

physical domains. So, the result of the first subpart are causes
and hazards, while hazards bundle several causes. To start
risk analysis, the influence on the system performance is the
next step. The result is called consequences and describes
the impact on system behavior. Risk anlaysis ends with a
risk rating according to severity, exposure, and controllabity,
resulting in defining a functional risk score. This rating is
still provided by human intelligence. The last step of the
method is to mitigate the risks and define safe guards. The
final advanced system model completely replaces any table.
Technical requirements are derived from the safe guards and
their effect can be proofed by 1D multiphysical simulation.

Thus, the proposed method offers a strategic and clearly
visualized way to show compliance of newly developed sys-
tems with CS-23 / CS-25 or automotive standards. It maps
failure scenarios, facilitates finding interacting failures, and
includes mitigation strategies. A comparison to FMEA and
FTA is shown in Table II.

Section V will show a detailed application of the method.

IV. APPLIED FUNCTIONAL SAFETY ANALYSIS

As outlined in the previous section, the system model is
based on the functional safety analysis of a defined subsystem.
This is generically performed here on the electrical machine
drive to demonstrate the applicability and merits of the pro-
posed method. Usually HARA is performed on complete
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TABLE II. COMPARISON OF PROPOSED SYSTEMS ENGINEERING METHOD
(SEM) TO FMEA AND FTA

Criteria FMEA FTA SEM
Visualisation No Yes Yes

Link between interacting
components and failures No No Yes

System wide evaluation
of failure consequences Yes No Yes

Failure mitigation and safeguards Yes No Yes

TABLE III. SCORING SYSTEM

Criteria Score Definition

Severity

0 No function reduction
1 Moderate reduction in degree of performance
2 Severe harm to drive unit
3 Loss of full drive unit

Exposure

0 Incredible
1 Very low probability
2 Low probability
3 Medium probability
4 High probability

Control-
lability

0 Controllable in general
1 Simply controllable
2 Normally controllable
3 Difficult to control or uncontrollable

systems, however, it can also be utilized for subsystems with
appropriate adaptation as later expanded.

Exemplary hazards to the electrical machine are overheating
and winding failure. The former can be induced by a variety
of causes like failure of coolant pump, coolant leaks, or
other component failures (reservoir, filter). Winding failure
could be caused by insulation aging or short circuit after
overload operation. The hazard of power loss due to magnet
demagnetization can be caused by a number of causes as well,
like overheating, manufacturing error, or overcurrents.

All causes can be sorted according to the failing system
(e.g., cooling or motor) and physical domain (e.g., hydraulic,
thermal, mechanical, electrical), which can later be used for
graphical highlighting. Furthermore, all cause-hazard combi-
nations must be scored according to their severity, exposure,
and controllability according to HARA. The scales according
to ISO 26262 can be utilized while translating "harm to and
loss of life" to "harm to and loss of the drive unit", as can be
seen in Table III.

An examplary score for PM mechanical damage and de-
magnetization can be found in Table III.

Safeguards can then be defined based on these hazards,
causes, etc. The SIL score gives an indication on the scope

of measures to be taken. That is, the rating "QM" indicates
quality management is sufficient, whereas A, B and C-levels
require increasing consideration, respectively. These HARA
results are used to augment the basic system model with
reliability aspects as described in the following section.

V. SYSTEM MODELING APPLICATION

The concrete application of the developed method will be
presented in this section. The Mathworks System Composer
is used as a tool for creating the system model. The creation
of an advanced system model will be carried out using the
example of the motor of an AEA.

The first step is the creation of the basic system model,
which is skipped at this point and started directly with the
creation of the advanced system model. This is an important
step in order to be able to perform a risk analysis based
on a system model. Figure 3 therefore already shows the
completed basic system model of the left wing of an AEA.
The colors of the components are chosen to indicate their
respective domains. Electrical components are shown in blue,
while mechanical components are labeled in green.

This section describes the development of the advance
system model of the motor. The term ‘system’ should be
understood to mean that each subcomponent consists of fur-
ther, more in-depth components that together form the overall
model.

The first step is to decompose the motor into its main
components: rotor and stator. These two components can in
turn be decomposed into further subcomponents. Figure 4
shows a detailed decomposition of the rotor, which consists
of the magnet system, the shaft bearing system, the rotor
laminations and the rotor sleeve.

Analyzing possible faults, also known as causes, in the in-
dividual subcomponents inevitably identifies potential hazards
that can result from these malfunctions. These hazards are
shown as red blocks in the system model, as different faults
can lead to the same hazard. For example, both bearing friction
and loss of magnetization can lead to heating of the rotor.
Risks can be derived from identified hazards that are assessed
directly in the system using a risk score. This can be based
on previously performed (or known) risk analyzes.

The identified risks leave the rotor component as the output.
Logically, action must now be taken to manage these risks.
Figure 5 shows how the various risks leave the PMSM.
Basically, solutions are identified here to minimize the risks.
For example, the risk of ‘dysfunction of magnets’ can be
reduced through a more robust design, higher safety margins,
or improved quality management.

TABLE IV. SCORING EXAMPLE

ID Hazard Causes System Category Severity Exposure Controllability SIL-Score
1 Demagnetization overheating motor thermal 2 1 1 QM
2 Demagnetization manufacturing motor mechanical 1 1 1 QM
3 Demagnetization overcurrent motor electrical 2 2 2 QM
4 PM mechanical damage incorrect sleeve motor mechanical 3 2 3 B
5 PM mechanical damage incorrect operation motor mechanical 3 1 1 QM
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Figure 3. Basic system model of the left wing of AEA.

Figure 4. Decomposition of the rotor

The diagram also clearly shows that different risk scores are
assigned to the various hazards. Particularly critical hazards
are marked in red, less critical ones in yellow, and hardly
critical ones in gray according to their SIL score.

VI. CONCLUSION

This paper presents a low-threshold MBSE method that
integrates functional safety considerations into the system
modeling process. Using this approach, the system model
facilitates the identification and derivation of hazards and their
causes in a structured and traceable manner. On the other
hand, it must be said that setting up the system model for
the first time requires expert knowledge in the respective
technical field of application. The physical complexity is very
high. Causes are always an impairment in energy transport
according to bond graph theory. Moreover, the system model
enables the mapping of functional safety aspects in a way
that promotes better understanding, even among individuals
with limited prior experience or involvement in safety-related
topics. This aspect enhances cross-disciplinary collaboration
and improves communication within teams. However, it is
important to note that the creation of a comprehensive and

advanced system model demands a deep understanding of the
underlying technical system. This prerequisite highlights the
need for skilled practitioners during the initial model develop-
ment phase. The system model can be reused in a subsequent
FMEA later in the product development process. Thus, the
proposed MBSE method not only supports the integration of
functional safety considerations but also contributes to the
efficiency and effectiveness of safety engineering practices.The
connection between the detection of errors and the bond graph
theory will be addressed in greater depth in future research
projects. It is planned to take a closer look at the mathematical
underpinning with the help of the bond graph theory of the
method presented here.
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Figure 5. Definition of safe-guards for the PMSM
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Abstract— Product requirements and the reduction of its 

ecological footprint are often in conflict with each other. 

However, sustainable development is seen to be important as 

shown by international agreements. Environmental 

improvement of a product, e.g., with material substitution, 

might change a product-significant physical parameter. 

Therefore, a methodology is conducted which combines the 

result of Life Cycle Assessment with modelling and simulation 

concepts to design an environmentally friendly and physically 

functional product. By applying life cycle impact data to 

different system model configurations, their results can be 

compared to show a more sustainable product design, 

mitigating global warming for example. This is achieved by 

linking Life Cycle Assessment to the topology of a system in a 

five-step method. The conducted five-step method consists of 

Life Cycle Assessment, hotspots, data sorting, system topology 

and solutions. The developed method enables the identification 

of materials and components with high environmental impact 

already in early design stages, even before the physical product 

exists. This allows targeted decisions for sustainable design by 

evaluating environmental performance alongside functional 

requirements at a conceptual level. 

Keywords - Modelling and Simulation; System Enginnering; 

Life Cycle-Assessment ; Hotspots; Stereotypes  

I.  INTRODUCTION 

The European Commission estimates that over 80 % of all 

product-related environmental impacts are determined during 

the Product Development (PD) phase of a product [1]. To 

ensure that the needs of future generations are met as well as 

the needs of the present, a shift in current product design 

towards sustainable development is essential. This aligns with 

the principles outlined in the Brundtland Report in 1987 [2]. 

The decreasing of the environmental impact of PD is also 

relevant to the EU goal of becoming carbon neutral by 2050 

[3]. Sustainability has become a requirement for companies 

to make conscious decisions for the design and production 

phase regarding the environmental impact of their products 

[4], [5]. 

In order to achieve that goal, da Luz et al. developed a five-

point assessment scale. Here, the numbers say how significant 

the improvement of each impact category of the Life Cycle 

Assessment (LCA) and the Product Development phase is [4]. 

Besides da Luz et al. other studies have also shown that the 

combination of LCA and PD is one of the most powerful tools 

for sustainable product design. The results of the LCA of a 

product show which parts of the product might need 

improvement even before it is on the market [6]. 

However, an environmental improvement of a product, for 

example with material substitution, might change a physical 

parameter which is significant for the product. A new 

methodology is needed which combines the results of the 

LCA with modelling and simulation concepts to get a 

combination of an environmentally friendly and physical 

functional product. This methodology could function as a 

guidance for product developers. 

Model-based systems engineering (MBSE) provides a 

structured approach to managing complex systems by 

utilizing models instead of traditional document-based 

methods. It supports the entire product lifecycle, from 

conception to decommissioning, ensuring greater efficiency 

and consistency in the development process. By integrating 

MBSE into Product Development, complex 

interdependencies can be systematically analyzed, facilitating 

better communication and decision-making. This approach is 

particularly relevant for sustainable product design, as it 

enables the structured evaluation of different design 

alternatives, including those aimed at reducing a product’s 

carbon footprint. To achieve this, clear frameworks are 

essential to provide transparency and to ensure that large 

amounts of data can be effectively analyzed and utilized [7].  

In section two of this paper, Life Cycle Assessment and 

Sustainable Product Design are defined as well a state-of-the-

art of the current development. In section three, the conducted 

method is presented in five consecutive steps. Afterwards, the 

method is applied to an exemplary design workflow of an 

electric motor. The benefits and limitations of this method are 

pointed out, as well as an outlook for future research on the 

topic. 

II. LITERATURE 

The state of the art of integrating resource efficiency into 

product development is described here. 
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A. Life Cycle Assessment  

Life Cycle Assessment allows to analyze the 

environmental and human health impact of a product from 

production until recycling for example. Thereby, LCA shall 

help to provide opportunities to improve the environmental 

performance at different stages of the product. Moreover, it 

should help to select relevant indicators of environmental 

parameters and to find hotspots. All in all, an LCA of a 

product helps to give a whole overview over the 

environmental impacts of a product. Furthermore, it helps to 

find specific components which are affecting impact 

categories a lot, e.g., global warming potential (GWP). 

The methodology of the LCA is set in the DIN EN ISO 

standards (14040 / 14044) and conducts four stages which 

can also be found in Figure 1; goal and scope, inventory 

analysis (LCI), impact assessment (LCIA) and interpretation. 
 

 

Fig. 1: Stages of an LCA [14], [15]. 

 

The first stage of an LCA is the definition of the goal and 

scope, as shown in Figure 1. A functional unit must be 

defined first. Also, the lifespan, assumptions, as well as the 

system boundary (e.g., "cradle to gate", "cradle to grave" ...) 

need to be documented. In the inventory analysis inputs and 

outputs of the material flows of the product are analyzed.  

During the impact assessment, different impact categories are 

evaluated by assigning equivalent emission factors to the 

inventory flows. Impact categories can be global warming 

potential or the freshwater ecotoxicity potential for example 

[8]. After the first iteration, the results are interpreted, and a 

sensitivity analysis is conducted. A sensitivity analysis helps 

to make a statement about the uncertainty of the assumptions 

supposed earlier.  
 

B. Sustainable Product Design 

According to Chang et al. Product Development can be 

divided into four different stages: concept design, part design, 

process design, and decision making.  

Design stages of interest would be part design and process 

design because parts of these stages are material selection, 

waste minimization as well as identification of alternatives 

[9]. 

As mentioned by da Luz et al. [4] the PD process can be 

split into six different phases: planning, conceptual design, 

detailed design, testing / prototype, production and market 

launch as well as product review. Thereby, LCA is mostly 

integrated into the first three stages. The LCA results are 

analyzed with a SWOT analysis and hotspots can be 

elaborated. In a SWOT analysis strength, weaknesses, 

opportunities and threats are determined.  

Hotspots are the most environmentally contributing 

elements inside of a product and can be identified with 

literature or by using the LCA-method described later. 

Furthermore, computer-aided design (CAD) can be 

additionally used not only for meeting physical or design 

requirements but for collecting data about material flows 

which are used for the LCA inputs during the LCI [10]. 

To get an overview of the information required for 

performing an LCA a table can be created which includes 

data about the component, the type of info required, 

characteristic parameters as well as indicators which are 

needed for the parametrization (e.g., spatial dimensions, 

energy balance) [11].  

Baumann and Tillmann [12] offer a solid overview of the 

general life cycle assessment methodology and its application 

in product comparisons. However, their work is more about 

standalone life cycle assessments and does not show how life 

cycle assessment can be effectively connected with the actual 

product development process, especially not in a digital or 

model-based way. 

Suh and Hwang [13] take a step further and present a 

design for environment (DfE) framework. They emphasize 

the integration of environmental considerations, including 

digital tools or simulations that could help to understand the 

physical impact of environmental changes on the product 

performance. 

The method presented in this work aims to combine the 

results of the life cycle assessment directly with modeling and 

simulation techniques based on MBSE. By doing so, the 

impact of design changes can be evaluated not only in terms 

of sustainability, but physical performance as well. This helps 

to find a better balance between environmental 

improvements and technical functionality.  

 

III. METHOD 

To pursue a more sustainable development, ecological effects 

of a product need to be considered in its design phase already. 

However, combining a sustainable design with the physical 

requirements of a product can be challenging. Therefore, a 

new method was developed in this study to address this issue, 

which makes use of connecting Life Cycle Assessment and 
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system modelling. The priority of the conducted 

methodology is the combination of design and resource 

conservation on a physical level.  
 
 

 
 

Fig. 2: Overview of the five-step method 

The connection is needed to bridge the gap described and 
to ensure a more sustainable Product Development which 
includes the design phase and environmental data. The 
method (see Fig. 2) is divided into five distinct steps. 

 
 

A. Initial LCA  

In the preliminary stage of the process, a Life Cycle 
Assessment is conducted on a specific component of the 
product, for example, the stator or rotor of an electric vehicle. 
This may be accomplished in accordance with the DIN EN 
ISO 14040 and 14044. Firstly, the objective and purpose of 
the product are established, the so called goal and scope. It is 
important to emphasize that the functional unit (FU) of the 
product must be identical to the FU of the improved product 
in the third working step. It is also critical for the Life Cycle 
Assessment and step 4 of the methodology to set the system 
boundaries, which means it must be defined which system 
boundary, e.g., cradle to gate, is being observed. Once the goal 
and scope of the product have been established, the materials 
utilized in its construction must be identified through the 
analysis of primary or secondary data sources. Subsequently, 
the LCA can be conducted in an LCA program, such as LCA 
for Experts or OpenLCA [17]. This allows for the 
identification of components that exert a significant influence 
on the ecological footprint of the product. It is also important 
to note that the chosen impact assessment method, e.g., CML 
or ReCiPe, affects the results.In the conducted LCA, different 
impact categories are selected such as the global warming 
potential (GWP) or the freshwater ecotoxicity potential 
(FAETP), which are important according to the set goal and 
scope of the analysis.  

 

B. Working out hotspots  

In the subsequent step, the results of the Life Cycle 
Assessment are subject to rigorous examination and analysis. 
Subsequently, the results of the various impact categories 
must be tabulated in order to ascertain which flows and 
components of the selected product exert the greatest 
influence within the respective impact categories.  

However, this stage often results in the identification of 
numerous specific areas of concern within each impact 
category. In this process, the most significant hotspots with 
the highest environmental impact of the product must be 
identified.   

Should the relevant hotspots be selected, assumptions 
must then be made regarding material substitution or 
reduction. Such assumptions may be based on existing 
literature or on new ideas. It is crucial to ensure that all 
assumptions are adequately justified and documented.   

For instance, material substitution or the alteration of a 
component’s weight, which has a significant impact on the 
overall assessment, can serve as a novel data point for the 
enhanced Life Cycle Assessment in the third phase of the 
process. 
 

C. Data sorting  

In the third step of the shown method a second LCA is 
conducted based on the assumptions and materials 
substitution, depending on the goal which must be achieved.   

For the second LCA, the material data or masses are 
changed for processes linked to relevant hotspots. Thereby, it 
is crucial that the improved LCA has the same FU and 
selection of impact categories as the original LCA. 

After the improved LCA is conducted the results are 
tabulated in the same way and in the same order as in the 
original LCA. It is important for further steps that the results 
must be stored in a certain way, this can be done with separate 
tabulations, for example. These tabulations can be used to 
change relevant physical parameters in the chosen simulation 
software. 

Furthermore, it can be quantified which components of a 
product have the highest impact. Either the chosen 
components can be analyzed more individually or the whole 
LCA, this depends on the determined goal and scope of the 
product. In the following steps, it will be identified how the 
changes affect the environmental impact of the product. 

 

D. System topology transfer  

The generated information, which are conducted in step 
three, are transferred to a system topology. The goal of the 
topology is that the impact categories can be used and 
assigned as stereotypes for technical components. The fourth 
step entails the utilization of modelling and simulation 
software. In the selected software, the topology of the product 
or the selected components must be implemented.   

As part of the methodology, several codes are developed, 
which are key elements in the subsequent process. At the start, 
the topology is modelled, which resembles the old state of the 
product to be improved. 

Second, a program is run which assigns the tabulated 
LCIA-data to the respective components in the topology. This 
can be done by allocating impact categories in the form of 
stereotypes. Stereotypes can be used to allocate special 
properties to components. 

The stereotypes can be divided into the different life cycle 
phases of the product. For each phase the impact is given as 
LCIA data. Subsequently, the resulting sum of environmental 
impacts is stored, e.g., in a file format, to compare it to the 
results of other topologies.  

This format must be uniform for comparison. 
The process is repeated for the improved system topology. 
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Once the new environmental impact has been summed up and 
stored, it can be contrasted.  

The comparison is accomplished by a final code, which is 
parametrized by the two results of the previous actions.  

The output of this function should contain numerical or 
graphical information about the relative improvement 
between the old and improved system.  
 

E. Finding Solutions 

In the last step of the conducted method the results are 
shown in a table, which can be seen in the example of section 
four in this paper. The table is relied on the Degree of 
Improvement (DI) of da Luz et al. [4]. 

The DI is based on the results of the first conducted LCA 
compared to the results of the improved LCA. The DI is 
calculated with the following equation (1): 

  
DI = (∑ Value obtained in the matrix) / (1) 

(∑ maximum matrix sore) x 10 
 

The number 10 is the maximum number that the DI can 
achieve. The higher the DI, the better the improvement 
achieved. The results of each phase are colored, indicating in 
which impact category of the LCIA an improvement was 
achieved the most. 
 
 

IV. EXEMPLARY APPLICATION 

In the following section, an exemplary application of the 
method presented above is demonstrated. For this purpose, a 
simplified model of an electric motor is created. 
 

A. Initial LCA of a PMSM  

To perform an initial Life Cycle Assessment, a permanent 
magnetized synchronous motor (PMSM) is modelled inside 
the LCA software LCA for Experts ® [18]. The system 
components are determined and weighed according to an open 
source LCA-study [12], meaning that secondary data is being 
used instead of taking own measures for primary data. Since 
the secondary data and the associated LCA are performed with 
different LCA software, comparative flows and materials are 
used if the original are not included in the GaBi ® database 
[20].  Once the system is implemented in the LCA software 
and the masses are set based on the functional unit, the life 
cycle impact assessment (LCIA) can be calculated using the 
GaBi ® database [20] for further processing.  

 

B. Identification of hotspots  

Next up, the hotspots of the LCIA need to be identified. In 
the case of using LCA for Experts ® [18], this could be seen 
in resulting diagrams. Another way to reveal impactful 
components can be to research the topic and see if other LCAs 
have been conducted for similar and comperable technologies. 
It is important to note that these results must be detailed, 
because without good information about the impact of 

different components of the analyzed product, it is difficult to 
identify hotspots.  

In this example, the rotor and stator are seen as impactful 
system parts. The rotor is resulting the highest impact category 
values and the stator is chosen as a way to demonstrate another 
interchangeable component, e.g., in the form of reducing 
copper wiring. For the comparison of the LCIA-results later, 
the material inputs of the components with the highest impact 
are changed to new input materials for the following 
comparative LCA. The aim is to see if the change made a 
difference to the LCIA results.  

 

C. Sorting the LCIA data  

Subsequently, the LCA needs to be re-done for the 
identified hotspots and the associated changes which are 
made, e.g., material substitution. In the conducted example 
shown in this study, this step is simply displaced by varying 
the LCIA data by a random factor for demonstration purposes. 
In reality this would of course be done by performing another 
environmental Life Cycle Assessment based on the identified 
hotspots of step 2 of the methodology to evaluate real 
recommendations for action.   

This step is essential for the linkage between the LCA data 
and the system model. The LCIA results need to be filtered 
and sorted, consisting of the classification of processes inside 
of the flow diagram in LCA for Experts ® [18] into several 
groups. A group could be one component of the product, for 
example, the rotor production or the rotor operation, including 
detailed impact assessment results.   

Each group of processes matches a phase inside of the life 
cycle of the product. The values for the components and 
corresponding phases are separated and stored individually in 
different tables to be easily read by a script. 

The choice of phases depends on the set functional unit 
and system boundaries. In this case the system boundary is set 
to cradle to gate which means, in the case of this 
demonstration, that two phases were distinguished: Base 
material acquisition and production. Drawing boundaries 
between phases is not always easy, however, so discussing it 
is recommendable.  
 

D. Adapting LCIA data to the system model  

After having drawn the system boundaries and assessed 
the life cycle impact, the data is applied to the topology of the 
electrical machine. The modelling has been examined in 
MathWorks ® System Composer [16] and is shown in Fig. 3. 

As the stator and rotor were set as hotspots, they have been 
assigned as variable components. In this case, two variables, 
namely A (e.g., the original copper winding) and B (e.g., an 
optimized aluminum winding), have been chosen as 
demonstrative alternatives.   
The Profile Editor was used to declare stereotypes. 
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Fig. 3: PMSM model with applied stereotypes shown in System Composer 

[16] 

 
Impact categories are assigned from the CML 2001-2016 
method [19]. The connection between the system topology 
and LCIA is important to harmonize the technical 
requirements and the ecological footprint for example. The 
systemic linking of physical parameters to the LCA must be 
integrated into the general process for creating system models. 
The aim should be to optimize proven MBSE methods or to 
develop new methods [13], [14].  

 

E. Evaluation of possible solutions 

After calculating and simulating the conducted product in 
step 4 of the methodology the so-called DI is calculated with 
equation (1) in chapter III E.The equation is performed with a 
specialized MATLAB-code which calculates the DI and 
includes the results into a table which shows a color coded 
degree of improvement in each analyzed impact category of 
the LCIA. Figure 4 shows the table of improvement, the 
darker the impact category the better the improvement. 

 

 

Fig. 4: Exemplary diagram of the degree of improvement (DI) based on [4] 

 
For the case that data should not be available, it could be 
indicated by a separate color. 

The table is divided into the two phases of the system 
boundary: base material acquisition and production. It is 
crucial to examine various phases to gain comprehensive 
understanding of the potential impact of improvements. 

For instance, improvement in one impact category may be 
beneficial in the initial phase but may not yield the same 
results in the subsequent phase. The production phase for 
example could be enhanced to reduce the human toxicity 
potential (HTP) without affecting the GWP as much. 

Ultimately, the table presents potential avenues for further 
enhancements to the LCA, which means the methodology can 
be repeated until the desired outcomes are attained adequately. 

 

V. BENEFITS AND LIMITATIONS 

The method conducted brings a lot of benefits but also 

some limitations which will be discussed in the following 

section. A significant advantage is that the methodology can 

be employed even in the absence of carrying out an LCA. A 

sufficient basis for the analysis can be provided by literature 

that includes detailed LCA results and allows the 

identification of hotspots.  

Furthermore, while familiarity with the process of 

conducting an LCA is advantageous, it is not a prerequisite 

for success. This may be an advantage in the Product 

Development sector, where the methodology of an LCA is 

not widely disseminated. It is only necessary to possess 

knowledge of the LCA methodology if primary data 

pertaining to a given product is available and secondary data 

is not sufficient enough for the analysis. In such instances, 

the creation of a new LCA may be required and a 

comprehensive understanding of the subject matter would be 

indispensable. To facilitate a comparison between the 

enhanced LCA and the original LCA, one may utilize a 

calculation program, potentially relatively inexpensive in 

comparison to the cost of an LCA license. 

The methodology enables the identification of 

environmental hotspots associated with a given product, 

facilitating a comparison with an improved product if the 

latter exhibits a reduced environmental impact relative to the 

former. The methodology employed is limited in that it 

requires both familiarity with modeling and simulation 

software and knowledge of how to write code in MATLAB 

® [16] for the DI. Another limitation of MATLAB ® [16] is 

the necessity of a license, which is also a costly requirement. 

Furthermore, it has been necessary to enter all the analyzed 

stereotypes into the System Composer [16] tool, which has 

also required a significant investment of time. The primary 

reason for selecting System Composer [16] is that the 

program offers a user-friendly yet effective modeling 

environment for complex systems.  

In conclusion, the conducted method presents a greater 

number of advantages than limitations, as it outlines the 

process of environmental development and improvement.  

  

VI. CONCLUSION AND OUTLOOK 

The methodology presented offers a way to integrate Life 

Cycle Assessment into the design phase of a product. This 

linkage can allow for uncovering weak points in terms of the 
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environmental impact of certain components and ideally 

indicates in which life cycle phases improvements are most 

helpful. The process of doing the LCA, identifying hotspots 

(and possible enhancements), sorting the data and applying it 

to an interchangeable system model could potentially be 

adapted into the workflow of common system engineering.  

However, there are a few challenges. Currently, the 

integration process is not automated. The manual steps 

required to import, process, and export data add complexity 

and time, which limits usability in early design phases. 

Automating the workflow and linking LCA data more 

directly with system modelling tools (e.g., MBSE 

environments or digital twins) would enable more efficient 

ecological comparisons between system configurations.  

In future work, the methodology will be extended by 

coupling it more closely with physical simulation models, 

allowing environmental impacts to be assessed in parallel 

with technical performance indicators. This would create a 

combined framework where engineers can directly evaluate 

the trade-offs between sustainability and stem functionality 

during early design and development decisions. For doing so, 

the variations made to the hotspot-components need to be 

linked to the physical parameters in the simulation software.  

This involves further research on how changes to the material 

or mass fractions affect the physical characteristics of the 

analyzed components. Applying an improved version of the 

method to real-world cases across different industries will 

help to validate its scalability. However, automation is crucial 

for integrating it into a product development process. 

Ultimately, this would allow for easier access to ecological 

comparisons between system topologies.  
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Abstract—Spiking Neural Networks (SNNs) offer promising
energy efficiency advantages, particularly when processing sparse
spike trains. However, their incompatibility with traditional
datasets, which consist of batches of input vectors rather than
spike trains, necessitates the development of efficient encoding
methods. This paper introduces a novel, open-source PyTorch-
compatible Python framework for spike encoding, designed for
neuromorphic applications in machine learning and reinforce-
ment learning. The framework supports a range of encoding
algorithms, including Leaky Integrate-and-Fire (LIF), Step For-
ward (SF), Pulse Width Modulation (PWM), and Ben’s Spiker
Algorithm (BSA), as well as specialized encoding strategies
covering population coding and reinforcement learning scenarios.
Furthermore, we investigate the performance trade-offs of each
method on embedded hardware using C/C++ implementations,
considering energy consumption, computation time, spike spar-
sity, and reconstruction accuracy. Our findings indicate that SF
typically achieves the lowest reconstruction error and offers the
highest energy efficiency and fastest encoding speed, achieving
the second-best spike sparsity. At the same time, other meth-
ods demonstrate particular strengths depending on the signal
characteristics. This framework and the accompanying empirical
analysis provide valuable resources for selecting optimal encoding
strategies for energy-efficient SNN applications.

Keywords-Spiking Neural Networks (SNNs); spike encoding;
neuromorphic; energy-efficiency; Reinforcement Learning (RL).

I. INTRODUCTION

An increasing number of tasks rely on Machine Learning
(ML) to enhance accuracy, streamline development processes,
or facilitate automation in the first instance. Neural Networks
(NNs) are often employed for this purpose due to their flexi-
bility and capacity to solve even the most complex tasks. As
neural networks become more widespread, they are also being
employed with increasing frequency in embedded systems.
However, their deployment in such embedded contexts is
frequently constrained by the requisite computing power and
the associated high energy demands. Given these consider-
ations, SNNs may offer a promising avenue for integrating
high-performance machine learning into embedded systems,
provided that suitable neuromorphic hardware is available.

In order to utilize SNNs, it is necessary to have access to
adequate spiking data, also referred to as event-based data.
Moreover, the event-based data must be sparse to leverage
the advantages of spiking neural networks fully. Ideally, an

event-based sensor would be employed to provide this data.
However, there is a notable scarcity of such sensors on the
market. Currently, the only commercially available event-
based sensors target the vision modality through event-based
cameras [1][2].

As an alternative approach, non-spiking data can be con-
verted using spike encoding algorithms. Such algorithms are
designed to transform real-valued data into spike trains, which
can then be utilized as input for an SNN. The existing liter-
ature classifies spike encoding algorithms into two principal
categories: rate coding and temporal coding [3]. In rate coding,
the signal amplitudes are directly mapped to spike frequen-
cies, resulting in high spiking activity. In contrast, temporal
coding results in the firing of spikes only when specific
events occur, thereby making the timing of spikes crucial and
reducing the overall number of spikes. This sparsity renders
temporal coding more power-efficient and suitable for low-
power applications. This paper focuses on evaluating four
temporal encoding methods: Leaky Integrate-and-Fire (LIF),
Step-Forward (SF), Pulse Width Modulation (PWM), and
Ben’s Spiker Algorithm (BSA). These methods were chosen as
they are frequently discussed and compared in spike encoding
literature [4][5][6][7], serving as representative techniques for
this study.

Even though many spike encoding methods are publicly
available, no open-source framework or library currently
groups various such algorithms and allows for straightforward
integration into popular machine-learning workflows. Accord-
ingly, this work seeks to provide a framework that offers out-
of-the-box PyTorch support and automatic parameter optimiza-
tion of the encoding algorithms for a given dataset. Addition-
ally, we evaluate the performance of various spike encoding
algorithms for specific signal types and implement them on an
embedded platform to assess runtime and power demand. The
library is publicly accessible at its GitHub Repository [8]. This
work aims to reduce the overhead associated with integrating
SNNs into real-world applications.

The remainder of this paper is organized as follows:
Section II compares our work with existing state-of-the-art
approaches. Section III then summarizes the investigated meth-
ods and details the experimental setup, followed by Section IV
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which displays the results regarding reconstruction error, spike
sparsity, runtime, and power consumption. Subsequently, Sec-
tion V discusses these results focusing on energy efficiency
and accuracy for different signal types. Finally, Section VI
outlines the structure of the provided spike encoding library.

II. RELATED WORK

A. Evaluation of Spike Encoding Algorithms

Wang et al. [4] implemented four spike encoding algorithms
on a Field Programmable Gate Array (FPGA) and compared
them by their speed, power consumption, accuracy, and robust-
ness to noise. They evaluated Sliding Window (SW) encoding
[9], BSA [10], SF encoding [11] and the PWM algorithm
[12]. Furthermore, they verified their evaluation results on two
real-world applications: tactile signal encoding reconstruction
and a robotic arm control task. They found that overall BSA
had the highest power consumption and was therefore not
recommended for most applications, with the notable excep-
tion of encoding square signals, where its energy efficiency
was high. PWM performed well in most signal reconstruction
tests, and its simple implementation made it favorable for
real-world use. However, its accuracy may be decreased if
an unsuitable curve-fitting algorithm is chosen. Also, if non-
linear operations are used, the power consumption may be
elevated. This added variability is reduced in SF encoding,
which only has one adjustable parameter. While SF encoding
also performed well in most signal reconstruction tests, its
accuracy could degrade when high changes in the signal
amplitude occurred. Finally, SW encoding had no notable
advantages over the other algorithms.

Chen et al. [5] compared (among others) SF to PWM and
provided further evidence that both algorithms achieve high
signal reconstruction accuracy. They observed that SF is more
accurate at lower thresholds, but the increased spike count may
also increase power consumption.

In [6], the authors suggest a workflow for selecting, opti-
mizing, and validating spike encoding methods, which they
evaluate on SF, BSA, and others. Their experiments provide
further evidence for SFs versatility and robustness, consistent
with similar studies’ findings. However, their evaluation of
BSA contradicts those of [4] regarding step signals since they
observed high signal reconstruction errors for this signal type.
An implementation choice may partly explain this since they
use a multiplicative threshold rather than a subtractive one.

Yarga et al. [7] applied BSA, LIF encoding, and three
additional methods to encode voice recordings. Their results
are not fully applicable to our comparison, as they focused
on the accuracy of a classification task rather than evaluating
reconstruction error. Initially, features were extracted into a
spectrogram or cochleagram and then converted to spike trains
using the evaluated encoding methods. These spike trains were
subsequently processed by a Convolutional Neural Network
(CNN) for classification. Their evaluation metrics included
spike density and classification accuracy, which are indirectly
related to the energy efficiency of the encoding and its impact
on information loss or gain. However, these metrics may not

fully represent the performance of the encoding methods. Most
methods allowed spike density to be adjusted by modifying
their parameters, such as the membrane threshold in LIF
encoding. On spectrogram features, their findings showed
that LIF encoding produced the highest accuracy across most
spike densities among the evaluated methods. Notably, when
using spectrogram features, BSA also performed well at very
low spike densities. However, on cochleagram features, BSA
performed poorly, and LIF was outperformed by other methods
at low spike densities. At higher spike densities, LIF once
again achieved the highest overall classification accuracy. In
summary, their findings suggest that LIF encoding can achieve
both high classification accuracy and low spike densities,
contributing to better energy efficiency. In contrast, BSA is
more restricted to specific scenarios where it performs well.

B. Spike Encoding Repositories

The currently available spike encoding repositories tend to
prioritize applications outside the domain of machine learning.
SpikeCoding [13] emphasizes the real-time control of robots
and has been developed to integrate with ROS rather than
focusing on machine learning workflows. Similarly, Spikes
[14] offers foundational tools for spike generation but is not
designed for integration with neural network models. In con-
trast, the proposed framework addresses this limitation by pro-
viding a PyTorch-compatible, open-source library focused on
machine learning and neural network applications, including
support for reinforcement learning environments, facilitating
broader use in machine learning research and practice.

III. METHODS

This section presents the investigated encoding methods and
their evaluation on an embedded hardware platform and out-
lines the experimental setup. This includes an explanation of
the underlying hardware processes, the types of signals used,
and the parameter optimization of the encoding algorithms.

A. Encoding Algorithms

SF encoding is a straightforward and efficient method for
signal processing. A spike is generated whenever the signal
surpasses a defined baseline, which is subsequently incre-
mented by a constant value. Conversely, if the signal did not
exceed the baseline, the baseline is lowered by a constant
value. A pseudocode implementation is shown in Figure 1
(based on [15]). Encoding spikes in this way is similar to
the LIF encoding method, although the latter is inspired by a
spiking neuron model of the same name.

In LIF encoding, the signal serves as an input current that
increases the membrane potential. When the potential exceeds
a predefined threshold, a spike is emitted. The membrane
potential decays proportionately to a decay variable at each
time step. It is important to note that the original signal must be
normalized, as neither the decay rate nor the threshold adapts
to the varying range of possible signal values. A pseudocode
implementation of the LIF encoding method is provided in
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1: Input: signal, threshold
2: Output: spike_train
3: base← 0, up_spikes← 0, down_spikes← 0
4: for t = 1 to time_steps do
5: if signal(t) > base+ threshold then
6: up_spikes(t)← 1
7: base← base+ threshold
8: else if signal(t) < base− threshold then
9: down_spikes(t)← −1

10: base← base− threshold
11: else
12: up_spikes(t)← 0
13: down_spikes(t)← 0
14: end if
15: end for
16: spikes← up_spikes+ down_spikes

Figure 1. SF Encoding Method

1: Input: signal, threshold, membrane_constant
2: Output: spike_train
3: signal← min_max_normalize(signal)
4: signal← signal× 2− 1
5: voltage← 0, up_spikes← 0, down_spikes← 0
6: for t = 1 to time_steps do
7: voltage← voltage+ signal(t)
8: if voltage > threshold then
9: up_spikes(t)← 1

10: voltage← 0
11: else if voltage < −threshold then
12: down_spikes(t)← −1
13: voltage← 0
14: else
15: up_spikes(t)← 0
16: down_spikes(t)← 0
17: end if
18: voltage← voltage×membrane_constant
19: end for
20: spikes← up_spikes+ down_spikes

Figure 2. LIF Encoding Method

Figure 2 (based on [7]), where min_max_normalize refers to
a rescaling of the range of features to [0, 1].

Similar to LIF encoding, BSA requires data normalization
but employs a fundamentally different approach. Instead of
encoding a continuous signal into spikes, BSA assumes the
signal has already been transformed into a spike train. The ob-
jective is to decode this spike train with minimal reconstruction
error. The encoding process is assumed to involve convolution
with a Finite Impulse Response (FIR) filter, and decoding
requires reversing this operation through deconvolution. At
each step, an error term is computed to measure the sum of the
differences between the filter and the signal, while a second
error term quantifies the sum of the signal itself. Spikes are
emitted when the first error term is smaller than the second
minus a threshold value. Upon spike emission, the filter is
subtracted from the signal. A pseudocode implementation of
BSA encoding is provided in Figure 3 (based on [16]).

Finally, PWM is based on comparing the input signal to a
carrier (or "reference") signal and emitting spikes whenever
the carrier signal exceeds the input signal. Once this condition
is met, the input signal must first fall below the carrier signal
before exceeding it again for a new spike to be emitted. The
carrier signal is a sawtooth wave with an adjustable frequency

1: Input: signal, filter_order, filter_cutoff, threshold
2: Output: spike_train
3: signal← normalize(signal)
4: fir_coeff ← fir_filter(filter_size = filter_order +

1, filter_cutoff, sampling_frequency = 1)
5: spikes← 0
6: for t = 1 to time_steps do
7: err1← 0
8: err2← 0
9: for j = 1 to filter_size do

10: if t+ j − 1 ≤ time_steps then
11: err1← err1+ |signal(t+ j − 1)− fir_coeff(j)|
12: err2← err2 + |signal(t+ j − 1)|
13: end if
14: end for
15: if error1 ≤ err2− threshold then
16: spikes(t)← 1
17: for j = 1 to filter_size do
18: if t+ j − 1 ≤ time_steps then
19: signal(t + j − 1) ← signal(t + j − 1) −

fir_coeff(j)
20: end if
21: end for
22: else
23: spikes(t)← 0
24: end if
25: end for

Figure 3. BSA Encoding Method

parameter. As with the other encoding methods, the input
signal must be normalized to ensure it overlaps with the
carrier signal. A pseudocode implementation of the PWM
encoding method is shown in Figure 4 (based on [17]).

1: Input: signal, frequency, downspike (boolean)
2: Output: spike_train
3: signal← normalize(signal)
4: carrier ← sawtooth(frequency)
5: neg_carrier ← 1− carrier
6: pwm← 0, up_spikes← 0, down_spikes← 0
7: for t = 1 to time_steps do
8: if signal(t) < carrier(t) then
9: pwm(t)← 1

10: else if signal(t) > neg_carrier(t) and downspike = True
then

11: pwm(t)← −1
12: else
13: pwm(t)← 0
14: end if
15: end for
16: for t = 2 to time_steps do
17: if pwm(t) = 1 and pwm(t− 1) ̸= 1 then
18: up_spikes(t)← 1
19: else if pwm(t) = −1 and pwm(t− 1) ̸= −1 then
20: down_spikes(t)← −1
21: end if
22: end for
23: spikes← up_spikes+ down_spikes

Figure 4. PWM Encoding Method

B. Experimental setup

To evaluate the performance characteristics, such as runtime
and power consumption, we utilized specific embedded hard-
ware. While the core encoding algorithms are implemented in
C++, the subsequent performance results presented are specific
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to the chosen platform and configuration. We use an MCX-
N947-EVK development board from NXP Semiconductors as
an embedded evaluation platform. The MCX N is a multi-core
System on Chip comprising two Arm Cortex®-M33 cores,
2MB flash, 512kB SRAM, a digital signal co-processor, and
a neural processing unit for accelerating inference of conven-
tional neural networks. One Cortex-M33 has a maximum clock
speed of 150MHz and offers a favorable trade-off between
energy efficiency, real-time determinism, and system security.
The power consumption comes down to 57 µA/MHz in active
mode. For our evaluation, we configured the system’s clock
frequency to 12 MHz and set the power mode to overdrive with
a DCDC core voltage of 1.2V, balancing power consumption
and performance.

The interaction with the development board is facilitated
by eRPC calls, wherein the board is treated as a server and
the PC as a client. First, the client transmits its signal data
to the board via UART. It then requests the execution of the
selected encoding function on the transmitted data. Finally, the
client requests the results once encoding is completed, and the
board transfers them back. All measurements are performed
between the start and end of the encoding method to exclude
data transfer and communication overhead. Additionally, the
normalization operations required by some methods have been
excluded.

The power consumption of each method was measured over
10 hours at a sample rate of 62500 samples per second, with
the results averaged over the entire duration. It should be noted
that even when no operation is performed, the board continues
to consume power. Therefore, a baseline power consumption
measurement was first taken and subsequently subtracted from
each method’s measurements, allowing for a direct comparison
between the encoding methods. The time measurements were
taken using C functions, which initiated and terminated a timer
at the beginning and end of method execution, respectively.

In order to quantify the extent of information loss incurred
during the encoding process, we calculate the reconstruction
error for each encoding method by decoding the encoded
signal and measuring the Mean Squared Error (MSE) between
the reconstruction and the original signal.

C. Evaluated Signals

This study selected four artificially generated signals with
16384 time steps, each normalized to unit mean and variance,
to assess the encoding methods. These specific signals were
chosen to represent a diverse set of common temporal dynam-
ics, including irregularity, drift, abrupt transitions, and smooth
periodicity.

The "Vibration" signal (Figure 5 (a)) simulates oscillations
with a specific standard deviation and frequent fluctuations,
challenging the encoders due to its irregularity. The "Trended"
signal (Figure 5 (b)) introduces drift, testing the stability of
the reconstruction over time. The "Rectangular" signal (Figure
5 (c)) resembles a square wave, providing insights into the
methods’ performance on constant and abruptly transitioning
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Figure 5. Four different signal types: (a) Vibration Signal, (b) Trended
Signal, (c) Rectangular Signal, (d) Sinusoidal Signal.

values. Lastly, the "Sinusoidal" signal (Figure 5 (d)), smooth
and noise-free, assesses the preservation of periodic patterns.

D. Paramter Optimization

Each encoding method was optimized through 500 trials. In
each trial, the chosen set of parameters was used to encode the
signal into spikes. The resulting spike train was then decoded
to reconstruct the original signal, and the reconstruction error,
quantified as the MSE between the original and reconstructed
signals, was computed. The optimization aimed to minimize
this reconstruction error by adjusting the encoding parameters.

To perform this optimization, we employed Optuna [18],
a widely used hyperparameter optimization framework im-
plemented in Python. For most encoding methods, random
sampling was used to explore the parameter space randomly.
However, for the BSA method, which involves tuning three
interdependent parameters and is computationally demanding,
the TPESampler [19] was utilized due to its efficiency in
complex, multi-variable optimizations.

IV. RESULTS

This section presents the results for each encoding method
applied to different signal types, evaluated using four main
criteria: reconstruction error (TABLE I), encoding time, power
consumption (TABLE III), and spike sparsity (TABLE II).
Spike sparsity is expressed as the ratio of spikes to the total
signal length (16384).

The absolute power values reported in TABLE III reflect the
average power consumption measured over ten hours for the
entire board. Additionally, the absolute power was measured
for the no-operation (NOP), resulting in a value of 99.74 nW.
The NOP reference power is subtracted from this value to
determine the dynamic power consumed by each encoding
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TABLE I. RECONSTRUCTION ERROR (MSE)

Encoding Method LIF SFC PWM BSA
Vibration 0.370641 0.487395 1.099153 0.845590
Trended 0.102157 0.000970 0.015004 0.006510
Rectangular 0.081864 0.157202 0.172042 0.063650
Sinusoidal 0.126749 0.000139 0.004631 0.013472
Mean Error 0.170353 0.161427 0.322707 0.232305

TABLE II. SPIKE SPARSITY

Encoding Method LIF (%) SFC (%) PWM (%) BSA (%)
Vibration 36.83 41.26 50.00 53.81
Trended 65.59 35.82 3.66 61.34
Rectangular 62.47 10.20 14.33 48.48
Sinusoidal 42.72 35.14 3.02 48.70
Mean Sparsity 51.90 30.60 17.75 53.08

TABLE III. TIME, POWER AND ENERGY MEASUREMENTS

Encoding Method LIF SF PWM BSA
time (ms) 127.15 123.52 691.32 2238.58
absolute power (nW) 109.45 106.61 111.15 119.74
dynamic power (nW) 9.71 6.87 11.41 20.00
dynamic energy (pWh) 0.34 0.24 2.19 12.44
time wrt. SF (%) 2.94 0.00 459.64 1712.28
dynamic power wrt. SF (%) 41.34 0.00 66.08 191.12
dynamic energy wrt. SF (%) 41.67 0.00 812.50 5083.33

method. The last three rows of the table indicate the encoding
time, dynamic power, and dynamic energy consumption for
each method, expressed as a percentage increase relative to
the SF converter, which shows the lowest values across all
methods.

V. DISCUSSION

This study evaluated four encoding methods—LIF, SF,
PWM, and BSA—based on their performance in reconstruct-
ing signals, spike sparsity, and energy efficiency.

LIF demonstrated high accuracy with vibration data due
to its suitability for signals fluctuating around a baseline.
However, its mean bias hampered performance with trended
signals and capturing extreme values in sinusoidal signals.
Despite a high spike rate, its simple implementation resulted
in good energy efficiency, aligning with findings from Yarga
et al. [7] on its suitability for fluctuating signals.

The SF Converter generally achieved the lowest recon-
struction error, especially with sinusoidal signals, and offered
superior speed and energy efficiency. However, it exhibited
instability with rectangular waveforms. Our results confirm
prior evidence from Chen et al. [5] on SF’s accuracy, showing
it had the lowest mean reconstruction error (0.1614 - TABLE
I) and minimal power consumption (TABLE III), underscoring
its efficiency and versatility.

PWM, despite low spike sparsity, underperformed in recon-
struction accuracy, struggling with fluctuating and rectangular
waveforms. Its complex operations resulted in higher encoding
time and power consumption. This contrasts with Wang et
al. [4], who reported favorable reconstruction and power
consumption for PWM in simpler implementations. Our results
indicate PWM’s higher reconstruction error (mean MSE of
0.3227) and elevated power consumption (812.5% relative to

1 import torch
2 from encoding.step_forward_converter import

StepForwardConverter
3

4 signal = torch.tensor([0.1, 0.3, 0.2, 0.4, 0.8])
5

6 converter = StepForwardConverter()
7 spikes = converter.encode(signal)

Figure 6. Using the StepForwardConverter to encode a signal.

1 # ... same as above ...
2 optimalthreshold = converter.optimize(signal)
3 optimized_converter = StepForwardConverter(

optimalthreshold)
4

5 spikes = optimized_converter.encode(signal)
6 reconstructed_signal = optimized_converter.

decode(spikes)

Figure 7. Minimal example of optimizing a converter and decoding signals
in order to reconstruct them.

SF’s energy usage), likely due to its sensitivity to parameter
tuning.

BSA effectively filtered high frequencies and achieved low
reconstruction error for rectangular signals (MSE of 0.0636)
but suffered from high computational costs and sensitivity to
initial signal values, consistent with Wang et al. [4]. This limits
its practicality for real-time embedded systems, as its encoding
duration and power consumption are significantly higher than
SF.

Overall, SF emerged as the most energy-efficient and reli-
able method, while LIF and BSA provide niche strengths in
specific applications. Future work may benefit from investi-
gating hybrid approaches.

VI. SPIKE ENCODING FRAMEWORK

Our framework is based on the idea of a Converter. In our
approach, a Converter is an object that can encode and decode
signals. Optionally, Converters may also include a method of
optimization that allows them to finetune their hyperparame-
ters to a specific signal. In this way, each encoding method can
achieve its highest reconstruction accuracy without the need
to finetune its parameters manually.

For example, consider using our SF implementation de-
picted in Figure 6. LIF, PWM and BSA encoding all function
analogously.

Decoding spike trains is achieved similarly, except that
encode is replaced with decode. In Figure 7, we see how
converters can be optimized and used to decode signals.

Additionally, we introduce a custom encoder designed ex-
plicitly for Gymnasium [20] environments, the GymnasiumEn-
coder. It extends rate encoding methods by adding utility
methods tailored for reinforcement learning tasks. We also
provide the BinEncoder, which utilizes Gaussian Receptive
Field (GRF) encoding to transform single values into multiple
bin responses. However, like the GymnasiumEncoder, it is
restricted to encoding operations only.
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VII. CONCLUSION AND FUTURE WORK

This paper introduces a novel, open-source PyTorch-
compatible Python framework for spike encoding, explicitly
designed for machine learning and reinforcement learning
applications. The framework offers support for a diverse range
of encoding methods, encompassing conventional algorithms,
such as LIF, SF, PWM, and BSA, as well as specialized
components like a reinforcement learning-optimized encoder
and Gaussian Receptive Field-based population coding. The
framework is accompanied by documentation and testing,
ensuring seamless integration into machine learning workflows
and fostering accessibility and ease of use.

Furthermore, a comprehensive evaluation of the perfor-
mance trade-offs of each encoding method was conducted by
implementing them in C++ and testing them on embedded
hardware. Our findings indicate that while SF exhibited the
highest energy efficiency and fastest encoding time, it tended
to falter in abrupt signal transitions. LIF demonstrated efficacy
in handling fluctuating signals but exhibited limitations in the
presence of trends or extreme values. PWM demonstrated
lower accuracy and higher energy consumption than the other
methods. In contrast, BSA demonstrated high accuracy for
certain signal types and filtering capabilities but at the cost of
increased computational demands. These comparative insights
provide valuable guidance for selecting the most suitable
encoding method, supporting the broader adoption of Spiking
Neural Networks in machine learning applications.

Future work will focus on extending the framework’s ca-
pabilities by implementing additional encoding algorithms,
including both temporal and rate coding approaches, to allow
for broader comparisons.
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SUPPLEMENTARY MATERIALS

We provide Python implementations for all the investigated
algorithms. Our repository includes LIF encoding, SF, PWM,
and BSA, as well as two additional algorithms. The first is a
custom encoder particularly suited to reinforcement learning,
especially to Gymnasium [20] environments. The second one
implements a form of population coding that is based on
Gaussian Receptive Fields. Our code can be accessed at [8].
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Abstract—In the current situation where the damage caused
by targeted attacks is becoming more serious, it is important
to minimize their damage through early detection and response.
However, there are problems with speed and coverage in the
investigation methods based on suspicious IP addresses and
Indicators of Compromises(IoC), which are common responses.
Therefore, we propose a security risk assessment system based on
the similarity to victims. This system uses elements other than IP
addresses and IoCs, such as used software and logged-in users,
and assesses the possibility of intrusion based on similarity to
the victim. In this paper, we show the effectiveness and potential
of this system by evaluating it using a prototype.

Keywords-cyber security, risk assessment, incident response

I. INTRODUCTION

In the current situation where the damage caused by targeted
attacks is becoming more serious, it is important to minimize
their damage by improving detection and response measures.
In particular, many researchers have been discussing various
proposals for detection methods aimed at minimizing damage.

In general, responders collect attack traces such as suspicious
IP addresses from the victim and devices on the attack route,
and also collects Indicator of compromises (IoC) from the
provider on the internet. Based on the information collected
in these ways, they estimate the scope of the intrusion and
the attack technique, and attempts to minimize the damage.
However, the following problems exist with this method.
• Coverage of suspicious IP addresses
• Reliability of IoC providers
• Time required for information collection
Therefore, we propose a system for assessing the security risk
of neighboring terminals using the similarity to the victim. In
this paper, “security risk” refers to the possibility that other
terminals will be attacked using the same techniques as the
victim. The system uses the user’s input to collect information
on victim and neighboring terminals from various sources and
assess the security risk of neighboring terminals. The system
can assess the scope of the intrusion earlier than existing IP
address/IoC-based methods, making it possible to minimize the
damage. In addition, even in situations where little information
is available about an attack, such as a zero-day attack, it is
possible to predict the occurrence of damage by using a device
with a configuration similar to the device that was first affected.

The outline of this paper is as follows. In Section 2, we
introduce related works from the perspectives of security risk

assessment and attack detection, and point out the issues that
exist in them. Section 3 describes the system we propose, and
Section 4 performs a simple evaluation using a prototype. We
discuss the improvements to the system in Section 5, and we
present our conclusions and future works in Section 6.

II. RELATED WORK

In existing studies on security risk assessment, researchers
have assessed risk from a variety of perspectives. The first
perspective is risk assessment focusing on important assets
within an organization. Kumar et al. proposed a framework
called integrated Cybersecurity Risk Management (i-CSRM)
that identifies important infrastructures, assesses the risk of
vulnerabilities in those infrastructures, and evaluates the safety
of current operations[1]. From another perspective, there is
also study on risk assessment that focuses on the costs required
to implement security measures. Lee proposed a framework
that realizes the optimal security improvement procedure by
estimating the existing threats and economic losses used these,
as well as the necessary costs for countermeasures, based on
the situation inside and outside the organization[2]. There are
also studies that focus on physical and human factors. Ganin
et al. pointed out that existing risk assessment methods based
on threats, vulnerabilities and consequences[3][4] do not cover
physical or social vulnerabilities, and proposed a framework
using multi criteria decision analysis (MCDA) to cover them[5].
There is also study that focuses on the possibility of a intrusion
to the terminal, which is the same perspective as ours, such
as Sugimoto et al.[6]. They assess the security risk of each
device from three points of view: accessibility to the device,
the number of routes, and the scope of the intrusion after
the attack, in order to determine the priority of dealing with
vulnerabilities. These studies function as a pre-emptive measure
against attacks, and do not discuss the security risk in response
to detection. In terms of post-detection response, it is important
to minimize the scope of the intrusion and the damage it causes,
so it is necessary to evaluate the risk from the perspective of
being able to achieve this and in a short period of time.

Other related study of proposed is attack detection. Since
the proposed system is used repeatedly from the initial stage of
attack response, it is assumed that there will be a conflict with
the timing of use with existing attack detection technology.
Some of these studies includes improving detection accuracy
using intrusion detection systems (IDS)[7][8] and security
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information and event management (SIEM)[9][10]. Studies
using these systems may show effectiveness in detection, but
this does not necessarily mean they are effective in response.
Mohsenabad et al. showed that it is possible to improve the
detection accuracy of IDS by selecting feature values used in
machine learning based on various algorithms[7]. However, the
detection results of IDS at this time are limited to information
such as victim and attack techniques, so additional investigation
is required to learn the details of the attack. In such cases, users
can learn about the security risks of the neighboring terminals
by entering the IDS’s result into the proposed system, and they
can narrow down the scope of their investigation based on this
information. In this way, we consider that our system does
not conflict with these attack detection technologies, but rather
coexists with them.

III. PROPOSED SYSTEM

A. Outline

We propose a risk assessment system for neighboring
terminals based on the similarity of victims. The Figure 1
shows the concept of proposed system. We assume that users
of this system are people who are familiar with networks and
security, such as those who respond to security incidents. If the
user detects an attack, they will want to know the details of the
attack and the scope of the intrusion, but this takes time and
effort. In such cases, the user inputs the victim’s information
into the proposed system, and the system assesses the security
risk of the neighboring terminals based on similarities to the

victim (e.g. same users, same software, etc.). In this way, the
system supports the user’s response by narrowing down the
scope of the investigation and providing information about
vulnerabilities that may exist in the terminals.

The Figure 2 shows system usage. This system is designed
to support users in their repeated use of the system from the
initial stage of an investigation. In the initial investigation, it
supports narrowing down the terminals that have security risk
and used attack techniques, based on the limited information.
In the second time onwards, the users can input more detailed
info, so the system also outputs more accurate information
on the scope of intrusion, attack techniques and vulnerability
information to them.

B. Assumption

The proposed system collects various information about the
terminal in order to evaluate similarity. So we assume that
devices providing services such as asset management, firewalls,
and file servers exist with in the range accessible from this
system.

In addition, this system is designed to be used in an attack
response. Of course, it is best to be aware of the security risk
of all terminals in advance. However, given the large number
of terminals and the easy introduction of terminals such as
mobile devices, this is unrealistic. Therefore, this system is
designed to be used in an attack response and to be useful for
investigating terminals and vulnerabilities that have not been
identified at that time.

In this proposal, the user can specify the range of assessments
by defining a neighboring terminal as a terminal with a number
of network hops from the victim that is less than or equal to
a threshold. If the user use the system for a specific segment
(e.g. server segment), they can set the threshold to 1. If the
user expect an intrusion into another segment, they can adjust
the threshold accordingly, and apply the system to any range
them want.

When the user confirms a security incident, the system
assesses the security risk of neighboring terminals through user
input. The system focuses on the following attack stages and
outputs the attack techniques and vulnerability risks associated
with them.

• External intrusion that has occurred
• Lateral movement from the victim

However, as this paper is initial prposal, we will only discuss
external intrusion. Therefore, this paper does not discuss lateral
movement such as intrusion into other services from the victim.

C. System Architecture

The risk assessment system consists of four modules as
shown in Figure 3. It performs input and output with users in
the dialogue module, and the other modules collect information
and assesses security risks in response to the input in the
dialogue module.
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TABLE I. INPUT BY USER

Contents Required or Optional
Threshold for neighbors Required

Occurrence time Optional

Victim info
IP address Required

Role Optional
Admin account Optional

Attacked software/hardware Optional
Used technique/vulnerability Optional

1) Dialogue Module: The Dialogue Module receives input
about the victim information from users and outputs the results
of the assessment of security risks to users. Table I shows
the victim information that the user enters. With regard to the
input, the threshold for neighbors and the victim IP address
are required, and the rest are optional. If a user inputs optional
information such as attacked software or used techniques, the
module attaches a “Used” tag. Regarding the “Used” tag, the
Asset/Attack Info Module collects information only for the
software/techniques with that tag.

The module sends these information to the Asset Info
module.

2) Asset Info Module: The Asset Info module collects asset
information with in an organization. The Figure 4 shows
functions and flow of operation. The module works in the
following way.
• Receive the victim’s information from the victim
• Collect information about the victim and network around it

from the asset management system
• Based on the information about the network around the

victim, determines which devices are neighboring devices
• Collect following information

Asset Info

3:Collect info about
neighbors/network/

firewall

2:Receive victim info

Dialogue

Attack Info

Asset management

Communication
source

Risk
Assessment

Shaper

Collector
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Figure 4. Functions and operation flow of Asset Info module

– From asset management system: Neighboring terminals,
firewall rule and login history of each service

– From Terminals: Open ports
– From communication source: Mirroring packets

• Send shaped information to each module

3) Attack Info Module: The Attack Info module collects
information about the techniques and vulnerabilities that could
be used for the victim. The module receives information about
the victim from the Asset Info module. This information
includes the victim’s operating system and software, service
login history on the victim, etc.. Based on the information, the
module collects the security holes that exist in the victim by
the following ways.

• Based on the open ports, services and login history, the mod-
ule collects the related attack techniques from vulnerability
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knowledge base such as MITRE ATT&CK1

• Based on the OS and software, the module collects vulner-
abilities from vulnerability databases such as the National
Vulnerability Database (NVD)2

The module shapes the collected information in a form that
includes IDs and their requirements, and sends it to Risk
Assessment module. As we pointed out in Section 1, there is
very little publicly available information on zero-day attacks,
so information based on the NVD is not mandatory.

4) Risk Assessment Module: This module assesses the
security risk of neighboring terminals based on the information
received from each module. The information sent from Asset
Info module contains data about neighboring terminals and
victims, and the information sent from Attack Info module
contains information about each attack that could occur on the
victim. The module assesses the risk of each attack for each
neighboring terminal. If the user enters the attack technique
or vulnerability used in the Dialogue module, the module also
assesses its risk.

In this paper, security risks are classified into three levels:
high, medium, and low. For each technique or vulnerability, the
module assesses the security risk for each terminal as follows.
• The terminal satisfies the requirements for the method or

vulnerability: high
• There are similarities with the victim in multiple contexts

(e.g. software used, login history, etc.): medium
• Otherwise: low.
Finally, the module sends the results of the assessments to the
Dialogue Module.

IV. EVALUTION

In order to evaluate the proposed system, we implemented
and tested a prototype of the Risk Assessment module. Since
Asset Info and Attack Info modules have not been implemented
yet, their outputs were prepared in advance and provided as
inputs for the Risk Assessment module.

A. Evaluation Method

The figure 5 shows the assumed network in the evaluation.
There were 5 terminals in the assumed network. Terminal A

1https://attack.mitre.org/
2https://nvd.nist.gov/

TABLE II. ASSET INFO IN EVALUATION

Terminal IP address OS Software Open ports

A 192.168.0.10 Windows WordPress, 5.8 22,80
OpenSSH, 9.7

B 192.168.0.15 Windows WordPress, 6.0 22,80
OpenSSH, 9.9

C 192.168.0.17 Windows WordPress, 5.9 80
D 192.168.0.20 Windows OpenSSH, 9.7 22
E 192.168.0.25 Windows 22,80

TABLE III. LOGIN HISTORY (ONLY TERMINALS A AND B)

Terminal Service User Time S/F

192.168.0.10
OpenSSH

Alice 2025/2/3 10:23:51 S
Hack 2025/2/4 00:31:20 F
Hack 2025/2/4 00:31:21 F
Hack 2025/2/4 00:31:21 F

WordPress Alice 2025/2/4 10:25:14 S
Bob 2025/2/4 13:08:05 S

192.168.0.15 OpenSSH

Bob 2025/2/3 13:41:35 S
Black 2025/2/4 01:20:54 F
Black 2025/2/4 01:20:54 F
Black 2025/2/4 01:20:55 F

WordPress Bob 2025/2/4 13:08:05 S

was the first victim, and Terminals B, C, D, and E were on
the same network segment, i.e., a hop count of 0.

The prototype of Risk Assessment module was on the
terminal in the management segment. As we explained, the
information sent from the Asset Info and Attack Info modules
is prepared as JSON files in advance. These json files also
existed on the terminal in the management segment. The Asset
Info file contained information about A, B, C, D, and E, the
Login History file contained login histories for the services
provided on each terminal, and the Vulnerability Info file
contained information about the vulnerabilities that may exist
on A. The contents of each file are shown in Tables II, III
and IV respectively. Based on the input from these files, the
prototype performed a risk assessment using the method shown
in Section III-C4, and output the result as a json file.

B. Evaluation Result and Findings

The output result is shown in Figure 6 and Table V.
Regarding the vulnerability CVE-2024-6387, the prototype
of Risk Assessment module is thought to assess the risk of
each terminal for the following reasons.
• B: This terminal used the same software as A and the login

history was similar, so the risk was medium.
• C: This terminal didn’t use the OpenSSH that was a

requirement, so the risk was low.
• D: This terminal satisfied requirements (used the OpenSSH

and this version was less than 9.8), so the risk was high.
• E: It was not known what software was used on this

terminal. However, from the information about open ports
and softwares of A, B and D, the prototype estimated that E

TABLE IV. ATTACK INFO IN EVALUATION

ID Requirement
CVE-2024-6387 Software: OpenSSH Version: <9.8
CVE-2022-21661 Software: WordPress Version: <5.8.3
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TABLE V. SECURITY RISK ASSESSMENT RESULTS AND REASON ASSUMPTIONS

Vulnerability CVE-2024-6387
Terminal B C D E

Risk medium low high high

Reason Similarity in software
and login status No similarity Satisfy requirement Satisfy requirement

(possibly)
Vulnerability CVE-2022-21661

Terminal B C D E
Risk low low low high

Reason No similarity No similarity No similarity Satisfy requirement
(possibly)

Figure 6. Output file after evaluation

used OpenSSH. Because the version was unknown, there was
a possibility that E satisfied the requirements for vulnerability.
So the risk was high.
Regarding the vulnerability CVE-2022-21661, the prototype

is thought to assess the risk of each terminal for the following
reasons.
• D: This terminal didn’t use the WordPress that was a

requirement, so the risk was low.
• E: From the information about open ports and softwares of

A, B and C, the prototype estimated that E used WordPress.
Because the version was unknown, there was a possibility
that E satisfied the requirements for vulnerability. So the
risk was high.

• Other terminals: They used WordPress but these version
were more than 5.8.3. B and D didn’t satisfied requirements
and the similarities only existed at the OS and software, so
the risk was low.
As a result, it was confirmed that proposed the system can

assess the risk of attacks with clear requirements, such as
vulnerabilities that depend on specific softwares and versions.
Even when the software used on the terminal is unknown,
the system was able to assess the risk by estimating from the
service operating status of other terminals. It’s thought that
this is because there were many terminals providing similar
services on the same port in this evaluation. Even when there
are few terminals opening the same port, it is necessary to
estimate the provided services and the software of the terminal.
As a future work, we are planning to make use of well-known
ports and etc. to enable such estimation.

In addition, the current prototype only assesses security risks
based on user login history, service operation status, etc., for
vulnerabilities and attack techniques that do not have clear
requirements. In this case, the prototype can only assess risks
as medium or low. As a future work, we will consider improving
the prototype so that it can assess the risk of such attacks by
adding up the similarity of each element.

V. DISCUSSION

This system evaluation showed that the proposed system is
effective in assessing risk from external attacks. However, we
have not conducted a quantitative evaluation and have not been
able to show how effective the proposed system compared to
previous studies. There are two problems in comparing the
proposed system with previous studies.
• The previous studies focused on risk assessment before

attacks. The proposed system cannot be simply evaluated
because it is assumed to be used while responding to attacks.

• The previous studies on attack detection do not cover the
steps after the detection of an attack. This system is expected
to be effective in response after detection.
Based on these issues, we consider the following compar-

isons.
• Risk assessment: Evaluation of how close to the accuracy of

previous studies in the short time available during response
to an attack.

• Attack detection: Comparison of the time required to respond
to an attack using the proposed system with that of the
previous studies.
In addition, we define a neighboring terminal as a terminal

with a number of network hops from the victim that is
less than or equal to a threshold, in order to specify the
range of assessments by the user. However, in actual network
configurations, there are many cases where users don’t know
how many hops there are from the victim in the range they
want to check. On the other hand, the more huge the network
becomes, the more difficult it becomes to investigate everything
within the network. In future work, we will improve the
definition of neighboring terminals so that users can more
easily set the range they want to search.

Furthermore, the proposed system omits the aspect of ease
of access to the equipment in assessing the security risk. Since
this paper only focuses on external attacks, we assumed that all
targets are accessible from the outside (i.e., easily accessible).
When this system assesses the risk of lateral movement in
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internal network, ease of access will be an important metric.
(e.g.: The system evaluates only the risk of lateral movement for
terminals that can only be accessed from the internal network.
This evaluates both external attack and lateral movement risks
for terminals that can be accessed externally.)

VI. CONCLUSION AND FUTURE WORK

In this paper, we propose a system for assessing the security
risk of neighboring terminals using the similarity to the
victim. This system can assess the scope of the intrusion
from the beginning of the investigation, and it is possible
to minimize the damage compared to existing IP address and
IoC-based methods. In addition, we evaluated the prototype
and demonstrated its potential and effectiveness. As a result,
when there were many terminals providing similar services
on the same port, it was confirmed that proposed system can
assess the risk of attacks with clear requirements. However,
there are some issues on the following.
• When there are few terminals opening the same port, the

system can’t accurately assess the risk for terminals that lack
information.

• The system cannot assume that the risk is high for vulnerabil-
ities and attack techniques that do not have clear conditions.

In order to solve these issues, we will work on the following
for the Risk Assessment module.
• Use well-known ports, etc. to estimate the services provided

by the terminal.
• Improve the prototype so that it can accurately assess the

risk of vulnerabilities and techniques that don’t have clear
requirements.
In addition, this paper only focuses on external attacks and

does not consider lateral movement. There are two possible
routes of compromise to the terminal in a real attack: external
attack and lateral movement. This system should be able to
handle both of these attack tactics. In addition to the topics in
the Discussion section, there are the following issues.
• Comparison with previous studies in terms of accuracy and

time required

• Improve the definition of neighboring terminals so that users
can more easily set the range they want to check

• Implement other modules and conduct evaluations in a form
that is more suited to the system architecture

• Development of a risk assessment that includes lateral
movement

In future work, we will solve the above issues.
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Abstract—Modern embedded systems usually run multiple
graphics applications concurrently, making efficient Graphics
Processing Unit (GPU) resource management a critical challenge.
To address this need, we present Arbitrary Code Instrumentation
tool for OpenGL (GLACI), a flexible tool that enables transparent
interception of Open Graphics Library (OpenGL) Application
Programming Interface (API) calls to instrument arbitrary code
without modifying the application or the graphics stack. GLACI-
based module can cooperate with the GPU resource manager to
support advanced features such as real-time Frames Per Second
(FPS) monitoring, Quality of Service (QoS) based resource
limiting and on-demand tracing. A prototype is created and
evaluated on Intel and NVIDIA platforms to show the portability
and usefulness of GLACI. By offering a unified, hardware-
independent and lightweight solution, GLACI broadens the scope
of GPU resource control and provides a practical foundation for
both development and production environments.

Keywords-embedded systems; OpenGL; code instrumentation,
GPU resource management.

I. INTRODUCTION

In modern embedded systems, multiple graphics applica-
tions with varying reliability and requirements can share a sin-
gle Graphics Processing Unit (GPU). For example, in automo-
tive systems, the GPU is used for displaying the speedometer,
navigation In-Vehicle Infotainment (IVI) displays and other
third-party applications concurrently. Currently, Open Graph-
ics Library (OpenGL) [1] is the most commonly supported
and widely used graphics Application Programming Interface
(API) for such applications.

However, due to the lack of tracing and resource man-
agement techniques for production environment, it is difficult
to debug and develop such systems with necessary Quality
of Service (QoS) satisfied. For instance, if a third-party
application installed by the user consumes too much GPU
resource, it can cause interference with the critical services
(e.g., speedometer). A reliable system should be able to detect
such kind of performance issues, record useful traces for
analysis, and adjust the GPU resource allocation according
to the QoS settings while it is running.

Most of the previous studies about scheduling GPU-sharing
tasks focus on the scope of General-Purpose computing on

Graphics Processing Unit (GPGPU) applications rather than
the graphics applications [2]. These studies typically assume
that the source code of the GPGPU tasks is available and
can be modified to assist the GPU resource management.
Meanwhile, many graphics applications, especially the third-
party ones, are only available in binary executable files. The
programming models of GPGPU tasks (computation-intensive
functions offloading) and graphics tasks (complex rendering
pipeline) also have a significant difference. Therefore, it is dif-
ficult to reuse these techniques for GPGPU tasks on graphics
applications.

Some previous studies on improving the QoS of graphics
applications have been proposed, but these methods face many
challenges in terms of practicality. A common approach is
to override the default scheduler with a QoS-aware one by
modifying the kernel-space GPU driver [3][4], which has
poor portability and maintainability since it depends on a
specific GPU model and kernel version. It is also possible to
manage the GPU resource by extending the implementation
of OpenGL library [5][6] but many popular GPU vendors,
including NVIDIA, only provide unmodifiable proprietary
OpenGL libraries. Therefore, the usefulness of these studies
is highly restricted in real-world systems.

In this paper, we propose Arbitrary Code Instrumentation
tool for OpenGL (GLACI), an open-source tool which can
assist the system developer to overcome the above limitations.
With GLACI, hardware-independent modules for OpenGL
API instrumentation can be effortlessly implemented. It allows
us to dynamically trace and change the behavior of graphics
applications, by adding custom code around OpenGL API
calls, without acquiring and modifying any source code of the
application and OpenGL library. If an application is executed
with GLACI-based module loaded, the GPU resource manager
can attach to it for monitoring and controlling.

The main contributions are listed as follows.
• GLACI, a generic tool for implementing hardware-

independent OpenGL API instrumentation modules,
which can change the behavior of application and library
without modifying any source code, is proposed.
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• A prototype including examples of GLACI-based mod-
ule and GPU resource manager is created to show the
usefulness of our method.

• Two representative platforms, based on Intel and
NVIDIA, are used to evaluate the functionality and
overhead.

• The source code of GLACI and the prototype is publicly
available for reproducing and extension [7].

The rest of the paper is organized as follows. Section II
discusses and compares previous studies with similar goals and
methods. The details of GLACI are explained in Section III.
Section IV uses a prototype of GLACI-based module and GPU
resource manager to show the usefulness. Section V assesses
our method by evaluating the prototype on Intel and NVIDIA
platforms. Finally, the research is concluded in Section VI.

II. RELATED WORK

A. GPU Resource Management

Previous studies have shown that it is possible to limit GPU
bandwidth or guarantee Frames Per Second (FPS) for each
application by inserting some processing into the graphics
stack.

In the FPS control methods using execution time prediction
[5][6], OpenGL API calls are monitored to obtain parameters
such as the number of vertices and fragments to predict
execution time which is used for GPU task scheduling. This
approach modifies the source code of OpenGL library to
acquire parameters, and the low-level GPU driver to apply
scheduling policies.

In the QoS-based controlling methods [3][4], graphics APIs
are modified to acquire QoS metrics. These methods also mod-
ify GPU drivers to apply scheduling policies. Some studies
replace the low-level GPU task scheduler with a custom one
by modifying the GPU driver [2][8].

These existing control methods lack generality for different
platforms and GPU drivers, and require re-implementations
for various environments. The modifications to the target
applications are also needed in some methods, which makes
them not feasible for third-party applications without source
code. Meanwhile, GLACI focuses on supporting the resource
management on the high-level hardware-independent OpenGL
API layer as possible, rather than modifying the source code
of existing graphics stack. If necessary, GLACI-based module
can also cooperate with the GPU driver for fine-grained
control.

B. OpenGL Tracing Tools

Several tracing tools for OpenGL API have been proposed
to support the analysis of various metrics of the rendering
commands and procedures. There are mainly two types of such
tools: vendor-independent tools, and vendor-specific tools.

RenderDoc [9] and Apitrace [10] are two representative
vendor-independent tools for debugging, tracing, and perfor-
mance analysis of multiple graphics APIs, including OpenGL.
These tools always hook every single OpenGL API call when
the application is running, in order to produce a detailed trace

Figure 1. The overview of common functions in a GLACI-based module.

file with all inputs, outputs and states recorded. Users can use
the trace file to replay the rendering process of a frame for
detailed behavior and performance analysis.

GPU vendors also provide tools to visualize rendering
processes on their GPUs, such as Intel GPA [11] and NVIDIA
Nsight Graphics [12]. These tools offer detailed views of
processing at the GPU core level and can be used for low-
level optimization. However, these vendor-specific tools only
work on specific platforms, and most of them are proprietary
software without source code provided, which makes it diffi-
cult to extend their functionality.

These existing tracing tools have fixed tracing scope and are
designed for the test environment. For example, the tracer can-
not be dynamically switched on and off when the application
is running. It is also not possible to specify what information
should be obtained to meet different requirements. Therefore,
using these tools for tracing all applications in the production
environment will cost a huge amount of resource. Further,
since the tracing results can not be accessed from the GPU
resource manager in real time, they are only useful for the
postmortem analysis.

GLACI is not only capable of implementing the fixed-
purpose tracing feature equivalent to the vendor-independent
tools, but can also expose interfaces to communicate with
the GPU resource manager to support advanced features like
live performance monitoring, on-demand tracing and resource
limiting. Therefore, unlike other tools, GLACI can be used in
both testing and production environments.

III. PROPOSED METHOD

A. Overview

GLACI is a hardware-independent tool that allows devel-
opers to effortlessly create modules capable of extending
the functionality of existing graphics stack by instrumenting
OpenGL API calls. Figure 1 shows an overview of how a
GLACI-based module typically works in the graphics stack.
The module can transparently intercept the OpenGL API
calls and communicate with GPU resource manager, without
modifying the source code of graphics application, OpenGL
library and GPU driver.
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A graphics application must be able to run on different
versions of graphics stack without rebuilding the software,
because the GPU vendor frequently updates the OpenGL
library and GPU driver for optimization and bug fixing. Some
systems even require the same application to run on GPUs
from different vendors (e.g., the diversified GPU solutions
for Android devices). To meet this portability requirement,
OpenGL has introduced an advanced symbol resolution mech-
anism, instead of naively linking the application to some
specific libraries.

When a GLACI-based module is loaded, it will use the
symbol resolution mechanism to query the symbol addresses
of all OpenGL APIs at first, and then mimic and override that
mechanism to redirect the API calls to automatically generated
wrapper functions with custom code instrumented.

If a system runs multiple applications with different QoS
levels or priorities, there is usually a GPU resource manager
located between the OpenGL library and the GPU driver to
monitor and properly schedule the GPU usage of each appli-
cation. However, a GPU resource manager can only attach to
the applications with necessary interfaces for communication
included, which means most of the third-party and proprietary
applications are out of scope. A main benefit GLACI offers is
that it can insert such interfaces to any OpenGL application
to make it controllable from the GPU resource manager.

Figure 2 shows the flow of how GLACI will process a user-
defined module project to build a loadable module binary.
OpenGL is a very complex API specification with many
different versions (e.g., GL 1.0 to 4.6, ES 1.0 to 3.2, SC 1.0
to 2.0) and additional extensions (e.g., ARB, GLX). Further,
although OpenGL is a platform-independent specification in
general, vendors also have added some special features in their
proprietary library implementation. In the field of embedded
systems, target boards usually support some specific versions
of OpenGL (e.g., the popular Raspberry Pi 4 only runs GL
2.1 and ES 3.1). Therefore, it is impractical for us to assume
the system uses and only uses the latest OpenGL version and
vendor-independent features. Khronos Group has released the
official Extensible Markup Language (XML) definition files of
OpenGL API specification, including all versions and optional
features. To address the challenge above, GLACI can load
these XML files to build modules for a specific target system.

The user-defined module project consists of an instrumenta-
tion script in Python and some extra source files in C++. The
instrumentation script defines the rules to instrument OpenGL
API calls. The extra source files include the code with no need
to be dynamically generated (e.g., data structure definitions
and algorithm implementations). The GLACI core will follow
the instrumentation script to generate a single source file for
the module with OpenGL API wrapper functions and extra
source code included. Finally, a shared library binary of the
module will be built from the generated source file. We can
use the LD_PRELOAD environment variable to start graphics
application with the module loaded.

It should be noted that while the GLACI module is writ-
ten in C++, it does not impose restrictions related to the

Figure 2. The process flow of how GLACI builds a module project.

programming languages of target graphics applications. Since
the method operates at the binary interface level, applications
developed in any language capable of invoking OpenGL APIs
from the instrumented library can seamlessly benefit from
GLACI without additional adaptation efforts.

B. Transparent OpenGL API Interception

GLACI-based module is loaded with the LD_PRELOAD
feature, which allows us to override existing functions in the
standard shared libraries of the graphics stack. However, to
achieve portability and compatibility, OpenGL applications are
not directly linked with a specific graphics stack. Instead, an
advanced symbol resolution mechanism including the follow-
ing three methods is provided for the applications to find the
symbols at runtime.

• Runtime linker: In some systems, especially those using
Mesa 3D graphics stack, a part of OpenGL API symbols
(e.g., GLX extension for X11 window system) may be
implemented in a shared library with stable Application
Binary Interface (ABI). Therefore those shared libraries
are directly linked to the application, and their symbols
are resolved by the standard runtime linker.

• dlopen/dlsym dynamic loader: The graphics stack calls
dlopen function to load OpenGL libraries by explicitly
specifying the file names according to the actual running
platform. It will then call dlsym function to dynamically
search the symbol addresses of OpenGL API functions
in these loaded libraries.

• OpenGL *GetProc* functions: OpenGL
API specification also defines functions (e.g.,
glXGetProcAddress) to obtain symbol address
by API name. Unlike the above two methods are
provided by and dependent on the OS, this method is
platform-independent.

To intercept OpenGL API transparently on various plat-
forms and graphics stacks, GLACI must support all these
methods to completely override the original symbol resolution
mechanism.

To support the runtime linker method, GLACI will generate
wrapper functions with the same prototypes for all OpenGL
API functions, so the linker will always return the symbol
addresses in our module instead of the original ones. Figure 3
shows an example of the glXSwapBuffers API.

To properly invoke the original API implementation from
the generated wrapper function, GLACI shall initialize the
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static typeof(glXSwapBuffers) *
original_glXSwapBuffers = NULL;

void glXSwapBuffers(Display *dpy, GLXDrawable
drawable) {

... /* instrumented code before glXSwapBuffers */
original_glXSwapBuffers(dpy, drawable);
... /* instrumented code after glXSwapBuffers */

}

Figure 3. Example of generated glXSwapBuffers wrapper function.

__attribute__((constructor))
void load_original_functions(){

...
original_glXSwapBuffers =

dlsym(RTLD_NEXT, "glXSwapBuffers");
...

}

Figure 4. Example of initializing original_glXSwapBuffers.

function pointers to correct symbol addresses before the ap-
plication starts to call any OpenGL API function as shown in
Figure 4.

To support the dlopen/dlsym dynamic loader method,
GLACI must solve the following issues.

• All the generated wrapper functions for OpenGL API are
ignored because the dlsym function will only search
symbols in the library file dynamically loaded by the
dlopen function.

• The method of initializing original function pointers at
startup does not work since the symbol addresses are
unknown until the graphics stack calls and obtain the
return value from the dlsym function.

GLACI addresses these issues by overriding the dlsym
function with a modified version as shown in Figure 5. It will
call the original dlsym function at first to get the symbol
address. If the symbol is not an OpenGL API function, it will
just return the address obtained. For OpenGL API symbols, the
obtained symbol address will be stored in the original function
pointer, and the address of corresponding wrapper function
will be returned.

It must be noted that we cannot use the name dlsym to call

void *dlsym(void *handle, const char *symbol) {
auto ptr = original_dlsym(handle, symbol);
... /* other OpenGL API functions */
if (strcmp("glDrawArrays", symbol)==0) {

/* initialize original function pointer */
original_glDrawArrays = ptr;
/* return GLACI wrapper function */
return glDrawArrays;

}
... /* other OpenGL API functions */
return ptr;

}

Figure 5. Example of resolving glDrawArrays with modified dlsym.

void *original_dlsym(
void *handle, const char *symbol)

{
static dlsym_func_t original_dlsym_ptr
= nullptr;

if (original_dlsym_ptr == nullptr)
{
auto lib_handle =

dlopen("libc.so.6", RTLD_LAZY);
original_dlsym_ptr

= dlvsym(lib_handle, "dlsym",
GLIBC_VERSION_STR);

}
return original_dlsym_ptr(handle, symbol);

}

Figure 6. The core logic of original_dlsym.

void *glXGetProcAddress(const char *procName)
{

auto procPtr = (*original_glXGetProcAddress)(
procName);

... /* other OpenGL API functions */
if (strcmp("glHint", procName) == 0)
{

/* initialize original function pointer */
original_glHint = procPtr;
/* return GLACI wrapper function */
return glHint;

}
... /* other OpenGL API functions */
return procPtr;

}

Figure 7. Example of resolving glHint with modified glXGetProcAddress.

the original version of dlsym function, since it has already
be overridden by our module. To avoid this circular reference,
GLACI implements original_dlsym function as shown in
Figure 6, which can search and call the original dlsym using
dlvsym (dlsym with versioning) function.

Similarly, to support the method using the OpenGL *Get-
Proc* functions, GLACI also implements modified versions
to override them. An example of glXGetProcAddress is
shown in Figure 7. Because the original function pointers
of *GetProc* functions can be obtained from the other two
methods, they are more easier to implement than the modified
dlsym function.

With these symbol resolution methods supported, the
GLACI-based module can fully intercept all OpenGL API calls
to execute the instrumented code.

C. Code Instrumentation Example

GLACI instruments the OpenGL API functions by follow-
ing the hooks defined in the instrumentation script of the
module project. Figure 8 is an example of a hook for printing
debug messages. A filter function is set to the is_target pa-
rameter so GLACI core will only apply this hook to OpenGL
API of draw commands. The before_run and after_run
parameters specify the code should be added before and after
calling the hooked function.
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def _print_enter(f: func.Func) -> str:
return f’std::cerr << "{f.name} Enter" << std::

endl;’

def _print_leave(f: func.Func) -> str:
return f’std::cerr << "{f.name} Leave" << std::

endl;’

debug_hooks = func.Hooks(
header="#include <iostream>",
hook_funcs=[

lambda f: func.Hook(
is_target=lambda f: "glDraw" in f.name,
before_run=_print_enter(f),
after_run=_print_leave(f),

),
],

)

Figure 8. Example of hook in the instrumentation script.

extern "C" PUBLIC
void glDrawBuffer(GLenum buf) {

std::cerr << "glDrawBuffer Enter" << std::endl;
(*original_glDrawBuffer)(buf);
std::cerr << "glDrawBuffer Leave" << std::endl;

}

extern "C" PUBLIC
void glDrawBuffers(GLsizei n, const GLenum *bufs) {

std::cerr << "glDrawBuffers Enter" << std::endl;
(*original_glDrawBuffers)(n, bufs);
std::cerr << "glDrawBuffers Leave" << std::endl;

}

... // other instrumented *glDraw* functions

Figure 9. Example of generated wrapper functions.

After processing this hook, GLACI will generate the wrap-
per functions for OpenGL *glDraw* API as shown in Figure 9.

IV. GPU RESOURCE MANAGER PROTOTYPE

Although the GLACI-based module is also able to work
as a standalone tool, the key characteristic distinguishing our
method from existing tools is that it can communicate and
cooperate with the GPU resource manager to dynamically
monitor and control the running OpenGL applications. This
feature makes GLACI a useful tool in both the development

Figure 10. The overview of GPU resource manager prototype.

environment and the production environment. As a proof-of-
concept, we have created a prototype that includes a GLACI-
based module and a GPU resource manager. In this section, we
will use it to explain how GLACI can help in implementing
several real-world use cases.

Figure 10 shows the overview of our prototype. The
OpenGL applications are launched by the GPU resource
manager with QoS priority assigned and GLACI-based module
loaded. Userspace Static Defined Tracing (USDT) probes
[13], generated by the GLACI-based module, are used as
the communication channel between the application and the
GPU resource manager to achieve dynamic control. By de-
fault, these probes are just No Operation (NOP) instructions
with ignorable performance cost. The GPU resource manager
includes a BPF Compiler Collection (BCC) [14] script which
can dynamically generate and attach extended Berkeley Packet
Filter (eBPF) programs to obtain information from and send
control parameters to the running OpenGL applications. This
lightweight yet extendable communication mechanism allows
us to support the services of GPU resource manager with very
low overhead. We have implemented the several services to
demonstrate that GLACI can help to address real-world use
cases as follows.

FPS monitor and alarm. OpenGL applications, especially
those prebuilt ones, are usually designed to work at a specific
target FPS to achieve a predictable GPU resource usage. If
the actual FPS of an application differs significantly from the
target FPS, there is a high probability that some issue has
occurred during the execution. GLACI will insert the code
and USDT probe of a frame counter around the OpenGL
frame-swapping API to gather the FPS data. The GPU resource
manager will attach to the related probe of each application
to achieve a system-wide FPS monitoring in real time. If
any unexpected FPS value has been detected, it can further
generate an alarm to trigger necessary actions (e.g., start
tracing the related OpenGL application).

QoS-based resource control. To deliver a sufficient quality
of service, it is typically necessary to adjust the GPU resource
usage limit per application at runtime. For example, if an
application with normal QoS priority is the only running appli-
cation, it can be allocated with full GPU resource. However, if
applications with normal and high QoS priority are running at
the same time, we should limit the GPU usage of the normal
one to guarantee the FPS of application with high priority. The
GLACI-based module has implemented a simple FPS limiter
which is disabled by default. The limiter uses the control
parameter to calculate the minimum render time of a frame.
If the frame time of application is rendered faster than the
limit’s value, necessary delay duration will be inserted. When
the application of high QoS priority is executed or terminated,
the GPU resource manager will adjust and enable the FPS
limiter of the normal QoS ones by sending control parameter
to their related probes.

On-demand OpenGL API tracing. Although tracing the
API calls is very helpful to analyze the performance and
behavior of OpenGL applications, the usefulness of exist-
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TABLE I. EVALUATION PLATFORMS

Intel NUC NVIDIA Jetson
CPU Core i5-1240P 6-core Arm Cortex-A78AE v8.2
GPU Intel Iris Xe 1024-core NVIDIA Tegra Orin
RAM 32GB 8GB
OS Ubuntu 22.04 Ubuntu 22.04

ing tools is severely restricted due to the lack of support
in the production environment. The scope of these tracing
tools cannot be dynamically changed while applications are
running, which leads to unavoidable high overhead of system-
wide continuous tracing and frequent restarts of applications.
GLACI can overcome this drawback by supporting the on-
demand tracing feature. It will insert USDT probes at the entry
and exit points of each OpenGL API function. The tracing
code of these probes can be attached or detached as needed
by the GPU resource manager without restarting the running
applications. This feature allows us to effortlessly create useful
tracing policies. For example, we can disable all tracers by
default to deliver the best overall system performance, and
automatically enable tracing for a specific application when a
performance issue is detected from that application.

Our experience in developing this prototype confirms that
the learning curve for implementors is modest in practice. The
GLACI-based module employs a simple instrumentation script
written in Python, which is accessible to developers with basic
scripting experience. Moreover, integrating GLACI modules
with the GPU resource manager via USDT probes and eBPF
programs does not require extensive prior knowledge, as
these technologies are widely adopted and have substantial
community support. Therefore, implementors can efficiently
leverage our proposed method with minimal initial effort.

V. EVALUATION

In this section, we evaluate the GPU resource manager pro-
totype on two mainstream platforms, Intel NUC and NVIDIA
Jetson, to examine the functionality and overhead of GLACI.
Intel platform provides an open source OpenGL library while
the NVIDIA one is proprietary. Although the OpenGL im-
plementations are vastly different, the high portability of
GLACI allows us to use the same source code to build the
prototype project without reimplementing for each platform.
The specifications of the evaluation platforms are shown in
Table I.

The benchmark programs from glmark2 [15] (version
2021.02) are chosen as the graphics applications to test our
prototype. glmark2 is a lightweight OpenGL benchmark
suite widely available on many platforms, with 17 representa-
tive scenes included to measure many aspects of the OpenGL
specification. Since our method does not require any source
code modification to the application and graphics stack, all
related software components are installed using the official
binary packages from Ubuntu. In this section, we always
set the rendering resolution of glmark2 to 1920x1080 for
evaluation.

(a) Default settings without GLACI

(b) Prototype of GPU resource manager and GLACI-based module

Figure 11. Example to demonstrate how our prototype can improve QoS.

To demonstrate the effectiveness of QoS-based resource
control, we run and measure an example using two glmark2
program: refract and terrain. refract can run at
around 333 FPS with full GPU resource allocated on the
NVIDIA platform while terrain can run at around 119
FPS under the same condition. We use refract as the
application with low QoS level and terrain with high QoS
level. In the experiment, refract starts at first and keeps
running, and terrain will start 5 seconds later and run
for 10 seconds, to simulate the scenario the user launches an
application with high QoS level while an application with low
QoS level is running. Figure 11 shows the FPS data measured
on the NVIDIA platform, and the Intel platform also has a
similar trend. Without GLACI, the application with high QoS
level failed to meet 60 FPS requirement (only 52 FPS on
average). With the GPU resource manager and GLACI-based
module, when application with high QoS level is running, the
application with low QoS level will be locked to 60 FPS to
deliver a desired performance for both applications.

We have measured the average FPS of terrain under
the following conditions on the two platforms to evaluate the
runtime overhead of our prototype.

• No GLACI Loaded: The application runs without
GLACI-based module loaded.
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TABLE II. OVERHEAD OF THE PROTOTYPE

glmark2 (terrain) Average FPS
Intel NUC NVIDIA Jetson

No GLACI Loaded 222 119
FPS Monitor & Alarm 221 118
QoS-based FPS Limiter 220 118
API Tracing (NOP) 218 117
API Tracing (Logging) 212 116

• FPS Monitor & Alarm: GLACI-based module is loaded
and the GPU resource manager enables the function of
FPS monitoring and alarming.

• QoS-based FPS Limiter: Besides the FPS monitoring
and alarming, the QoS-based FPS limiter is also enabled.

• API Tracing (NOP): GLACI-based module is loaded and
the GPU resource manager enables API tracing. However,
all API probes are attached with an empty function.

• API Tracing (Logging): All API probes are attached
with a logging function sending related messages to the
trace buffer.

The measured results are shown in Table II. Compared to
the average FPS without GLACI loaded, the overhead is barely
perceptible to human eyes. It indicates that, the performance
cost of GLACI should be small enough to be used in the
production environment.

VI. CONCLUSION AND FUTURE WORK

This paper introduced GLACI as a generic, portable
and low-overhead framework for dynamically instrumenting
OpenGL API calls. By completely overriding the symbol
resolution mechanism of OpenGL, GLACI can overcome the
common and major limitation of existing methods that requires
source code modifications to the application, OpenGL library
or GPU driver.

We created a prototype to showcase how GLACI-based
module and GPU resource manager can communicate and
cooperate to support real-world use cases including perfor-
mance monitoring, dynamic resource allocation adjustments
and on-demand tracing. Two representative Intel and NVIDIA
systems are used to evaluate the portability and usefulness of
the prototype. The experimental results of overhead measure-
ment confirm that the proposed approach remains lightweight
enough for production scenarios.

Future work will focus on applying GLACI to further
improve the GPU resource management, particularly in areas
such as adaptive QoS management on metrics like utiliza-
tion, frame time and render latency. Since some vendors
have started to release open-source kernel-space GPU drivers
in recent years, expanding GLACI’s capabilities to support
hooks at the GPU driver level and enabling closer integration
with GPU driver control mechanisms are also key directions.
These vendors may also embrace our approach to create open
source debugging, tracing and management tools, since the
lightweight and non-intrusive design of GLACI can offer

enhanced instrumentation features with minimal efforts. Lever-
aging GPU driver abstraction layers, such as Gallium3D [16],
could facilitate these advancements and further enhance the
tool’s applicability. Taken together, these advances can mark
an important step toward a comprehensive, vendor-agnostic
framework for managing the complex GPU requirements of
modern embedded systems.
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