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ICONS 2018

Forward

The Thirteenth International Conference on Systems (ICONS 2018), held between April 22,
2018 and April 26, 2018 in Athens, Greece, continued a series of events covering a broad
spectrum of topics. The conference covered fundamentals on designing, implementing, testing,
validating and maintaining various kinds of software and hardware systems. Several tracks were
proposed to treat the topics from theory to practice, in terms of methodologies, design,
implementation, testing, use cases, tools, and lessons learnt.

In the last years, new system concepts have been promoted and partially embedded in new
deployments. Anticipative systems, autonomic and autonomous systems, self-adapting
systems, or on-demand systems are systems exposing advanced features. These features
demand special requirements specification mechanisms, advanced behavioral design patterns,
special interaction protocols, and flexible implementation platforms. Additionally, they require
new monitoring and management paradigms, as self-protection, self-diagnosing, self-
maintenance become core design features.

The design of application-oriented systems is driven by application-specific requirements
that have a very large spectrum. Despite the adoption of uniform frameworks and system
design methodologies supported by appropriate models and system specification languages,
the deployment of application-oriented systems raises critical problems. Specific requirements
in terms of scalability, real-time, security, performance, accuracy, distribution, and user
interaction drive the design decisions and implementations.

This leads to the need for gathering application-specific knowledge and develop particular
design and implementation skills that can be reused in developing similar systems.

Validation and verification of safety requirements for complex systems containing
hardware, software and human subsystems must be considered from early design phases.
There is a need for rigorous analysis on the role of people and process causing hazards within
safety-related systems; however, these claims are often made without a rigorous analysis of the
human factors involved. Accurate identification and implementation of safety requirements for
all elements of a system, including people and procedures become crucial in complex and
critical systems, especially in safety-related projects from the civil aviation, defense health, and
transport sectors.

Fundamentals on safety-related systems concern both positive (desired properties) and
negative (undesired properties) aspects. Safety requirements are expressed at the individual
equipment level and at the operational-environment level. However, ambiguity in safety
requirements may lead to reliable unsafe systems. Additionally, the distribution of safety
requirements between people and machines makes difficult automated proofs of system
safety. This is somehow obscured by the difficulty of applying formal techniques (usually used
for equipment-related safety requirements) to derivation and satisfaction of human-related
safety requirements (usually, human factors techniques are used).

                             2 / 74



The conference had the following tracks:

 Security and protection systems

 Application-oriented systems

 Advanced embedded systems and applications/services

 Dynamics and Control on Cooling Technologies

We take here the opportunity to warmly thank all the members of the ICONS 2018 technical
program committee, as well as all the reviewers. The creation of such a high quality conference
program would not have been possible without their involvement. We also kindly thank all the
authors who dedicated their time and effort to contribute to ICONS 2018. We truly believe that,
thanks to all these efforts, the final conference program consisted of top quality contributions.

We also gratefully thank the members of the ICONS 2018 organizing committee for their
help in handling the logistics and for their work that made this professional meeting a success.

We hope that ICONS 2018 was a successful international forum for the exchange of ideas
and results between academia and industry and to promote further progress in the area of
systems. We also hope that Athens, Greece, provided a pleasant environment during the
conference and everyone saved some time to enjoy the historic charm of the city.
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Abstract— Crypto-ransomware is a common type of 

malware that exploits software vulnerabilities of Internet 
accessible servers, end-user computers, and mobile devices. In 
this paper, the behavior of crypto-ransomware is empirically 
analyzed. We performed dynamic analysis of the ransomware 
in a virtual environment and the behavior of the malware 
represented using the data flow modeling approach. 
Modification of registry values and system call functions by the 
malware were within the scope of the analysis. The outcome of 
the empirical study provides a number of indicators that can 
be considered when assessing the effectiveness of solutions 
designed to prevent and detect crypto-ransomware. 

 
Keywords— Crypto-ransomware; Malware; Windows 

Operating System; Security Vulnerability; Execution flow. 
 

I. INTRODUCTION 
Ransomware is a malware that restricts the users from 

using their systems either by encrypting their system or by 
locking it, and to restore their functionality, attackers ask for 
ransom in bitcoins. What makes this malware different from 
traditional malware is its strong encryption. Indeed, crypto-
ransomware uses strong encryption (like the Advanced 
Encryption Standard for 256 bit AES-256) and the 
decryption key is only provided after the ransom is paid [1]. 
Unlike other malware, ransomware immediately notifies the 
victim about the attack and demands ransom in crypto-
currency. Ransomware payload is mainly spread by email, 
exploit kits, drive-by-download, social media, USB sticks, 
and security exploits in software.  

A number of variants can be observed in the past years 
with different functionalities and features, which are used to 
exploit a maximum number of users. This study provides in-
depth details of crypto-ransomware on the Windows 
platform, by analyzing registry activity, processes included, 
and generic flow of information during the attack. Recent 
variants of crypto-ransomware include CryptoWall, 
Cryptolocker, Lambda-Locker, and WannaCryptor [2]. 
Some of the new variants of ransomware target the Master 
Boot Record (MBR) of the system (a special type of boot 
sector at the very beginning of partitioned computer mass 
storage devices that holds the information on how the 
logical partitions, containing file systems, are organized on 
that medium). Ransomware is programmed in JavaScript, 
Hypertext Preprocessor (PHP), and PowerShell or Python. 
New variants of ransomware use different vulnerabilities to 
attack the victim like outdated versions of Flash Player. 
Ransomware uses exploit kits, such as the Angler Exploit 

Kit, to exploit vulnerabilities [2]. A large-scale ransomware 
attack took place on May 12, 2017, where the variant 
WannaCryptor exploited more than 200,000 systems. 
Ransomware attacks result in huge breaches of security, 
confidentiality, availability, and integrity of information. 
Our study shows the behavior of new crypto-ransomware 
variants by analyzing registry keys and system calls. Our 
purpose is to acquire a better understanding of the attack 
process of ransomware on Windows operating systems. By 
giving technical details of ransomware behavior, this study 
provides in-depth knowledge useful to improve mitigation 
and prevention methods now. 

The objectives of this study are as follows: 
 Analyze the behavior of ransomware on Windows 

Operating systems during an attack with different 
methods instead of using a traditional sandbox. 

 Analyze the modifications made by ransomware 
during an attack to understand the purpose of each 
attack channel. 

 Track the information flow during the attack. 
 Suggest recommendations to improve current 

security mechanisms against ransomware and 
mitigate the risk of ransomware. 
 

We present in this paper an empirical study of crypto-
ransomware’s behavior by using different real-time 
monitoring tools. To obtain the results, real-time attacks on 
target machine were performed in a virtual environment and 
observations were made accordingly. Furthermore, the flow 
of execution of malware was studied and generalized. 

Section II describes related work done on ransomware. 
Empirical setup and methodology used in performing the 
crypto-ransomware behavior analysis are discussed in 
Section III. In Section IV, we explain the behavior of 
crypto-ransomware and its modification in specific 
operating system’s files while performing an attack on the 
victim’s machine. Dynamic-link library (DLLs) executed by 
crypto-ransomware are briefly discussed in section V. In 
Section VI, we show an execution flow of crypto-
ransomware in High-Level architecture. From our empirical 
study, we observed some indicators of compromise. Hence, 
some recommendations based on results are presented in 
Section VII, which are expected to improve the current 
prevention and detection of crypto-ransomware Section VIII 
provides additional discussion of our findings. Finally, we 
conclude the paper and present future work in Section IX. 
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II. RELATED WORK 
M. Choudhary et al. [3] discussed and analyzed the 

different variants from different families of ransomware and 
defined the characteristics of ransomware evolution. They 
analyzed samples on two major platforms, i.e. Windows and 
Android. The analysis was mainly based on monitoring the 
file system and registry activities by using tools like Cuckoo 
Sandbox on Windows and Anubis and Andrubis for 
Android. We expand their research by analyzing the 
behavior of new variants and combining the approach of 
dynamic and static analysis. 

Sudhir Kumar Pandey and B. M. Methre [4] discussed 
three malware detection approaches, i.e. signature-based, 
anomaly-based, and specification-based. Malware analysis 
techniques included static malware analysis, string analysis 
and dynamic malware analysis. Static analysis uses a large 
database of already known suspicious codes, file signatures, 
and behavior of malware. In string analysis, the malware 
analyst tries to look for the malware specimen’s name, user 
dialogue, password for backdoors, URLs, attacker’s email 
address, libraries, different function calls, and processes. For 
dynamic malware analysis, a run time analysis is performed. 
In fact, the authors introduced a 12-stage lifecycle to 
analyze behavior of malware on run time that includes 
network surveillance and command-and-control (C&C are 
centralized machines that are able to send commands and 
receive outputs of machines part of a botnet) servers 
communication and peer coordination. 

Scaife et al. [5] introduced an approach called 
CryptoDrop which focuses on monitoring user’s data 
instead of monitoring each potential malicious software. 
This program analyzes user’s data for any modifications and 
assigns threshold points to the process with any 
modifications. Researchers assigned the threshold to all the 
processes, and when any process reached a specific level of 
the assigned threshold, it was considered malicious and 
would be terminated. CryptoDrop has three primary and two 
secondary indicators. The three primary indicators are file 
type changes, similarity measurement, and Shannon entropy. 
Secondary indicators include deletion and file type 
funneling [5]. However, while analyzing all the files, this 
approach’s performance is reduced. In addition, ransomware 
may include some newer files to encrypt to its list, which 
might not be present in the CryptoDrop database. 

 
III. METHODOLOGY 

In this section, we describe the empirical setup and tools 
used to carry out the empirical study. All empirical study 
steps were performed in a virtual environment. The 
objective of this study is to describe the behavior of new 
ransomware variants such as WannaCryptor Ransomware. 
Another purpose of this study is to show an attack’s 
execution flow based on registry keys and system function. 
To gather this information, a virtual environment setup was 
developed in VMware Workstation 11.1.0 on a host 
machine Windows 7 Professional, 64bit. In VMware 
Workstation, we installed Windows 10, 64 bits which acted 
as the target machine. We configured the network interface 
for Windows 10 to HOST ONLY in order to avoid malware 

spreading to the host’s operating system. Also, Host System 
was secured and protected from infection by enabling the 
firewall and Windows Defender. In order to monitor the 
infection and malware activities, we used Process Monitor, 
a real-time system monitoring tool installed on Windows 
10. We also used some additional tools like Regshot and 
Wireshark to monitor the malware activities. We then 
collected the malicious executable files of ransomware of 
various families. Most of the ransomware samples were 
collected from VirusTotal and ViruShare malware 
repositories. Then, we executed malicious samples and 
performed a real-time attack on Windows 10. We placed 
some random document, images and .rar files on Windows 
10 and disabled the Windows Defender and Firewall on the 
targeted machine to successfully execute the empirical study 
and monitor the behavior of crypto-ransomware. 

 
IV. BEHAVIOR OF RANSOMWARE 

This section is dedicated to explaining the behavior of 
ransomware when attacking the victim’s machine. 
Ransomware encrypts the user’s system using encrypting 
algorithms like AES, Rivest–Shamir–Adleman (RSA), or 
Rivest Cipher 4 (RC4) [18]. Then, it asks for a ransom in 
bitcoins. The main families analyzed in this study are the 
following: Sage Ransomware, WannaCryptor, Lambda-
Locker, Hydra-Crypt, CryptoWall, and SamSam. Most of 
the ransomware samples exhibit similar general behavior 
when manipulating the Windows operating system with 
some different aspects. The ransomware has a similar flow 
of execution when infecting a system: an executable file via 
different delivery methods is launched into the target system 
during the execution, and it creates various legitimate sub-
processes. Then, it communicates with Command and 
Control server by sending a POST request. Ransomware 
modifies various registry keys and executes various DLLs, 
which serve different purposes accordingly. After 
encrypting the victim’s system, the ransomware deletes its 
executable file and shows the ransom note asking for a 
ransom. The ransomware mainly uses spam emails, 
advertisements, and vulnerability exploitation in network or 
applications as a delivery method. This malware can hide on 
the user’s system for some time before execution and then 
start the encryption process at a very fast pace. The 
functionality of ransomware is explained in four phases 
which include: 1) the setup phase describes a number of 
modifications executed by a malware to set itself in the 
victim’s system; 2) the communication phase describes the 
communication held during the attack to receive the 
encryption key; in addition, this phase identifies network 
related artifacts; 3) the encryption phase highlights the 
information regarding the encryption used in the 
ransomware attack; and 4) the last phase is the deletion of 
volume shadow copies of Windows. 

 
A. Setup Phase 
The ransomware creates some persistence keys on the 

victim’s system to bypass a reboot. These files and keys are 
deleted when encryption is completed. The original 
executable malware creates a copy of itself and deletes the 
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original file. Initially, the malware creates some files in the 
prefetch folder, which is usually created when an 
application runs for the first time from any location in 
Windows. The prefetch folder contains files used in loading 
the program. The path of the folder contains the file name 
and a hash of 8 characters added to give the malware file a 
unique ID: C:\Windows\Prefetch\filename-Hashvalue.pf. 
We observed that the malware was executed from this path.  

Then, another registry value of Windows is parsed, to 
verify whether the system is running in a mode compatible to 
the application or not and check whether the basic functions 
of Terminal Services are enabled or not. Basically, in 
Windows operating systems, Terminal Services 
Configuration applications determine which user can 
perform actions like connect and disconnect to Terminal 
Service session.  

After this step, the ransomware deletes the safeboot 
option to prevent the user from restarting the system in safe 
mode by reparsing the HKLM\System\CurrentControl 
registry key (HKEY_LOCAL_MACHINE, often 
abbreviated as HKLM, is one of several registry hives that 
make up the Windows Registry). We notified that in for all 
analysed ransom-ware analysed in our empirical study, they 
modify a registry value to change log on 
(HKLM\SOFTWARE\Microsoft\ 
WindowsNT\CurrentVersion\WinLogon). In fact, this 
registry value is responsible for user log on and log off. 
Malware changes it to malware path and filename so that it 
is executed at startup.  

After making these changes, and before starting the 
encryption process on the victim’s system, the ransomware 
collects the victim’s system information like computer 
name, operating system, Digital Product Id, and System 
BIOS data. Then, it creates a hash of this information by 
reading the registry value (saved on 
HKLM\System\CurrentControlSet\Control\Computer\Name 
\ActiveComputerName\Compute_Name). To further the 
processing of crypto ransomware, a window appears on the 
victim’s system and will keep popping up until the victim 
selects “yes”. It also called the default cryptographic 
function of Windows, which is HKLM\SYSTEM 
\CurrentControlSet\Control\Cryptography\Configuration\Lo
cal\SSL\0002 and added a new value as shown in figure 1. 

 

 
 

Figure 1. New value added in the Cryptography Registry key 
 
Then, the crypto ransomware uses the Image File 

Execution Options (IFEO) to check if there is any active 
debugger. Malware also verifies whether it can attach itself 
to another executable like explorer.exe or svchost.exe.  

 
B. Communication Phase 
The ransomware tries to keep a real-time connection 

with the malware authors through domain and C&C Server. 
The malware generates a POST request to send the victim’s 
system information to the attacker and ask to generate the 
domains. A UDP-based request from the victim’s system is 
sent to thousands of Hosts. Certain packets of traffic during 
the attack are encrypted with RC4. In case of CryptoWall, 
the malware sends the POST request to the servers to get an 
onion address and public key to encrypt the user’s system. 
In Figure 2, we are showing the connection attempt of a 
ransomware to the domain.  

 
     

 
  

Figure 2. Example of crypto ransomware trying to connect to the domain 
 
The ransomware creates the registry key 

HKLM\SYSTEM\Current_ControlSet\Control\NetworkPro
vider\HwOrder to check the list of network providers. While 
some crypto ransomware variants use HTTP protocol, 
another set of them uses The Onion Router Software, (TOR) 
which is hard to trace as it is enabling anonymous 
communication. New strains of ransomware avoid using 
C&C servers for communication, so blocking the outbound 
communication does not help stopping the attack. 

 
C. Encryption Phase 
Encryption is the critical factor, which makes 

ransomware different from other malware and hard to 
defeat. After making a successful connection with the 
victim’s system, the encryption phase starts. In some cases, 
the encryption key is generated on the victim’s system. 
Attackers could send the key through the C&C server, but 
they do not share the private key. The encryption used in 
most of the ransomware variants is AES, RSA 2048, SHA 
256, RSA-AES, which is a level 2 encryption. The 
ransomware uses ECDH and the Domain generation 
algorithms (DGA). Indeed, the Elliptic-curve Diffie–
Hellman (ECDH) is an anonymous key agreement protocol 
that allows two parties, each having an elliptic-curve 
public–private key pair, to establish a shared secret over an 
insecure channel [20]. The DGA are algorithms seen in 
various families of malware that are used to periodically 
generate a large number of domain names that can be used 
as rendezvous points with their command and control 
servers [19]. Most of the ransomware variants add their 
name as an extension to every file. Ransomware payload 
contains a list of the files to encrypt but skips some folders 
like “WINDOWS”, “Program Files” and “Temp” to keep the 
Windows System working in normal conditions. For 
decryption purposes, the malware keeps information about 
the files, like file name, size, etc. After encrypting the files, 
some Helper files on the victim’s system are created to 
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notify the user of the attack with instructions to pay the 
ransom. Most of the crypto-ransomware created files for 
decrypt instructions usually have the format of HTML and 
Text file.  

 
D. Deletion of Volume Shadow Copies 
The ransomware prevents the user from restoring the 

volume shadow copies by deleting them. It gains 
administrator rights and calls the cmd.exe to delete the 
Windows volume shadow copies by command: vssadmin 
delete shadow/all/quiet. By using this command, it deletes 
all the shadow copies taken by Windows without the user’s 
knowledge. Some ransomware executes: wbadmin delete 
catalog-quiet to delete the shadow copies. To trace the VSS 
backup, a registry value was queried. Then, the ransomware 
changes the Windows policies depending on their 
functionality. For example, we observed that crypto-
ransomware takes all the permissions including special 
permissions. In the case of WannaCryptor, system 
permissions are modified by using command: 
icacls./grantEveryone :F/T/C/Q and grant the access to 
Everyone. The ransomware also changes the VAD 
MEMORY protections to PAGEEXECUETE|PAGE_NO 
CACHE instead of PAGE_EXECUTE_WRITECOPY. 

 
V. DLLs CALLED BY RANSOMWARE 

A dynamic link library, DLL, is a library that contains 
code and data that can be used by more than one program at 
the same time in order to promote code reuse and efficient 
memory usage. During the attack, the ransomware malware 
uses a number of DLLs for various purposes. Some of the 
DLLs are generally used by other executable applications 
that serve a basic purpose for Windows, like Kernal32.dll, 
ntdll.dll, user32.dll, KernalBase.dll, python27.dll. Other 
major DLLs called during the malware execution were 
msvcrt.dll, 4ernel.appcore.dll, ws2_32.dll, Powrprof.dll, 
SecRuntime.dll, atl.dll, usermgrcli.dll. DLLs executed by 
WannaCryptor were sspicli.dll, ucrtbase.dll, rpcrt4.dll, 
rsaenh.dll, ntmarta.dll, uxtheme.dll, windows.storage.dll, 
msvcp-win.dll. It used SysWOW64 to call chkdsk.exe to 
check volume of disk, sector information and display the 
status of the drive. DLLs related to deleting the volume 
shadow copies are vssapi.dll and vsstrace.dll and they have 
some static linked DLLs, which are srcore.dll, spp.dll 
iasdatastore.dll. 

 
Table I. DLLS CALLED BY CRYPTO-RANSOMWARE 
 

DLL called Purposed served by DLL called 

Kernal32.dll Used to manage process at kernel level 

Mswsock.dll Called by ransomware to manipulate another program 

Urlmon.dll Used to check the network connection 

Ntdll.dll Used to access the kernel mode from the user mode 

Perfo.dll Used to check the performance of new processes 
created by the malware 

 
VI. RANSOMWARE EXECUTION FLOW 

The ransomware payload is launched into the victim’s 

system in the form of an executable. Crypto-ransomware 
has the code to check the availability of sandbox, any 
debugger or any detection technique. There are a number of 
processes that are called during the ransomware execution. 
At the execution stage, the ransomware generates a unique 
victim ID and key and saves it in the “.tmp” folder. When an 
executable is executed, it creates a legitimate process like 
svchost.exe or explorer.exe. In most of the variants like 
CryptoWall and WannaCryptor, a batch file and a copy of 
the original file are created. Then, the ransomware deletes 
itself by running a batch script. 

Along with deleting the original file, the completion of 
the installation of a newly created copy is ensured by 
performing a ping request to the localhost (127.0.0.1). The 
malware executes conhost.exe to create multiple threads and 
a process with a ransom string name. Subsequently, a newly 
created thread under the parent process is scheduled 
ONLOGON, that is, even if the system restarts or any user 
logs on the system, this process will be executed at the run 
level HIGHEST. Along with ensuring its persistence, the 
ransomware communicates with C&C servers or generates 
DGA to look for the domain and dynamically change C&C 
servers to connect with a number of URLs. After making a 
successful connection, the malware attacker sends back a 
unique ID for each victim with the encryption key and TOR 
information which contains the URL for payment. 
WannaCryptor used TaskData\Tor\Tasksvc.exe to download 
the TOR information and extract this information into the 
Taskdata folder. Then, it creates a number of threads to 
change the file and directory attribute. In addition, the 
ransomware executed tasksche.exe to copy itself. Some of 
the variants executed cscript.exe to run a script from a 
Windows script with command “Cscript.exe//nologo .m.v”. 
Malware collected Windows globally unique identifier 
(GUID), a 128-bit number used to identify information in 
computer systems, by querying Windows registry 
HKLM\SOFTWARE\_Microsoft\Cryptography\Machine_G
uid. This GUID is used by the malware author to know the 
Global Unique Identifier of the victim’s system. In Figure 3, 
we show an example of the  GUID of a system queried by a 
crypto-ransomware. 

 

 
Figure 3. Example of GUID of system queried by crypto-ransomware 
 
The ransomware notifies the victim of the attack by 

showing a ransom note. To manipulate the desktop 
wallpaper and desktop icons, the ransomware modifies the 
registry key HKCU\Control Panel\Desktop and performs the 
operation SetInfoKey which results in a change of the 
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desktop wallpaper to the ransomware notification and a 
ransom note. Ransomware is different from other malware 
in that it notifies the victim of the attack and demands an 
amount to free the compromised system. To inform the 
victim of the attack, Helper Files are created within different 
folders of the victim’s system. In fact, these Helper Files 
contain instructions regarding the procedure to access the 
onion links and pay the ransom.  

After performing the whole encryption on files and 
folders, the ransomware deletes all its persistence keys, files 
and executables by calling cmd.exe, to perform an operation 
Delete On Close, which will delete the copy of the 
ransomware executable when it is closed.  

 

A. In Case of Worm Functionality 
Ransomware like WannaCryptor has the ability to 

compromise the network by scanning a number of systems 
in the same network. After compromising a single machine, 
malware attackers remotely look for other systems in the 
same network and deploys the payload in the network. 
Indeed, WannaCryptor ransomware executes its payload, 
creates sub processes, and runs “attrib.exe” by command 
attrib +h where it “hides” the directory wherever it is 
placed. To scan the network, it calls the GetAdapterinfo 
function to determine the number of IP addresses and subnet 
masks of the compromised system’s network. This variant 
tries to connect with a number of domains by using API 
InternetOpenUrlA(). If the connection with any of the 
domains is successful, then payload will not execute. 
Otherwise, it will run the malicious payload and search for 
other vulnerable systems in the network on the domain. 

 
B. New Trends of Ransomware 
Many new variants of ransomware have been observed 

recently [6]-[10]. One of the variants offers decryption only 
if the victim infects two more victims and pays the ransom. 
Another variant performs the chkdsk, encrypts the hard disk 
and asks for ransom; if the victim pays, it reboots the system 
and encrypts the file and the victim has to pay the ransom 
twice. In the case of another variant called Spora, once it 
attacks the victim, it offers immunity from further attack. 
New strains of ransomware like WannaCryptor are capable 
of compromising numerous systems over a network, servers 
and databases. 

Another new variant called SOREBRECT with a fileless 
feature is also capable of compromising a whole network 
[8]. This variant deletes the system’s logs to delete all traces. 
Malicious Code utilizes Microsoft’s SysInternal PsExec 
command-line utility for encryption, which allows the 
attacker to run malicious activities remotely and eliminate 
the need of an interactive login session or manual delivery of 
the malware payload into the remote machine [8]. It was also 
observed that the detection of this ransomware variant was 
only possible by analyzing abnormal behavior in the 
network, the RAM, and the Registry of the system. 

 
VII. RECOMMENDATIONS 

During the empirical study, most crypto-ransomware 
variants caused the same changes. Based on our empirical 

stdy and previous related work [11]-[14], we propose the 
following recommendations to mitigate ransomware risks: 
1. It is recommended to set up a periodic and continuing 

strategy for data backup. 
2. User awareness can reduce the risks of these attacks as 

not examining URLs and file extensions before opening a 
file is one of the common reasons of information system 
infections [16]. 

3. It was observed during the empirical study that most of 
crypto-ransomware variants tend to delete the Windows 
Volume shadow copies and any Windows backup. 
Therefore, any executable should not be allowed to access 
shadow copies of Windows and any process that tries to 
delete these shadow copies should be terminated. 

4. Most crypto-ransomware like WannaCryptor pop up User 
Account Control (UAC) windows until YES is selected to 
gain access. Any executable with such behavior should be 
terminated. This signature does not apply to all the 
variants as some of the variants bypass this step. 

5. Most of the crypto-ransomware variants require 
administrative privilege to make changes in the system 
which are not allowed to regular users. No application 
should be allowed to gain full admin access; if it gains 
full administrative access and performs more write 
operation than regular threshold, it should be terminated. 
We observed during our empirical study more than 4000 
writes and 800 reads from a single ransomware sample. 
Thus, write permissions and other administrative 
privileges for regular users should be limited. 

6. There was a set of specific locations in Windows like 
.temp folder and tasks in C:\Windows\SysWow64 and 
C:Windows\System32, where ransomware tried to modify 
the contents. Thus, these locations in Windows should be 
placed under scrutiny to detect any malicious executable 
or malicious code. 

7. There was a set of specific registry keys modified by 
ransomware. For example, a ransomware tends to alter 
SAFEBOOT option, to prevent booting the system in 
SAFE-MODE and avoid its deletion. A verification 
regarding alteration to SAFE-MODE by an executable 
should be made and if found, that executable should be 
terminated. 

8. To prevent ransomware from spreading into a network 
and causing further damage, a system which is 
compromised by malware should be dis-connected 
immediately from the network. The victim should never 
pay the ransom, as it encourages the attacker to target 
more victims. 

 
 

VIII. DISCUSSION 
This section provides the post-experiment outcomes and 

related discussion. Indeed, crypto-ransomware has diverse 
impacts on the system registry and registry key values. A 
number of registries were modified and operated by the 
malware to ensure its persistence in the system. The 
ransomware deleted all backup and restoration points. There 
was a number of processes which were spawned during the 
attack process. Crypto-ransomware spreads to several 
legitimate processes of Windows to successfully invade the 
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infected system. With the study of this malware, we were 
able to suggest a number of corresponding prevention 
recommendations as attackers always find a way to bypass 
defense mechanisms [15]. Unpatched vulnerabilities are the 
most common and easiest way for an attacker to deliver the 
payload, but a naive user is the best method to compromise 
the system. Crypto-ransomware disguises itself in any 
Windows folder-like “Program File” and “Temp”, which 
should be constantly monitored. Thus, on the one hand, the 
user should not open any suspicious link. On the other hand, 
all vulnerabilities should be patched in order to prevent 
damage by crypto-ransomware. 

 
IX. CONCLUSION 

In this paper, we examined a set of crypto-ransomware 
in order to analyze the common behavior between them. We 
observed activities of the ransomware on a Windows system 
by performing a real-time attack in a virtual environment. 
Our results show different aspects of ransomware infecting 
the system. All the variants of crypto-ransomware affected 
the same registry values and deleted existing files. It was 
also observed that once the attack was completed, no 
encryption was performed on newly added files. Crypto-
ransomware tends to perform more write operations when 
compared to a system’s normal behavior. Based on our 
observations, we propose a set of recommendations to 
improve the current detection and prevention methods. 
Ransomware uses very strong encryption to attack, which is 
in general impossible to crack. Therefore, it is always 
recommended to protect the system in the first place. All 
variants of crypto-ransomware showed some typical 
signatures. In future work, we are proposing to use such 
signatures to enhance a new detection and prevention 
ransomware approach.  
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Adaptive Security in Cloud and Edge Networks

New IoT Security Approach

Abstract—Edge and cloud networks have emerged during the
rapid evolution of networking in the last years, mainly as part
of Internet of Things network. Security has become a key issue
for any huge deployment in this network. Moreover, data
reliability combined with performance is really a challenging
task, particularly to maintain survivability of the network.
This paper addresses this task using an Adaptation Security
Framework, which is an efficient edge-cloud security
deployment capable of trading-off between security and
performance. It is based on an autonomic computing security
looped system, which fine-tunes security means based on the
monitoring of the context. An evaluation of the approach is
undergoing in the context of smart city through a simulation
tool and real-world large deployment.

Keywords – Edge; Cloud; Framework; Autonomic;
Security adaptation; Internet of Things (IoT).

I. INTRODUCTION

Data Protection and trust are no longer just a compliance
or security issue. They have become strategic topics since
significant changes are introduced into the new European
legislation. Indeed, it is highly challenging to maintain the
overall security at the highest level due to the configuration
complexity and the runtime changing context. The incoming
edge computing as an adjacent network to the cloud creates
many challenges, particularly in security field.

Accordingly, any concept that needs to cope with this
new security challenge has to be based on overall
performance aspects such as power consumption, this being
a key issue in wireless networks, especially in sensor
networks or the Internet of Things (IoT) [1]. It is imperative
to address these problems from the earliest point of the
system’s design. All software development projects need a
well-balanced amount of security awareness, right from the
beginning [2].

In addition to the security challenge, data transfer in IoT
is more susceptible to attack due to the nature of the edge
nodes and the high error rate of wireless links. Therefore, the
most crucial constraint in this network is reliability of any
piece of information.

Trust mechanisms can solve these challenges. Indeed,
they give a trust value about the behavior of an IoT device
compared to standard behavior or similar IoT devices. By
trust, we mean a particular level of a subjective opinion
(Probability of a value - temperature, humidity, image etc. -

to be accurate) with which an edge device will perform a
particular action for many applications.

There is a rapidly growing literature on the theory and
applications of trust systems. General surveys could be found
easily and we suggest the survey of Josang [3], which is a
reference in this field.

Moreover, IoT data sensing may be affected by
deterioration of the hardware and environmental
perturbations. However, we deploy multiple space located
homogeneous sensors to provide redundant information to
fix the uncertainty of sensing. This approach gives flexibility
and cost-effectiveness to the deployment of IoT devices and
deals with fault tolerance, random errors as well as the drift
of the sensitivity or accuracy of the measurements of the IoT
devices overtime [4]. Thereby, we do not need any heavy
full security process to trust a single value obtained from an
IoT device, as long as we have a lot of similar value
extracted from cheap IoT devices spread over the entire
environment. A spatio-temporal correlation could be used to
rate the relevance of any value of a device to his neighbors’
values.

Thanks to trust, we could build a solid general trust
system to rate the accuracy, sensitivity and quality of
wireless connection of any IoT device related to the provided
data over time. Many trust models for wireless environment
have been proposed, such one is described in [5] and the trust
model for data described in [6].

In general, many applications can not operate under
significant packet loss. Thus, reliability is one of the
important criteria to evaluate the quality of wireless IoT
networks. Thereof, the concept that must cope with this new
security challenge has to be based on dynamic adaptation
security system to satisfy an overall performance such as
network reliability, being a key issue especially in sensor
networks. We have already proposed a generic security
adaptation framework as a compelling solution for such
problems [7]. In this article, we will apply it to the IoT
network by dividing our Security Adaptation Framework
(ASF) into edge security part and cloud security part. The
two parts will collaborate to optimize global security.

In this paper, we use security in a general sense including
availability, reliability and survivability.

The rest of the paper is structured as follows. In Section
2, we give the motivation of our work. Section 3 introduces
ASF for IoT and explains its components and functionalities.
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Section 4 concludes our paper and sketches the future work
for validation and consolidation.

II. MOTIVATION FOR OUR FRAMEWORK

Edge or fog network aims to develop a new concept in
networking, which stands on new context-aware sensors
capabilities [8]. Sending and processing huge amounts of
data to the cloud will not be “reasonable” due to latency and
bandwidth limitation.

Figure 1. Edge node in IoT network

Edge computing could be the alternative. It will involve
IoT connected devices capabilities in order to proceed locally
rather than sending data to the cloud. Smart devices might be
able to provide users’ services and alleviate some latency
issues. In figure 1, we see a typical edge network. The
tendency is to use edge network as a distributed network.
Edge computing covers a wide range of technologies
including wireless sensor networks, mobile data acquisition,
mobile signature analysis, cooperative distributed peer-to-
peer ad-hoc networking and processing known as local
cloud/fog computing and grid/mesh computing. It uses
distributed data storage and retrieval system, autonomic self-
healing networks, virtual cloudlets, remote cloud services,
augmented reality, and more.

The approach is based on the principle of divide and
conquer and it will guarantee the scalability by dividing the
IoT universe into interconnected domains where a domain is
associated to an edge node. This creates a sort of hierarchy
that helps with the addressing and localization problems
especially in dynamic networks with mobile devices.

The increasing complexity of communication in IoT
applications makes the conventional static security almost
obsolete, such as public key infrastructure. New mechanisms
need to be set up in order to address this problem. One of the
alternatives consists in using autonomic system techniques
[9] to design adaptive security policy tailored to IoT
applications.

Security in sensor networks [10] is complicated by the
constrained capabilities of sensor node hardware and the
properties of the deployment. Individual sensor nodes in our
case have inherent limitations in resources, which makes the
design of security procedures more complicated. Each of
these limitations is due in part to the two greatest constraints:
limited energy and physical size.

Other security issues include security-energy assessment,
data assurance, survivability, trust, end to end security,

security support for data centric sensor networks and node
compromise distribution. Due to a sensor network’s special
characteristics, it is very important to study areas such as:
battery limitation, high failure probability nodes, easily
compromised nodes, unreliable transmission media, etc.
Mobility greatly exacerbates the problem. A lack of synergy
between the cloud and edge security mechanisms is also
noticed. Nowadays, there have been only a few approaches
available, and more studies are needed in these areas [11].
On the other hand, trust is a good path to explore because it
could give better results for some specific cases.

The best way to overcome these constraints is to
implement a framework capable of adapting security to the
“context” based on the ideas similar to those described in
[12] and consequently having an overall security control.
This idea is inspired by the concept of autonomic computing
and an efficient Security Adaptation framework called
SARM [7]. In this project, our new framework is called ASF
(Figure 2).

Figure 2. High level ASF approach.

The idea behind ASF is to adapt the security policy
according to the context of the application. A security
functional unit implements and executes the security policy,
it gathers data related to the context and sends them to a
security management unit. The security management unit
can decide to update the security means in order to react to
the new context.

III. ASF DESCRIPTION

A. ASF

We would like with ASF to fine-tune security means as
best as possible taking into account the risk of the current
application environment and the performance of the system
especially regarding the optimization of its energy
consumption. Thereby, our system differs from others by its
[7]:

a) Autonomic computing security looped system

b) Dynamic and evolving security mechanisms
related to context-monitoring

c) Explicit energy consumption management

The concept of isolating various functions and restricting
their access to specific systems can also be applied to
security in wireless environment integrated in the mobile
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operating system itself. The best way to overcome the
nonrealistic constraint of implementing the framework in
each communication program is to integrate it in the kernel
and consequently having an overall security control. Thus,
all communication programs go through ASF at some stage
in order to gain access to communication resources.

Information about ASF high-level components can be
found in [5].

B. ASF for IoT

Having a centrally distributed (respectively cloud-edge)
system helps deploy distributed IoT applications with central
components deployed on cloud level and distributed
components deployed on edge nodes.

For these reasons, we propose an autonomous and
adaptive security system with two levels/scopes:

The first level consists of a “Local ASF" that manages
security means locally on the edge node by using inputs
coming from the local IoT environment (local IoT devices,
gateways, etc). The role of the local ASF is to adapt the
security means on the edge node to the local context changes
with respect to a local security policy that implements
general rules (e.g., energy saving, performance) and users’
preferences.

Figure 3. ASF for IoT network

The second level is a “Global ASF” on the cloud level
that has a global view of the overall system (edge nodes, IoT

devices and gateways). The global ASF’s role is (1) to
control deployments of distributed application components
on the edge nodes, (2) to update the local ASF policy with
security updates or with new user’s preferences, (3) to adapt
security means on the edge network level based on the global
context gathered from different edge nodes and based on the
global security policy.

Figure 3 represents with details the deployment of ASF
for IoT network. It shows the separation cloud-edge and
local-global units

This architecture guarantees a loose cooperation between
local “edge” ASF and global “cloud” ASF. In fact, the global
ASF is an enabler that helps the local ASF perform better but
a local ASF could work just fine by itself. So, in case of a
connection failure between the cloud and the edge node, as
its name implies, a local ASF can run perfectly.

A promising approach is to use a trust and reputation
based system to assess trustworthiness of IoT devices or
edge devices. Our proposed solution uses trust estimation of
IoT devices, on the edge nodes level, as one of the security
means of the local ASF. We also use trust estimation of the
edge nodes, on the cloud level, based on the trust and the
reputation. This later concept (reputation) is an indicator that
assesses a nodes trustworthiness based on the indirect trust
a.k.a the recommendations of other nodes of the network.
Reputation is usable on the global ASF’s level thanks to the
interaction between edge nodes and the global view of the
system.

C. Trust for IoT

When the IoT application is not critical and does not
require individual authentication of the IoT devices, we can
replace the “stringent” authentication/encryption method by
a heuristic estimation of the “trust” we can assign to IoT
devices. This method overcomes the limitation of the
traditional security mechanism. In many cases, trust
management is the key to building trustworthy and reliable
IoT networks.

Trust evaluates the overall behavior of IoT devices. It is
often calculated as follows:

a) receive data from the IoT device,

b) use a reference model (previously set-up) to
“extract” information modeling the consistency of the
received data,

c) use this information to calculate the trust of the IoT
device.

The trust value assigned to a peace of data (received from
a given IoT device) is used to make necessary
“arrangements”: isolate the IoT device, fix the problem, etc.

Trust of an IoT device (or the data coming from a given
IoT device) can be represented by a function of several
parameters, which are related to:

a) the connection with the edge device: Example: in a
wireless connection, one of the parameters is the Packet
Error Rate (PER),

b) the correlations of the IoT device with “temporal”
factors: Example: temperature is lower during the night and
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higher during the day, the correlations of IoT devices with
“spatial” factors: two neighbor sensors should provide
similar measures.

Each of these parameters is weighted by a coefficient,
which reflects its relevance. Thereby, the trust of a given
device is represented by a function:

 TrustFunct(IoT-device) 00ii 

where i are the coefficients and i are the parameters.
The coefficients may vary from one IoT application to

another. This means that an IoT device has different values
of trust for different IoT applications. Indeed, trust is a
subjective value and each application has its own rating
value depending on the end user security policy. Hence,
TrustFunct should be written as follow:

TrustFunct(IoT-device,IoT-App)00ii 

In equation (2), coefficients i are related to the IoT
application.

IoT devices having the same “features” (for example,
measuring the same thing: temperature, humidity, pressure,
etc.) must use the same Trust function for the same IoT
application.

The objective of the “trust for data” mechanism is to
develop a trust management system and deploy it on the
cloud/edge device. This trust management system must set
up the coefficients of the trust function (TrustFunct) for each
IoT device. These coefficients are calculated according to a
simplified version of the method presented in [6].

For each data value received from an IoT device, deduce
the estimated values of the different parameters composing
the Trust function (��). These estimations are often based on
machine learning methods and then calculate the trust value
of the IoT device using (2).

This subsection introduces trust for data in a simplified
way. In several research and industrial projects, trust
computing is more complicated than presented here: it is
done between edge devices and the cloud: machine learning
(ML) models are generated by the cloud and sent to the edge
devices. The edge devices receive data from the IoT devices,
calculate the parameters of the trust function by using the
ML models and send feedback to the cloud, which corrects
the ML models and sends them back to the edge devices. As
an illustration of this approach, the reader can view the
Microsoft Azure solution [13].

D. Validation Application Domain: Smart City

To validate the model, we will apply an adapted version
of ASF to the application domain of IoT – Smart City. In this
domain, the trust value of IoT devices will be based on the
solution described in the last subsection. The trust function
(2) will be mainly based on four common parameters,
accuracy, sensitivity, response time and packet error rate.
According to the type of the IoT device, other specific
parameters could be considered.

The common definitions of the four parameters listed in
(2) will be:

Accuracy : accuracy of a sensor is the maximum
difference existing between the actual value and the value
received from the sensor,

Sensitivity: sensibility of a sensor is the minimum input
of a physical parameter that creates a detectable output
change,

Response time: the response time is the time required for
a sensor output to change from its previous state to a final
settled value,

PER: PER is the number of incorrectly received data
packets divided by the total number of received packets.
PER evaluates the quality of the transmission channel over
time. It is used for evaluating the reliability of the
transmission channel. This last parameter is extracted
directly from the data link layer.
To calculate the three first parameters, we need two inputs:

a) data received from the IoT device and, “estimation”
of the real value. This estimation is deduced from a
predictive model based on machine learning,

b) machine Learning models runs on the edge devices.
They are generated and updated in the cloud.

The trust (trust function) is calculated in the edge
devices. It can be transferred to the cloud in order to have a
global overview of the trust at the scale of the entire IoT
platform.
Therefore, we would like to achieve global objectives:

a) keeping an appropriate level of security at edge
level depending on the context ;

b) whilst maximizing the overall data reliability at the
cloud level;

c) and controling the overall security .

IV. CONCLUSION AND FUTURE WORK

We have proposed a Security Adaptation Framework for
IoT based on concomitant combination of edge and cloud
ASF repartition. It uses an Autonomic Computing Security
pattern to support both context monitor and behavior control.
This paper explains the trust approach that will be used based
on tempo-spatial correlation between sensors using machine
learning. The validation will be in a context of smart city
project.

Other strategies that could automatically optimize the
trade-off between overall security and data trust will be
explored.
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Abstract—Current vaccine development approaches are ineffec-
tive in capturing, representing and reconciling domains and
disciplines knowledge and viewpoints across the vaccine devel-
opment life cycle. As a result, vaccine development is a long,
complex, and costly process that often results (when it succeeds) in
vaccines whose potency is hard to predict and efficacy expensive
to preserve. State-of-the-art vaccine development approaches fail
to (1) integrate the multiplicity of stakeholders perspectives across
the Vaccine Development Life Cycle (VDLC), (2) bridge the
knowledge gap between multiple disciplines, and (3) formally
evaluate stochastic system behaviors of biological systems in a
seamless manner. This paper introduces a novel semantically-
enabled framework for knowledge and behavior specification,
modeling and processing in vaccine systems engineering. Data
and semantic models of domains supported by sound theories
and tightly coupled with Markov Chain models of biological
systems are the cornerstone of our solution. Near future work
includes optimal vaccine matrix design and experimental vaccine
preservation systems. Looking ahead, the capabilities of the
framework – demonstrated in a vaccine preservation study – will
enable more effective, cheaper and faster time-to-market vaccines.

Keywords-Vaccine; Systems Engineering; Semantic; Ontology;
Markov Chain.

I. INTRODUCTION

A. Problem statement

Vaccination is a cornerstone of today’s modern human
being health of all ages, preventing potentially fatal and life
crippling diseases. Successful vaccines – such as the one for
smallpox – have rid the world of a severely contagious and
potentially fatal disease. The core component of the vaccine
– the vaccine antigen – is formulated and designed to be
administered as an oral vaccine or injected subcutaneously.
Successful vaccines provide lifelong immunity and protection
of the host from contracting diseases caused by corresponding
pathogens.

The effectiveness of the immunization is contingent upon
multiple factors, including the nature and behavior of the
pathogen, the vaccine and its development life cycle, and
the host physiology. The difficulty in engineering, develop-
ing, manufacturing and delivering highly effective vaccines is
complicated by its variant nature, a characteristic inherent to
all biological systems [1]. In rare occasions, host physiology
coupled with genetic factors and environmental conditions can

adversely affect the vaccination outcome through immuno-
suppression or anaphylaxis (severe reactions). Stakeholders
involved in the Vaccine Development Life Cycle (VDLC) – see
Figure 1 – view the vaccine through significantly different lens,
which makes elicitation of design requirements very difficult.
For instance, researchers (e.g., Stage 1 of VDLC) are more
interested in the immunological processes at the molecular
level (antigen), while clinicians (e.g., Stage 7) are looking
for faster, more effective, accurate and less invasive delivery
tools and mechanisms. Moreover, the knowledge disconnect
between the disciplines involved – biology, chemistry, en-
gineering, manufacturing, legal, regulatory and healthcare –
makes vaccine development a very convoluted process [1].

The compounding effect of these issues contributes to
today’s situation where vaccines (1) are available for only 10%
of known pathogens harmful to human, (2) cost hundreds of
millions of dollars to develop and 8 to 10 years from research
to market with high failure rates, (3) have short shelf life
span i.e., a year or less and, (4) require costly and stringent
storage and handling conditions [2][3]. Moreover, fast genetic
mutations of pathogens of deadly ailments (e.g., HIV-1) and
environment factors have been enabling them to outsmart
researchers for years, making vaccine development for those
diseases an uphill battle. The stakes are even higher when
we consider social and cultural resistances to immunization.
Concerns about (and risks of) childhood autism, anaphylaxis,
disabilities, contraction of vaccine associated diseases (live
vaccines) and religious beliefs are among the most common
arguments against vaccination [4].

Addressing these challenges requires vaccine design and
development approaches that enable stakeholders along the
VDLC to answer both domain specific and cross-domain ques-
tions quickly, accurately and cheaply in the context of highly
stochastic and complex biological dynamics. Leading research
efforts in rational design of vaccines are piecewise and fail to
address critical methodological and knowledge gaps [5]. Built
upon the ability of the systems engineering discipline to bridge
the gap between – and integrate – disciplines and architect
systems at various levels of abstractions, the introduction of a
model based knowledge-driven framework for vaccine devel-
opment life cycle is a significant step forward. The three pillars
of this work are that (1) formal methods must drive and support
the development of models, (2) the latter must properly capture
the depth and breadth of stochastic behaviors of biological
systems and, (3) models must be reusable, customizable and
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Figure 1. “Vee” model of the Vaccine Development Life Cycle (VDLC)

integrated at will for the purpose of the analysis at hand. State-
of-the-art vaccine development approaches are not capable of
such cross-discipline and cross-domain modeling and coverage
of the life cycle [2][3][5].

B. Project Scope and Objectives

In order to address these limitations, we aim to develop
the foundational semantic infrastructure for knowledge and
behavior specification, modeling and processing across the full
spectrum of the VDLC. The integration of biological system
dynamic models and discipline and stakeholder knowledge
models will enable the emergence of novel architectures whose
instantiation and execution can be checked against the re-
quirements of a given application or analysis. For instance,
a researcher – in Stage 2 of Figure 1 – can make use of the
integrated knowledge models of the formulation matrix and
the stochastic model of the vaccine antigen to analyze the
performance of the selected matrix and validate the results
against experimental outcomes and incrementally refine the
models accordingly. Elements of the study and its results can
be propagated to the healthcare administrator (at Stage 6) to
ensure proper handling of the vaccine in order to preserve its
effectiveness while in storage and transit. Here, the creation
and integration of knowledge and stochastic models of both
the formulated vaccine and the environment is necessary. The
healthcare professional in Stage 7 concerned with patient prog-
nostic and response to the vaccine will need stochastic models
of their physiology coupled to the one of the formulated
vaccine, integrated with the knowledge model of the delivery
protocol.

A successful implementation of this framework in full
will make these scenarios and more complex ones a reality
in the day-to-day work of stakeholders across the VDLC.
More importantly, it will enable progress toward the de-
velopment of an integrated, evolving “vaccine digital twin”
whose sound mathematical foundations provide confidence in
analyses, speed up decision making (thus, time-to-market) and

help manage complexity more effectively.
Section II provides a brief review of vaccine types, mecha-

nisms and development processes in the context of systems
engineering. Section III introduces the foundations of the
vaccine development semantic framework and describes its
architecture. In Section IV, we briefly highlight two research
topics currently under investigation that make use of, or
reinforce the capabilities of the semantic framework. A simple
vaccine preservation study example is presented in Section V.
We conclude this work in Section VI.

II. VACCINE SYSTEMS ENGINEERING

A. Vaccines: Types and Development Challenges

Vaccines play a critical role in combating infectious disease
and improving overall quality of living. There are several
different types of vaccines: live attenuated vaccines (e.g., oral
polio vaccine), inactivated vaccines (e.g., injectable polio vac-
cine), subunit vaccines, toxoid vaccines, conjugate vaccines,
DNA vaccines (e.g., Hepatitis B) and recombinant viral vectors
vaccines. The differences between the types of vaccines stem
from the structure and properties of their core-component,
i.e., the antigen. A vaccine achieves immunity through a
complex process in the body and protects the host by inducing
immune mechanisms capable of rapidly controlling replicating
pathogens or inactivating their toxic components. One such
mechanism is raising antibodies against the vaccine antigen.

The development of vaccines of any type is a complex,
expensive and high-risk undertaking, as many candidates fail
in pre-clinical studies (Stage 3 of VDLC). The key to success
here lies in the vaccine’s ability to induce an effective and
sustained immune response, have minimal side effects, and
be produced cost-effectively at large scale. Because of the
complex nature of vaccine manufacturing, it is important to
be able to understand, control and/or predict the factors that
impact the efficacy, stability and safety of the vaccine along
its process-engineering pathway.

B. Systems Engineering of Vaccines

The vaccine development life cycle can be represented
similarly to the well known systems engineering “Vee” model,
as shown in Figure 1. The first stage of vaccine development
involves the selection of a candidate vaccine (exploratory
stage) from a fundamental research laboratory and its testing
using animal models (pre-clinical stage), followed by the
development of small case scale material and formulation to
make material for phases I, II and III studies (clinical devel-
opment). Phase I includes safety tests among 10-100 human
subjects to evaluate clinical responses. Then, phase II looks
at the evaluation of immune responses in 100-3,000 subjects.
Finally, in phase III, large scale studies are conducted to test
vaccine efficacy and tolerance. Only vaccines that successfully
pass trials are eventually mass produced. On the right side of
the model, the vaccine is thoroughly tested before its release,
then distributed in lots, and finally administered to the host.
Three cross-cutting concerns between stages are identified:
quality/safety, preservation and potency. However, unlike tra-
ditional systems engineering “Vee” models, the concerns are
non-binding and there are no rigorous feedback mechanisms
between successive stages, nor formal requirements flow down
and traceability process.
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Figure 2. Simplified architecture of the framework

III. SEMANTIC FRAMEWORK FOR VACCINE
DEVELOPMENT LIFE CYCLE

The development of semantic architectures for VDLC is
complicated by the multiplicity of stakeholders’ perspectives
across the VDLC, the need to bridge the knowledge gap
between multiple disciplines, and formally evaluate stochastic
system behaviors of biological systems. We report in this
section on a novel semantic-driven framework that addresses
these challenges through a careful investigation, selection and
integration of technologies, theories and models from relevant
disciplines, domains and types.

A. Logic-based Semantics and Semantic Web Technologies

In order for core vaccine knowledge to be integrated, shared
and reused across the various stages of the life cycle depicted
in Figure 1, it must (1) be captured, represented in a clear,
unambiguous way with respect to the associated domain and
the context of use and, (2) lend itself to automated processing
and reasoning by machines. Thus, data must be enriched by
sound semantics to ensure accuracy of facts and inferencing.

Thanks to their sound mathematical foundations and de-
cidability as fragment of first order logics, Description Logics
(DL) formalisms have been shown effective in tackling the
first part of this challenge [6]. A summary of description logic
concepts constructors can be found in [7]. DLs provide the
mathematical foundations on top of which machine and human
readable ontological languages, such as the web ontology
language (OWL) can be built in a systematic way. They enable

the creation of ontologies, which are engineering artifacts
that provide explicit specifications of the intended meaning
of a vocabulary used to describe a given domain. Ontological
models provide semantic meanings that enrich the way models
can be branched and integrated across domains of knowledge
automatically. These capabilities are critical to this work given
the strong need to understand intricate relationships spanning
multiple domains and components and their ultimate affects
on the vaccine performance. In [8], we have identified and
described the necessary extensions to the basic DL, leading
to SHOIN and SROIQ DLs as appropriate logic-based
formalisms for semantic framework like the one we are intro-
ducing in this work. OWL2 DL is computationally decidable
and will support ontologies representations in our framework.

Semantic web technologies integrated with reasoner
through Application Programming Interfaces (e.g., Jena) pro-
vide a way forward in addressing the second part of the above-
mentioned challenge [8]. Together, the eXtensible Markup
Language (XML), the Resource Description Framework (RDF)
and OWL as hierarchical layers of the semantic web technol-
ogy stack, allow for the implementation of reasoning that can
prove whether or not assertions in the knowledge base are
true or false in almost real-time (decidability). Thus, semantic
web technologies are great enablers of automated processing
and reasoning over sparse, across-domain information. In the
context of VDLC, they will organize and merge the sources for
answering biological and engineering questions using corre-
sponding semantic models (ontologies, rules and computation
extensions).
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B. Mathematical Modeling of Systems Biology

The effective capture and representation of the behavior of
the biological systems (e.g., vaccine antigen, host physiology)
across the VDLC necessitates models that accurately capture
the essence of unfolding biological (and underlining) chemical
processes at various level of abstractions. Such models must
allow the simulation of the system behavior over time and
predict changes caused by interactions with other systems
and the environment. Modeling schemes of biological phe-
nomenons and systems emphasize various aspects such as body
metabolism, genetic networks, neuronal systems or processes
(e.g., intracellular processes). These models have been shown
appropriate for cellular level analyses and studies but they are
ineffective in capturing biological phenomenons that occur at
higher levels of abstractions (e.g., tissue, organs)[9]. Thus, we
will choose Markov models which have been demonstrated
effective in modeling and predicting the behavior of highly
stochastic biological [10] and biomedical systems [11]. Plus,
they are not domain specific and they lend themselves well
to integration through segmentation mechanism to domain
specific models. Markov chain (MC) – see top left corner of
Figure 2 – states (Si), in our framework, represent a valid
biological or chemical state with arrows between states anno-
tated with their probability of propagation. Feedback between
states and steady-states are allowed with the constraint that
all propagation probabilities at each state must sum to one
(1). Hidden Markov models extend Markov chain models and
are developed from observed system performance (e.g., lab
experiments). The resulting model is then used to further the
analysis of the system and predict future behavior.

C. Simplified System Architecture

The proposed knowledge-driven framework shown in Fig-
ure 2 makes use of logic-based semantics emulated by seman-
tic web technologies and MC to provide rigorous formalisms
to models across the VDLC. It is modular and its building
blocks are chosen and integrated depending on the needs
and requirements of a given application. The architecture is
organized into three layers as follows.

Foundation Layer (L0). The mathematical foundations
needed by architectural models reside here. Foundation the-
ories (for known cross-cutting domains such as time, physical
quantities, communication, etc.) are distinguished from bio-
logical and chemistry laws or well-accepted domain standards
(e.g., CDC Standard for Adult Immunization Practice). One
such theory is Allen Temporal Interval Calculus (ATIC), which
has been shown effective in supporting formal description and
reasoning in the temporal domain [8].

Domain Knowledge Layer (L1). The VDLC knowledge
is organized into three groups: core domains (e.g., vaccine
antigen, host), cross-cutting domains (e.g., storage condition,
vaccine schedule) and foundation domains (e.g., time, physical
quantity). Each domain knowledge is encoded in the form
of a “semantic block” made of (1) an ontology, (2) set of
rules, and (3) interfaces that enable communication between
semantic blocks and linking with computation platforms and
Markov models of system biology via customized builtin func-
tions. Data models provide the templates for input data to be
processed by the semantic block. DLs provide the formalisms
needed by core domains knowledge while theories such as
the ATIC will constrain models of some cross-cutting domains

(e.g., vaccine schedule). Requirements are captured as a cross-
cutting domain that makes use of foundation knowledge to
formally encode and process input textual requirements.

Integration Layer (L2). Bridging the knowledge gap be-
tween disciplines in the framework requires (1) the integration
of domain specific knowledge at level L1 on both the semantic
and stochastic behavior sides, and (2) linking them to emulate
system level behavior for the application under consideration.
The resulting (system) semantic graph is transformed as rules
– integrated to stochastic models of the system behavior – are
fired. It can also act as semantic controller as it could encode
defined system metrics whose instances could be checked
against system requirements (as constraints). We will trust the
Whistle scripting environment [12] with the controlled and
systematic assembly of the models, as well as simulation and
output generation.

IV. WORK IN PROGRESS

The architecture introduced and briefly described in Section
III is generic and high level enough to be customized for vari-
ous applications and challenges throughout the VDLC. We are
working toward its use and adaptation to tackle two important
challenges in the VDLC: determining and characterizing the
best formulation mix for a vaccine and designing experimental
vaccine preservation systems.

A. Topic 1: Vaccine Formulation Design

The challenge of retaining potency (or efficacy) of the
vaccine until it is administered remains an open challenge
for researchers [13][14]. The potency of the vaccine has
to be preserved throughout the VDLC from its formulation
(Stage 2 of VDLC) to the administration (Stage 7) through
manufacturing (Stage 4) and subsequent steps. The design of
the best vaccine matrix (i.e., the formulate) able to stabilize,
preserve and improve host immune response is a multi-domain,
multi-disciplinary and complex integration problem for which
the architecture developed in this work can help address. For
each vaccine, design of experiments will help narrow down
the most effective excipients (stabilizers and preservatives)
and adjuvants from a list of over 370 substances that are
Generally Recognized As Safe (GRAS) [15]. Then, both
knowledge and stochastic models of selected substances will
be integrated in the framework along with the ones of the
vaccine and the pathogen. The response will be traded across
multiple objectives (e.g., potency, infectivity), conditions (e.g.,
temperature, moisture) and configurations of the mixture.

B. Topic 2: Experimental Vaccine Preservation Systems

Under the current state-of-the-art of vaccine technologies,
the most effective matrix cannot preserve it from becoming
subpotent due to inappropriate and suboptimal storage, han-
dling and transportation, especially under challenging infras-
tructural, economical and environmental conditions [16][17].
This project will build from the results from Topic 1 and
previous related work in biomedical devices [11] to analyze,
develop and verify prototype adaptive platform-based con-
tainers for vaccines handling and storage. The focus will be
on enabling and demonstrating system resilience to frequent
changes in environmental conditions such as the ones currently
observed along the vaccine supply chain [17]. Another interest
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of the project will be to understand mechanisms through which
decisions (e.g., vaccine type, matrix elements) early in the
VDLC ultimately constraint and affect preservation platforms
(to be) used in vaccine supply chain downstream. Thus, we
plan to extend the capability of the framework introduced in
this work by integrating it with graph-based database platforms
[18].

Figure 3. Schematics of the OPV preservation experiment

V. PROTOTYPE: VACCINE PRESERVATION STUDY

A. Experiment Set Up and Methodology

We illustrate the basic implementation and use of our
framework in a simplified Oral Polio Vaccine (OPV) formula-
tion study for which the corresponding experiment is pictured
in Figure 3. The study seeks to evaluate how well given
formulations (fi) preserve the effectiveness of the OPV (live
attenuated) under stringent preservation conditions (tempera-
ture) such as the ones observed in Sub Saharan Africa. In
a simplified experimental design, a volume v of a formulated
OPV (vaccine antigen virus, VV) kept at temperature t j during
dk days, is administered to n numbers of host cells (live, green
monkey epithelial cells). The host cells are infected with the
virus for 10 mins, and the excess vaccine removed. A layer of
agarose gel is placed on top of the host cells and the cells are
incubated at 370C for 3 days. Then, the gel is removed and
the host cells is stained. Finally, dead regions of the cells or
plaques nfi

jk are counted. The same experiment is repeated for

all the formulations and for the non-formulated VV and nnf
jk

is recorded. The infectivity – i.e., how well the vaccine was
preserved by a given formulation f i– is computed as follows.

infijk(%) =
nfi
jk

nnf
jk

(1)

The framework represents the actual experiment through the
capture and modeling of core elements relevant to the study.
Simplified ontologies and rules for the biology domain (cell,
vaccine and pathogen) and the experiment domain (parameters,
set up) are created and integrated as described in Section
III. The behavior of the VV is modeled using instances of
the simple MC pictured on the top left corner of Figure 2.
The states Sp (p ∈ P = {20, 40, 60, 80, 100}) represent the
virulence of the vaccine, which can only degrade from p =
100% to p = 20% in this simplified prototype. The transition
probabilities depend on the experimental setup and they are
driven by a “degradation factor” k tf

ijk which characterizes the
ability of the system to maintain itself in a state Sp under the
given experimental setup. It’s defined as follows.

ktfijk =

[
TMax − tj

TMaxtj(100− Cfi)

] dk
dMax

(2)

where Tmax is the maximum allowable exposure tempera-
ture for the experiment and Cfi ∈ (0, 100) is a coefficient
characterizing the “degradation resistance” of a given for-
mulation. One such formulation for the OPV can comprise
antibiotics Neomycin and Kanamycin as preservatives and
MgCl2 as stabilizer. As indicated in research Topic 2, design
of experiments is a way forward to narrow down the list of
candidate formulations. The transitions between states ( Sp)
are computed as follows.

atfijk|p,q = (1−∆tf
ijk|p,q)kaktfijk (3)

where ∆tf
ijk |p,q is the gap of virulence between a state of

virulence p and one of virulence q < p in P and ka > 0 is a
balancing coefficient allowing the probabilities to sum to 1 as
per Markov Chains modeling rules. We note that a tf

ijk|20,20 = 1
to capture the fact that any decrease of the virulence of the
VV below 20% is beyond the sensitivity level of our analysis
thus, not relevant. This results into a full MC model driving the
generation of the values of nfi

jk and nnf
jk that we use to calculate

the infectivity of the VV when mixed with the cell. The MC
is implemented as a built-in function linked to the rule that
determines the value of the infectivity based on the experiment
setup. Given the small size of our prototype input/output data,
there is no need to implement full data models for this instance
of the framework.

B. Results

For the prototype simulation, we select three formulations
fi with low (Cf1 = 5), medium (Cf2 = 50) and high
(Cf3 = 95) degradation resistance. Also, we assume the VV
samples are conserved at ambient (t1 = 250C) and body
(t2 = 370C) temperatures respectively, over selected periods
of duration dk ∈ (1, .., 30) days. In order to assess the
performance of our formulations, we refer to the acceptable
infectivity threshold for administration of oral polio vaccine,
which is infijk = 40% [19]. The latter is known as the “in-
fectivity threshold” below which the formulation is considered
ineffective to ensure full potency of the vaccine. Figure 4
shows the result of the simulation for t1 with TMax = 400C.
The formulations outperform each other as their C f is higher
up to the 2/3 of the maximum exposure time around d = 20
days, right before the potency baseline is crossed (around
db = 21 days for all). After that, there seems to be no
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additional benefit in higher Cf . Similar results (not shown)
are observed for t2 = 370C. This suggests that this vaccine
should be considered ineffective after 20 days of continuous
exposure to higher temperatures (t ≥ 250C), no matter the
formulation used. However, this result needs to be verified
through laboratory experiments. The results will be used to
refine the model defined and introduced in this work (for
the given vaccine), and will then be validated through actual
observations on selected vaccine formulations.

Figure 4. OPV infectivity simulation results at t = 250C for 3 formulations

VI. CONCLUSION AND FUTURE WORK

An innovative, semantically-enabled framework for knowl-
edge and behavior specification, modeling and processing for
vaccine systems engineering has been presented in this paper.
This work is motivated by the limitations of current vaccine de-
velopment approaches in capturing, representing and reconcil-
ing domains and disciplines knowledge and viewpoints across
the vaccine development life cycle in an effective manner. As
a result, vaccine development is a long, complex, and costly
process that often results (when it succeeds) in vaccines whose
potency is hard to predict and expensive to preserve. Current
limitations are compounded by the highly stochastic nature of
biological components involved (e.g., vaccines, pathogens) and
knowledge disconnect between chemists, biologists, clinicians
and the public stemming mostly from the lack of intuitive
understanding of biological components and processes. In this
work, we have shown that the implementation of a knowledge-
driven framework is a promising and feasible solution that
can result into successful vaccine systems engineering. Data
and semantic models of domains supported by sound theories
and tightly coupled with Markov Chain models of biological
systems are the cornerstone of our approach. A key benefit
is the ability to represent the system at various levels of
abstractions in conformance to stakeholder viewpoints and
the problem at hand. The core capabilities of the framework
have been successfully demonstrated in a prototype vaccine
preservation study.

Bringing the benefits of the framework introduced in this
work to day-to-day work of stakeholders across the VDLC
necessitates further work. This should include the refinement
and validation of the framework for various vaccine types,
analyses and cross-cutting concerns (e.g., potency, preserva-
tion, safety) and various environmental conditions. Design of
experiments (as indicated in Topic 1) and actual laboratory,

production and field assessment will be needed. Collaboration
between stakeholders (including Systems Engineers) along the
VDLC needs to be fostered in the development of domain and
discipline knowledge used by the framework. An expansion
of ongoing efforts in ontology development (e.g., vaccine
ontology) is highly suitable [20].
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Abstract—New breakthroughs in the automotive domain, such
as Advanced Driver Assistance Systems (ADAS), 5G Vehicle
to Everything (V2X) connections and In-Vehicle Infotainment
(IVI) systems have made a significant impact on the automotive
industry. Virtualization plays a key role in this trend, since it
provides the ability to consolidate services with different levels
of criticality, such as for instance ADAS functions and IVI or
5G connectivity services. Today, one scenario that arises with
this new trend is the consolidation of a safety critical digital
instrument cluster which displays safety metrics, e.g., speed,
torque, etc. along with an IVI system. In such an architecture,
the Graphical Processing Unit (GPU) is of central importance
to ensure an efficient implementation. However, utilizing the
GPU in both compartments raises safety concerns, and poses
the question whether the strict isolation implemented by the
virtualization layer can be upheld. Therefore, in this paper, we
investigate this issue, and address it, by proposing a solution
that consolidates a safety critical digital cluster along with an
IVI system. We present the design of a safety mechanism to
isolate the GPU rendering in both compartments, called “split-
display”, leveraging the ARM R© TrustZone R© technology. In our
design, the secure world hosts a Real-Time Operating System
(RTOS), which handles the GPU rendering in order to protect
mission-critical tasks (e.g., speedometer and warning icons) from
potential failures occurring in the IVI system. The mechanism
provides safety guarantees for the GPU rendering of the RTOS.
Our prototype “split-display” solution for mixed-criticality sys-
tems is implemented on the Renesas R-Car H3 platform. To val-
idate our prototype implementation, we performed a number of
experiments and evaluate the performance impact that occurs due
to the consolidation. The results show that our implementation
ensures at least 30 frames per second (fps) which is in line with the
ISO 15005 safety standards. This number can even be achieved
if a failure occurs in the IVI system.

Keywords–Graphics; Split-Display; Mixed-Criticality; Real-
Time; VOSYSmonitor

I. INTRODUCTION

Road vehicles nowadays are host to a huge number of
embedded processors, executing millions of lines of code.
However, the maintenance of these large code bases is tedious
and error-prone for the vehicle manufacturers. Therefore, the
manufacturers try to use off-the-shelf software wherever possi-
ble to facilitate and streamline their development process. The
availability of existing Real Time Operating System (RTOS)
solutions proves itself useful in this respect. Especially, since
the OSEK/VDX [1]–[3] consortium certified some of these
RTOSs as suitable for the use in vehicular embedded control
units. Such OSEK/VDX-conforming RTOSs address the needs
of the vehicle manufacturers in almost all concerns. They
only fall short in a small but critical number of domains
such as In-Vehicle Infotainment (IVI), security and safety. To

address these shortcomings alternative RTOSs for the high-end
automotive domain are available today.

But not only leveraging off-the-shelf software helps to
streamline the development process of the vehicle manufac-
turers, also the integration of multiple components of differ-
ent criticality (forming a so called Mixed Criticality System
(MCS) [4]) lowers the number of embedded controllers in the
car and consequently reduces cost, space, weight, heat gen-
eration and power consumption. By leveraging virtualization,
the vehicle manufacturers can now run multiple systems on
a single embedded controller, from a highly reliable RTOS
for mission-critical functions to a highly customizable Linux-
based system for IVI services.

Although, virtualization enables numerous new applica-
tions, the trend also poses new challenges on the software
stack. One such challenge is the proper sharing of hardware
resources. Since all software components access the same
hardware components of the embedded controller, special care
must be taken when integrating such an architecture. In the
past, researchers have already shown how to undermine the
isolation enforced by the OS using shared hardware resources
(e.g., caches [5], DMA devices [6], etc). Thus, a resilient
software architecture needs to be in place.

In this context we investigate the sharing of a common dis-
play among two components with different levels of criticality.
This is not only challenging because the involved components
(e.g., Video Signal Processor) are powerful embedded devices
in itself, which have to be handled with care, to not jeopardise
the system integrity. But the task is also urgent because a rich
automotive user interface calls for the integration of an IVI
along the instrument cluster.

In this paper we present a solution, integrated into an open
source RTOS which composes multiple visual elements and
renders them to a common display to meet the needs of future
automotive applications in areas like IVI or security/safety. The
system relies on the isolation properties enforced by a highly
privileged software component called VOSYSmonitor [7],
which guarantees isolation between peripherals and memory
of both OSes using ARM R© TrustZone R©.

In particular, we make the following new contributions:
• We design a mixed criticality “split-display” solution

to allow a mission critical instrument cluster to run
side-by-side with an IVI system.

• we evaluate existing solutions, depict their advantages
and drawbacks and position our novel approach among
them.

• We implement a full prototype of our architecture
and evaluate its performance on an automotive grade
evaluation board (Renesas R-Car H3).
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The rest of this paper is structured as follows. In Section II,
we give background on virtualization, ARM R© processor ex-
tensions and hypervisors in general. Then, in Section III
we present related work and emphasize the advantages and
drawbacks of existing solutions compared to our design. Our
system architecture is described Section IV. Section V outlines
our design. We focus on the peculiarities of our driver and
automotive application in Section VI. We evaluate our design
in Section VII. We conclude our work and present future work
in Section VIII.

II. BACKGROUND

In the following sections we give a brief overview of
ARM R© TrustZone R©, ARM R© Virtualization Extensions (VE)
as well as the different types of hypervisors. We conclude
this section with a concise introduction to VOSYSmonitor,
which is the underlying firmware layer, providing the necessary
isolation building blocks.

A. ARM TrustZone
Under the term TrustZone R© [8], [9], ARM R© introduced a

new separation concept that is orthogonal to ELs (exception
levels). This new concept provides two worlds, a “secure
world” with the same set of ELs and a new mode, called
monitor mode, to switch between this new and the classical
“non-secure world” (Figure 1). The goal of TrustZone R© is to
keep the non-secure world fully backward compatible. Thus,
the world separation and switching between worlds is almost
fully implemented in hardware (with new sets of banked
registers, etc). A new processor instruction was introduced with
TrustZone R©, the smc (Secure Monitor Call) instruction [10],
to provide a way of interaction between both worlds. The
isolation between the worlds is enforced in combination with
other cooperating system components. A TrustZone R© com-
pliant memory controller announces the current security state
(“secure” or “non-secure”) for every bus transaction via the
AXI AxPROT signal. Also, a new TrustZone R© controller was
introduced to allow for the configuration of certain ranges of
physical memory as secure, preventing the non-secure world
from accessing them. Moreover, the standard ARM R© interrupt
controller (GIC) supports the classification of interrupt sources
into groups, allowing them to be routed to either the secure or
non-secure world.

But it is important to note that the design of TrustZone R©

aims at a large degree of autonomy of both worlds, without
the possibility (and perceived need) of close interaction. This
means, as opposed to ARM VE, TrustZone R© does not provide
the ability to trap certain instructions, provide a nested paging
mechanism or allow the direct injection of interrupts into
specific virtual machines.

B. ARM Virtualization Extensions
ARM R© added full virtualization support as an optional

feature in ARMv7 [11]. Systems with these extensions have
an additional execution mode, hypervisor mode (hyp). This
mode is located in the new privilege level EL2, placed below
EL0 and EL1. In addition, to having full access to all system
control registers that exist in EL1, software executing in EL2
is provided with additional control registers for reconfiguring
execution in EL0 and EL1, by, e.g., trapping certain instruc-
tions. ARM R© VE also introduced a nested paging mechanism.

This additional stage of translation, gives the hypervisor full
control over the address space of systems executing in EL1.

It is worth noting that all EL2-controllable traps and the
additional address translation only pertain to execution in the
non-secure world, i.e., EL2 exists only in the non-secure
world and its power does not extend beyond. However, the
opposite holds: the monitor mode, in a processor incorporating
TrustZone R©, is able to access all non-secure EL2 controls.

C. Hypervisors
In general, hypervisors can be classified into two types: The

Type-I hypervisor, also called bare-metal hypervisor, directly
runs on the hardware without relying on a host operating
system. Such a hypervisor has to bring its own set of device
drivers and low-level system mechanisms (e.g., virtual memory
management). Famous examples for such a hypervisor are Xen
[13] or Hyper-V [14].

Type-II hypervisors on the other hand rely on a host
operating system to run on. They leverage the operating system
facilities which are already in place and run as a normal
process. The host operating system however, has to corporate
with the hypervisor process and, e.g., reflect specific types of
exceptions back to this process. Famous examples for such a
hypervisor are VirtualBox [15] or Parallels [16].

Kernel-based Virtual Machine (KVM) [17] is one of a few
exception that do not allow a clear classification into one of
the two types. In it’s design it is a Type-I hypervisor, because
it runs in a privileged mode (unlike a Type-II hypervisor), but
as a Type-II hypervisor relies on a host operating system, in
this case Linux.

D. VOSYSmonitor
VOSYSmonitor is a firmware that runs in the Secure

Monitor mode (EL3) of ARMv8-A processors. It enables the
native concurrent execution of two operating systems, such
as, e.g., a safety critical RTOS along with a GPOS (General
Purpose Operating System). The execution of both, 32-bit and
64-bit applications is possible and their isolation ensured by
the means of TrustZone R©.

Since VOSYSmonitor runs in EL3, the GPOS can still opt
for a solution such as Linux-KVM, and leverage the ARM R©

VE to instantiate multiple VMs (Virtual Machines). Yet, the
RTOS running in Secure world, is completely isolated from
these applications executing in the normal world.

To ensure an efficient context switching between the two
worlds hardware exception mechanisms, such as interrupts are
used. Additionally, both OSs can voluntarily give up their ex-
ecution time by invoking the smc instruction. VOSYSmonitor
keeps tight control over these exceptions in order to ensure a
proper operation of each world.

Figure 1. ARMv8 processor architecture [12]
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III. RELATED WORK

In the following section we present a number of projects
or solutions which are relevant for this work.

In [18], Lee et al. describe an architecture called VADI
which enables the execution of a digital instrument cluster
on a consolidated hardware platform. The architecture is able
to concurrently process graphic commands for two isolated
execution domains using one Graphical Processing Unit (GPU)
device that renders the frames on one display [19]. VADI
implements a GPU sharing mechanism, while protecting the
GPU and display device from non-trusted software applications
by using TrustZone R©.

Since physical virtualization is vulnerable to device driver
failures, they leverage a virtualization solution called SASP,
to consolidate the digital instrument cluster along with the IVI
system. An RTOS, such as AUTOSAR [20] and a GPOS (e.g.,
Linux) can execute concurrently.

According to the evaluation phase, VADI maintains a per-
formance of 30 frame per second (FPS) [21] [22], which is in
line with the requirements for automotive control software. In
addition, VADI ensures the execution of the digital instrument
cluster component even in case of an unrecoverable failure of
the other execution domain.

A framework that allows the sharing of a single GPU
among different Virtual Machines (VMs), has been presented
by Qi et al. [23]. The framework called VGRIS provides a
GPU command queue for each VM in the main memory of
the host OS. When an application calls a GPU API function
the host OS intercepts the call and converts it into a specific
command which is stored in the GPU command queue. The
host OS runs a GPU scheduler which selects a specific queue
and sends the commands to the GPU.

The evaluation of the Service Level Agreements (SLA)
scheduling shows that the average FPS rates of the tested
games, running in independent VMs are around 30 FPS. The
drawback of VGRIS is, it depends on a Type 2 hypervisor
because it is implemented in the host OS.

The VAGS architecture proposed by Gansel et al. [24]
is an automotive display consolidation architecture which
implements GPU virtualization in a vehicle. VAGS performs
all graphic processing on a consolidated GPU device and draws
the rendered frames on several display devices, such as the
head unit screen, the center console, and the digital cluster.

VAGS consists of a Window Manager, which is based on
a hierarchical access control management for display areas
and input events. Therefore, the applications create, delete and
move their windows through a dedicated Window Manager
API. Depending on their permissions and priorities, applica-
tions are allowed to display their windows in dedicated display
areas in order to avoid the overlapping of windows applications
with different priorities.

The entire design from the virtualization manager to the
graphical applications is based on Linux. However, VAGS only
presents the design without any implementation and evaluation
details since it is a work in progress solution.

The VMGL solution by Andres et al. [25] is the most
popular GPU virtualization mechanism for virtual machines.
VMGL uses a network device to send graphic commands to a
virtualized GPU driver. The solution uses a standard network

interface, such as a socket, and thus guarantees independence
from the virtual platform. VMGL performance results closely
resemble the results of their native counterparts.

The drawbacks of VMGL are, the following. Complex sys-
tem configurations with multiple high-end applications, which
concurrently render, may impose an aggregate bandwidth
demand on VMGL of several Gbit/s. Moreover, the network
communication requires a specific device and increases the
transmission time of graphic commands between VMs since
additional network processing and data copies are needed.
In addition, automotive systems require device isolation to
protect devices from errors caused by non-critical applications.
Therefore, a system with VMGL must provide an additional
isolation mechanism for the network device. Moreover, the
VMGL mechanism is implemented on Xen [13] and VMware
for the x86 architecture. But graphic libraries for embedded
systems such as OpenGL ES and EGL are very different from
libraries for x86 desktop systems like OpenGL and GLUT,
thus further complicating the integration of VMGL into an
automotive software stack.

IV. ARCHITECTURE

The study of related work already highlights the requested
functionality for rich graphical automotive applications, and
also stresses the challenges that arise when consolidating such
a system. Based on these requirements, we present our solution

Figure 2. Automotive Architecture

in the following section.
Our architecture allows the rendering of content from both

execution domains on a common physical screen. To achieve
a high responsiveness of the digital instrument cluster we
ported an open-source RTOS (i.e., FreeRTOS [26]) to run
on top of VOSYSmonitor in the secure world while we rely
on the high customizability of Linux in the normal world.
Apart from ensuring a strict spatial and temporal isolation of
the RTOS running in the Secure world, VOSYSmonitor also
ensures a proper execution of the RTOS, when the non-critical
application in the normal world fails.

The IVI system is composed of several components. It
provides a rich interactive map that shows detailed route
information, allows route planning, and also offers direction
indicators for the driver. Along the map application which is in-
tegrated into a Linux system, we execute a virtualized Android
VM to provide an off-the-shelf car infotainment system, paired
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with controls for interacting with the air conditioning system,
a calling application or a video player. The digital instrument
cluster on the other hand is implemented in the RTOS and is
responsible for rendering mission critical information, such as
the accelerometer, the tachometer and different warning icons
for the temperature, missing seatbelts, etc. Figure 2 shows our
architecture and the placement of the different components in
the MCS. VOSYSmonitor constitutes the highest privileged
component in the system, on top of which two operating
systems are consolidated.

V. DESIGN AND IMPLEMENTATION

In Section IV, we described the high-level system archi-
tecture, and the placement of the components. Now we take
a closer look, on how a safe interaction between the IVI and
the instrument cluster is ensured by our architecture.

Figure 3 gives a detailed view on the vital system com-
ponents. In Figure 3, it can be noticed that the GPU driver is

Figure 3. System Architecture

only available to the secure domain, thus requiring a routing
mechanism to allow the normal world applications to interact
with the graphic buffer as well. To achieve this, we designed
two components, the S-Bridge for the secure and the N-
Bridge for the normal world. These two components allow for
an efficient message transfer between the normal and secure
world. Notifications that are issued in the normal world, are
routed to the secure world via the smc instruction. On top of
which we use the concept of Remote Procedure Calls (RPC),
to allow the normal world to invoke the desired functionality.
That is, accessing GPU resources from the normal world, relies
on invoking notifications from the N-Bridge to the S-Bridge.
The Secure world then forwards the rendering requests to the
GPU, which is in charge to render graphical content to the
non-secure framebuffer.

While calls to the GPU are forwarded to the secure world,
the planes are managed individually by the according OS
(either RTOS or Linux). But, there are two dedicated display
areas for the secure and normal world which are mapped to a
depth level representing the priority of the plane. The concept
is depicted in Figure 4. The figure shows the placement of the
two framebuffers (planes) on the display. The plane with the

Figure 4. Display controller composition

Figure 5. Hardware peripherals involved in the graphics pipeline

higher priority is displayed on top of the one with the lower
priority. So in our case, the RTOS is able to render on top
of the Linux (which is displayed on the lower plane). Such a
hierarchical management for display areas ensures that mission
critical information are never cloaked by IVI content.

To summarize the design of our “split-display” architecture,
the overall system implementation relies on the isolation ca-
pabilities of VOSYSmonitor (which makes sure that hardware
peripherals needed for graphic rendering are only accessible
from the secure world), a set of modified drivers that operate
in the Secure world as well as the S-Bridge and N-Bridge. The
design of the drivers allows both compartments to share the
hardware peripherals that are involved in the graphics pipeline,
while respecting the constraints imposed by the ISO 15005
standard for a safe display solution.

VI. DRIVERS & AUTOMOTIVE APPLICATION

In this section we discuss the different driver components
as well as their implementation. But in order to understand
the interaction of the driver components, we first have to take
a look at the hardware peripherals that are involved in the
graphics pipeline.

A. Hardware peripherals
Figure 5 illustrates the high level overview of the hardware

peripherals that are used by the graphics rendering pipeline.
The Renesas R-Car H3 contains multiple instances of these
hardware components in order to forward rendered content to
up to four different physical display connectors (VGA, LVDS
and two HDMI) in parallel.
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Our architecture ensures that all hardware peripherals and
resources that are affected by the graphics rendering pipeline
(direct or indirect), are isolated and protected from malicious
activity of the normal world. VOSYSmonitor ensures this by
configuring the memory address space of the peripherals that
are driven by the RTOS using TrustZone R©, to only allow
“secure” accesses to the memory. Moreover, VOSYSmonitor
also applies memory protection to peripherals related to the
power domain configuration, clock generation, the system reset
hardware block as well as the memory area used by the
RTOS framebuffer. This system configuration ensures a correct
rendering behaviour for the safety critical information at all
times.

B. Video Signal Processor driver
The Video Signal Processor (VSP) peripheral is the core

hardware peripheral to achieve the concept of the “split-
display”. The VSP is capable to read data from the main
memory, through an intermediate data compression peripheral,
through up to five independent read channels. Each read chan-
nel transfers data, which corresponds to a different plane. The
device composes a frame based on the internal configuration
of the composed planes.

The VSP driver operates in the RTOS and initializes the
device with a static configuration for the operational clock
and for properties of each read channel. Properties of the read
channel include, e.g., the framebuffer’s starting address, the
resolution, the color depth, the plane’s size and position in
the display. For demonstration purposes, the scenario that we
evaluate in Section VII consists of an RTOS plane, which has
the following properties: width = 1920, height = 1080 and is
placed at (0, 0) on the screen. Similarly, the Linux’s plane
has the following configuration: width = 640 height = 480 and
it is placed at (640, 300). In this context, Linux is able to
render at its own plane, that is initialized by the RTOS, and
thus preventing further configuration changes. Moreover, the
isolation of the planes for the RTOS and the Linux system as
well as the frame composition ensures that the normal world
cannot render at a part of the display that is owned by the
secure domain.

C. Display unit driver
The Display Unit (DU) peripheral is the component in

the graphics pipeline, which receives the output from a VSP
module and produces the desired output (i.e., frame) regarding
the internal configuration timings. It is important to note that
the RTOS drives the peripheral with the same security policy
as the VSP module. In this scenario, the physical connector
for the split-display screen output is the Video Graphics Array
(VGA) and the resolution is configured to 1920x1080x32bpp
utilizing the planes of both OSs.

D. Automotive application
The automotive application is highly decomposed. Figure 6

shows the individual components and how the aggregated
image is generated. For the secure world, we adapted a digital
instrument cluster to run in the RTOS. The adaption also
required us to first convert the images used by the instrument
cluster (i.e., speedometer, tachometer and warning icons) from
an ordinary image format into a binary format (according to
the properties required by the framebuffer), referencable as

Figure 6. Automotive Application

symbols in the data section of the application. In the normal
world we further decomposed the IVI components and added
an additional layer of isolation by using the KVM hypervisors.

Our final setup is shown in Figure 7. Whereby, we routed
the output of different components to different hardware ports.
Table I gives an overview were each component IVI and
instrument cluster was routed to.

Figure 7. Evaluation board and display device

TABLE I. THE DIFFERENT APPLICATIONS OF THE IVI AND
INSTRUMENT CLUSTER, WHERE THEY ARE PLACED IN THE

SOFTWARE STACK AND THEIR OUTPUT DISPLAY.

Application Component Output Port
Secure application Instrument cluster VGA
(Speedometer, Tachometer) (secure)
Navigation map IVI VGA

(non-secure)
Control application for IVI HDMI 1
heating ventilation and (non-secure)
air conditioning (HVAC)
Android Lollipop IVI HDMI 2
(Hardware accelerated) (non-secure)
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VII. EVALUATION

Our evaluation setup consisted of the following software
components. In the normal world we executed a system
based on Linux kernel version 4.4, while in the secure world
we executed a FreeRTOS with a modified driver stack. We
generated two realistic graphic workloads (as described in
Section IV). The speedometer along with the tachometer in
the secure world continuously rendered the vehicle’s speed and
engine torque. On the other hand we had the navigation map
in the normal world showing detailed directions to the driver.
These two applications represented our instrument cluster and
IVI system, respectively. The entire graphical workload was
being rendered using the CPU since FreeRTOS did not support
GPU drivers for hardware acceleration.

Figure 7 depicts our hardware test setup. It consisted
of a Renesas R-Car H3 [27] evaluation board. The board
offers an automotive grade solution and features multi-
ple ARM R©-Cortex R©-A57/A53 cores. The processing perfor-
mance achieved by the hardware platform was 40,000 DMIPS
(Dhrystone million instructions per second).

As shown in Figure 7, we split the display into two planes,
one for the secure world and another one for the normal
world. The upper plane displayed the speedometer, tachometer
alongside the warning icons which were rendered by the
Secure world, while the lower plane presented the navigation
map of the normal world.

A. Rendering Time
This metric determines the number of frames that the CPU

is able to render on the display. An important requirement in
automotive industry is to ensure a minimum frame rate for crit-
ical information, such as the speed indicator and the warning
icons. The purpose of this evaluation is to ascertain isolation
between two graphical applications running in both worlds and
that if a crash occurs in the normal world, performance of the
Secure world is not impacted.

For the evaluation, the CPU rendering of the RTOS and
the navigation map in the normal world are processed simul-
taneously, while a RTOS thread monitors the frames rendered
per second by the RTOS.

Figure 8 indicates the performance of the Secure world
running alongside the normal world and Figure 9 shows a
result of the Secure world while the normal world remains
idle. As shown in Figure 8, the frame rate of the digital

Figure 8. Performance of Digital cluster

cluster decreases whenever there is an animation and it is high
when the animation stops. The animation requires frequent
frame updates because it has to trace all new locations of
the corresponding item (e.g., icons and the needle of the
speedometer). Figure 9 shows that the secure world maintains

Figure 9. Performance of digital cluster when Linux fails

a minimum frame rate of 30 fps even with a fault in the normal
world. This means that the critical tasks running in the Secure
world are completely isolated from the tasks running in the
normal world. Moreover, in this evaluation, despite the fact
that the navigation map is halted due to an unrecoverable fault
(e.g., kernel fault) occurring in Linux, the speedometer remains
running without any impact on its performance.

The above figures show that the Secure world maintains
an average fps rate of 36.5, even when a fault occurs in the
normal world, which is higher than the 30 fps minimum frame
rate that is required to be able to have a smooth and fluid
animation. The obtained results prove that there is a complete
isolation between the two worlds without any world impacting
the other’s performance.

VIII. CONCLUSIONS AND FUTURE WORK

In this paper we presented the “split display” architecture, a
novel approach to tackle the issue of security and safety aware
display sharing. Our architecture is based on VOSYSmonitor a
highly privileged entity on top of which we integrated a Linux
and an open source RTOS, functioning as our IVI and mis-
sion critical instrument cluster, respectively. Our architecture
provides a strict isolation of the graphic applications running
in the RTOS from the non-critical IVI running in the Linux.
Although, our applications have been tested without graphical
acceleration, our performance numbers still confirm our design
decisions and clearly indicate the capability of our architecture
to render mission critical information smoothly along with
non-critical applications like a navigation map. We showed
that even in the event of an unrecoverable failure in the normal
world the mission critical instrument cluster is able to operate.

Our efforts included (but were not limited to) the design
of two components called S-Bridge and N-Bridge to forward
GPU rendering requests from the normal to the secure world,
in the style of RPCs. Moreover, we ported several drivers
critical for graphical rendering from Linux to FreeRTOS. We
also developed and integrated a prototype of our architecture
on an Renesas R-Car H3 evaluation board.

Since we implemented this prototype, there is no doubt
about the feasibility of our approach.
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In the future we want to focus our efforts on the following
open points. First, sharing the graphic CPU rendering imple-
mentation with the FreeRTOS community. Second, improving
the application to use a dedicated GPU and thus enabling
graphical acceleration and increasing the overall FPS. Last,
supporting the QT [28] graphical framework for the open
source RTOS, to ease the creation of graphical applications.

IX. ACKNOWLEDGMENTS

This work has received funding from the European Union’s
Horizon 2020 research and innovation programme under the
NGPaaS project (grant agreement No. 761557).

REFERENCES
[1] A. Zahir and P. Palmieri, “Osek/vdx-operating systems for automotive

applications,” in IEE Seminar on OSEK/VDX Open Systems in Auto-
motive Networks (Ref. No. 1998/523), Nov 1998, pp. 4/1–418.

[2] D. John, “Osek/vdx history and structure,” in IEE Seminar on
OSEK/VDX Open Systems in Automotive Networks (Ref. No.
1998/523), Nov 1998, pp. 2/1–214.

[3] C. Hoffmann et al., “Osek/vdx network management,” OSEK/VDX
Open Systems in Automotive Networks (Ref. No. 1998/523), IEE
Seminar, November 1998.

[4] A. Burns and R. Davis, “Mixed criticality systems - a review,” Depart-
ment of Computer Science, University of York, Tech. Rep, 2013, pp.
1–69.

[5] C. Percival, “Cache missing for fun and profit,” BSDCan, 2005.
[6] R. Wojtczuk, J. Rutkowska, and A. Tereshkin, “Xen 0wning trilogy,”

Invisible Things Lab, 2008.
[7] P. Lucas, K. Chappuis, M. Paolino, N. Dagieu, and D. Raho, “Vosys-

monitor, a low latency monitor layer for mixed-criticality systems
on armv8-a,” Euromicro Technical Committee on Real-Time Systems
2017, June 2017.

[8] T. Alves and D. Felton, “Trustzone: Integrated hardware and software
security-enabling trusted computing in embedded systems (july 2004).”

[9] “ARM Security Technology - Building a Secure System using Trust-
Zone Technology,” Whitepaper, ARM Limited, April 2009.

[10] “Smc calling convention system software on arm platforms,” Whitepa-
per, ARM Limited, November 2016.

[11] R. Mijat and A. Nightingale, “Virtualization is coming to a platform
near you,” ARM Limited.

[12] Armv8 processor architecture. [Online]. Available: https://community.
arm.com [retrieved: April, 2018]

[13] P. Barham et al., “Xen and the art of virtualization,” vol. 37, no. 5,
2003, pp. 164–177.

[14] Y. Haga, K. Imaeda, and M. Jibu, “Windows server 2008 r2 hyper-v
server virtualization,” Fujitsu Sci. Tech. J, vol. 47, no. 3, 2011, pp.
349–355.

[15] “Virtualbox,” http://www.virtualbox.com, Oracle, March 2018.

[16] Parallels, “Parallels workstation, parallels desktop,” http://www.
parallels.com, March 2018.

[17] Qumranet, “Kernel-based virtual machine for linux,” http://qumranet.
com/kvm, March 2018.

[18] C. Lee, S. W. Kim, and C. Yoo, “Vadi: Gpu virtualization for an
automotive platform,” IEEE Transactions on Industrial Informatics,
vol. 12, no. 1, 2016, pp. 277–290.

[19] C. Patsakis, K. Dellios, and M. Bouroche, “Towards a distributed secure
in-vehicle communication architecture for modern vehicles,” Computers
& Security, vol. 40, 2014, pp. 60–74.

[20] S. Martı́nez-Fernández, C. P. Ayala, X. Franch, and E. Y. Nakagawa,
“A survey on the benefits and drawbacks of autosar,” in Proceedings of
the First International Workshop on Automotive Software Architecture.
ACM, 2015, pp. 19–26.

[21] F. Chao, S. He, J. Chong, R. B. Mrad, and L. Feng, “Development
of a micromirror based laser vector scanning automotive hud,” in
Mechatronics and Automation (ICMA), 2011 International Conference
on. IEEE, 2011, pp. 75–79.

[22] V. Milanovic, A. Kasturi, and V. Hachtel, “High brightness mems mirror
based head-up display (hud) modules with wireless data streaming
capability,” vol. 9375, 2015, p. 93750A.

[23] Z. Qi et al., “Vgris: Virtualized gpu resource isolation and scheduling
in cloud gaming,” ACM Transactions on Architecture and Code Opti-
mization (TACO), vol. 11, no. 2, 2014, p. 17.

[24] S. Gansel, S. Schnitzer, F. Dürr, K. Rothermel, and C. Maihöfer,
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Abstract—The Taipei Metro is still very young compared to the 
other metropolitan metro systems in the world. 	 The data 
provided by Taipei Rapid Transit Corporation (TRTC) is 
analyzed, including: air conditioner, communication system, 
switcher, platform door, 22kV switchboard, Automated fare 
collection (AFC) door, Wenhu Line traffic control computer, 
Transmission system, elevator and escalator.  The research 
objective is to assess the performance based on the one-year-
long data from TRTC, to determine the equipment stage of its 
lifetime, and estimate the asset’s remaining life and 
maintenance condition.  Reported analysis of the data shows 
minute indication of the system current status; further analysis 
is in progress. 

Keywords-degradation; maintenance; metro; MRT; performance 
analysis. 

I.  INTRODUCTION 
We analyze the maintenance record of the Taipei Mass 

Rapid Transit (MRT) system, which is a well maintained 
system renown worldwide for its tidiness, stability and 
efficiency.  If the maintenance data can be analyzed to yield 
information about how to perfect the performance of the 
Taipei MRT system, the analysis can provide useful 
information to improving Taipei MRT, or, more generally, to 
assess the performance of other systems.   

Since the MRT system of Taipei Rapid Transit 
Corporation (TRTC) is relatively young (began operation on 
March 28, 1996, a total of 22 years to date [1]), most of the 
equipment has not yet been replaced; the records of repair and 
maintenance are detailed and are stored in digital form.  Thus, 
our research goal is to establish a degradation curve based on 
the maintenance and performance record, and use to assess the 
Taipei MRT system, and equipment of other metro systems. 
The performance and degradation of metropolitan metro 
systems have been the focus of general public.  Various 
studies have been reported, including technical issues of the 
MRT.  Rail track condition monitoring is an important 
technical concern of the MRT system [2].  However, it is 
infeasible to constantly inspect track conditions; an 
inspection once a month or less is more or less the usual 
maintenance.  Severe track condition degradation that isn’t 
detected early is a potential threat to the railway system.  
Hence, more attention has been devoted to monitoring track 

condition via in-service vehicles [3-5].  The general goal of 
the research and technical modifications is to improve the 
performance and reliability of a mass rapid transit system.   

We also looked into some older subway systems on the 
Internet.  As reported in [6], train R36 serviced from 1964 to 
2003, a total of 39 years.  R160s were used to replace 45-year-
old trains.  In another news report about the old trains	[7], the 
oldest trains for New York City Subway were planned to serve 
for 58 years, and now this type of trains are actually found too 
old with very high failure rate and not appealing to meet 
passengers.  From the limited reference that we can access, an 
estimate of the subway train lifetime is estimated to be around 
40 to 50 years.  For example, some lines of Singapore Mass 
Rapid Transit (SMRT) have been operating since 1987, 30 
years from today.  On the other hand, TRTC operated from 
1996, which is only 21 years ago.  There is a difference of 9 
years.  The assets’ actual wear-out period may lie somewhere 
between 20 years (the oldest TRTC asset), and 40 years (New 
York City Subway).  All these metropolitan metro systems are 
different in various aspects, thus, the characteristics of these 
MRT systems are expected to differ; the predictability and 
accuracy of the estimation and extrapolation based on TRTC 
to assess other MRT systems using the TRTC system data is 
understandably incomplete; with unknown number of 
variables involved, the accuracy of assessment may be very 
limited. 

Assessment and quantification of the system current 
status is essential to enhance performance.  The degradation 
curve is commonly employed for estimation of the system 
current status.  Analysis of the reliability is commonly based 
on failure rate and maintenance records [8].  Based on the 
status of the system, possible improvement of the 
maintenance and performance can be assessed.  By means of 
the degradation analysis the research objective is to shed light 
on enhancing the metro system performance.   

To study the maintenance and performance 
characteristics, various approaches have been reported [9-18], 
including the popular bathtub curve analysis [19]-[24].  The 
Bathtub curve is commonly employed for system 
performance analysis [25].  Analysis based upon the bathtub 
curve has been extensively applied to various problems; 
various modifications to improve applicability have been 
reported [11][26]-[29].  It is suggested that bathtub curve 
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could be interfered by human factor [30]; for example, if the 
asset retired in its early stage, the curve may not rise up during 
the wear-out period and may even descend.  If properly 
maintained, the curve may not rise in the wear-out period, 
similar to the situation in airline industry.  However, few MRT 
systems in reality exhibit degradation behavior similar to the 
bathtub curve model [31].   

The rest of this paper is organized as follows. Section II 
describes the goal of this research project. Section III 
describes the research method.  Section IV summarizes the 
data analysis; finally, a summary is presented in Section V, 
followed by an acknowledgement. 

 
 

II. RESEARCH GOAL 
We proposed to thoroughly analyze the Taipei MRT data.  

We have data from Taipei MRT consisting of 11 systems: 
electric multiple unit (EMU), EMU air conditioner, EMU 
communication, switcher, platform door, 22kV switchboard, 
Automated fare collection (AFC) door, Wenhu Line traffic 
control computer, Transmission system, elevator, and 
escalator.  By analyzing the dataset with various state-of-the-
art approaches, such as deep learning, the research objective 
is to analyze the equipment present status and identify 
possible tendencies or features that may be indicative of the 
system performance. 

III. METHOD 
Ideally, analysis of the maintenance data would yield a 

simple bathtub-shaped degradation curve for each equipment.  
However, the bathtub-shaped degradation curve is a 
theoretical model; degradation curve of most cases do not 
follow the same degradation curve, not to mention each 
equipment may exhibit different characteristics.  Furthermore, 
each equipment in the Taipei metro system consists of various 
brands and various models that may possess different intrinsic 
characteristics.  Furthermore, since each equipment is 
maintained by human, the degradation curve is unlikely to be 
a simple universal bathtub-shaped curve.  Thus, it is infeasible 
to come up with a universal bathtub-shaped degradation curve 
for each Taipei MRT equipment.  Based on the experience we 
had from the initial attempt to analyze the data, we propose 
the following steps:   

First, based upon the original maintenance records, 
calculate the duration between: 1) when the equipment was 
first engaged in operation, and, 2) the failure date. This time 
interval represents the duration of malfunction-free operation, 
which is also the time for a malfunction to take place.  By 
analyzing the malfunction-free duration instead of the number 
of malfunctions each month may yield more realistic 
relationship.   

Second, calculate the failure times per month to acquire 
the failure rate for each individual equipment.  (For the 
equipment related to EMU, the failure rate is acquired by the 
failure time divided by the train mileage.) 

 

 
 
 
 
Third, average each equipment’s failure times to get the 

average failure rate.  Use a statistical software to calculate the 
regression curve, and extrapolate for comparison with other 
metro system performance data. 

Continue these steps to process another set of data 
accordingly; then compare the regression behavior.  Analyze 
the difference between the two datasets. 

 

IV. DATA ANALYSIS 
Initial attempt of analysis is performed.  We use the failure 

statistics for monthly failure rate provided by TRTC.  The 
AFC gates statistics is shown in Figure 1; the averaged 
malfunction rate is calculated and shown in Figure 2.  As 
shown in Figure 1, the equipment consists of mixed brand, 
model, age; thus, the total number of malfunctions is not 
representative of individual equipment. 

 

 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 

Based upon the trend of the data, the failure rate has been 
declining yearly until it reaches low and stable end tail.  
Possible factors are speculated, this mostly likely is due to the 
improvement of MRT maintenance.  On the other hand, since 
the age of each equipment and the number of samples for each 
equipment are not consistent, the total failure rate is not a fair 
representation of a specific individual equipment.  Thus, we 
target to analyze the age’s effect of the individual equipment 
as far as possible. 

 
 

Figure 1.  Failure rate of AFC gates vs. time.  The failure rate 
decreases monotonically with time. 
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With sufficient data for escalators and elevators, we try to 
quantify the failure rate vs. the age for each individual 
equipment with correlation analysis.  On the other hand, for 
some equipment that seem to have no variation among one 
another, e.g., EMU, platform door, switcher and 22kV 
switchboard, we propose to calculate the failure rate vs. 
failure date.  As shown in Figure 2., for the Wenhu line 
Central control computers, AFC gates and Transmission 
system, due to lack of sufficient data, the failure rate vs. 
failure date is analyzed.  The malfunction rate decreases then 
later increases, exhibiting behavior similar to a bathtub curve.  
The spikes at the center is likely due to lack of sufficient data 
points to reveal detail trend.   

 

V. CONCLUSION 

The data provided by TRTC contains no more than 
malfunctions each month; furthermore, there is no severity 
information of the malfunction event.  For a complex system, 
such as MRT, which involves enormous number of factors 
including human, there are all kinds of characteristics 
exhibited by the system in complex ways.  Thus, it is 
infeasible to determine the system status with just a single 
variable.  Nevertheless, undoubtedly a rich amount of 
information is contained in the maintenance data.  We believe 
the data contains rich information and can be further 
harnessed, possibly with big data analysis, to yield more 
information that may be essential to enhance the MRT 
performance. 
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Abstract—A smart lighting system solution that optimizes the
energy is required for energy saving. It should control lighting
based on time and space, and it should be context-aware. In
this study, we propose a scenario-based energy-saving
mechanism based on the user's behavior patterns and
situations in order to reduce significantly the energy
consumption compared to the conventional Light Emitting
Diode (LED) lighting in buildings. In addition, we built 10 test
bed unit spaces for our test bed that were controlled
automatically. Through evaluation, the scenario-based smart
lighting system test bed presented in this study proved to be
about 54% better than conventional LED lighting in terms of
energy saving.

Keywords- smart lighting system; energy saving; internet of
things; LED.

I. INTRODUCTION

The proportion of energy consumption by lighting in
Korea reaches 20% [1]. In particular, the amount of energy
consumed in buildings accounts for more than 30% of total
energy consumption. As the national government prohibits
the use of incandescent lamps, replacement of incandescent
lamps and fluorescent lamps with LED lighting is increasing
[2]. By replacing the existing fluorescent lamp with LED
lighting, it is possible to reduce the energy by 30%, and
when using dimmable LED lighting, energy savings of about
50% are possible [1]. However, in order to save energy, a
smart lighting solution can be developed and popularized to
optimize energy consumption through lighting control based
on time, situation, and space to enhance user satisfaction by
supporting customized service, and suitable for the situation
instead of simply replacing with LED lighting [3]. In this
study, we propose a scenario-based energy saving
mechanism suitable for user 's behavior pattern and situation
in order to reduce energy consumption much more than
conventional LED lighting in the unit space of a building.

The remainder of this paper is organized as follows.
Section II describes the smart lighting system architecture. In
Section III, scenarios appropriate to the behavioral patterns
of each unit space are described. In Section IV shows energy
saving performance measured in each unit space. Finally,
conclusions are discussed in Section V.

II. DESIGN OF SMART LIGHTING SYSTEM ARCHITECTURE

The purpose of this study is to utilize a smart lighting
system to provide users with functional, human conformity,
emotional satisfaction and realize energy savings. For this
purpose, ten unit spaces, such as an office, a conference
room, a restroom, a hallway, parking lots, a staff lounge,
stairwells, a lobby, a cafe, and a development room (lab) are
selected, and user behavior patterns are defined for each unit
space. We constructed a test bed to control the lighting
according to each unit space and environment. The test bed
in the unit space is designed to allow the user to directly
control the lighting using the smart pad. It can also be
controlled automatically without user intervention for 24
hours based on scenarios such as environmental events,
schedule, and user behavior patterns.

Figure 1 shows a network configuration of a smart
lighting system. The management server can control the
lighting through the gateway, and the sensors transmit the
event to the management server through the gateway when
the event occurs. In addition, power consumption is
measured by Current Transformer (CT) sensor in each unit
space, and it is transmitted to the management server or
service servers through the metering gateway so that the
amount of power consumed in real time in each unit space
can be monitored.

III. SCENARIO DESIGN APPROPRIATE TO BEHAVIOR

PATTERNS IN UNIT SPACE

In this study, the scenarios of 10 unit spaces for user
convenience and energy saving were defined for behaviors
and events. The behavior of each space was derived through
the survey of major act patterns by space and empirical test
subjects [4]-[6]. Table 1 shows the behavioral scenarios for
the three unit spaces, such as office, restroom, and stairwells
among 10 unit spaces. In Table 1, the main activities in the
office were defined as weekly work, lunch, and night work,
and the scenarios were designed so that the lighting of the
office could be appropriately controlled according to the
main activity. The main behaviors in the restroom were
defined as the activities, such as entrance, toilet, washing and
color temperature control according to the season. In the
stairwells, scenarios for the entrance, movement, and fire
occurrences were designed.
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Figure 1. Configuration of smart lighting system

TABLE I. DESIGN OF SCENARIOS IN ACCORDING TO ACTIVITIES

Space
Behavior/
Event

Scenario

Office

Day work

Turn on all lights if there are occupants.
Automatically adjusts the brightness of lights
according to the amount of daylight.
Turn off all lights if there is no occupant.

Lunch
If there are occupants, dimming to 20-25% of
working time brightness.

Night work

Illuminates above occupant seat by human
body detection. (3 ~ 5m from user's spot keeps
20 ~ 25% illumination, Turn off if it is more

than 5m away from the user’s spot)
Turn off the corresponding lights if there is no
occupant.

Restroom

Entrance

Lights are illuminated by each zone through
human body detection.
Lights are turned off for each zone when no
human body is detected.

Toile
Lighting in individual partition by human
body detection when entering individual
partition.

Wash/Mirro
r

The ceiling lights and indirect lights are turned
on when washing hands or approaching the
vanity unit to see the mirror.

Four
seasons

Spring/Autumn 4000K, Summer 5000K,
Winter 3000K

Stairwells

Entrance

When a person opens the door of a stairway,
the light upstairs and downstairs including that
floor are turned on. (The brightness of the
lighting on the floor where the person is
located is 150 lux, Upper/lower floors apply
50%)

Movement

Identify the person's position and direction of
movement so that the floor in the direction in
which the person is moving gradually
becomes bright. In this case, the lighting
brightness is the same as the entrance

Fire
occurrence

If a fire is detected by a sensor, a fire alarm is
sent to the management server through the

gateway.
Detects the human body and informs the
management server through the gateway of
the position of the evacuator. The escapable
floors connected to the outside are brightly lit
at 150 lux and the other floors lit at 30 lux.
Illuminates the current number of floors on the
wall and illuminates the arrow lights to induce
evacuation.

IV. ENERGY SAVING EVALUATION

In order to investigate the real -time power consumption
in each unit space, we measured the power consumption by
attaching CT sensors to the switchboard of the test bed.

Figure 2. Test bed configuration for evaluation.
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We implemented the system so that the physical
quantities (target illuminance, use time, dimming) of each
behavior can be matched as much as possible. Also, we
evaluated the energy saving rate compared to LED lighting
by measuring the energy amount satisfying the illuminance
value for each unit space. Figure 2 shows the test bed
configuration for energy saving evaluation.

Figure 3. Real-time energy consumption monitoring in the office room.

Figure 3 shows how the management server monitors the
energy consumption measured in the office every one minute.
The dotted line represents the power consumption for the
conventional LED lighting, and the bar represents the power
consumption when controlling the LED lighting based on
behavioral scenarios using the smart lighting system.
Compared with real-time power consumption data of about
25 minutes, it shows 45% energy saving rate compared to
LED lighting.

Figure 4. Anuual energy saving rate of proposed mechanism.

Figure 4 shows the annual energy saving rate for each
unit space when applying the scenario-based mechanism
presented in this study against existing LED lighting. For
each unit space, the bar graph on the left shows annual

energy saving rate when the behavior frequency is high, and
the right bar graph shows annual energy saving rate when the
behavior frequency is low.

V. CONCLUSION

In this study, a smart lighting system test bed is
constructed for 10 unit spaces of a building to provide users
with functional, human conformity, emotional satisfaction
and realize energy savings. We defined behavior patterns
suitable for each unit space. The smart lighting recognizes
each behavior pattern, and controls lighting to suit each unit
space and environment. Each test bed has a higher energy
saving rate than the conventional LED lighting because the
lighting is systematically controlled according to each
defined pattern behavior. In particular, lobby, hallway, and
stairwells showed energy savings of more than 70%
compared to LED lighting, and on average, energy savings
of more than 54% (see Figure 4). The scenario based energy
saving mechanism in the smart lighting system suggested in
this study has high utility for energy saving while providing
user convenience.
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Abstract—Embedded real-time systems are targeting for econom-
ical stack memory usage and predictable execution flows, what
is challenging to unify. In this paper, we propose CoStack, a
collaborative stack sharing approach across tasks. CoStack allows
defining a collaborative stack memory that can be used by a
higher prioritized task if the stack runs out-of-memory. Thus,
CoStack virtually reduces the stack memory consumption, lead-
ing to a lower memory requirement, and concurrently remains
predictable, what is desired for real-time systems. This paper
presents an experimental evaluation of CoStack, the synthesized
results in a Field Programmable Gate Array (FPGA) and some
implementation details of CoStack.

Keywords–Embedded Systems; Stack handling; Operating-
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I. INTRODUCTION

Modern real-time embedded systems require, due to their
growing complexity and flexibility, evermore memory to fulfill
all their challenging requirements. However, embedded sys-
tem’s memory is a restricted resource; thereby, it has to be
used in an efficient way.

Global variables are always available for the complete
embedded system’s life, but local variables are only available
and allocated on demand. Therefore, local variables are dy-
namically allocated on a specific space in the memory, named
stack frame. The stack pointer, indicating the threshold of valid
and non-valid data in the stack frame, grows if a local variable
is allocated or if Central Processing Unit (CPU) registers are
temporally stored (e.g., on function prologue and epilogue).
The stack pointer shrinks if the local variables or temporally
stored registers are not needed anymore.

In state-of-the-art real-time Operating Systems (OSs) [1][2]
for each task an own individual stack frame is allocated; al-
though, it is not fully utilized simultaneously. Therefore, [3][4]
show approaches to use a common shared stack frame among
all tasks. This reduces the overall stack memory consumption,
but restricts the schedulability of all tasks. The reason therefor
is that a stack cannot grow if the task’s stack pointer is not
on the top of the common stack frame. Otherwise, it would
destroy data from another task in the common stack frame.
Therefore, an individual stack frame is assigned to the tasks in
real-time systems by accepting an increasing overall memory
consumption. The reason therefor is, for real-time systems, the
schedulability and satisfaction of real-time constraints is an
essential requirement. This has to be improved to reduce the
required computation power and CPU frequency, to reduce the
costs and power of the developed embedded real-time system.

Consequently, both, efficient stack memory and schedula-
bility must be unified to improve the memory consumption
and to fulfill all the real-time requirements.

Observations showed [5] that not each task fully utilizes its
individual stack frame simultaneously, wherefore the approach
to share stack memory space among all tasks is used. To
avoid the restriction of the schedulability, it must be avoided
or at least timely bound that a task is blocked for requesting
stack memory. That is possible with the concept of address
virtualization [6]. However, this concept requires an additional
hardware component, namely the Memory Management Unit
(MMU). It translates all Virtual Memory (VM) addresses into
Physical Memory (PM) addresses. However, an MMU is only
rarely found in embedded systems, because it requires a lot
of power and it introduces non-predictable memory accesses.
That has to be avoided for real-time systems, which aim for
predictability. Therefore, in [7] we presented a dynamic stack
sharing approach, which uses VM addresses only for the stack
memory and ensures a predictable stack memory access and
stack pointer adjustment if the underlying memory architecture
behaves predictable, too.

Since the memory is a scarce resource, the software de-
veloper has to use it sparsely. However, sometimes it is not
possible to optimize the code (e.g., to use an algorithm with
less stack memory consumption). Thus, to avoid an out-of-
stack, the software developer must guarantee enough stack
memory spaces for all tasks at any time. Otherwise, a task
would be unpredictably blocked and deadlines may be violated.

A. Related work
In the recent years, there has been done a lot of research

to reduce the stack memory consumption, with completely
different approaches:

Wang et al. proposed the preemptive threshold scheduling
in [8], which is used in the ThreadX real-time OS [9]. It is
based on Rate Monotonic (RM) scheduling and extends each
task with a threshold priority, beyond its nominal priority. If
a task is scheduled, its threshold priority is the new priority
that must be exceeded to preempt the task by another task’s
nominal priority. This solution leads to non-preemptive task
groups and these are able to use a common shared stack
frame. Further, it may improve the schedulability compared to
the standard RM scheduling. Nevertheless, sharing the stack
memory is not possible between non-preemptive task groups
and/or preemptive tasks; thus, sharing the stack memory is
limited.
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In [10], Chu et al. proposed to use a binary translation and
a specific kernel by using VM addressed stacks in embedded
systems. Thus, their approach allocates only that memory that
is required, but the authors showed that for each stack pointer
access and adaptation the required run-time is enormous.

Yi et al. [11] showed an approach, where a tool analyzes
the stack consumption of each task and modifies the developed
code on compile time. The modified code calls the on demand
stack library at each prologue and epilogue of a function. In
their use case scenario, the stack memory consumption indeed
reduces; however, the execution time increases by 10%.

Other solutions proposed to allocate the stack memory on
the heap. In older works, as for instance [12], on each function
prologue and epilogue the heap allocation and deallocation is
called, respectively. However, these calls lead to a large run-
time overhead for each function.

Works as [13][14] also allocate the stack on the heap. With
analyses at compile time, they are able to reduce the large run-
time overhead for allocating and deallocating stack memory
on the heap. Nevertheless, run-time checks are still required
to allocate and deallocate the stack memory.

Middha et al. [5] propose to allocate an individual stack
frame to each task. If a task overflows (i.e., out-of-stack) its
individual stack frame, their approach allocates unused stack
memory in another task’s individual stack frame. Without code
optimization, their run-time consumption increases by around
23%; with an optimization about 3%. However, the optimized
solution restricts programming features as function pointers
and recursive functions.

None of the mentioned works is able to free stack memory
voluntarily for a higher prioritized task if no stack memory
is available. In [15], Baunach proposed CoMem that is a
collaborative memory management in the heap memory for
dynamic memory. There, each memory block (in the heap) is
handled as a system resource. If a task requests the memory
block and is used by another lower prioritized task, the lower
prioritized task will be informed. That task has then the control
to free the memory block or not.

CoMem enables a collaborative usage of memory blocks in
the heap but not for the stack memory. Therefore, in this paper
we present CoStack, a collaborative stack sharing concept
based on a hardware extension, which enables the reduction of
the whole stack memory consumption by defining parts in the
source code in which the stack memory is collaborative. With
the state-of-the-art approaches, there is no possibility to give a
higher prioritized task the advantage to use the stack memory
instead of a lower prioritized task that owns collaborative
stack memory that might voluntarily be released. CoStack
ensures the allocation of the required stack memory for higher
prioritized tasks by freeing collaborative stack memory from
lower prioritized tasks if an out-of-stack condition would
result. CoStack does not require a code analysis at compile
time; therefore, it is possible to use our approach also in
highly dynamic environments, as the Internet of Things (IoT),
Industry 4.0, or automotive applications.

The rest of the paper is organized as follows: First,
Section II describes in detail the fundamentals of CoStack.
Second, Section III analyses the memory improvement and
shows the schedulability analysis. Next, Section IV demon-
strates implementation aspects in our development platform.

Section V shows the CoStack evaluation with an example and
the synthesized results for a Field Programmable Gate Array
(FPGA). Last, we summarize this work in Section VI.

II. COLLABORATIVE STACK SHARING

The collaborative stack sharing approach is based on
StackMMU presented in [7]. First, we introduce the termi-
nology and the system assumption. Second, we introduce the
fundamentals of StackMMU. Third, we show the extension
of the basic StackMMU, which is needed for providing the
required information to the hardware. Last, the collaborative
stack sharing approach, CoStack, is described in detail.

A. Terminology and Assumption
For CoStack we assume a Reduced Instruction Set Com-

puter (RISC) load/store single-core CPU with Control Status
Registers (CSRs), which are CPU registers accessible by
specific instructions. Further, we define a multi-tasking system
with τ ∈ T as a task in the set of tasks T . For each task τ
we define, the priority pτ , the Worst Case Execution Time
(WCET) with Cτ defining the time executing on the CPU, and
the period or minimum interarrival time with Tτ for periodic
or sporadic tasks, respectively. The longest time, in which a
priority inversion [16] occurs (i.e., a lower prioritized task runs
instead of a higher prioritized task) is denoted as the blocking
time Bτ of task τ . Further, we assume that the context switch
in the OS and the OS itself consumes no computation time. The
stack usage στ (t) ∈ N0 defines the stack memory consumption
of task τ at time t ∈ N0, what can be analyzed with static code
analyzers.

B. StackMMU
The StackMMU [7] uses VM addresses for the stack mem-

ory. Thus, each task’s stack pointer points to a virtual address
and StackMMU translates that address to a PM address. For
that, the memory is divided into a common area and into
a stack area, as depicted in Figure 1. In the common area,

DATA MEMORY

START END

FREE NULL

block size

stack area (used memory) stack area (unused memory)common area

Figure 1. Memory layout of the StackMMU.

all the global data of a task is stored and accessed by PM
addresses. The memory for the stack is located, in the stack
area. Thereby, the stack area is again divided into blocks,
called pages. Each page has the same size and is configurable
including the start and end of the whole stack area at startup.
A linked list contains all available pages, whereby the FREE
register points to the first free available page. Thus, if a task
requires more stack memory and exceeds the available memory
in the last appended page, the StackMMU assigns a new page
to that task. Thereby, the hardware uses the register FREE
and updates the Task Control Block (TCB) of the task with
the address of the new allocated page. On a stack memory
access, first, the hardware reads the PM base address in the
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TCB; and second, it accesses the content in the stack area. If
the stack page is not required anymore, the hardware frees
the page and updates all the required pointers (i.e., FREE
and the pointer to the next free page in the page). Before a
specific stack operation (i.e., growth, access, or shrinkage) is
executed, all three operations are performing a read memory
operation leading to an additional memory access. However,
if the memory access is deterministic, as in many embedded
systems, the whole stack operation is also executed in a
predictable time as desired for real-time systems.

C. MultiStackMMU
StackMMU restricts the size of the stack pointer change

for growing and shrinking in one instruction to the size of a
stack page. That limitation is handled by a modified compiler.
However, we purged that limitation with MultiStackMMU.

Here, if a stack grows or shrinks more than one page, the
hardware extension performs the assignment or deassigment
of pages one after another, respectively. This leads to a
longer run-time to perform these operations; nevertheless, the
execution time remains predictable if the memory accesses
itself are deterministic.

Through this extension, the modified compiler, which lim-
ited the stack pointer change to one stack page size, is not
required anymore. Besides, the hardware is now aware of the
number of required pages on a stack memory request, neces-
sary for performing our collaborative stack sharing approach
CoStack.

D. CoStack
As long as in the stack area are available more unused

pages than required by a task, the pages are properly assigned
to the task by the MultiStackMMU approach. However, if
there are not enough available pages, an out-of-stack con-
dition occurs. An out-of-stack condition is handled by the
OS; nevertheless, the task will be unpredictably blocked until
stack memory is available. This would lead to a reduction of
the system performance and may lead to real-time constraint
violations. Thus, to reduce the possibility of an out-of-stack
condition, enough stack memory must be provided.

Instead of blocking the task as long as not enough stack
memory is available, CoStack deallocates stack memory from
tasks that define their used stack memory as collaborative.

If CoStack detects that the required stack memory pages
exceed the free available pages, a collaborate exception is
triggered and the OS must handle it. Thereby, the stack growth
is aborted by the hardware and the OS saves the context of the
task. After rescheduling that task, the stack growth instruction
will be repeated (i.e., the program counter of the stack growth
instruction is stored in the TCB). In the exception handler, the
OS searches a lower prioritized task that provides collaborative
stack memory. Then, the OS modifies the program counter and
schedules the collaborative task. The collaborative task frees
the collaborative stack memory and yields itself to return to
the OS. There, the scheduler selects the highest prioritized
runnable task, which may be the same as the previous one. If
a task, that requires stack memory, is scheduled and enough
unused pages are available, the required pages are assigned
to the task. Otherwise, once again a collaborate exception is
triggered and the OS iterates through the tasks as before to

search a collaborative task. In case that there are no lower
prioritized tasks with collaborative stack memory, the OS
has to define a handling strategy to handle this failure as in
standard out-of-stack approaches.

Figure 2c demonstrates how a code part can be tagged with
collaborative stack. The macros in Figure 2a, Figure 2b, and
Figure 2d generate the code for handling CoStack properly.
Additionally to the tagged code, which uses a collaborative
stack memory, a handler is defined. The handler is only
executed if the collaborative stack memory was deallocated for
performing some clean-up work, similar to the catch primitive
in programming languages such as Java or C++.

Figure 2a shows how the collaborative stack mechanism is
performed. First, it checks if the currently running task already
defines a collaborative code part. If so, the collaborative code
part is already a part of an upper tagged collaborative code
part and the try part is immediately executed. Otherwise, the
handler address and the collaborate frame pointer are stored
in the task’s TCB. Additionally, the callee saved registers
are stored on the stack, to restore them if the collaboration
must be performed. Afterwards, the try part is executed. If
there was no other task requiring the collaborative stack, the
callee saved registers on the stack are discarded because the
program flow was not manipulated. Otherwise, the program
counter continues at the label COLLABORATE after a context
switch. There, the callee saved registers are restored and the
collaborative stack memory space is freed, by using the stored
collaborate frame pointer. After that, the collaborate frame
pointer in the TCB is cleared and the syscall yield() is
called for a self-preemption to allow the OS to schedule a
higher prioritized task that may wait for stack memory.

III. ANALYSIS

In this section, we analyze the memory utilization of the
collaborative stack sharing approach CoStack and compare it
with the StackMMU approach. Further, we show the schedu-
lability analysis of CoStack.

A. Memory Consumption

In the StackMMU approach, the stack grows and shrinks
with the stack page size page_size. There, the size of
the stack changes over time t, depending on the required
memory στ (t) by a task τ at time t. Thus, the stack memory
consumption of the whole system U is calculated as follows:

U(t,page_size) =
∑
τ∈T

⌈
στ (t)

page_size

⌉
· page_size

(1)
Let S denote the totally assigned stack space. To avoid an
out-of-stack condition, the stack memory consumption U is
not allowed to exceed the totally assigned stack memory S.
Otherwise a task would be unpredictably blocked what restricts
the schedulability:

∀t ∈ N0 : U(t,page_size) ≤ S (2)

With the introduction of the collaborative stack sharing
approach, each task τ may define some collaborative stack
memory κτ (t) at time t ∈ N0. This collaborative stack
memory κ is available for all higher prioritized tasks, leading
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�
1 return OS_SUCCESS;
2 }
3

4 if(tp->coll_fp == NULL) {
5 register uintptr_t *sp asm ("sp");
6 uintptr_t *fp = sp;
7 tp->handler = &&COLLABORATE;
8 tp->coll_fp = fp;
9 asm volatile (" addi sp, sp, -48" ::: "sp");

10 asm volatile (" sw s0, -0(%0) \n\t
11 ...
12 sw s11, -44(%0)":: "r" (fp));
13 volatile int try_return = try();
14 /*here the OS may manipulate the PC to:
15 tp->context[CONTEXT_PC] = tp->handler; */
16 if(try_return == OS_SUCCESS){
17 tp->coll_fp = NULL;
18 asm volatile (" addi sp, sp, 48" ::: "sp");
19 } else {
20 COLLABORATE:
21 asm volatile (" lw s0, -0(%0) \n\t
22 ...
23 lw s11, -44(%0)" :: "r" (fp));
24 sp = tp->coll_fp;
25 tp->coll_fp = NULL;
26 yield();� �

(a) Macro defines the code for handling the collaboration.

�
1 do {
2 __label__ COLLABORATE;
3 register os_tcb_t *tp asm ("tp");
4 volatile int try(void) {� �

(b) Start of the collaborative stack part macro.�
1 int task0(void) {
2 while(1) {
3 COLLABORATIVE_STACK {
4 uint8_t test[600];
5 /* other code */
6 sleep (TIME_MS(1));
7 /* other code */
8 } COLLABORATE_STACK {
9 /* executed if

10 task collaborate */
11 } COLLABORATE_STACK_END;
12 }
13 }� �

(c) Task requires a 600Byte array which memory is tagged as collaborative.�
1 }
2 } else
3 try();
4 } while(0);� �

(d) End of the collaborative stack part.

Figure 2. Macros for the collaborative stack sharing approach with a usage example.

tkτ

to the available collaborative stack pages Kτ at time t for
task τ .

Kτ (t) =
∑

∀i:pτi<pτ

⌊
κτi(t)

page_size

⌋
· page_size (3)

As mentioned in Section II, if a higher prioritized task
requires non-available stack memory but collaborative stack
memory is available, the collaborative task deallocates its
collaborative stack memory to make it available for the higher
prioritized task. This means that the stack memory consump-
tion is virtually reduced, leading to the next equation that must
be hold to avoid an out-of-stack condition:

∀t ∈ N0,∀τ ∈ T : U(t,page_size)−Kτ (t) ≤ S (4)

Thus, CoStack contributes to the reduction of the totally
assigned stack memory S by collaboratively sharing stack
memory as shown by comparing the equation (2) with (4).

B. Schedulability Analysis
The freeing of the collaborative stack memory is performed

in the respective lower prioritized tasks. Thus, a priority
inversion occurs: The lower prioritized task frees the stack
memory and blocks the higher prioritized task because the
required stack memory is not available. Thus, we are investi-
gating the maximum blocking time Bτ of task τ for the RM
schedulability analysis [16]:

Cτ0
Tτ0

+...+
Cτn−1

Tτn−1
+max

(
Bτ0
Tτ0

, ...,
Bτn−1

Tτn−1

)
≤ n(2 1

n−1) (5)

In CoStack, the blocking time compounds on some admin-
istrative work and the freeing of the stack memory. Thereby,
the time for freeing the stack memory is not constant, because
MultiStackMMU is based on pages, which must be released
one after another. Therefore, we are defining the collaborate
time tkτ ′(t) of task τ ′ at time t (see Figure 2a), which defines
the time required by the collaborative task τ ′ to perform
all the operations to free τ ′’s collaborative stack memory.
Consequently, the blocking time Bτ of task τ can be calculated
as follows:

Bτ :=
∑

∀i:pτi<pτ

max
∀t∈N
{tkτi(t)} (6)

The blocking time Bτ is the sum of the longest collaborate
time tkτi of all lower prioritized tasks τi. Thus, the blocking
time highly depends on the requested stack memory, the
collaborative stack memory of each collaborative task, the
number of lower prioritized collaborative tasks, and the time
when the stack memory is requested.

IV. IMPLEMENTATION DETAILS

We implemented the collaborative stack sharing approach
into our mosartMCU research platform, running with the
mosartMCU-OS.

A. mosartMCU
The mosartMCU (i.e., Multi-Core Operating-System-

Aware Real-Time MCU) project implements OS awareness
into embedded multi-core systems. The open RISC-V [17]
architecture, maintained by the University of California of
Berkeley, is the specification of the softcore mosartMCU. The

35Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-626-2

ICONS 2018 : The Thirteenth International Conference on Systems

                            43 / 74



mosartMCU is based on the offered open source Verilog im-
plementation vScale. vScale implements all the 32Bit integers
and the multiplication/division instructions [18] and executes
the instruction in a three stage pipeline. The specification
specifies 32 registers whereas the compiler does not use the
register tp. That register indicates the TCB, which contains
information about the task including its priority, of the cur-
rently running task. We extended the basic implementation
with an automatic read operation, triggered by the hardware if
the register tp is changed. Therefore, the hardware is always
aware of the currently running task’s priority. In parallel to
the normal execution, a read operation is automatically per-
formed by using an additional connection to the data memory
through a dual-port memory. This dual-port memory is also
used by some other extensions (e.g., [19]). Further, the CPU
specification defines three different operating modes, whereas
the mosartMCU supports only the non-privileged user-mode
and the privileged kernel-mode. These operating modes define
permissions for some instructions and for accessing CSRs,
which are hardware registers used to configure and to get
information from the Microcontroller Unit (MCU).

B. mosartMCU-OS

The mosartMCU-OS is a real-time OS supporting the OS-
awareness extension of the mosartMCU. Besides other OS-
awareness concepts, it only has to initialize some CSRs (i.e.,
stack area) and the references of the next free available pages
at startup, for supporting MultiStackMMU. After that, the
MultiStackMMU operates transparent to the OS. However, the
OS must be extended to support our proposed collaborative
stack sharing approach.

C. Collaborative Stack Management

In a CSR, the hardware provides the number of required
stack pages after a collaborate exception. The exception
handler stores the number of required pages into the TCB
of the currently running task. After executing the exception
handler, the OS does its management work and selects a task
according to the RM scheduling policy. Before leaving the
OS, by restoring all the task’s registers, the OS checks if
the scheduled task requires more pages than available. The
number of available pages is provided by the hardware through
another CSR register. If there are more pages available than
required, the OS lefts and resumes with the scheduled task.
Otherwise, the OS searches, starting by the lowest prioritized
task, a collaborative task that is recognized by the information
in the TCB. If a collaborative task is found, the scheduler
selects that task for executing. Thereby, the scheduler changes
the program counter to continue at the collaborate handler,
also stored in the TCB. The collaborate code restores its callee
saved registers, frees the collaborate stack memory, and yields
itself to return to the OS.

V. EXPERIMENTAL EVALUATION

We experimentally evaluated the collaborative stack sharing
approach in the mosartMCU, running with 50MHz in a Xilinx
Artix-7 FPGA. First, we demonstrate the cooperative stack
sharing, measured with an oscilloscope; and second, we show
the synthesized results for the FPGA.

A. CoStack Evaluation
This evaluation illustrates CoStack on a collaborative

600Byte stack memory provided by task τ ′, once the stack
memory is not available for the higher prioritized task τ .
Figure 3 depicts the execution flow with the signal os showing

coll_sched

os

stack_alloc

Bτ

tτalloc

tos1
tos2

ts

t =3,74μsos1

t =1,94μscoll

t =4,08μsos2

B  =9,76μsτ

t =11,00μsalloc

t =1,02μss

t0 t1 t2

tτ‘
k

Figure 3. Execution flow example of CoStack.

the execution of the OS, the signal coll sched demonstrating
the part in the scheduler that is responsible for searching
and scheduling a collaborative task, and the signal stack alloc
showing the time for allocating the required 600Bytes stack
memory to task τ . Table I lists all the measured times, and

TABLE I. Measured times for the example in Figure 3.

tos1 ts tos2 tkτ′ Bτ tτalloc

3.74 µs 1.02 µs 4.08 µs 1.94 µs 9.76 µs 11.00 µs

following emphasizes some specific points in time of Figure 3:

• At time t0, task τ requests 600Byte stack memory.
The memory is not available; therefore, the OS is
called by a collaborate exception. There, the OS saves
the context of task τ , does its management work
including the work for scheduling the collaborative
task τ ′ (i.e., ts), and restores its context. All this in
total consumes tos1 .

• At time t1, the OS returns, and task τ ′ is running.
Instead of continuing with the previous preempted pro-
gram counter it continues at the label COLLABORATE.
There, its callee saved registers are restored, the col-
laborative stack memory κτ ′ is released, and the task
yields to return to the OS, which again schedules
task τ . These operations reflect the collaborate time
tkτ ′.

• After leaving the OS (i.e., tOS2 ) on time t2, there is
enough stack memory available for task τ ; therefore,
the required stack memory is allocated to task τ .

The blocking time Bτ (i.e., tkτ ′ including the OS overheads
tOS1 and tOS2 ) and the stack allocation time tτalloc are not
constant, because they depend on the number of collaborative
tasks, the location of the task in the searching list, and the
number of required and collaborate stack pages. However, the
execution is still predictable because MultiStackMMU works
predictable. Further, CoStack avoids an out-of-stack, because
the collaborative task τ ′ voluntarily frees its collaborative stack
memory κτ ′ for the higher prioritized task τ . Otherwise, task τ
would not be able to execute, because no stack memory is
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TABLE II. Resource comparison of the original and the extended
mosartMCU.

mosartMCU
Original MultiStackMMU CoStack

LUT slices 2799 4283 4298
FF slices 2078 2378 2378

max. frequency 73.992MHz 63.339MHz 63.391MHz

Dynamic power 16mW 21mW 21mW

available; consequently, this might result into an unpredictable
blocking of task τ and to possibly violated real-time con-
straints.

B. Synthesized Results
The synthesized results, provided by the Xilinx Vivado

2017.3 development toolchain, for the Xilinx Artix-7 FPGA
are listed in Table II. It compares Look Up Table (LUT) slices,
Flip-Flop (FF) slices, the maximum achievable frequency, and
the dynamic power of the original mosartMCU, and the ex-
tended versions MultiStackMMU and CoStack. If we compare
the original mosartMCU with the extended versions, it is
remarkable that the original version requires about 65% and
87% of LUTs and FFs, respectively. The increased resource
utilization is caused by the VM address translation and some
other registers that are required for handling the StackMMU
approach. However, comparing the two extended mosartMCU
versions, the resource utilization remains negligible the same.

For the maximal achievable frequency, and the dynamic
power consumption the table represents a similar behavior.
For the former, the large frequency reduction is caused by
the implementation of the StackMMU in the already longest
path of the original mosartMCU. For the latter, the dynamic
power increases due to the additional required LUTs and
FFs. However, for the two extended mosartMCU versions, the
maximum achievable frequency remains almost the same and
both require the same amount of power.

VI. CONCLUSION

Memory is a rare and expensive resource in embedded sys-
tems. This makes the economical usage of memory important.
The stack memory has the potential to optimize the overall
memory consumption because its size changes dynamically
over the time. The paper proposes CoStack, an extension of
the dynamically sharing stack memory concept StackMMU
with collaborative stack memory. A task tags a code part with
collaborative stack memory and if a higher prioritized task
requires stack memory that is not available at that moment, the
collaborative task deallocates the collaborative stack memory
for enabling the higher prioritized task to continue. Our analy-
sis shows that the whole stack memory requirement is virtually
reduced. Further, we showed the impact of CoStack in the
schedulability analysis for RM scheduling. The experimental
evaluation shows that the synthesized results for the FPGA
remain almost constant. Therefore, CoStack contributes to a
reduction of the memory usage by introducing a collaborative
stack sharing mechanism and remains predictable as aimed for
real-time systems.
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Abstract—Embedded peripheral devices such as memories, 

sensors and communications interfaces are used to perform a 

function external to a host microcontroller. The device 

manufacturer typically specifies worst-case current 

consumption and latency estimates for each of these peripheral 

actions. Peripheral Activity Completion, Estimation and 

Recognition (PACER) is introduced as a suite of algorithms that 

can be applied to detect completed peripheral operations in real-

time. By detecting activity completion, PACER enables the host 

to exploit slack between the worst-case estimate and the actual 

response time. These methods were tested independently and in 

conjunction with IODVS on multiple common peripheral 

devices. For the peripheral devices under test, the test fixture 

confirmed decreases in energy expenditures of up to 80% and 

latency reductions of up to 67%. 

Keywords-embedded systems; energy aware embedded 

computing; embedded profiling; embedded performance analysis; 

Dynamic Voltage Scaling (DVS); low-power; low-energy; wireless 

sensor node (WSN); adaptive embedded systems. 

I.  INTRODUCTION 

Embedded systems are often constrained by timing and 
energy budgets because both factors affect the resultant cost 
and size of the system. Peripheral devices external to the 
microcontroller (MCU) such as those shown in Figure 1 can 
play a significant role in system-wide energy consumption. 
There are many methods available for decreasing the static 
power usage of peripherals [1] [2] [3]. PACER decreases 
dynamic power consumption and latency by exploiting the 
slack between actual versus worst-case operation time. 

Device manufacturers derive and specify the worst-case 
operation duration by summing exacerbating factors including 
age, temperature and voltage. Using the worst-case operation 
time as a naïve guideline, the worst-case energy consumption 
of a given operation is characterized by (1). 

𝐸𝑜𝑝−𝑤𝑐 = ∫ 𝑃𝑜𝑝(𝑡)𝑑𝑡
𝑡𝑜𝑝

0

+ ∫ 𝑃𝑠𝑙𝑎𝑐𝑘(𝑡)𝑑𝑡
𝑡𝑠𝑙𝑎𝑐𝑘

𝑡𝑜𝑝

 (1) 

Where 𝑡𝑜𝑝 and 𝑃𝑜𝑝 are the time and power comprising the 

actual operation while 𝑡𝑠𝑙𝑎𝑐𝑘  and 𝑃𝑠𝑙𝑎𝑐𝑘  are the time and 
power comprising the period between operation completion 
and the worst-case execution time. 

Most peripheral devices provide a mechanism for 
signaling that operations completed earlier than the 

maximum. However, using these mechanisms results in sub-
optimal power performance. For example, a common method 
of detecting write completion on external non-volatile 
memory relies on polling a status register. Performing this 
signaled method has power and energy consequences: 

𝑃𝑜𝑣𝑒𝑟ℎ𝑒𝑎𝑑 = 𝑃𝑀𝐶𝑈 + 𝑃𝑀𝐶𝐷 + 𝑃𝐶𝑜𝑚𝑚 + 𝑃𝑀𝑎𝑡𝑐ℎ + 𝑃𝐷𝑒𝑣  (2) 

 𝑃𝑀𝐶𝑈 : MCU must be active while polling 

 𝑃𝑀𝐶𝐷: MCU communications driver must be active 

 𝑃𝐶𝑜𝑚𝑚: Communications incurs 𝑃 = 𝑐𝑓𝑉𝑑𝑑
2 penalty 

 𝑃𝑀𝑎𝑡𝑐ℎ : MCU and device voltages must be matched.  
o Neither can use dynamic voltage scaling 

 𝑃𝐷𝑒𝑣: Device communications driver must be active 

𝐸𝑜𝑝−𝑠𝑖𝑔 = ∫ (𝑃𝑜𝑝(𝑡) + 𝑃𝑜𝑣𝑒𝑟ℎ𝑒𝑎𝑑(𝑡))𝑑𝑡
𝑡𝑜𝑝

0

 (3) 

The components of 𝑃𝑜𝑣𝑒𝑟ℎ𝑒𝑎𝑑  are highly variable between 
microcontrollers, systems and devices. The signal may 
involve protocol-level communication or it may be as simple 
as an interrupt pin and that signal may traverse PCB traces 
with considerable capacitance. 𝐸𝑜𝑝−𝑠𝑖𝑔  can exceed 𝐸𝑜𝑝−𝑤𝑐 . 

Both interface methods incur a power penalty and the 
naïve worst-case method also incurs a latency penalty. As the 
energy cost of computation continues to decrease in modern 
microcontrollers, it becomes more rewarding to use onboard 
intelligence to minimize the impact of power and latency 
penalties. PACER develops adaptive timing, current usage 
and charge consumption heuristics for estimating or 
recognizing early completion of peripheral operations, thus 
reducing total latency and energy consumption. 

The prediction is verified in real-time against the actual 
state and the heuristic is updated with the results. In this 
fashion, the algorithms are resistant to variations in behavior 
that may occur across the lifecycle of the device. PACER is 
evaluated against a variety of embedded peripherals and is  

Figure 1: Typical Embedded System with Device Current Feedback 
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shown to significantly decrease both energy consumption and 
latency of peripherals with minimal computational overhead. 

Figure 2 shows the current profile for the common 
peripheral operation of writing a page to EEPROM. The 
manufacturer-specified mandatory wait period is 5ms, 
beginning about the 1.75ms mark. As the device transitions 
through the Idle  Write  Wait  Verify states, it can be 
inferred from the current profile that the operation completed 
by the 4.75ms mark and that it was not necessary to delay until 
approximately 6.5ms per the specification. This 1.75ms 
differential is slack that can be exploited to decrease latency. 

There are a wide variety of peripheral devices with a 
correspondingly wide variety of completion determinism and 
current profiles. PACER introduces three methods by which 
the host MCU can estimate or detect early completion of 
peripheral operations while also minimizing computational 
overhead. Devices with highly deterministic timing respond 
best to the timing heuristic while those with variable timing 
respond best to current or charge heuristics. Through low-
overhead early completion detection, PACER is able to 
decrease both latency and system-wide energy consumption. 

II. RELATED WORK 

Intra-Operation Dynamic Voltage Scaling [4] (IODVS) 
has been shown to significantly reduce the energy 
consumption of embedded peripherals (Flash, EEPROM, 
sensors, etc.) during their voltage-independent states. These 
states typically occur during mandatory delay periods while 
the peripheral completes a specified operation. When 
implementing IODVS, the host MCU and peripheral devices 
are placed on different voltage domains throughout the course 
of the voltage-independent state. Because of this, it is not 
possible for the MCU to poll the peripheral device for 
operation completion. Polling is also shown to be a rather 
costly operation due to (2) and (3). Without the ability to 
communicate to the peripheral device, PACER is necessary to 
achieve minimal operation latencies. 

A. Timing Heuristic 

Peripheral operations can vary in their latency or 
completion times due to a number of factors. Temperature can 
significantly affect the completion time for peripherals with 
deterministic timing requirements such as DRAM [5]. Device 
aging can also affect timing due to a number of issues 
resulting from fundamental semiconductor physics [6]. 
Furthermore, some devices simply have non-deterministic 
completion times due to features such as MMUs and caches 
that are implemented in various data storage devices like 
Micro-SD cards, or age and wear as they effect FLASH 
storage timing. 

Because the latency can vary significantly between 
operations, it is necessary to develop a timing heuristic that 
can adapt to slowly changing effects like age and temperature 
as well as rapidly changing factors like cache hits and misses. 
Adaptive delay estimation is not a new problem [7] and 
research continues to compensate for non-deterministic delay 
with different approaches for wireless communications, 
control systems and mass storage latency [8]. 

B. Energy Heuristic 

For devices with highly variable timing and dynamic 
current consumption characteristics, integrating the current 
consumption of the device throughout an operation can allow 
for better detection of completion. Some operations can be 
characterized by the amount of charge necessary to complete 
them. This technique is referred to as “coulomb counting” and 
is a common technique used to determine the state of charge 
in rechargeable batteries [9]. 

C. Current Heuristic 

The completion of some peripheral operations are easily 
detectable by their current consumption profile. These devices 
have a distinct and deterministic current profile that can be 
characterized and used to estimate the moment when an 
operation completes. 

Figure 2: A Typical External Memory Transaction with IODVS and PACER 
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Simple and differential power analysis (SPA and DPA) 
attacks are performed by monitoring device current 
consumption with very fine grained detail. These attacks seek 
to undermine encryption techniques by monitoring the current 
consumption of the processor and detecting the moment at 
which the processor executes a branch operation [10]. The 
attacks have been performed on an ARM Cortex MCU using 
AES and required an extensive measurement setup to 
accomplish [11]. PACER is inspired by this previous work 
using fine-grained in-circuit current measurement and 
fortunately benefits from much more lenient sampling 
requirements. 

III. METHODS 

A. Timing Heuristic PACER-T 

Some peripheral operations exhibit highly deterministic 
timing qualities. Such a device is likely to be internally 
clocked and the operation is waiting for some number of clock 
cycles to expire before signaling that the operation completed. 
Such operations are typified Figure 3 in that neither the total 
energy consumed, nor the profile of that consumption are 
necessary to predict completion. Regardless of the power 
profile, the operation always completes within a narrow 
window of time. Erases and write operations to EEPROM and 
flash are typical examples of this behavior. 

PACER-T uses the successive approximation algorithm 
shown in (4) to determine the optimal delay for an operation. 
The algorithm begins by executing an operation with the 
amount of delay specified in the device datasheet. After each 
iteration, if the operation completed earlier than predicted 
(Pass), then the amount of delay is halved. Otherwise, the 
operation was ongoing (Fail) and the next delay is increased 
by half the distance to the last previously successful operation. 

𝑃𝑎𝑠𝑠: {

𝑇𝑢𝑝𝑝𝑒𝑟 =  𝑇𝑙𝑜𝑤𝑒𝑟

𝑇𝑙𝑜𝑤𝑒𝑟 = 𝑇𝑙𝑜𝑤𝑒𝑟 −
(𝑇𝑢𝑝𝑝𝑒𝑟 −  𝑇𝑙𝑜𝑤𝑒𝑟)

2

 

𝐹𝑎𝑖𝑙: {𝑇𝑙𝑜𝑤𝑒𝑟 = 𝑇𝑙𝑜𝑤𝑒𝑟 +
(𝑇𝑢𝑝𝑝𝑒𝑟 −  𝑇𝑙𝑜𝑤𝑒𝑟)

2
 

𝐼𝑛𝑖𝑡𝑖𝑎𝑙 𝐶𝑜𝑛𝑑𝑖𝑡𝑖𝑜𝑛𝑠: 𝑇𝑢𝑝𝑝𝑒𝑟 = 𝑇𝑤𝑜𝑟𝑠𝑡−𝑐𝑎𝑠𝑒 , 𝑇𝑙𝑜𝑤𝑒𝑟 = 0 

(4) 

 

Figure 3: Profile of Three Time-Deterministic Operations 

The algorithm is executed online and provides the tightest 
possible timing. Upon expiration of the predicted wait period, 
if the device status register indicates that the operation is still 
occurring, then the algorithm has yielded an early prediction 
and it is appropriate to continue to wait. This would be 
considered the ‘Fail’ case of (4) and future estimates are 
increased. Otherwise, if the device status register indicates 
that the operation is complete, then the algorithm has yielded 
a late prediction and it is appropriate to reduce future 
estimates. 

B. Energy Heuristic PACER-E 

Operations that consume a deterministic amount of energy 
are better characterized by PACER-E. For example, the 
operation might involve the charging of a storage element 
such as an inductor or capacitor. In any case, a certain amount 
of energy is required to complete the operation and once that 
energy requirement has been satisfied, the peripheral device 
considers the operation to be complete. Figure 4 is an example 
of an energy bound operation. 

The energy based heuristic was performed similarly to 
PACER-T in that successive approximation is used. The 
system multiply-accumulates voltage and current samples fed 
to the peripheral device. When the digital integration has 
reached the test value, the operation is ‘complete’ and checked 
for correctness. The mechanics of (4) are applied to PACER-
E, except that all T limits are replaced with E energy limits. 
PACER-E is slightly less precise than the timing based 
algorithm due to the time required to both sample and perform 
the digital integration necessary for threshold checking. 

The energy consumed throughout a test is calculated using 
the fundamental relationship shown in (5). The results were 
calculated offline via (6) and (7), where S is the state of the 
device, and Ts is the sampling period. 

𝑃 =  𝑉𝐼 =  
𝐸

𝑡
 (5) 

𝐸𝑠 = ∑ 𝑉𝑛𝐼𝑛𝑇𝑠

𝑁−1

𝑛=0

 (6) 

𝐸𝑡𝑜𝑡𝑎𝑙 = ∑ 𝐸𝑠

𝑆𝑛−1

𝑆0

 (7) 

 
Figure 4: Profile of Three Energy-Deterministic Operations 
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C. Current Heuristic PACER-C 

Some operations cannot reliably be defined in terms of 
time nor energy. One example of a non-deterministic 
operation would be communications tasks performed by 
Ethernet or wireless devices that have non-deterministic 
transmission latencies. Another example would be memory 
devices that incorporate an onboard memory hierarchy. In 
such devices, operations are affected by cache latencies. 

PACER-C provides recognition that the operation is 
complete by measuring the idle current usage of the device 
before the operation begins and marking the operation as 
complete after the current returns to idle. In order to 
accommodate operations where the current returns to idle and 
yet the operation has not yet completed, the algorithm 
incorporates both a minimum latency and an idle current 
percent threshold to mark the operation as complete. 

Algorithm 1: PACER-C 

1: ICT = (Idle Current Measurement) * threshold 

2: Execute Peripheral Device Operation 

2: While (t < Minimum Latency) and (I > ICT) then 

3:  I = New Current Measurement 

4: End While 
PACER-C is described by Algorithm 1 and begins by 

taking a sample of the device input current while idle. Next, 
the operation is executed and the algorithm waits for a 
minimum latency period to expire. The operation is 
considered complete after the output current returns to the 
threshold percentage of its previous state. The threshold for all 
following experiments was set empirically at 110%. 

PACER-C is the most basic method to determine in real 
time if an operation is complete and may also be prone to false 
positives in some cases. There are many more advanced 
algorithms that can suit the purpose such as a multi-layer 
perceptron that is used in neural networks that could be used 
to identify features in real-time. It is notable however, that 
reducing the complexity of the detector is important so that 
the algorithm can ensure that it is keeping pace with incoming 
samples. Naturally, more complex algorithms could be 
accommodated by a more powerful host microcontroller. 

IV. MATERIALS 

PACER and IODVS are implemented on an STM32F429 
MCU supported by the STMicroelectronics DISCO board and 
hosted by the PRIME (Precise Real-Time In-Circuit Micro-
EMS) assembly. The board provides 64MB of SDRAM which 
allows for simultaneous sampling throughout the test suite at 
very high speed. All experiments were sampled at 1MSPS and 
the SDRAM allowed any individual experiment to last up to 
1 full second. All of the analog conversions as well as the 
device state sampling were performed via DMA. Therefore, 
the test fixture is expected to have had no impact on the 
operation under test. 

The PRIME assembly, shown in Figure 6, hosts a variety 
of peripherals (labelled in red as DUT: Devices Under Test) 
that are common in embedded designs. The board provides 
access to Bluetooth, Wi-Fi and a Si1143 proximity detector. 
PACER was evaluated on NAND and NOR FLASH 
memories, as well as a commercial EEPROM, temperature / 
humidity sensor and four independent Micro-SD cards. 

At 1 MSPS and 4 channel measurements and 2 bytes per 
sample, each test can result in up to 8 megabytes of data. 
Because repeatability is so important, each test was run 50 
times. Therefore, bandwidth became a limiting factor and a 
Hi-Speed (480Mbps) USB module was added to the board to 
allow for rapid development. Operating as a virtual 
communications port and using MCU parallel bus, actual 
bandwidth was realized at approximately 120Mbps. 

Each of the peripheral devices under test has some method 
of determining if an operation completed successfully. For the 
memory devices, a simple read-back verification is sufficient 
to determine correctness and is a common practice among 
embedded designs. The temperature and humidity sensor 
provides a status bit indicating if an operation is in progress, 
thus indicating that a requested operation has not yet 
completed. 

Power is provided and voltage is modulated to each 
individual device on the domain using independently 
configurable power supplies. The ASDM-300F module 
shown in orange on Figure 6 provides a high-efficiency buck 
power supply, followed by a linear regulator with a high 
ripple-rejection ratio. A high-precision and clean power 

Figure 5: Profile of Three Non-Deterministic Operations 

Figure 6: PRIME (Precise Real-Time In-Circuit Micro-EMS) 
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supply is important because PACER uses the current profile 
to make real-time decisions. If the power supply outputs a 
significant amount of noise, then it becomes difficult to 
acquire signal and determine activity completion in real-time. 

The ASDM-300F is also outfitted with a dual current 
measurement circuit using the Maxim MAX4377HAUA+. 
This circuit allows the host to measure both the input and 
output current of the power supply with high analog 
bandwidth. Ultimately, these outputs are used to determine 
activity completion with the PACER-E and PACER-C 
algorithms. It is important to note the gain-bandwidth product 
of the amplifier. High frequency content will be attenuated to 
some degree and the actionable data output would be of higher 
quality if a higher frequency device were available. 

While measuring and classifying activity completion, it is 
important that each device be analyzed independently. The 
PPS-330D shown in yellow on Figure 6 allows the host to 
switch the voltage domain of an individual peripheral to any 
one of three domains, or disconnect the device entirely  

PPS-330D devices are connected to each peripheral, and 
while a peripheral is under test, the remaining devices are 
switched to an alternate voltage domain. Thus, each device is 
independently classified in-system without physically 
removing other devices that may affect current measurements. 
Once the devices are characterized, then their individual 
contributions to the power supply current output can be 
deduced through superposition. The PPS-330D is convenient 
for initial profiling, but unnecessary for a streamlined 
implementation. The ASDM-300F is necessary for an IODVS 
implementation, but PACER-E and PACER-C only require 
the current measurement component. 

V. RESULTS 

Initial IODVS results were repeated so as to establish a 
baseline with which to compare the results of PACER. 
Previous experiments required the results to be averaged 
many times over. The PRIME assembly provides high enough 
signal to noise ratio that averaging multiple test results is 
unnecessary and a simple 50-sample moving average provides 
enough filtering while maintaining a quick response time. 

A. MCP25AA512 EEPROM 

The Microchip EEPROM is specified by the manufacturer 
for a 5ms mandatory wait period following the write 
command and data. This operation is highly deterministic with 
respect to time, energy and current profile. All PACER 
algorithms identified activity completion with high accuracy. 

TABLE I.  MCP25AA512 EEPROM PACER RESULTS 

Stage 
Latency Results (ms) 

Control PACER-T Diff. PACER+IODVS Diff. 

Wait 5.05 3.51 30.5% 3.51 30.5% 

All 5.98 4.44 25.7% 4.44 25.7% 

 Energy Results (uJ) 

Wait 46.84 37.89 19.1% 27.85 40.5% 

All 53.05 43.91 17.2% 32.40 38.9% 

 

 
Figure 7: EEPROM Write Cycle Using IODVS and PACER-T 

The current waveform of Figure 7 shows that the 
EEPROM write operation begins at t=1.5ms and indicates 
completion at approximately t=5ms instead of t=6.5ms as 
specified by the manufacturer. After applying the PACER-T 
algorithm, it is indeed true that the operation was complete at 
the 5ms mark, thus reducing the wait latency by 30.5%.  

The PACER-E and PACER-C algorithms were also 
successful in identifying activity completion. The two 
algorithms do require additional computation to integrate or 
otherwise observe the current waveform. Given identical 
performance, PACER-T is the best choice in this application. 

B. Numonyx M25PX16 NOR Serial Flash 

NOR flash modules sacrifice byte-wise modification for 
overall capacity. The M25PX16 presents 16MBits of capacity 
in a small package, but the host must erase sub-sectors of flash 
(4K) to write pages of flash (128B). To perform a read-
modify-write operation, the host must read the contents of a 
sub-sector, modify the contents locally, erase the sub-sector in 
flash and finally write the modified contents back to the flash 
on a page-by-page basis. 

Both the sub-sector erase and page write have a worst-case 
delay specified by the manufacturer. PACER algorithms were 
run against both operations to find the comprehensive result. 
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Figure 8: NOR Serial Flash Write-Cycle using IODVS and PACER-T 

Although specified for 150ms, the current waveform indicates 
that the sub-sector erase completed approximately 65ms after 
it begins. Page writes are specified for a worst-case 
completion time of 10ms but through the application of 
PACER-T, they complete much faster as shown in TABLE II. 
The wait figure is the total amount of time spent waiting for 
the erase and the aggregate amount of time for each page 
write. The PACER-T algorithm delivered a 70% decrease in 
wait latency which yielded a 38.9% decrease in overall energy 
consumption. The worst-case manufacturer specification 
appears to be very pessimistic, although may be appropriate 
across both process and temperature variables. 

TABLE II.  M25PX16 NOR SERIAL FLASH PACER RESULTS 

Stage 
Latency Results (ms) 

Control PACER-T Diff. PACER+IODVS Diff. 

Wait 231.57 69.47 70.0% 66.92 71.1% 

All 243.87 82.45 66.2% 80.26 67.1% 

 Energy Results (uJ) 

Wait 2138.3 1212.0 43.3% 1029.52 51.9% 

All 2277.0 1392.0 38.9% 1158.26 49.1% 

 

 
Figure 9: NAND Serial Flash Write Cycle Using IODVS and PACER-T 

C. Microchip SST26VF016B Serial NAND Flash 

The SST26 serial flash module uses NAND-like control 
logic to provide higher capacity and lower latency than the 
NOR serial flash. However, the device sacrifices the random-
access timing benefit of NOR flash. The serial flash module 
must therefore read an entire page of flash into a local buffer 
before providing read data to the host. This can result in non-
deterministic read and write access times. 

While the core logic differs from the M25PX16, the 
PACER-T algorithm still performed the best. Application 
yielded a 66.6% decrease in aggregate wait times and a 17.8% 
decrease in overall energy consumption. 

TABLE III.  SST26VF016B NAND SERIAL FLASH PACER RESULTS 

Stage 
Latency Results (ms) 

Control PACER-T Diff. PACER+IODVS Diff. 

Wait 57.61 19.26 66.6% 19.27 66.6% 

All 71.28 32.94 53.8% 32.95 53.8% 

 Energy Results (uJ) 

Wait 1053.0 806.2 23.8% 584.87 44.5% 

All 1247.9 997.26 17.8% 801.95 35.7% 
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Figure 10: A Micro-SD Card Cache Miss and a Cache Hit 

D. An assortment of Micro-SD Memory Cards 

Onboard caches and memory management units cause the 
write operation of Micro-SD cards to have non-deterministic 
timing. In this case, PACER-C is the only algorithm that can 
reliably detect when the operation is finished. As with all 
memory tests, writes were performed with random data to 
random addresses throughout the memory space and so the 
cache performance is thoroughly exercised. Figure 10 shows 
the massive power and latency difference between a cache 
miss and a cache hit. 

Figure 11 helps to describe the performance differences 
shown in TABLE IV. The control delay is set to the median 
delay for each characterization, PACER-C allows the host to 
react to those operations deviating considerably from the 
median. Therefore, the Sandisk and Lexar cards benefitted 
considerably because they exhibit a bimodal timing 
distribution. The Swissbit card benefits decisively because of 
the mostly normal timing distribution. The Kingston card does 
not benefit as much because write timing exhibits a very low 
standard deviation. To present complete timing effects, a 
thorough latency analysis would need to be done on each 
device. Only energy results are presented here, but they are 
correlated with overall latency decreases. 

 
Figure 11: Timing Performance among Tested SD-Cards 

TABLE IV.  MICRO-SD CARD PACER RESULTS 

Stage 
Energy Results (uJ) 

Control PACER-C Diff. PACER+IODVS Diff. 

Sandisk 17066 15198 10.9% 11848 30.6% 

Lexar 22707 21428 5.6% 16977 25.24 

Swissbit 2763 914 66.9% 554 80.0% 

Kingston 942 933 0.9% 897 4.8% 

E. Honeywell HIH-6130 Temperature / Humidity Sensor 

The Honeywell HIH-6130 communicates via the I2C bus. 
The host requests the sensor to take a measurement and then 
waits the manufacturer-specified 45ms for the measurement 
to complete. Finally, the host retrieves the completed 
measurement. PACER-E demonstrated the best performance 
among the algorithms, perhaps because of the capacitive 
nature of the peripheral ADC. The effects are shown in Figure 
12 and the numeric results are presented in TABLE V.  

The PACER-T algorithm also produced impressive results 
with a wait latency of 31.66ms and wait energy of 254.14uJ. 
Compared with PACER-E, the result corresponds with a 
slightly increased latency and energy consumption of 0.5% 
and 4.3% respectively. For some applications, the simplicity 
of the PACER-T implementation may be preferable when 
compared to the best performing PACER-E algorithm. 

TABLE V.  HONEYWELL HIH-6130 PACER RESULTS 

Stage 
Latency Results (ms) 

Control PACER-E Diff. PACER+IODVS Diff. 

Wait 45.27 31.45 66.6% 19.27 66.6% 

All 45.99 32.17 53.8% 32.95 53.8% 

 Energy Results (uJ) 

Wait 325.95 240.29 26.3% 169.62 48.0% 

All 330.50 245.39 25.8% 173.89 47.4% 
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Figure 12: HIH-6130 Measurement Cycle Using IODVS and PACER-E 

VI. CONCLUSIONS 

Applying the PACER suite of algorithms to a variety of 
common embedded peripherals resulted in significant 
reductions to both latency and energy consumption. The 
PACER-T algorithm performed best against time-bound 
operations and was very competitive in energy-bound 
operations. For non-deterministic operations, the PACER-C 
algorithm performed well. When measured against a median 
baseline, the algorithm performed even better as the 
operational latency increased in randomness. 

The PACER-T and PACER-E algorithms use successive 
approximation and the PACER-C algorithm uses a return-to-
idle measurement to determine activity completion. It is likely 
that the performance of both methods could be enhanced 
further through the application of more complex algorithms. 
PACER-T could be applied to memory operations with a 
bimodal delay distribution by first testing for a cache hit and 
then delaying for a determined cache-miss time. Likewise, the 
PACER-C algorithm could be modified online so as to 
identify the current waveform features corresponding varying 
latencies, thus allowing the MCU to sleep longer. 

As the cost of computation in embedded systems 
continues to decrease, it is natural to devote more 
computational resources to minimizing system-wide energy 

consumption and latency. The PACER suite of algorithms use 
minimal computational resources and are shown to decrease 
latency by up to 67% and device energy consumption by up 
to 80% when compared to the naïve worst-case estimate. 
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Abstract—3G/4G mobile standards benefit from an authentication
algorithm called MILENAGE that supports mutual authentica -
tion, protection against replay attack and generates session keys
to protect confidentiality and integrity. Its usefulness attracts
interest beyond the original usage, such as in securing diverse
wireless and wired bearers used in Machine-to-Machine and
Internet of Things (IoT) systems. The long-term reliance on
one algorithm is a risk, and recently an alternative algorithm,
called TUAK, was standardised as a safe-guard, should the
Advanced Encryption Standard (AES) core of MILENAGE ever
be found vulnerable. Previous performance evaluation of TUAK
on Subscriber Identity Modules (SIM), found that it needed to
be implemented in low level native code to satisfy system timing
requirements; indeed this is usually the case for MILENAGE.
However, deployed security modules, anticipated for the Internet
of Things (IoT), generally provide access at an applicationlayer,
abstracted from the underlying hardware. Application layer
implementation of TUAK was shown to be too slow to comply with
standardised requirements and so an alternative faster algorithm
was sought that could be downloaded and run in a compliant
manner from the application level. The National Institute of
Standards and Technology (NIST) has standardised a lightweight
block-cipher called SPECK, and this paper describes work to
create a SPECK alternative to MILENAGE and compares its
performance with earlier results from TUAK.

Keywords–3GPP; GSM; Keccak; SPECK; TUAK.

I. I NTRODUCTION

This text describes follow-on work from an earlier study
which evaluated the performance of the TUAK algorithm on
multiple smart card platforms [1][2]. In this latest work, we
sought an alternative algorithm that had credible security, yet
was fast enough to be executed at a smart card application layer
(rather than native code) and meet standardised performance
requirements. We will start by recapping on the MILENAGE
and TUAK 3G algorithms.

The Third Generation Partnership Project (3GPP) [3] has
standardised an algorithm framework that permits Mobile Net-
work Operators (MNO) to select/design their own particular
cryptographic algorithms for subscriber authentication and
session key generation. However, in practice, most MNOs have
adopted the MILENAGE algorithm [4] that is based on AES
[5]. MILENAGE is an openly evaluated and peer-reviewed
example algorithm, originally designed and published by the
European Telecommunications Standards Institute (ETSI) [6],
Security Algorithms Group of Experts (SAGE). The security
of MILENAGE is well respected, which in part accounts for
its widespread use; although the use of a common approach

becomes a necessity (rather than a choice) for Machine-to-
machine (M2M) applications, where the particular MNO may
need to change during the life of the product. Ubiquitous use
of a single algorithm in equipment that may be used for many
years carries a security risk, and so SAGE has standardised
an alternative algorithm, called TUAK [7], which has a very
different structure to MILENAGE, being built around the
Keccak [8] sponge function used in the SHA3 algorithm [9].

As well as running in a system Authentication Centre
(AuC), the 3G authentication algorithms must be capable of
running on Subscriber Identity Modules (SIM), which are
essentially smart card platforms with very restricted resources,
both in terms of processor speed and available memory. It is
possible to have smart cards with crypto-coprocessors, which
greatly accelerate common algorithms, however these are nor-
mally not used in SIMs due to cost constraints. Therefore,
SIM platforms that may offer application layer programming,
typically have algorithms implemented in native code, for
speed and efficiency, which are accessible via an Application
Programming Interface (API). Previous work has shown that
the native code approach would allow a TUAK implementation
to meet the standardised performance requirements, however,
application layer implementation would not. This is fine in
a traditional MNO Issuer model as the native code can be
defined, but it is a problem if we have to host algorithms
on pre-existing general purpose SIM modules, where we only
have access at the application layer.

This latter situation is increasingly likely if we now con-
sider a future where our M2M solutions are provided in the
much wider and general-purpose context of the Internet of
Things (IoT). The resulting research question, is whether we
can find an alternative to MILENAGE and TUAK, which meets
best-practice security, yet is fast enough to be implemented
at a SIM application layer and still meet the standardised
performance requirements.

In Section II, an overview of MILENAGE and TUAK is
provided, before introducing the SPECK algorithm in Section
III. Implementation of the SPECK cipher on MULTOS is
discussed in Section IV, along with some initial results. Section
V describes the use of SPECK within 3G authentication, and
presents the experimental results. Conclusions and suggestions
for future work are offered in Section VI.

II. MILENAGE AND TUAK

In this section, we will briefly consider MILENAGE and
TUAK, before suggesting how SPECK might be introduced,
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Figure 1. MILENAGE

to offer a third option for providing the mobile communication
authentication and key agreement functions, specified by 3GPP
for UMTS (3G) and the Long Term Evolution (LTE 4G) in
[10].

A. MILENAGE

The 3G authentication solution follows a challenge-
response approach similar to the earlier GSM solution, except
that the challenge and responses are expanded for improved
security. The structure of MILENAGE is shown in Figure
1. The challenge is 256 bits long and made up of a 128-
bit random number (RAND), a 64-bit Message Authentication
Code (MAC), a 48-bit sequence number (SQN) and a 16-bit
management field (AMF). The MAC is recomputed on the
SIM (f1 in the diagram), to ensure that the challenge was
created by the genuine AuC, and the SQN is used to check
that the challenge is fresh and not re-played. The result from
the authentication (XRES), which is returned to the challenger,
is 32-128 bits long. The algorithm generates two session keys
for local storage/use, a 128-bit cipher key (CK) and a 128-
bit integrity key (IK). The 48-bit anonymity key (AK) can
be used during the authentication process to conceal the true
value of SQN. AMF permits some home operator control of
the authentication process, but is not relevant to this discussion.
Within Figure 1, the repeated use of a block cipher (EK) can
be seen, which in MILENAGE is based on AES [5]. The OPc
value is computed from an operator customisation value OP,
however it is normal to store the pre-computed OPc within the
SIM.

B. the TUAK Algorithm

The structure at the core of TUAK, as can be seen in Figure
2, is nothing like MILENAGE, as it is based on the Keccak [8]
“cryptographic sponge function” [11]. This function has a good
security pedigree as it is used in the SHA-3 hash function [9]
and its security design properties have been investigated [12].
The authentication function is implemented by absorbing the
challenge related data into the sponge, running the algorithm
and then squeezing out the result and keys as shown in Figure
3. TOPc is analogous to OPc and also pre-computed and stored
in the SIM; so Keccak only needs to be run twice during an
authentication. TUAK uses Keccak with permutation sizen
= 1600, capacityc = 512 and rater = 1088, so that only

Figure 2. A Cryptographic Sponge Function

Figure 3. The TUAK Algorithm Functions

a single iteration of the permutationf is required at each
stage. The feasibility of low-level native code implementation
of TUAK on real secured smart card chips was first proven
in [1], although this result did not extend to application level
processing. To achieve the latter, requires a significantlyfaster
core function. There are numerous candidates for such a
function, however, the private research project on which this
publication is based, was to specifically consider “SPECK”
[13] as an alternative to the AES-based MILENAGE.

III. SPECK

SPECK is a family of block ciphers designed by a group
of researchers from the NSA. SPECK, together with its sister
cipher SIMON, was first published in 2013 [13], and some
additional design notes were released more recently [14].
Both algorithms are designed with constrained devices in
mind: SPECK is designed to have a very small footprint in
software, while SIMON is designed for hardware. SPECK is
a lightweight block cipher specification intended specifically
for efficient implementation on resource limited chips and
its performance has already been studied for use in IoT
[15]. However, that performance evaluation assumed that the
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TABLE I. SPECK VARIANTS

Block Key Word Key Rot Rot Rounds
size 2n size mn size n words m α β T

32 64 16 4 7 2 22
48 72 24 3 8 3 22

96 4 23
64 96 32 3 8 3 26

128 4 27
96 96 48 2 8 3 28

144 3 29
128 128 64 2 8 3 32

192 3 33
256 4 34

Figure 4. SPECK Overview [16]

algorithm would be native coded onto the chip, whereas here
we are considering the post-issue loading of the algorithm onto
a secure platform, which is abstracted from the underlying
hardware and only accessible via controlled APIs.

SPECK is a family of multi-round ciphers with associated
key schedules; the exact variant being defined by a number
of design parameters as illustrated in Table I, which can be
generally visualised in Figure 4 [16]. Note that this work found
and reported an error in an earlier version of this reference
diagram; which showed the K1 XOR sequence, starting with
’1’ rather than ’0’.

Referring back to Figure 1, the inputs and outputs to EK
are 128 bits and the minimum acceptable keysize is also 128
bits. Returning to Table I, we see that the 32 round SPECK
(128/128) variant provides an ideal EK candidate, with the 33
and 34 round being similar to the higher security modes offered
in TUAK. The SPECK designers estimate that the (128/128)
variant can be implemented in less than half the memory
of 128-bit AES, with throughput some 70% higher. When
implementing SPECK authentication, we used the same r and
c parameters from the MILENAGE specification, and followed
the common-practice of pre-computing OPc and storing in
smart card memory

SIMON and SPECK have attracted a fair amount of at-
tention from cryptographers, and several cryptanalysis papers
have been published, attacking reduced round versions of the

ciphers. Early differential cryptanalysis by Abed et al [17]
and Dinur [18] performed better than simplistic exhaustivekey
search (albeit with a very large number of chosen plaintexts)
for up to 17 rounds of SPECK; later work by Fu et al [19]
extended this to 22 rounds, and then Song et al [20] to
23 rounds. Differential attacks on reduced-round versionsof
other members of the SPECK family have also been found
by Biryukov et al [21]. Linear cryptanalysis has also been
attempted, by Liu et al [22], but with less success than
the differential attacks. There is thus a significant security
margin between the number of rounds attacked (23) and the
full number of rounds (32) in our selected variant, justifying
confidence in the cipher. However, the NSA origins of SPECK
and SIMON worry some cryptographers, who fear that NSA
are only promoting the ciphers because they know how to
break them. Notably, attempts to have SIMON and SPECK
standardised by ISO have been repeatedly defeated [23]. It is
not possible to determine if these suspicions have any basisin
fact, so we will consider our proposal justified, based on the
existing body of published security research work.

IV. I MPLEMENTING THE SPECK CIPHER ONMULTOS

Performance studies on smart cards and microcontrollers
often make an assumption that an application has low-level
direct access to the CPU. This is typically not the case
in secure implementations, especially when the platform is
intended to be strongly attack resistant. The access/interface
is often via secured operating systems and virtual machines
that intentionally abstract an application from the underlying
hardware. MULTOS [24] cards/chips are good examples of
secured platforms that work this way and results are avail-
able from the TUAK study. The SPECK MULTOS results
will provide an interesting comparison to the native coded
implementation in the later stage of the study. It is also worth
noting that MULTOS has been proposed for use in IoT due to
its capability for secure application loading/management(PKI
based) in the field. The implementation approach for MULTOS
is to initially develop the SPECK code on a simulator and
then load onto a real card for performance measurement. We
will start with a naive implementation based on published
pseudo code to first check compliance with the associated
test vectors. We will then refine/optimise the implementation
as we progress through the study. We know from previous
work that MULTOS performance struggles when a variable
parameter is used to control the extent of block shifts/rotates,
and so it is suspected that the naive implementation of SPECK
will be slow, as it follows the pseudo code and specifies
the shift amounts as variables. Once we have confidence in
the core SPECK implementation we will fit it within the 3G
authentication framework for the comparative (with TUAK)
performance tests.

A. Initial Results/Observations

Considering the simplicity of the SPECK cipher there
were some unexpected difficulties in creating a version which
produced the correct test vector result. Firstly, the ‘C’ code
examples for the 128/128 mode use 64-bit unsigned integers
(uint64 t) that are not universally supported by ‘C’ compilers,
especially for legacy and specialist secured microcontrollers.
This meant that the pseudo code could not be used unmodified
as the starting point. Of course as the target CPU is 16-bit, the
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TABLE II. INITIAL MULTOS FUNCTIONAL TEST RESULTS

Test Type Execution Comment
Time (ms)

Null 43 Command handling and 16 bytes of data
in message response, with no actual
function performed. This has already
been subtracted from other results

SPECK 253 Full cipher 128/128 functionally correct
and producing correct test vector result
[No MULTOS primitives]

SPECK 157 Uses pre-computed key-schedule (256 bytes)
[No MULTOS primitives]

Rotate Right 8 places 1.01 [No MULTOS primitives]
Rotate Left 3 places 1.84 [No MULTOS primitives]
Add 64 bit results 1.25 [No MULTOS primitives]

compiler would just have to mimic the manually coded creation
of the 64-bit types. For convenience and efficiency, a union
type was created so that the 64-bit storage could be accessed
as constituent 32, 16 and 8 bit unsigned integers. In order to
obtain intermediate round and key-schedule reference results it
was decided to first implement the example code using the lcc
compiler on a Windows PC and dump intermediate results to
a log file, for later use in verifying the MULTOS implementa-
tion. Once the reference test version was working and the test
results produced, the equivalent functionality was coded for the
MULTOS platform. The initial style was reasonably efficient,
avoiding unnecessary loops, function calls and stack-based
parameter passing; and speed critical variables were created in
reserved session RAM. The latter is important as non-volatile
storage on the target microcontrollers is significantly slower
than RAM. However, at this stage we did not use any MULTOS
primitives so all the functionality was coded at the application
layer. We did however provide an option to use a pre-computed
key schedule as discussed below.

1) Key-schedule Pre-computation:In smart card devices it
is quite normal to store a few kilobytes of sensitive account
specific data (e.g., certificates, keys, photos, account details,
IDs, PINs etc.) during the personalisation process. This data
is stored in the non-volatile memory (characterised by fast
reads and slower writes) that is shared with the code. For
the SPECK cipher mode under consideration (128/128), we
must at least store a 128bit (16 byte) long-term secret key
‘K’ . The key-schedule requires a 64 bit (8 byte) key for
each round that is generated from ‘K’. For a non-optimised
solution the round function for round key generation is the
same as for the data processing, so no significant extra code
space would be required. An optimised version (avoiding
parameter passing) would likely need some additional code
space. Pre-computation of the key schedule would require
32x8 = 256 bytes of non-volatile memory which is by no
means prohibitive, even in old smart cards. As Round is called
almost as many times for round key generation as for the data
processing, there is potential for significant speed improvement
by using pre-computation.

Once the MULTOS code was functional it was loaded onto
an ML3-80K-R1 MULTOS test card, which is based on the
same Infineon SLE78 chip [25] that we used in the TUAK
performance study. Commands were then sent to the card using
the MULTOS scripting utility (MUTIL) and response times
recorded. Table II, gives a summary of the first functional test
results.

Often encoding an algorithm at the MULTOS application
layer results in an implementation that is too slow to be

TABLE III. RESULTS WITH AND WITHOUT PRIMITIVES

Test Type No Primitives Primitives
Execution Execution
Time (ms) Time (ms)

Null 43 43
SPECK (precomputed key-schedule) 154.57 84.34
Rotate 64 bits Right by 8 places 1.01 0.63
Rotate 64 bits Left by 3 places 1.84 0.83
Add 64 bit inputs 1.25 0.54
XOR 64 bit inputs 0.56 0.53

practical; as was the case with TUAK. Although 253ms is not
fast for running a block cipher, it is not necessarily unusable
and there is still the potential for speed-up by exploiting
suitable MULTOS primitives. Furthermore, pre-computation
and personalisation of long-term round keys is quite practical
and so the 157ms execution time is considered the benchmark
performance at this stage. We will explore the use of primitives
in the next stage of the study when we will see if SPECK
could satisfy the SAGE/GSMA performance requirements on
a MULTOS platform.

V. I MPLEMENTING 3G SPECK AUTHENTICATION ON
MULTOS

The results so far have shown better performance than had
been anticipated on the MULTOS platform, however they did
not make use of standard primitives offered by the platform.
Use of such primitives is advisable for performance, but also
for security reasons as their implementation is likely to have
been defensively coded and evaluated against attack

A. 4.1 Conversion to MULTOS Primitives

The SLE78 is an innovative security controller intended
for high security applications. Instead of relying mainly on
shields and sensors it uses “Integrity Guard”, which exploits
dual CPUs working in tandem. The supported primitives of
main interest included:

• multosBlockShiftRight()

• multosBlockShiftLeft()

• multosBlockAdd()

• multosBlockXor()

Note that MULTOS does not offer block rotates, however
these are simple to implement using the shift primitives. Prior
to converting the initial code to make use of primitives and
adding support for 3G authentication processing, some test
commands were created to practically determine performance
impact. The set of results are presented in Table III, for thecase
of a pre-computed key-schedule. Note that all the primitivetest
utilities also made use of multosBlockCopy().

Considering Table III, with the exception of XOR, all
the basic functions roughly doubled in speed when using
platform primitives; notably SPECK execution time reduced
from 154.57ms to 84.34ms. XOR is a very simple function
at the application layer and so little improvement (0.56ms to
0.53ms) was anticipated. The notable effect is that using the
available primitives nearly doubles the overall speed of the
SPECK block cipher. This is an interesting result for the 3G
authentication comparison, as following the 3G MILENAGE
structure, requires the block cipher to be called multiple times.

49Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-626-2

ICONS 2018 : The Thirteenth International Conference on Systems

                            57 / 74



TABLE IV. MILENAGE FUNCTION MAPPING

Function Mapping
f1 MAC-A 64 bits
f1* MAC-S (alternative used in re-synch)
f2 RES 64 bits
f3 CK 128 bits (ciphering key)
f4 IK 128 bits (integrity key)
f5 AK 48 bits (anonymity key)
f5* Alternative AK used in re-synch

Figure 5. Implementation split of f1()and f2345()

B. Implementation of 3G Authentication

Referring back to Figure 3, we will adopt the same imple-
mentation approach as used for the earlier TUAK work so the
results can be as closely comparable as possible. This requires
development of two functions making use of the SPECK block
cipher within the MILENAGE structure. The functions are
separated in this way as they have different input values.

• SPECK f1() computes f1 (and f1*)

• SPECK f2345 computes f2, f3, f4, f5

The output of f5* is not part of a regular authentication
vector (it is only used when resynchronisation of the sequence
number SQN is needed), and so will not be included in our
measurement. For clarity we present the mapping of these
functions to the protocol, within Table IV.

We have reproduced the MILENAGE structure in Figure
5; showing the practical split of the f1 and f2345 functions.

When testing, it is assumed the f1() is run first so that
the value TEMP can be re-used in f2345(), avoiding an extra
encryption. Within f2345(), TEMP only needs to be XORed
once with the (pre-computed) OPc. Considering the operations
in addition to ciphering, we can see rotates and XORs using
standardised values. Fortunately the rotates are easy when
using the standard r values; r1 = 64, r2 = 0, r3 = 32, r4
= 64 (and r5 = 96). The integers are all multiples of 8 bits
and so rotates can be performed simply with byte copies. The
XORs with the c constants are also very simple as the values
only affect the least significant byte, so byte, rather than block
XORs are needed. The functions were coded using MULTOS
primitives and the initial results are presented in Table V.

It can be seen from Table V, that the function times are
dominated by the SPECK block cipher execution times. The
total time (433.8ms) is very interesting as it fits within the

TABLE V. AUTHENTICATION FUNCTION EXECUTION TIMES (ms)

Function Execution Block
Time (ms) Encryptions

f1() 173.16 2
f2345() 260.64 3
Total 433.80 5

TABLE VI. MULTOS TUAK AND SPECK AUTHENTICATION
COMPARISON

Function TUAK SPECK
Authentication (ms) Authentication (ms)

f1() 1529 173.16
f2345() 1575 260.64
Total 3104 433.80

revised performance specification proposed to SAGE during
the TUAK study [26].

...“The functions f1-f5 and f1* shall be designed so that
they can be implemented on a mid-range microprocessor IC
card (typically 16-bit CPU), occupying no more than 8 kbytes
non-volatile-memory (NVM), reserving no more than 300 bytes
of RAM and producing AK, XMAC-A, RES, CK and IK in less
than 500 ms total execution time.”...

Although the test implementation has no added high-level
measures for defensive coding, the application is running on a
MULTOS platform, which is marketed for its evaluated high-
security capabilities. It would be expected that the platform’s
chip and native code would have defensive measures to counter
fault and side-channel attacks. The fact that a platform level
implementation can satisfy performance constraints suggests
that the functionality could be added to stock or issued devices.
This is a major operational advantage that was not available
for the TUAK implementation. Although Java Card [27] is out
of scope for this study, it is not unreasonable to consider that
performance might also be adequate on that platform type;
although it is possible that added defensive measures mightbe
needed at the application layer.

C. MULTOS Comparison of SPECK with TUAK Authentica-
tion

A main purpose of this study was to see whether TUAK
could be used as an alternative to SPECK in Internet of Things
(IoT) type applications, where the processors have limitations
similar to those of traditional smart cards. To measure this,
the SPECK authentication functionality has been implemented
in the same manner and on the same platforms as in the
earlier TUAK study, so results are directly comparable. It
may be recalled that TUAK did not suit MULTOS application
implementation using existing primitives, as the comparison
in Table VI shows. In fact, the TUAK authentication takes
roughly 7x as long as SPECK.

MULTOS chips are being proposed for use in IoT applica-
tions and the results suggest that they could support SPECK
on existing/standard platforms, whereas a custom primitive is
essential for TUAK.

D. Native mode Comparison of SPECK with TUAK Authenti-
cation

Although this study was primarily focussed on download-
ing and running an authentication algorithm on a platform
application layer, a native mode implementation was also
created for the Samsung S3CCE9E4/8 chip (more detail in
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TABLE VII. NATIVE MODE TUAK AND SPECK AUTHENTICATION
COMPARISON

Function TUAK SPECK
Authentication (ms) Authentication (ms)

f1() 77.88 3.35
f2345() 78.18 5.13
Total 156.06 8.48

[2]), which is a 16-bit secured smart card chip also used in the
earlier TUAK performance study. For interest, the comparative
results are presented in Table VII.

Clearly the native SPECK implementation is very fast
(8.48ms) even on an old chip, but the result should be viewed
with caution as there are no defensive coding measures in
place, which could easily add an order of magnitude to the
execution time.

VI. CONCLUSIONS ANDFUTURE WORK

The experiments conducted during this project have shown
that the SPECK cipher is significantly faster than Keccak
(TUAK core) when implemented on the MULTOS platform (or
indeed in native mode). The results from the MILENAGE style
authentication using SPECK, were significant as they showed
that a MULTOS application layer implementation could satisfy
the 3GPP timing constraints; something that was not possible
with TUAK. There would even be headroom to add a few extra
rounds to the SPECK function to increase its security margin,
if preferred. This means that the algorithm could be loaded
and configured post-issue, which has relevance for M2M and
general IoT devices. In fact, MULTOS has begun to position
itself in IoT because apart from its secure design, it also
has an application loading mechanism based on PKI. This
means devices can be configured offline, outside of secure
environments, and without the need to distribute shared secret
keys. 3GPP does not specify a standard algorithm, but rathera
framework with MILENAGE and TUAK presented as example
implementations; and so the SPECK version could be used
within the standard. For the future, it would be interestingto
implement the SPECK-based 3G authentication on a Java Card
and compare the results with the MULTOS platform results.

ACKNOWLEDGMENT

The authors would like to thank the UK National Cyber
Security Centre (NCSC) for its support of this work.

REFERENCES

[1] K. Mayes, S. Babbage, and A. Maximov, “Performance Evalua-
tion of the new TUAK Mobile Authentication Algorithm”, in Proc.
ICONS/EMBEDDED, pp. 38-44, 2016.

[2] K. Mayes and S, Babbage, “A Multi-Platform Performance Evaluation
of the TUAK Mobile Authentication Algorithm”, International Journal
on Advances in Security, vol 9, no. 3&4, pp. 158-168, 2016.

[3] (2017, Oct.) The Third Generation Partnership Project website, [Online].
Available: http://www.3gpp.org/, [retrieved: March, 2018].

[4] 3GPP TS 35.206: 3G Security; Specification of the MILENAGE algo-
rithm set: An example algorithm set for the 3GPP authentication and
key generation functions f1, f1*, f2, f3, f4, f5 and f5*; Document 2:
Algorithm specification (2014).

[5] Federal Information processing Standards, Advanced Encryption Stan-
dard (AES), FIPS publication 197 (2001).

[6] (2017, Oct.) The European Telecommunications Standards Institute web-
site, [Online]. Available: http://www.etsi.org/, [retrieved: March, 2018].

[7] 3GPP, TS 35.231: 3G Security; Specification of the TUAK algorithm
set: A second example algorithm set for the 3GPP authentication and
key generation functions f1, f1*, f2, f3, f4, f5 and f5*; Document 1:
Algorithm specification (2014).

[8] G. Bertoni, J. Daemen, M. Peeters, and G. van Aasche, “Thekeccak
Reference”, version 3.0, 14 (2011).

[9] NIST, Announcing Draft Federal Information ProcessingStandard (FIPS)
202, SHA-3 Standard: Permutation-Based Hash and Extendable-Output
Functions, and Draft Revision of the Applicability Clause of FIPS 180-4,
Secure Hash Standard, and Request for Comments, (2004).

[10] 3GPP, TS 33.102: UMTS 3G Security; Security Architecture, V11.5.1
(2013).

[11] G. Bertoni, J. Daemen, M. Peeters, and G. van Aasche, “Cryptographic
Sponge Functions”, version 0.1, (2011).

[12] G. Gong, K. Mandal, Y. Tan, and T.Wu, “Security
Assessment of TUAK Algorithm Set”, [Online]. Available:
http://www.3gpp.org/ftp/Specs/archive/35series/35.935/SAGEreport/
Secassesment.zip (2014), [retrieved: March, 2018].

[13] R. Beaulieu, et al, The SIMON and SPECK Families of Lightweight
Block Ciphers, Cryptology ePrint Archive, Report 2013/404, 2013, [On-
line]. Available: http://eprint.iacr.org/2013/404, [retrieved: March, 2018].

[14] R. Beaulieu, et al, Notes on the design and analysis of SIMON and
SPECK, Cryptology ePrint Archive: Report 2017/560, 2017, [Online].
Available: http://eprint.iacr.org/2017/560, [retrieved: March, 2018].

[15] R. Beaulieu, et al, Simon and Speck: Block Ciphers for the Internet of
Things, National Security Agency, (2015).

[16] (2017 Oct.) Wikipedia, Speck (cipher), [Online]. Available:
https://en.wikipedia.org/wiki/Speck(cipher), [retrieved: March, 2018].

[17] F. Abed, E. List, S. Lucks, and J. Wenzel, Cryptanalysisof the
speck family of block ciphers, Cryptology ePrint Archive, Report
2013/568, 2013, [Online]. Available: http://eprint.iacr.org/2013/568, [re-
trieved: March, 2018].

[18] I.Dinur, Improved Differential Cryptanalysis of Round-Reduced Speck,
Cryptology ePrint Archive: Report 2014/320, [Online]. Available:
http://eprint.iacr.org/2014/320, [retrieved: March, 2018].

[19] K.Fu; et al, MILP-Based Automatic Search Algorithms for Differential
and Linear Trails for Speck, Cryptology ePrint Archive: Report 2016/407,
[Online]. Available: http://eprint.iacr.org/2016/407,[retrieved: March,
2018].

[20] L.Song, Z.Huang, and Q.Yang, Automatic Differential Analysis
of ARX Block Ciphers with Application to SPECK and LEA,
Cryptology ePrint Archive: Report 2016/209, [Online]. Available:
http://eprint.iacr.org/2016/209, [retrieved: March, 2018].

[21] A.Biryukov, A.Roy, and V.Velichkov, Differential Analysis of Block Ci-
phers SIMON and SPECK, Cryptology ePrint Archive: Report 2014/922,
[Online]. Available: http://eprint.iacr.org/2014/922,[retrieved: March,
2018].

[22] Y.Liu, et al, Linear cryptanalysis of reducedround SPECK, Information
Processing Letters Volume 116, Issue 3, March 2016.

[23] CNBC News, Distrustful US allies force spy agency to back
down in encryption row, September 2017, [Online]. Available:
https://www.cnbc.com/2017/09/21/distrustfulusalliesforcensatoback-
downinencryptionrow.html, [retrieved: March, 2018].

[24] (2017, Oct.) MULTOS website, [Online]. Available:
http://www.multos.com/, [retrieved: March, 2018].

[25] (2017, Oct.) Infineon, SLE 78 family of 16-bit security controllers,
[Online]. Available: https://www.infineon.com/cms/en/product/security
-and-smart-card-solutions/security-controllers/sle78/channel.html?
channel=5546d462503812bb015066c2d8e91745, [retrieved: March,
2018].

[26] (2017, Oct.) K. Mayes, ”Performance Evaluation of the
TUAK algorithm in support of the ETSI Sage stan-
dardisation group”, 3GPP, 2014, [Online]. Available: at
http://www.3gpp.org/ftp/Specs/archive/35series/35.936/
SAGE report/Perfevaluation.zip, [retrieved: March, 2018].

[27] Oracle, Java Card Platform Specifications V3.04, (2011).

51Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-626-2

ICONS 2018 : The Thirteenth International Conference on Systems

                            59 / 74



Thermoacoustics Analysis in a Rijke Tube

Israel Mejia Alonso
Eloy Edmundo Rodríguez Vázquez

Carlos Alexander Núñez Martín
Celso Eduardo Cruz González

National Research Laboratory on Cooling
Technology (LaNITeF)

CIDESI
Querétaro, México

email: {imejia, erodriguez}@cidesi.edu.mx
cnunez@posgrado.cidesi.edu.mx

Celso Eduardo Cruz González
Engineering Center for Industrial Development

(CIDESI)
Advanced Manufacturing Department

Cd. de México, México
email: ecruz@cidesi.edu.mx

Abstract—This paper deals with the perturbation induced by
the gauge pressure alongside a combustion chamber. This
perturbation is modeled by acoustic pressure, measured at the
end of the combustor. These vibration modes are obtained
experimentally using Fourier Analysis. The analytic model of
Pressure Distribution Equation (PDE) on can combustor is
based on a wave equation. This paper describes the procedure
that was carried out to obtain the temperature of a column of
hot air inside a simple combustor. The Rijke tube was used
with the aim of laying the foundations of a future
thermoacoustic phenomenon analysis. The contribution of this
work is spatial interpretation of pressure waves and
displacement in a chamber during thermoacoustic phenomena.

Keywords- Acoustics; Rijke tube; Thermodynamics, FFT
analisys.

I. INTRODUCTION

The main indicator for acoustics phenomena is the
excessive heat released that generates pressure oscillations in
the combustion chamber. That relationship between heat and
sound was discovered by Rayleigh [1] and formulated by
Merkli [2]. Thermoacoustic instabilities can cause several
problems in the fuel system such as efficiency degradation,
premature wear of its components and even its catastrophic
failure [3]. This phenomenon, in combination with high
pressures and temperatures (including the incorrect fuel-air
mixing process), produces highly polluting particles, such as
NOx [4].

Nowadays, the state of the art related to thermoacoustic
phenomena affecting gas turbines performance, has been
mainly focused on some techniques as well as swirling flows
[5] and [6]. Swirling flows provide aerodynamic stability to
the combustion process by producing regions of recirculating
flows that reduce the flame length and increase the residence
time of the reactants in the flame zone [6]. Experimental
analysis from combustion test rig using different kinds of
injectors, constrictors, air-fuel mixes have been performed to
find the best technique for combustion system [7]. Also,

another analysis included premixed fluid and Helmholtz
resonator [8].

The gas turbine combustion modelling and simulations
and the acoustic phenomenon implies the necessity of
implementing a control algorithm. The basic gas turbine
model equations [9] are important for analysis, design and
simulation of a control system especially for Combined
Cycle Power Plants (CCPP) [10] and [11]. Focusing on
acoustics, new passive and active control techniques for such
instabilities have been studied and developed [12] as well as
techniques of Adaptive Sliding Phasor Averaged Control
(ASPAC: adapted the phase of the valve-commanded fuel
flow variations) [13] and Multiscale extended Kalman
(MSEK: predict the time-delayed states). These are
promising techniques to reduce the energy consumption
produced by pressure oscillations [14], but more research is
required in this field.

The acoustic model proposed in this work has been
planned to be the first part of a control algorithm to diminish
the effect of the thermoacoustic phenomena into the can-
combustor chamber. This research is carried out in CIDESI
Queretaro, for the National Laboratory for Cooling
Technologies Research (LaNITeF).

The rest of the paper is structured as follows. Section II
presents the analytical model of pressure oscillation trough
air columns. Section III presents a Rijke tube experiment.
Fourier analysis is required to find the fundamental mode.
Speed of sound and properties of the medium, such as
density, are required to determine the parameter values of
PDE. Section IV describes the results and validation of the
model. Conclusions are presented in Section V. Section VI is
related to future work.

II. ANALYTICAL MODEL OF PRESSURE OSCILLATION

Direct transformation between thermal energy and
acoustic energy is called thermoacoustic phenomenon. Three
conditions are required for this transformation to occur: (1)
the medium must be a compressible fluid; (2) a temperature
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a) Displacement of air

b) Pressure variation in the air

gradient must exist, and (3) the control volume must be
contained by a physical border (chamber).

The wave equation is a linear second-order partial
differential equation which describes the propagation of
oscillations. The goal of this section is to establish a wave
equation formulation in air column when thermoacoustic
phenomena appear.

A. Stationary wave in air column

The wave equation for acoustic pressure is given by [15]

2

2

0
2

2

xt 






 



 (1)

where,  is the displacement in the air,  is bulk

modulus for the air and 0 is the density of the air under

equilibrium conditions. The wave equation solution for
acoustic pressure can be solved via separation of variables.
A standing wave is created by superposition of two waves
which travel in opposite directions in the medium with the
same amplitude, see equation (2).
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Index k corresponds to a wavenumber, 0 is the signal

amplitude and  is the angular frequency. The Taylor’law
for fluid [15] is used to formulate a standing waves pressure
on air column.
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Equation (4) describes the distribution of pressures with
no boundary conditions. The boundary conditions are given
by the pressure nodes appearing inside an open tube on both
sides.

Figure 1. Pressure and displacement for the air in the columns.

B. Pipe open at both ends

A tube open at both ends provides a physical border from
air column. At the open ends, the reflection that occurs is a
function of the extension of the tube and the opening,
compared to the wavelength that propagates through the
tube. The inside of the tube is too narrow, and it is not

possible to dissipate all the energy in the open end. This is
because the phenomenon of reflection takes place. The
reflection causes nodes and antinodes of pressure and
displacement, see Figure 1.

Displacement nodes are associated with motion of air
molecules, or modal modes. Otherwise, each end of the
column must be a pressure node because the atmosphere
cannot allow significant pressure change [16]. Also, (3)
shows the relationship between pressure and motion of the
air.

The general one-dimensional equation that describes the
pressure distribution of a gas contained in a cylindrical
combustor is obtained considering boundary conditions:
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Form (4), the PDE model has been formulated as:
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From the boundary conditions evaluation, the obtained
PDE coefficients are:

Condition 1:
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The one-dimension PDE on can combustor is shown in
(6).
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III. RIJKE TUBE EXPERIMENT

Thermoacoustics is concerned on the interactions
between heat (thermos) and pressure oscillations in gases
(acoustics). A “Rijke Tube”, named after its inventor, is a
fundamental tool for studying the thermoacoustic
phenomenon. Rijke's tube turns heat into sound by creating a
self-amplifying standing wave. This open cylinder resonator
contains a metallic copper mesh positioned about one-fifth of
the way up the tube. When the screen is heated in a burner
flame and then moved to one side of the flame, it will
produce a strong tone at its resonant frequency for several
seconds.

An experiment was carried out using the Rijke tube [11]
which shows the presence of a thermoacoustic phenomenon,
as depicted in Figure 2. A steel pipe of 0.6 m long and a
diameter of 0.04445 m (1 ¾ in) and thickness 0.00121 m (18
gauge) was used, as illustrated in Figure 1. mx is the

distance (0.12m) where a metallic mesh was placed.
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Figure 2. Data adquisition for Rijke tube experiment.

Rijke tube turns heat into sound by creating a self-
amplifying standing wave. The heat source was provided by
a gas thorn. The gas thorn adds energy to the system until the
metallic mesh temperature rises to 600 °C. Then, the heat
source is removed and the thermoacoustic phenomenon
appears. It happens when the position of the pipe is vertical.

A. Fourier analysis

Time domain is the analysis physical signals of
information with respect to time. It is beneficial when
observing data such as temperature. However, some
applications require analyzing the frequency components of
signals, such as pressure oscillation of the air.

Figure 3.Signal analysis of acoustic pressure.

The acoustic pressure was measured using a microphone
during the Rijke tube experiment. The same performance as
in [17] was present. Time domain acoustic signal does not

allow to see much information for analysis. A Fourier
analysis was required. A Fast Fourier Transform (FFT) is an
algorithm that samples a signal over a time (or space) period
and divides it into its frequency components. FFT helps to
find the fundamental frequency of the produced air column
resonance.

The sampling frequency for the thermoacoustic test was
44100 samples per second. Fast Fourier Transform was
applied with a resolution of 15 bits. Frequency resolution
was about 1.34 Hz, which means that every 743 ms the
algorithm takes a package sample to analyze.

Time-Frequency Signal Analysis Acoustic pressure was
measured using a microphone. The signal for amplitude vs
time is shown in Figure 3. The first modal mode occurs at
301 Hz with an amplitude of 0.1941 Pa.

B. Speed of sound of the air

The speed of sound is only affected by changes in the
medium (density, humidity, temperature, etc.). For our case
study, the element that changed significantly was the
temperature.

On the other hand, the geometry of the combustor
determines related terms like frequency and wavelength. The
symbol  is the length of the wave, that is, the space that the
wave travels in a cycle. Figure 4 illustrates a reflection wave
on pipe open ends. As both the output wave (green) and the
reflected wave (red) only perform half a cycle inside the
tube, the tube length is half the wavelength.

Consider just the motion of perturbation without the
properties of the medium. The fundamental frequency is
inversely proportional to the length of the tube.

fc  (7)

Figure 4. First vibration mode in air column.

In an ideal tube, the wavelength of the sound produced is
directly proportional to the length of the tube. A tube which
is open at one end and closed at the other produces sound
with a wavelength equal to four times the length of the tube.
In acoustics, end correction is a short distance applied or
added to the actual length of a resonance pipe, to calculate
the precise resonance frequency of the pipe. The pitch of a
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a) Time domain of acoustic pressure

b) Frequency domain of acoustic pressure
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real tube is lower than the pitch predicted by the simple
theory.

Equation (3) describe the end correction for pipe given in
(8).

)61.0(2 DL  (8)

The speed of sound result was 379.18 m/s.

C. Temperature of the air

Temperature is a physical quantity produced by motion
of the molecules, which gives a perception of hot and cold.
Temperature is associated with friction. Molecular friction is
associated with pressure and density in the air. The ideal gas
law is a good approximation of the behavior of many gases
under many conditions, although it has several limitations.

The most frequently form of a state equation is given in
(9).

M
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(9)

The acoustic wave velocity, c, depends on the material
properties. Speed of sound is proportional to bulk modulus
and inversely proportional to density of the air as dictated in
(1).
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where P  and  is the heat capacity ratio. There is a

strong relationship between pressure of the air, density of the
air, temperature of the air and speed of sound [18] shown in
(10).
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Equation (10) infers that temperature can be expressed in
terms of speed of sound.
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Equation (11) was defined using nominal values of air.

The density of a substance is its mass per unit volume.
The density can be changed by changing either the pressure
or the temperature. Increasing the temperature generally
decreases the density.

There are table properties of the air which have the
density of the air in terms of temperature.

TABLE I. TEMPERATURE AND DENSITY OF THE AIR

Velocidad
del sonido

(m/s)
T (°K) T(°C)  [Kg/m^3]

379.18 357.48 84.48 0.9870

Table 1 shows the density of the air due to gradient of
temperature. PDE variables are found.

IV. RESULTS

The one-dimension PDE on can combustor was
formulated. The determination of parameter values was
described in this paper.
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Pressure distribution along the can combustor is shown in
Figure 5. This paper becomes useful for several combustor
chambers with similar geometries.

Figure 5. Fundamental mode of vibration in air column.

The result of the gradient of air temperature, within a
finite volume and under conditions of natural convection,
was the manifestation of the thermoacoustic phenomenon.
The phenomena presence was used to validate the PDE
model for the pressure oscillation inside the Rijke tube.

Advanced FFT Spectrum Analyzer was used to verify in
real-time how the signal has grown. This is depicted in
Figure 6.

Figure 6. Fundamental frecuency measure on Rijke tube experiment.

It is demonstrated with the gas, due to its expansion and
compression ratio, it will generate high pressure areas whose
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quality is directly proportional to the temperature of the
medium. The melting temperature of the metal gauze
oscillates around 600 °C at t=0 so convectively transferred
the thermal energy and change the properties of the medium.
The homologated temperature of the column was 78 ° C.

It was found experimentally that the speed of sound has
been affected by the temperature change in the medium that
propagates the disturbance, which was 379 m / s. Following
the relationship in (1), we have the fundamental frequency of
the gaseous fluid contained in a cylindrical geometry.

V. CONCLUSION

The propagation of acoustic oscillation in a compressive
medium (air in this case), can be induced by applying
thermal energy to the chambers’ surface. The
thermodynamic relationship between pressure, density and
temperature has been verified for a single geometry
combustor chamber, as well for this study in case of the
Rijke tube.

The PDE model for the dynamic behavior of the pressure
oscillation into a Rijke tube synthesized in this work was
validated by predicting the first mode frequency of the air
column pressure inside.

For thermoacoustic refrigeration, it is very important to
know fluid dynamics and thermal behavior due to pressure
oscillation.

VI. FUTURE WORK

The PDE model synthetized for the pressure distribution
dynamics inside the chamber complemented in (11) to know
the temperature behavior in the same volume, will be the
basis of a control algorithm to regulate the thermal energy in
the chamber surface to avoid or mitigate the effect of
thermoacoustics.
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Abstract—This article presents the dynamic analysis of a
single-stage vapor-compression refrigeration system. The
model is based on the development of submodels for each
component of the refrigeration system, applying the space state
approach. The developing and verification of dynamic models
for different configurations of thermal systems is critical in
order to design control algorithms with optimal energy
consumption. This analysis culminates with the comparison
between direct performance of the refrigerant R134a as
working fluid and the behavior temperature of the
compartment in a refrigerator and the results obtained are
similar in the evaporator temperature and pressure.

Keywords-Heat exchangers; Refrigerants; Dynamic Model;
Household refrigeration.

I. INTRODUCTION

Refrigeration and air conditioning is an active, rapidly
developing technology. It is closely related to the living
standard of the people and to the outdoor environment, such
as through ozone depletion and global warming.

Mathematical modeling is the most practical way of
studying the basic behavior of cycle performance, the
relative losses in various components and interactions of
their performance characteristics. Standard science and
engineering formulations are applied to describe
mathematically the basics processes occurring in the Vapor
Compressor Refrigerating (VCR) systems. Mathematical
modeling is not an end in itself but is a step towards
simulation optimization.

The dynamic modeling of VCR system has been subject
on interest since the late 1970s, where first principle models
were used to describe the heat exchangers. Lumped
parameters, moving boundary models [1]-[3], and then
McArthur initiated a series of works focus on a distributed
parameters formulation [4]. Besides this main modeling
stream, other authors have designed more complex model

for analyzing specific phenomena but we refer to review of
[5] and to subsequent works and the references therein
[6][7]. Later on in 1990s traditional feedback control has
also been investigated, as in [8] and, more recently,
multivariable control strategy have been developed,
[6][7][9][10]; in other studies, Jensen and Skogestad 2007a,
b [11][12], strategies are developed to select among the
degrees of freedom the controlled and the control variables
so that an optimal operation is nearly obtained.

Given that thermal dynamics of VCR systems are
typically slower than the mechanical dynamics, the bulk of
the model complexity generally resides in the heat
exchangers. Previous literature reviews [13][14] indicated
that the bulk of the research efforts is focused on capturing
two-phase flow dynamics in the heat exchangers while
seeking a balance between simplicity and fidelity. For the
purpose of this article, the four elements of the system will
be classified into lumped parameters models. Lumped
parameter models refer to models that apply lumped
parameter assumptions to the entire heat exchanger or to
particular fluid phases within the heat exchanger (i.e.
individual lumped models for superheated vapor, two-phase
fluid, and subcooled liquid), in this article, the term “lumped
parameter model” includes approaches that model the heat
exchanger as single-control volume or multiple (time-
invariant) control volumes for each fluid phase. Most of the
publications in the lumped parameter classification are early
efforts, where computational simplicity is paramount to
ensure feasible computation times, motivating modeling
efforts with few dynamics equations and few (lumped)
parameters [15].

Many analytical models are used to simulate steady-state
performance of refrigeration systems, but do not predict
performance during transient operation. This paper presents a
method for predicting the cooling performance of VCR
systems during transient and various ambient conditions
based on established steady-state performance. In this work,
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we adopt a dynamic model of refrigeration system similar
[16] but this is simplest with only four control volume.

This research is carried out in CIDESI Queretaro, for the
National Laboratory for Cooling Technologies Research
(LaNITeF).

The rest of the paper is structured as follow. In Section II,
we review refrigeration cycle principles. Section III presents
an explanation of model linearized on VCR systems. Section
IV describes the balance of mass and energy of each element
of the system, then the four ordinary differentials equations
are modeling in Simulink of Matlab. Section V describes the
validation of the modeling. Conclusions are found in Section
VI.

II. REFRIGERATING SYSTEMS

Vapor-compressor refrigerating systems used with
modern refrigerators vary considerably in capacity and
complexity, depending on the refrigerating application. They
are hermetically sealed and normally require no
replenishment of refrigerant or oil during the appliance’s
useful life. Systems components must provide optimum
overall performance and reliability at minimum cost. In
addition, all safety requirements of the appropriate safety
standard (e.g., IEC Standard 60335-2-24; UL Standard 250)
must be met. The fully halogenated refrigerant R-12 was
used in household refrigerators for many years. However,
because of its strong ozone depletion property, appliance
manufacturers have replaced R-12 with environmentally
acceptable R134a or isobutene.

Design of refrigerating systems for refrigerators and
freezers has improved because of new refrigerants and oils,
wider use of aluminum, and smaller and more efficient
motors, fans, and compressors. These refinements have kept
the vapor-compression system in the best competitive
position for household application.

A. Refrigerating circuit

Figure 1 shows the refrigeration cycle on p-h diagrams.
The refrigerant evaporates entirely in the evaporator and
produces the refrigerating effect. It is then extracted by the
compressor at state point 1, compressor suction, and is
compressed isentropically from state point 1 to 2. It is next
condensed to liquid in the condenser, and the latent heat of
condensation is rejected to the heat sink.

The liquid refrigerant, at state point 3, flows through and
expansion valve, which reduces it to the evaporating
pressure. In the ideal vapor compressor cycle, the throttling
process at the expansion valve is the only irreversible
process, usually indicated by a dotted line. Some of the
liquid flashes into vapor and enters the evaporators at state
point 4. The remaining liquid portion evaporates at the
evaporating temperature, thus completing the cycle [17].

Note that energy enters the systems through the
evaporator (heat load) and through the compressor (electrical
input). Thermal energy is rejected to the ambient by the
condenser and compressor shell. A portion of the capillarity
tube is usually soldered to the suction line to form a heat

exchanger. Cooling refrigerant in the capillarity tube with the
suction gas increases capacity and efficiency.

A strainer-drier is usually placed ahead of the capillarity
tube to remove foreign material and moisture. Refrigerant
charges of 150 g or less are common.

Figure 1. Diagram enthalpy vs Pressure.

A thermostat (or cold control) cycles the compressor to
provide the desired temperatures in the refrigerator. During
the off cycle, the capillarity tube allows pressure to equalize
throughout the system [17][18].

III. LINEARIZED MODEL

Considering the dynamic response of commercial coolers
based on vapor compression, various specialists have chosen
to simplify the dynamic model on the basis of its ability to
retain heat and the thermal resistance of its barriers [19][20].
These models consider the evaporator as a source of heat,
which can inject or extract energy from the thermodynamic
system to the inside of the cooler. Thus, C is considered as
the thermal capacity of the volume inside the cooler and R
heat resistance of its barriers, the linearized mathematical
model is established as:

    RTT
dt

dT
CtQ ei

i / (1)

Where Q(t) is the heat injected or absorbed by the source
in this case the evaporator, Ti and Te are considered internal
and external temperatures respectively. The model is easily
recognizable as a first-order dynamic system and the
internal temperature depends on the motor compressor
angular speed, as shown in Figure 2.

Figure 2. The Dynamic Model Analized Scheme.
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In the same approach of the open-loop model, there are
several control strategies implemented to regulate the
internal temperature by applying a control law to manipulate
the compressor speed.

As is the case with the thermodynamic model, there are
several efforts where basic control strategies are
implemented to regulate the internal temperature of the
chiller based on the speed of the motor of the compressor
control, such strategies are tuned considering the parameters
of the linearized model [21][22]. A similar analysis is
employed to define the conditions of the drivers hysteresis,
[23][24]. A different approach found in literature, with
respect to the modeling of the dynamics of the vapor
compressor system implemented using heuristic algorithms,
the most typical tool in Neural Networks [25], fuzzy logic,
[26] and genetic algorithms [27]. The disadvantage of these
heuristic models is that their internal variables do not have
any physical interpretation, although very well solve the
problem of the internal temperature regulation whereas the
non-linearity which affects the performance of the model
linearized described above.

IV. DYNAMIC MODEL OF THE VCR SYSTEM

A. Energy Conservation Law

Because the refrigeration cycle of a reciprocating
refrigerating system is a closed cycle, if the system is
operated in continuous and steady state (i.e., in an
equilibrium state), according to the principle of continuity of
mass and energy balance, the mass flow rates of refrigerant
flowing through the evaporator, compressor, condenser and
expansion or float valve must all be equal. Also, the total
amount of energy supplied to the refrigeration system must
be approximately equal to the total energy rejected from the
system.

A continuous and steady state means that the flow is
continuous, and the properties of the refrigerant at any point
in the refrigeration system do not vary over time. Therefore,
during the design of a refrigeration system, the system
components selected should have equal or approximately
equal mass flow rates of refrigerant at stable conditions
[17][28].

A balance of energy (first law of thermodynamics),
combined with mass conservation in the control volume
provides the following equation;
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The equation (2) Qis transferred to the system by the

surrounding heat flow, W is the work power performed by
the electric motor of the compressor, h is enthalpy function
that is associated with the sum of the internal energy and the
work flow, u + Pv, the linear kinetic energy 2/2v and
potential energy gravity gz of the fluid stream. The
subscripts i and o represent the conditions of entry and exit,

respectively. In the absence of appreciable variations of
kinetic and potential energy the equation above reduces to:

(3)

This relationship is grounded on the consideration that all
variables distributions along in the finite volume (control
volume) are homogeneous, and it is going to be applied for
each one of the control volume from the four stage of the
refrigeration cycle. In this equation,

rm is the mass of

refrigerant in circulation, cpi is the specific heat of the
refrigerant at room temperature, which is considered
constant, (Table 1). QPi represents the heat loss or heat
generated by the system and corresponds to the Newton’s
law of cooling, dT/dt is the speed with which the object cools
for this analysis represents the change in temperature of the
refrigerant, [29].

(4)

In the volume control 1, CTi is the thermal capacitance to
the interior of the space confined to the evaporator element
and for other elements is the capacitance of the material,
which can be also expressed CTi = mcp, thus, m is the mass of
the elements and cp,m is considered the heat capacity of the
material with which is manufactured elements, Ti is the
temperature inside the system, and Ta is the ambient
temperature. This model enthalpy is considered like ideal
gas;

)( iop TTch  (5)

Figure 3 shows the physical quantities involving to the
system analyzed.

Figure 3. The Dynamic Model Analyzed Scheme.

The following simplifications are considered: (i) the
physical properties related to the refrigerant is considered
uniform in the heat exchanger transversal section, (ii) the
refrigerant liquid and vapor phases are in thermodynamic
equilibrium, (iii) the heat exchangers have a perfect thermal
insulation, (iv) the axial heat conduction in the pipes is not
taken into account.
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B. Evaporator Mathematical Model

To obtain this model 0Q as the heat removed by the

refrigerant from the confined space which is also known as
thermal load, the work 0W , equation 3 and 4, arises:

 411 TTcmQQ prPi      

Substituting into (4), Newton's law of cooling and ordering
terms is obtained;
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C. Mathematical Model of Compressor

Motor shaft dynamics are modeled from an angular
momentum balance between the driving and braking torques.
The torque-speed characteristics of the motor itself are
obtained from manufacturer´s data. From these, the driving
torque and speed to the compressor are known.

For this model, the following hypothesis is established;
there is no friction on the compressor, is an adiabatic
process 01 Q . The other variables set for analysis.
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The torque provided by the motor of the compressor

RTW  and ω is the angular velocity of the shaft of the

electric motor of the compressor. Equation (3) and (4),
arises;

 122 TTcmQW prPR  
   

Substituting into (4) to (8) and ordering terms, gets;

(10)

D. Mathematical Model of Condenser

In this element, only the superheat vapor is considered
and the vapor phase is considered to be in the thermal
equilibrium and moving at the same velocity. Work is not
performed in this element 0W , 0Q it is the heat

released into the environment. It arises from (3) and (4);

)( 2333 TTcmQQ prP   (11)

Substituting (4) into (10) and ordering terms, gets;

(12)

E. Mathematical Model of the Expansion Valve

In this device there is no interaction of work and heat

0W and 0Q , the expansion is isenthalpic. Then from (3)

and (4), arises;

)( 434 TTcmQ prP   (13)

Substituting (4) into (12) and ordering terms;



F. State-space Representation of VCR System

In previous sections equations (7), (10), (12) and (14)
has been presented as first-order linear ordinary differential
equations, with the temperature of the refrigerant as the
system output.
Whereas the following expressions in the matrix form, [30]:

     
     tDutCxty

tButAxtT



   

Equation (7), (10), (12) and (14) shall be replaced in (15):
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V. VALIDATION OF THE MODELING

The mathematical model obtained in the previous section
for the prediction of dynamic behavior was coded in Matlab
Simulink. The typical values of input parameters have been
presented in Table 1 the input parameters include refrigerant
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type, ambient temperature and the initial temperature of the
compartment, etc. The values of cpi of the refrigerant were
defined according the average of the phase in regard on p vs
h diagram.

Considering the thermodynamic cycle starts-up when the
system is powered by the angular speed of the electric motor
of the compressor, the flow of the refrigerant quickly tends
to a permanent state, it can be noted that the refrigerant tends
to decrease its temperature at the evaporator element, trying
to keep the relationship of equilibrium of Pressure and
Temperature [31].

TABLE I. VALUES OF MATLAB ALGORITHM OF SIMULIK PROGRAM

Cp1=1330 J/kg-K CT1=4500 J/K RT1=0.090 K/W
Cp2=1400 J/kg-K CT2=2500 J/K RT2=0.025 K/W
Cp3=1138 J/kg-K CT3=1250 J/K RT3=0.048 K/W
Cp4=1318 J/kg-K CT4=500 J/K RT4=3.20 K/W
Q1=195 W Ta=298 K mr=0.000035 kg/s
Q3=-200 W TR=5 W

The following figures show the dynamic evolution of the
refrigeration cycle of two important variables: temperature
and pressure starting from ambient temperature; then, it
approaches the steady state.

Figure 4. Behavor of the temperature of the evaporation system.

Figure 5. Transient temperature profile from development model.

Figure 4 shows the evolution of temperatures behaves in
the compartment of the refrigerator, the model is compared
with Embraco Data [31], using R-143a, it can be observed
takes about 10 minutes in the transient state, then the room
temperature reaches the steady state operation.

Figure 5 shows the evolution the behave pressure of the
refrigerant in the evaporator when it flow thought the length
tube, we can appreciates the same approach considering it
begin from external temperature. Figure 5 shows the results
when the thermodynamic cycle has been developed on the
diagram pressure versus enthalpy, explained in section II.

A reasonable agreement between model and measure
values from Embraco Data [31] was observed for the whole
start-up period, during the first 5 minutes, the pressure
below from 6.5 bars to 2.2 bars, and then it tends to decrease
slowly until to reach steady state operation.

VI. CONCLUSION

In the present work, a methodology has been developed
to model transient behavior of the refrigerator. This would
act as foundation to transient model of domestic refrigerator,
using lumped transient model. This methodology, based on
lumped parameters model will reduce the overall cycle time
in predicting the transient compartment temperature and will
also decrease the experimental effort.

The results presented in this paper agree qualitatively
with temperature time evolution shown other papers.
Calculation for transient analysis of domestic refrigerators,
obtained with the computer program here presented, will
further validate with experimental data in near future.

Therefore, it is considered that it is a good starting point
for the study of cooling systems applying state variables. The
first strategy will be the vector by the feedback of states
since becoming a linear approximation; however, you can
see that there are nonlinearities, so it is contemplated in the
near future to implement an algorithm control parameters
identification and adaptive control, which will be validated
with experimentation in the facilities of LaNITeF.
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Abstract— A mathematical model to describe the dynamics of
heat extraction in a domestic refrigerator is exposed in this
document. The concerned model is based on the Newton's Law
for Cooling as a boundary condition (walls that isolate the
volume of the box and keep the low energy level) for the
Fourier Heat Equation, which is used to describe the energetic
exchange among the mass nodes considered from the finite
volumes concept. The model was codified through Matlab and
used for simulation and validation with experimental results.
The simulation results add information to validate that the
temperature is not homogenous inside the appliance. The
information provided helps to understand the evolution of
temperature changes, assuming a homogeneous environment
and different ratios of thermal capacity.

Keywords- heat exchange; thermal diffusivity; finite volume.

I. INTRODUCTION

The implementation of new technologies for the
refrigeration industry has increased significantly in recent
years. The purpose of these new implementations was to
address different issues, such as energy expenditure and the
impact on the environment [1]. Cooling devices are mainly
used for conservation of perishable foods, making them
indispensable for the conservation of large volumes of food,
for a commercial level, and in small quantities, for domestic
consumption [2]. This article focuses on the exchange of
energy inside a domestic refrigerator and the relation
between energy consumption and thermal load contained in
the refrigerator chamber [3], leading to better food
conservation and reducing the negative environmental
impact. The relevant understanding of the dynamics of
energy can be achieved by formulating a mathematical
model, using the law of cooling of Newton and the equation
of heat of Fourier, and by solving both using the method of
finite volumes.

The present work is structured as follows: Section II
mentions the basic concepts to detail the proposed theories
and the expected effects. Section III presents the
mathematical model developed and the results obtained
from the simulation. In addition, it provides an early
interpretation of the process of energy exchange between
mass along the internal volumes. Section IV explains the
results generated by the simulations and their possible effect
in the refrigeration cycle. Finally, Section V discusses the
final conclusions of this first stage of the research
developed.

II. BASIC CONCEPTS

To determine the mathematical model, certain
conditions are assumed for the rest of this text, namely that
the environment temperature is homogeneous, and the
thermodynamic parameters of materials are constant.
Previous considerations are proposed to generate a linear
model. Newton's Law of Cooling models the transfer of heat
between the environment and the internal volume,
considering a thin layer of insulation [7]. Fourier's heat
equation was used for the transfer of energy in the internal
volume, ignoring the gas flow inside the cold chamber. The
elements used as thermal loads were air and water. The
Fourier heat equation, mainly used for conduction of heat
energy between solid materials, can also be solved for gases,
considering that the fluid will not have any movement, and
only focusing our interest on the mass confined the volume
protected by the insulator [10]. Newton's cooling law is used
as the boundary condition that simulates the insulation from
the environment, adding perturbation to the refrigeration
cycle [8]. The outside temperature is considered uniform at
the surface of each wall.

63Copyright (c) IARIA, 2018.     ISBN:  978-1-61208-626-2

ICONS 2018 : The Thirteenth International Conference on Systems

                            71 / 74



Two states of thermal load, empty and full, are
considered: 0% of thermal energy stored (empty), to
determinate the temperature evolution and the energy
decrease along time [9]. 100% of accumulated thermal
energy (full), to show the difference between the absence of
load in the refrigeration cycle [11].

A. Characteristics of the model

The transfer medium in the inside of the chamber, in 0%
of thermal load and a time of 0 sec, is considered a
homogeneous mixture (air), with a thermal conductivity of
0.024 w / m ºK. The movement of air is not considered. The
internal energy is extracted, and it is expelled to the outside.
The evaporator is maintained on to reduce the energy of the
air in a first empty state.

The system dynamic is altered when the thermal load
changes its state from empty to full. By modifying the
thermodynamic properties, the extraction of heat of the
thermal equilibria changes. It is considered that the
properties of water in its liquid state can provide an
approximation of the behavior of food in refrigeration.

For purposes of a first approximation, only two possible
states of the thermal load are considered, considering that the
space to extract the energy could be empty or totally full. As
a future work, an adjustment may be made to consider
different middle operation points.

The different material characteristics used in the model
are presented in TABLE I:

TABLE I. VALUES USED IN THE MATHEMATICAL MODEL

Symbol
Characteristics

Name Unity

α Thermal diffusivity K/ρC 

K Thermal conductivity W/m °C

ρ Density Kg/m3

C Specific Heat J/Kg °C

∆x,y,z Delta m

∆t Time Differential s

Vnodo Node volume m3

Q


Generated Heat W

B. Theoretical Proposal

For this investigation, the model was focused on the
internal volume of refrigeration (evaporator output),
considering that its motion has a static behavior and is
described by the following dynamics, as observed in
equation (1).

conducción

dT
Q kA

dx



  

According to the elapsed time, and the amount of energy
that the heat source can emit, the characteristics vary, which
are the thermal conductivity, the temperature gradient and
the volume. In order to obtain a linear approximation,
constant properties are considered throughout the duration of
the simulation.

C. Volume Analysis

Considering that the objective is to describe the thermal
distribution in space of the chamber, three space dimensions
are considered, obtaining the mathematical model indicated
in equation (2).

The volume of each material is considered. The
assumption that there are no spaces of different materials is
applied. All possible volumes in the total space are in
prismatic form, causing the transfer of heat between the
formed nodes similar to a solid. The only path of heat
transference is in the direction of the three space dimension.

2 2 2
1 1

, , , ,, ,2 2 2

1 n
n n

i j k i j ki j k

T T T
T t Q T

kx y z



    

       
   

(2)

Solving the dynamic model helped to generate the
distribution of temperature as a function of time and space.

The heat source is the evaporator, but the sign of its
effect in the system is negative, because of the idea of
extracting energy from the interior, instead of inserting
energy from the exterior. The interaction of energy between
the evaporator and the outside is not explained in this
document.

Figure 1. Distribution of nodes in the space of the cold chamber.

In Figure 1, the temperature nodes inside the chamber
are shown.

III. MATHEMATICAL MODEL AND SIMULATION RESULTS

The process of data acquisition requires a commercial
refrigerator with linear compressor, with the following
characteristics: 132 watts 60 Hz and 313 watts 150 Hz,
representing 0% and 100% thermal load, respectively.
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In addition, the width of the insulating wall
(polyurethane) has a value of 0.05 m. The energy entering
the cold chamber was 1.64 W, this energy being added to the
heat generated (extraction of energy from the evaporator).
The minimum value of the evaporator in an empty state, and
it is selected assuming that no thermal load with greater
conductivity than water leads to minimum work from the
evaporator. The interaction of energy between temperature
nodes causes an increase or decrease in energy of every
surrounding node.

A. Operation of the model

The temperature behavior should be radial with the
center in the evaporator output. Every node will have a limit
of energy extraction coinciding with the phase change
energy of every material.

The simulation was generated proposing the space of the
refrigerator as empty, without shelves any object or product
inside.

As explained in Section II, only rectangular heat
fluctuation is considered. It is for this reason that no other
geometric flow is considered.

Cambio de Temperatura en 500 seg.
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Figure 2. Behavior of the temperature distribution in the domestic
refrigerator vacuum

The empiricial behavior is coherent with the theoretical
radial propagation, hence, the evaporator location to show
the lowest values in temperature as seen in Figure 2.
Figure 3 shows the same behavior as Figure 2, but with a
transversal view on the z axis, divided into 9 different
instants. The subfigures 1, 2 3 are the first layers and show a
considerable decrease in the internal energy, in layers 4, 5, 6
they show a higher energy, but a decrease in the lower part
of the chamber, because the density of the air increases
when temperature decreases.

The solution of finite volumes determines the zones of the
refrigeration cycle depending on the thermal load and the
percentage of use of the compressor, empty or full as
mentioned previously, generating two zones. In Figure 4,
the red zone indicates that after working at 100 percent and
with a total time of 12 hours (simulated), the system does
not reach steady state. However, with thermal load in 0%,
the system stabilizises.
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Figure 3. Behavior of the temperatures according to the height of the
refrigerator.

Figure 4. Distribution of the energy inside the cold chamber with different
thermal loads.

The results will be further analized in Section IV.

IV. ANALYSIS OF RESULTS

Based on the concept of finite volume, the Fourier’s
equation (proposed model) solved in finite differences
considering the sub-node strategy, maintains a dynamic
behavior similar to a first order system for all its nodes. The
dynamic obtained with the experimental characterization
represents a behavior consistent with the empirical results.
Since the model proposed in finite differences, in each
iteration, is fed by temperature data at the output of the
evaporator inside the cold chamber (sensor available in the
refrigerator), the stabilization time of the model is consistent
with the experimental results. However, the theoretical
values of the constants require adjustments; to reduce the
deviations in a permanent regime. Based on the results
obtained from the tests, 4 critical zones were chosen to
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analyze the dynamic response due to the thermal load, as
well as the dynamic response due to the speed of the
compressor. In each zone, the corresponding dynamic poles
are calculated from each time constant. Considering the
poles obtained for the 4 regions of the load-velocity space,
the errors with respect to the theoretical values must be
considerably reduced.

V. CONCLUSIONS

Based on the results, a strong dependence has been
observed between the coefficients of the model
(thermodynamic properties) and the control variables that
are regulated in the refrigerator device. The speed of the
compressor and the distribution and magnitude of the
thermal load inside the refrigerator are variables that
contribute to modify the temperature evolution of the
system. The non-linearity of the phenomenon must be
considered when modifying the value of the poles in the
model and is supported by the improvement of the results.
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