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ICONS 2016

Forward

The Eleventh International Conference on Systems (ICONS 2016), held between February
21-25, 2016 in Lisbon, Portugal, continued a series of events covering a broad spectrum of
topics. The conference covered fundamentals on designing, implementing, testing, validating
and maintaining various kinds of software and hardware systems. Several tracks were proposed
to treat the topics from theory to practice, in terms of methodologies, design, implementation,
testing, use cases, tools, and lessons learnt.

In the past years, new system concepts have been promoted and partially embedded in
new deployments. Anticipative systems, autonomic and autonomous systems, self-adapting
systems, or on-demand systems are systems exposing advanced features. These features
demand special requirements specification mechanisms, advanced behavioral design patterns,
special interaction protocols, and flexible implementation platforms. Additionally, they require
new monitoring and management paradigms, as self-protection, self-diagnosing, self-
maintenance become core design features.

The design of application-oriented systems is driven by application-specific requirements
that have a very large spectrum. Despite the adoption of uniform frameworks and system
design methodologies supported by appropriate models and system specification languages,
the deployment of application-oriented systems raises critical problems. Specific requirements
in terms of scalability, realtime, security, performance, accuracy, distribution, and user
interaction drive the design decisions and implementations. This leads to the need for gathering
application-specific knowledge and develop particular design and implementation skills that can
be reused in developing similar systems.

Validation and verification of safety requirements for complex systems containing
hardware, software and human subsystems must be considered from early design phases.
There is a need for rigorous analysis on the role of people and process causing hazards within
safety-related systems; however, these claims are often made without a rigorous analysis of the
human factors involved. Accurate identification and implementation of safety requirements for
all elements of a system, including people and procedures become crucial in complex and
critical systems, especially in safety related projects from the civil aviation, defense health, and
transport sectors.

Fundamentals on safety-related systems concern both positive (desired properties) and
negative (undesired properties) aspects. Safety requirements are expressed at the individual
equipment level and at the operational-environment level. However, ambiguity in safety
requirements may lead to reliable unsafe systems. Additionally, the distribution of safety
requirements between people and machines makes difficult automated proofs of system
safety. This is somehow obscured by the difficulty of applying formal techniques (usually used
for equipment-related safety requirements) to derivation and satisfaction of human-related
safety requirements (usually, human factors techniques are used).
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The conference had the following tracks:

 Specialized systems

 Security and protection systems

 Embedded and IT systems

The conference also featured the following symposium:
• EMBEDDED 2016, The International Symposium on Advances in Embedded Systems and

Applications

We take here the opportunity to warmly thank all the members of the ICONS 2016 technical
program committee, as well as the numerous reviewers. The creation of such a high quality
conference program would not have been possible without their involvement. We also kindly
thank all the authors that dedicated much of their time and effort to contribute to ICONS 2016.
We truly believe that, thanks to all these efforts, the final conference program consisted of top
quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations and sponsors. We also gratefully thank the members of the ICONS 2016
organizing committee for their help in handling the logistics and for their work that made this
professional meeting a success.

We hope ICONS 2016 was a successful international forum for the exchange of ideas and
results between academia and industry and to promote further progress in the field of systems.
We also hope that Lisbon, Portugal, provided a pleasant environment during the conference
and everyone saved some time to enjoy the beauty of the city.
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Peer-Sourced Media Management for Augmented Reality 
 

Raimund K. Ege 
Dept. of Computer Science 
Northern Illinois University 

DeKalb, IL, USA 
email: ege@niu.edu 

  
Abstract—Wearable devices with advanced recording devices 
enable the capture of current scenes and scenery in real time. It 
enables device holders to become media producers. Moreover, 
with its computing power and network connectivity, the 
wearable device can become a peer in a peer-to-peer based 
content delivery network. In this paper, we will describe a 
framework for allowing peers to join a content capture and 
delivery system that collects real-time media streams with 
virtual reality models in the cloud. The combined media pool 
represents an augmented reality world which is made available 
back to the peers and rendered onto their wearable devices.  
Issues arise, such as the combining and correlating of media 
streams in real time as well as capturing reference data from 
related streams and virtual reality models: we discuss our 
approach. We also outline an implementation in the Java 
programming language for Android and cloud platforms to 
justify and demonstrate the feasibility of our approach.  

Keywords-Android; augmented reality; virtual reality; peer-to-
peer systems; multi-media content delivery 

 
 

I.  INTRODUCTION 
 Wearable devices with computing power, display and recording capabilities are becoming increasingly available and affordable. Moreover, these devices are network connected at high speeds, low latency and high bandwidth. In this paper, we will describe a framework for pairing these smart devices with computing power from the cloud to form a peer-sourced media content management system that enables realistic immersion into an augmented reality world. A real-world application scenario could be a team of firefighters entering a burning building on a search and rescue mission. Each firefighter is equipped with network-connected sensors that capture video, audio, temperature, air quality data etc. The multiple streams of data are gathered and combined by cloud-based compute nodes with a virtual reality model of the building to form an augmented reality model. Each firefighter wears a network-connected display device in his/her helmet which receives a customized heads-up display of his/her forward view and situation. Even if smoke has filled the immediate surroundings of the firefighter the heads-up display might enable him/her to accomplish life-saving actions. 

The framework we describe in the paper has many components, which we will describe in detail. Section 2 surveys the state of research as it relates to virtual and augmented reality, wearable devices and multi-media mediation. Section 3 explains how we gather multi-media sources from sensors and tag them suitable for adequate correlation and mediation. Section 4 details how peers are established, join the content delivery network and establish trust relationships with each other. Section 5 covers how tagged media streams are embedded into a reference virtual reality model and rendered into a geo-referenced attitudinal output media stream suitable for a heads-up display. Section 6 reports on the status of our prototype implementation in Java for cloud-based compute nodes and Android-based handheld and wearable devices. We conclude the paper with an assessment of our approach and future directions for our research. 
 
 

II. BACKGROUND 
 In the computer and game console world, multi-player games are common: players throughout the Internet participate in a fantasy world and interact for a purpose, typically chasing and fighting enemies and each other in real time. Such multi-player games are part of the larger augmented virtual reality set of applications with a long research history [1]. These applications are being investigated for uses in telemedicine, manufacturing, etc. The basic idea is to combine a virtual model with actual sensor data to guide humans in their endeavor. The advent of wearable devices with a wide range of sensors is enabling a richer and deeper immersion in the given scenario [2] [3]. The ultimate goal is to increase the ratio of actual “real” content to virtual content. Reducing the virtual reality component to zero yields pure augmented reality.  The key capability of an augmented reality system must be the accurate recording from a real-time sensor. Multi-media I/O components include high-definition screens and video cameras, high-fidelity speakers and microphones. Plus components to determine device location, position, and attitude: GPS, accelerometers, compass, etc. Not only must the data be recorded and made available in real-time, but it must also be annotated and tagged with a variety of attributes 

1Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-451-0

ICONS 2016 : The Eleventh International Conference on Systems (includes EMBEDDED 2016)

                            12 / 72



to enable correlation with other streams and embedding into a reference frame work [4]. For example, a video recording stream, in addition to capturing the sequence of video frames must also record exact time and location where the location must include direction and attitude. The richness of such metadata determines how precise and life-like the resulting augmented reality world will be [5].   Wearable connected computing devices, such as wristwatches and even eye glasses (Google ) have reached the consumer market. The focus is shifting from computing and storage capabilities on these devices to connectivity and multi-media sensor and reproduction components. Connectivity capabilities are typically wireless and include high-bandwidth cellular (4G, LTE) and WLAN (IEEE 802.11) connections, plus lower-bandwidth near field connections (Bluetooth, NFC, etc.). Transmission rates in the multi megabits per second range and latency rates in the sub millisecond range are currently quite standard. Who does the recording and contributes is another important aspect of sourcing sensor data to augment reality. Is the other player that appears in a shoot-first-ask-questions-later game a friend or foe?  In peer-sourced augmented reality systems, the management of the multi-media source and establishment of trust is essential. In our prior work [6] [7], we investigated the authentication of participants in peer-to-peer networks, the establishment and management of trust, and the use of such media sources in building content management systems. An important lesson was that while modern mobile devices are compute-capable, cloud-based components add additional heft and authority to a seamless and smooth creation of a truly immersing virtual and augmented reality experience.  
   

III. MEDIA CAPTURE 
 It all starts with recording something in real time using a sensor. The type of sensor can be a video or audio recorder, a location sensor, an attitude sensor, or even a sensor of biological data, and many more. In addition to the actual data sensed, it must be packaged with the exact time of recording. Multiple streams of sensor data are combined into a multi-media stream which interleaves its content streams plus provides meta-data to ensure their proper sequencing and correlation. It is important that the container format used to wrap the content streams is flexible enough to accommodate not only the stream data but also extensive amounts of reference information used to combine the streams. We are using an extension of the WebM project [8] format. The WebM container format is an open standard and allows us to collate an unlimited number of video, audio, pictures and subtitle tracks into one stream. We add the capability of identifying reference elements at identified points in time and at locations. Video data is the key stream type captured via video sensors, i.e., cameras, available on the wearable devices carried by a peer. Video is captured as a sequence of video frames. Each frame carries a time stamp as major meta 

reference data. Equally important is the location of video capture, lens parameters and attitude, i.e., which way the camera points.  Our container format allows us to group sequential video frames into video sequences that share a common location. We represent the location with a “Normal Vector”.   

 Figure 1. Normal Vector 
 Figure 1 shows how a normal vector captures not only the location of a video plane but also its relative position. The normal vector is represented via 2 points: its origin and extent points. Both points are captured in absolute latitude and longitude coordinates. While the distance between origin and extent point of the normal vector is not normally relevant, we use the length of the vector as a guide to the size of the video frames being referenced. A longer vector indicates a larger area shown in the video. We use the length of the normal vector when attaching multiple streams into a virtual reality frame. Audio data is captured by microphones and sequences into frames that are referenced with a time stamp. While it would be possible to also capture and store directional information, which might be meaningful in the case of a directional microphone, we are able to deduce that information from the normal vector stored for video frames recorded at the same time on the same device. Of course, if the wearable device only records video, then such directional information is not available. We are considering this extension for future work. The audio data with its correlated reference metadata is also wrapped into the same container as the video data. Any other data, such as gathered from biological data sensor, is equally framed and referenced. Examples of such data might be the heart rate of the person wearing the device, the temperature of the surroundings, or movement/acceleration data measured. Our container format 

2Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-451-0
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allows a free-form type designator that enables sensors of any kind, as long as their sensed data can be digitized and framed. Our container format also allows the carrying of virtual reality model data. Actually, such data is similar in nature to “real” data, but is derived not from sensors but from virtual reality models of the surroundings that the wearers of the wearable devices inhabit. To allow clear distinction of sub-streams within the container, each sub-stream carries a unique stream identifier, which is correlated to a stream dictionary that holds relevant information about the sub-stream. The complete stream dictionary is embedded into the multi-media stream at regular intervals. 
 
 

IV. PEER MANAGEMENT 
 The richness of the resulting augmented reality depends on the number of contributing peers. Users with wearable devices can join the network and become peers in the peer-to-peer content sharing network.  In our prior work [5, 6] we investigated the authentication of participants in peer-to-peer networks, the establishment and management of trust, and the use of such media sources in building content management systems. In peer-sourced augmented reality systems management of multi-media source and establishment of trust is essential. Our approach delegates peer identification to an OpenId provider, but maintains a shared understanding of how trust-worthy a peer is. Peers that have reached a trust threshold – initially just one bootstrap peer – maintain a database of trust information (called trust nuggets) per peer. The trust nuggets are encrypted with a private key that is shared by all trusted peers. The trust nugget stores information about a peer’s past participation in the content sharing network and exposes the peer’s trust rating. The public key to decrypt the trust nugget is shared among all peers that participate in the network, which enables any peer to evaluate another peer’s trust worthiness. Each peer can produce and consume media streams. A stream produced by a peer carries the peer’s trust value. And a peer is only allowed to consume streams that match his/her trust value. Each successful participation of a peer in a construction of an augmented realty scenario adds to the peer’s trust value. The necessary adjustment of the trust nugget has to be performed by a trusted peer, who will then reseal the trust nugget with the private key. Each peer also generates a public/private key pair. The public key is also stored in the peer’s trust nugget. The public/private key pair is used when peers exchange streams: the key pairs are used to establish a shared session key, which is used to encrypt and decrypt the streams.  
 
 
 

V. MEDIA MEDIATION 
 Media streams that are collected by wearable devices worn by peers are embedded into a reference virtual reality model and rendered into a geo-referenced attitudinal output media stream suitable for a heads-up display. The key to an exact construction of a resulting stream is that input streams are mediated into a stable reference model. This model is provided by a virtual reality model of the surroundings of the scenario that the peers inhabit. We use the Virtual Reality Modeling Language (VRML). Geo-referenced meta and attitudinal data that accompanies the peer-gathered streams is used to create an augmented reality model. The resulting augmented reality model is rendered into a resulting media stream which is available to participating peers. 
 
 

 Figure 2. Cloud Stream Mediation 
 Figure 2 shows how peer-contributed media streams are combined and embedded into a reference world that is created from input using the VRML standard. The mediation of input streams can involve geometric conversions to adjust the spatial location and dimensions to produce a life-like presentation. The rendering of the resulting augmented reality can be adjusted to conform to the attitude of an input stream: this enables a peer to view the resulting stream in the same geo space as its own recording device.       
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The stream mediation is performed by a cloud-based general purpose peer. While any peer could perform this peer functionality, it requires significant computing power. Modern wearable devices are gaining computing power as technology progresses, but making this capability available in the cloud allows any peer to participate without risking to hamper the usability of its device.  
 

 
Figure 3. Augmented Reality World 

 Figure 3 shows a simple scenario of a cube-shaped world, where 2 input streams are embedded onto walls. The streams are contributed from two peers, the cube context is provided in VRML format.  
 

VI. PROTOTYPE 
 Our effort includes the implementation of a prototype to demonstrate the feasibility of our approach. We provide peer capabilities in a modularized fashion: each module provides a feature that represents typical peer functionality. An actual peer can be constructed by assembly from one or more modules. All modules are programmed in the Java programming language suitable to be applied into an app for the Android platform. Peers can also live in the cloud, all they need is a Java virtual machine to run. Four modules are part of our prototype implementation: (1) peer management: it implements peer authentication, key generation and heart beat connections to the trusted peer in the network; (2) source stream creation: it implements the selection of suitable input sensors, the recording a data from the sensor, the collection of meta data and the creating of the container stream to be output from this peer; (3) stream consumption: it implements the selection of an input stream 

and its display on an output devices; and (4) stream mediation: it implements the adaptation of input streams into a virtual reality world to form a augmented reality world. The peer management module also includes the capabilities of the trusted peer once the peer has reached the threshold required. A typical peer app will include peer management, source stream creation, and stream consumption to enable a peer to be an active participant in an augmented reality scenario. The peer contributes the stream captured by its own sensor, e.g., video, and displays the combined and mediated resulting world from a cloud-based source. 
 
 

VII. CONCLUSION 
 In this paper, we described a framework whose components produce a life-like augmented reality world. We gather multi-media sources from sensors and tag them suitable for adequate correlation and mediation. Peers join a content delivery network and establish trust relationships among each other. Cloud-based media streams – mediated based on their associated metadata - are embedded into a reference virtual reality model and rendered into a geo-referenced attitudinal output media stream suitable for a heads-up display. We are working on a prototype implementation in Java for cloud-based compute nodes and Android-based handheld and wearable devices.     Our goal for future research is to enhance the media mediation capabilities of our cloud-based peer components. We envision a rich augmented reality world that is populated by many dynamic input streams. While our current approach only provides one output stream that is adjusted from one input stream’s geo attitude, we will work on better feedback from a given peer’s input to the output that is consumed by the same peer. 
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Abstract— We posit that our models and approaches in 
systems resilience persistently demonstrate fragmented and 
dispersed knowledge because we fail to fully perceive the 
complexities of our systems and the situations that daunt them. 
We argue for a systems intelligence that has complexity-based 
thinking at its foundation. Complexity-based thinking involves 
methodological pluralism, law of requisite knowledge, and 
complexity absorption. The system integrates knowledge from 
heterogeneous sources, namely, massive information data 
points, expert and experiential knowledge, and perceptions of 
human sensors. As new facts are continuously derived with 
incoming evidence, the intelligent system self-improves its 
knowledge. With the synergism of heterogeneous knowledge, 
the emergence of new intelligence is possible. The integrated 
knowledge may expose unstated assumptions, reconcile 
inconsistencies and conflicts, and elucidate ambiguities in 
complex system behavior. The integrated knowledge is also 
aimed to influence the course of system vulnerabilities, 
destructive perturbations, and critical systemic changes. 

Keywords-complex systems; intelligent systems; complexity-
based thinking; systems resilience. 

I.  INTRODUCTION 
Although we have achieved significant advances in 

science and technology, human and economic losses due to 
disasters, accidents, social upheavals, and humanitarian 
crises remain significant. We believe that the reason for this 
is that we have yet to fully perceive the complexities of our 
world and life systems. Their nature is indeed complex, i.e., 
nonlinear, spanning multiple simultaneous temporal and 
spatial scales, and with large interdependencies among parts, 
which make it almost impossible to decompose them into 
independent processes [1]. Such behaviors may cause one 
situation, albeit due to a small stress or shock, to become 
critical and trigger other events in a cascading fashion such 
that the different situations within the propagation enhance 
themselves to criticality. Their heightened complexity can 
also pave the way for hazards that are extreme, unknown, 
unforeseen, or ill defined to impact the social, physical, 
environmental and technological dimensions simultaneously.  

Consider for example the tortilla riots in Mexico in 2007 
that was indirectly caused by a seemingly disconnected event 
– Hurricane Katrina in 2005. Zolli and Healey [2] recounted 
the events: Katrina disrupted 95% of oil production in the 
Gulf for several months that led to the price surge of 
American gasoline. This surge spurred investments in the 

alternative ethanol, which has corn as primary ingredient. 
Mexican farmers found themselves competing with the 
euphoria of ethanol investment bubble and with the US corn 
being dumped on Mexican markets at almost 20% less 
production cost. These interrelations and interdependencies 
between systems, namely, the oil rigs in the energy system, 
Katrina of the ecosystem, corn of the agricultural system, 
global trade system, and the social and political systems of 
US and Mexico, resulted to a rich world-energy (barrel of oil 
of nearly $140) being in direct competition with poor-world 
food (skyrocketed cost of corn). Each individual shock might 
have been felt by some sectors individually, but no one 
would have predicted the coincident crises in energy, 
finance, and food, as well as the confluence of shocks [3]. 

Another example, as recounted by McCracken [4], is the 
fragmented knowledge that if were connected could have 
helped predict the events of 9/11: At the time of 9/11, any 
clear predictive knowledge of an attack was absent – vital 
indicative information that in combination could have served 
as a warning were scattered in isolated stovepipes in the 
CIA, NSA, FBI, and State Department. Hence, analysts 
across these agencies had only fragments that did not help 
prevent the loss of nearly 3,000 lives and 6,000 more injured, 
tons of rubble and steel that obscured eight city blocks for 
almost nine months, and a shock to pertinent US financial 
markets. Only after did the intelligence community piece 
together the indicators of the large-scale attack on US soil. 

In the presence of daunting complexities, our systems 
need to be resilient. Resilience is the ability of a system to 
persist, adapt, or transform in structure and function in the 
midst of even large shocks and stresses that come from a 
range of hazards [1]. With looming world crises, resilience 
has rapidly found itself at the top of the global development 
agenda [5]. It is the case, however, that our shortcoming to 
comprehend the complexities of our systems leads to our 
models of, and approaches to, systems resilience to 
persistently demonstrate linear, fragmented and dispersed 
knowledge. Such limited knowledge prohibits the acquisition 
of a complete and coherent view, which only adds to the 
uncertainty problem. Our models do not demonstrate the 
critical links and interdependencies that mesh our world and 
life systems. Our approaches are intimidated by the task of 
elucidating our hyper-connected systems. These lead to our 
shallow understanding of the nature of systems complexity. 

Hence, we argue in this paper for a systems intelligence 
that has complexity-based thinking at its foundation. 
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Primarily, complexity-based thinking accepts the notion that 
our knowledge can only be limited and bounded. But instead 
of surrendering to this shortcoming, complexity-based 
thinking seeks new ways to redefine the limitation threshold 
and further enlarge the boundary of knowledge. Complexity-
based thinking involves methodological pluralism, law of 
requisite knowledge, and complexity absorption. To embody 
this thinking, our system acquires (i.e., represents and infers) 
and integrates knowledge from heterogeneous sources, 
namely, massive information data points, expert and 
experiential knowledge, and perceptions of human sensors. 
With the synergism of diverse knowledge, the system opens 
itself for the emergence of new intelligence in the face of 
daunting complexities. The integrated knowledge is aimed to 
expose hidden assumptions, reconcile conflicts and 
inconsistencies, and elucidate ambiguities in complex system 
behavior. More importantly, the integrated knowledge may 
be used to sense, make sense of, and shape the course of 
impending, on-going or ensuing system vulnerabilities, 
destructive perturbations, and critical systemic changes.  

Our paper is structured as follows. In Section II, we 
argue for resilience thinking to be complexity-based 
thinking, and elucidate in Section III the framework of our 
multi-dimensional intelligent system that embodies 
complexity-based thinking. We then discuss in Section IV 
the broad impact of the system’s integrated knowledge. 
Finally, we conclude in Section V. 

II. RESILIENCE SHOULD BE COMPLEXITY-BASED  
Gilpin and Murphy [6], while citing Richardson and 

Cilliers [7], explained that in the midst of numerous schools 
of thought within the complexity sciences, three broad 
approaches have emerged, namely, reductionist, soft, and 
complexity-based. They differentiated these three as follows. 
Reductionist complexity science uses a limited number of 
universal laws to characterize natural reality. Its problem, 
however, is that in emphasizing universal commonalities, it 
hides in the abstraction the individual system idiosyncrasies. 
Second, soft complexity science distinguishes between social 
reality and the natural world, and therefore rejects the 
application of complexity, which is a theory that originated 
in nature, to the social realm unless done metaphorically. 
However, it has been known that society exhibits complexity 
[8]-[10], and that the social and the natural are linked 
[11][13]. Complexity-based thinking, however, distances 
itself from any pursuit of exact knowledge or universal 
absolutes and deals with the fact that our knowledge is 
bounded, and we can only seek this boundary in whatever 
way possible and suitable [6].  

We believe that resilience thinking should be complexity-
based thinking. Complexity-based thinking, as pointed out 
by Gilpin and Murphy [6], adheres to the notion that 
“complex matters demand a methodological pluralism” [9, 
p.12]. Because knowledge can only be partial and bounded, 
pluralism provides several elucidations of a phenomenon. 
This roots back to Ashby’s law of requisite variety, which 
states that by having diverse response mechanisms available 
to the system, the system is able to compensate a larger 
variety of perturbations [13]. Gilpin and Murphy also echoed 

Cooksey’s compelling point, i.e., complexity-based thinking 
seeks “diverse avenues for discovering what may end up 
being a multiplicity of answers that are differentially 
sensitive to and grounded in specific circumstances, 
conditions, people, times, and places” [14, p.84]. Similarly, 
in resilience thinking, by making available to the system a 
diversity of mechanisms to sense, make sense of, and 
respond to situations, the system is able to be resilient to a 
larger variety of shocks and stresses. 

We believe that complexity-based thinking also includes 
the law of requisite knowledge, which states that a system 
must not only be dependent on a variety of available 
response mechanisms but must also know which one to 
select and how [15]. Otherwise, the system would have to try 
out actions blindly, which would consequently compromise 
its resilience. Therefore, in managing the resilience of a 
system against shocks and stresses, increasing the variety of 
its actions must be accompanied by the increase in the 
capacity to choose the best action. 

Lastly, complexity-based thinking involves complexity 
absorption. As explained by Gilpin and Murphy [6], 
complexity-based thinking not only prefers the diversity of 
options, as well as tolerance for their possibly conflicting 
representations, there is also the ability to adapt, as well as 
self-organize, as fresh knowledge is captured, generated or 
re-created in order to modify an existing goal or drop it for a 
new goal. In other words, there is a paradigm shift from 
fragmented, individual and controlling views to a complex 
adaptive system view that enables capture, creation and 
refinement of knowledge. 

III. SYSTEMS INTELLIGENCE FRAMEWORK 
We detail in this section the various aspects of our 

intelligent system, as shown in Figure 1, with complexity-
based thinking at its foundation. We then relate these aspects 
in the succeeding section to the processes of sensing, making 
sense, and shaping system-related complexities.  

First, we need to distinguish between data, information, 
knowledge, and intelligence (which in our case refers to 
artificial intelligence) [6][16][17]. Data is a stream of facts 
about entities and events that are situated in a sequence. We 
can imagine everything in the world as represented by data 
points. We are surrounded by a massive amount of data that 
is “getting ever vaster ever more rapidly” [18, p.1]. What we 
have is a digital universe that is huge, and continuously 
increasing exponentially [19]. Information consists of data 
related to a given context [20]. It is descriptive as it 
demonstrates patterns that have sense [21]. Knowledge is the 
collection of information that has been proven useful in a 
given context [21]. Knowledge involves the appraisal of the 
information of its relative significance [20] using one’s 
experience, values, insights and expertise [22][6]. Data, 
information, and knowledge lie along this continuum [20][6].  

Intelligence, however, is a process. It involves learning 
and applying knowledge in order to respond to changing 
contexts. Our system is intelligent since it performs the 
acquisition, integration, and application of knowledge. 
Furthermore, as new data and information come in, the 
system’s knowledge should improve based on new evidence, 
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Figure 1. Complexity-based systems intelligence framework for systems resilience 

hence, it learns new knowledge and does it incrementally. 
This makes our system suited for complexity – as Friedrich 
Engels wrote, “that the world is not to be comprehended as a 
complex of ready-made things, but as a complex of 
processes in which the things… go through an uninterrupted 
change of coming into being and passing away.” [23, p. 44, 
italics in source]. Our system is also intelligent since it 
involves sensing (acquiring), making sense (integrating) of, 
and shaping (applying knowledge) itself or its situation. 
Sensing involves physical and social sensors obtaining data 
and information. The process of making sense involves 
predictive modeling, situation analysis and awareness, 
anticipation, as well as providing actionable information. 
Shaping is influencing and changing the course of the 
situation and the way the system adapts to its environment. 

A. Complexity Thinking Is Methodological Pluralism 
In light of the above, our goal is to realize an intelligent 

system that can infer and integrate heterogeneous knowledge 
from three varied sources, namely, massive mostly non-
structured data or Big Data, expert and experiential 
knowledge, and public perceptual knowledge sourced by 
citizen sensors. While the last two are contextualized 
knowledge, the intended knowledge has yet to be derived 
from the first. The intelligent system must cull through 
massive data points, theoretical and empirical evidences, and 
human perceptions that are made available through the 
Internet of Things (IoT) where data and technology are 
democratized, i.e., available to as many people as possible.  

IoT extends Internet connectivity beyond desktop and 
mobile computers to a diverse range of sensors (e.g., 
physical ambient sensors that include UAVs and satellites), 
machines (e.g., from coffee makers and washing machines 
to jet engine components), and devices (e.g., mobile and 
wearable devices) that we can think of that communicate 
and interact with the external environment and to each 

other. According to Intel, the IoT world is growing in a very 
fast pace, i.e., from two billion in 2006, 15 billion in 2015, 
to a projected 200 billion by 2020! [24]. 

1) Big Data  
The digital universe is ever expanding as millions of 

data points from diverse sources are created every second 
from heterogeneous sources. The World Wide Web is 
basically an open world where information of various kinds 
are sent, uploaded, downloaded, and received. Web contents 
are created and duplicated rapidly and continuously. 
Crawlers or scrapers can be written to extract data stored 
deep in the Web Our mobile devices have powerful 
computing sensors and software that allow us to collect data 
about our physiology and mobility. It also allows us to log 
our daily activities that include fitness routines, web 
searches, online transactions, and interactions in social 
media platforms and micro-blogging sites, among others. 
Furthermore, ubiquitous ambient sensors [25] can also offer 
a wide range of possibilities for gathering large volumes of 
data that are human-related (e.g., displacements of millions 
of refugees), environmental (e.g., earthquakes, tsunamis, 
climate and weather changes, and changing landscapes). 
There are also the massive multiplayer online games that 
have become unprecedented tools to create and validate 
theories and models of social and behavioral dynamics of 
individuals, groups, and networks within large communities 
[26]. Enterprises may collect billions of real-time data 
points on products, resources, services, and stakeholders, 
which can provide insights on collective perceptions and 
behaviors, as well as resource and service utilizations. There 
are also data that public bodies produce or collect, which 
include geographical information, statistics, environmental 
data, power and energy grids, health and education, water 
and sanitation, and transport. There are the systematically 
acquired and recorded census data about households and the 
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services (e.g., health and medical, education, water, waste 
disposal, electricity, evacuation, and daily living-related 
programs) made available to them. 

2) Specialized Knowledge  
Carpenter et al. [3] stated that we have the tendency to 

wrap our minds around the computable and ignore the non-
computable aspects of systems complexity. To account for 
the non-computable, they admonished considering a wide 
range of perspectives. They clarified why our society should 
put value not only on expert models, since they also 
emphasize narrow, segregated and domain-dependent views, 
but also look at instances where perceptions of experience-
filled individuals, although lacked in formal education, led to 
breakthroughs. They cited several cases: crucial information 
from hunters and loggers prompted new approaches that 
saved the giant jumping rat in Madagascar from their sudden 
demise, and information from indigenous fishermen saved 
endangered bumphead parrotfish. 

Complex problems may have many solutions that may 
differ in the required execution to obtain the quality of the 
desired outcome [3]. Hence, a diverse team of experienced 
individuals is more suited than a team of expert solvers [27]. 

3) Perceptual Knowledge of Human Sensors  
 We adopt the definition of perception as the process in 

which we actively and purposefully [28] acquire, organize, 
recognize, and interpret the sensory information we receive 
in order to make sense of what we perceive [29][30]. 
Perception therefore allows us to take in all, or part of, the 
sensory information presented to us and transform them into 
something meaningful [31]. Perception also includes how we 
respond to the information we receive [31]. An input to our 
perception triggers in us a psychological (i.e., cognitive and 
affective) response, and on the basis of this response, we 
perform an action [32]. Our individual differences dictate the 
difference in our perceptions, which can explain why 
individuals and communities respond differently despite 
being presented with the same facts, conditions, support, 
assurance, resources, and other forms of stimuli [33]. 

Perceptual knowledge on resilience can be provided by, 
or obtained from, individuals who are physically on the 
ground, i.e., those who are directly experiencing the situation 
(e.g., war, refugee migration, pandemic, radiation leaks, etc.) 
such as the members of the affected community, local 
government, law enforcers, first responders, and disaster 
managers, and from those who are virtually on it, i.e., those 
who are not in the affected area but have a good view of the 
situation as seen on TV, Internet, and social media. Armed 
with their mobile devices and sensors, these individuals will 
relay all information they perceive, as well as add their own 
analyses, sentiments, and judgments as they deem necessary. 

B. Law of Requisite Knowledge 
1) Knowledge Acquisition  

Our focus is on data that are made available publicly and 
online through the IoT, and accessed freely for the common 
good. For example, if satellite imagery credibly shows troops 
massing outside a village, the people of that village can be 
informed so as to flee, or if necessary, respond with violence 

to save their lives [34]. There have been advocacies for data 
and technology to be democratized, i.e., to be made available 
to as many people as possible, including the grassroots 
population, and not just to those who are inherently, or were 
made to assume, to be in a position to use them (e.g., 
governments, international organizations, multi-national 
companies, and Internet giants, among others) [34]. History 
has demonstrated how ordinary people achieved resilience 
when empowered by technology and big data [4][35]. 
Furthermore, having more data openly available will 
encourage public participation to achieve novel and 
innovative solutions to societal challenges. 

From structured data stored in spreadsheets and relational 
databases, Internet-based technologies have allowed the 
collection of unstructured data. For example, the company 
Digital Reasoning (www.digitalreasoning.com) estimates the 
unstructured data created per day to be 2.5 quintillion. 
Unstructured data does not follow the traditional database 
field formats nor adheres to a formal data model. This 
includes video, audio, images, graphics, and sensor signals, 
as well as partially formatted or semi-structured data, 
including text-based documents (e.g., word processing, 
PDFs, emails, blogs, wikis, tweets, web pages, and web 
components) and documents with self-describing elements 
such as tags and markers (e.g., XML and HTML). While 
structured data is organized in a database format and are 
readily accessible by search algorithms, the irregularities and 
ambiguities in unstructured data make its representation, let 
alone its comprehension by the machine, difficult.  

Expert knowledge, which is organized and scientifically 
validated, mostly appears in scholarly publications. 
Experiential knowledge, however, is commonly unpublished 
in the literature since they are hard to express, specify, and 
scientifically validate. Consider tacit knowledge, for 
example, which highly depends on personal character traits 
that it cannot be subject to accurate communication [6]. 
Social computing, however, can help design platforms for 
diverse problem solvers to articulate and collaborate their 
perceptions, and incorporate them in a repository of 
evidences of what may or may not work in a situation [33]. 
Similarly, perceptions of citizen sensors are unstructured 
knowledge that populates traditional and social media in the 
form of meaningful texts, videos, photos, and audio. 

The difficulty with data acquired from various sources is 
that they tend to be heterogeneous in terms of their spatial 
and temporal aspects, data collection modalities, structure 
type (structured, semi-structured or unstructured), data type 
(hard physical data vs. soft data), and in sensor outputs with 
different resolutions and sampling rates. Data preprocessing 
should therefore be carried out, the result of which will be a 
set of features that can characterize the various entities of 
interest. This is certainly a non-trivial task. If the varied data 
are commensurate, then raw signal data can be easily 
combined (e.g., using Kalman filtering) [36]. If not, 
extracting the common features may involve further data 
transformation, such as filtering out noises and outliers, data 
alignment (remove any positional or sensing geometry and 
timing effects from the various data), common spatio-
temporal referencing, and data association (determine which 
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object is associated to which event) [37]. Metadata may also 
be generated to describe the heterogeneous data [36]. 

Artificial intelligence is needed to transform data to 
knowledge. The first step is knowledge acquisition (and not 
information acquisition as it is only a means to this end), 
which involves a lot of processes to transition from bytes to 
usable patterns and meanings. We use the term “acquisition” 
to refer to various approaches to obtain knowledge from 
data. Knowledge representation [38] is one of the central and 
most important concepts in artificial intelligence that 
constructs formalisms (e.g., semantic nets, ontologies, 
systems architecture, logic rules) that will make complex 
systems easier to design and implement. It represents 
information about the world in a machine-understandable 
form that a computer system can utilize for complex 
problem-solving tasks. Knowledge inference [38] refers to 
acquiring new knowledge from existing facts based on 
certain rules and constraints that are made understandable 
through knowledge representation. Automated reasoning 
(e.g., inference engines, theorem provers, and classifiers) is 
the mechanism behind inferring new knowledge by applying 
existing facts and logic rules [39]. A similar concept is 
knowledge discovery, which was borne out of data mining 
and describes the process of automatically searching through 
large volumes of data for patterns that can be considered 
knowledge. 

2) Knowledge Integration  
Once knowledge is inferred from these varied sources, 

the next step is to weave them together. Knowledge 
integration will involve inferring knowledge relationships 
among hugely varying domains into a coherent structure 
while revealing hidden assumptions and reconciling areas of 
conflicts, inconsistencies, and uncertainties. It should 
describe how domain-specific concepts are interrelated for 
transdisciplinary problem and solution formulation. It must 
be able to synthesize micro-level, individualized and 
domain-dependent knowledge to contextual systemic 
knowledge. The integration of knowledge from diverse 
sources should not lead to vague generalities, but rather to 
become effective in enhancing knowledge. This task is 
difficult and remains an open research area. 

Knowledge integration involves weaving the diverse 
knowledge into coherent networks, hence, a knowledge 
network. Paperin et al. [40] provide an excellent survey of 
previous works that demonstrated how complex systems are 
isomorphic to networks and how many complex properties 
emerge from network structure rather than from individual 
constituents. Representing the integrated knowledge into 
coherent networks can be accomplished by using network 
and dynamic graphs theories and models. 

Another aspect of knowledge integration is to incorporate 
new incoming knowledge into existing prior knowledge [41]. 
This allows the body of knowledge to grow incrementally. 
This is also a non-trivial task as new and existing knowledge 
may interact in unanticipated ways that may demand 
significant changes to the developing knowledge [41]. 

 
 
 

3) What Kind of Knowledge?  
We aim for our system to infer knowledge that can be 

used to describe the complexity of our hyper-connected 
systems, the endogenous and exogenous forces that influence 
them, and their interactions. We believe that the Five 
Aspects Taxonomy [42] provides a good coverage of the 
essential aspects of the complexity, which our intelligent 
system needs to be knowledgeable of.  

The taxonomy is conceived for the engineering of socio-
technical systems that exhibit complexities in multiple levels 
(i.e., components, subsystems, systems, and system of 
composite systems) and dimensions (aspects). The five 
aspects include: (a) structural – elaborate hierarchical or 
layered network arrangement of system components that 
demonstrate couplings and dependencies in multiple scales; 
(b) behavioral – variances in system responses to different 
stimuli; (c) contextual – environmental circumstances in 
which the system exists; (d) temporal – various system 
properties, dimensions and needs may change over time 
together with the dynamic environment in which it exists; 
and (e) perceptual – stakeholder perceptions of the system 
and the environment that embeds it, which may change with 
context shifts and cognitive constraints and biases. 

We can imagine the knowledge network as consisting of 
nodes that represent entities, such as system components 
(and subcomponents), as well as endogenous and exogenous 
factors. The edges depict their interactions as per the Five 
Aspect Taxonomy. 

C. Complexity Absorption 
As per above, knowledge integration can be defined as 

the process of incorporating new information into existing 
knowledge, which may require modifying the existing 
knowledge to accommodate the new knowledge and/or 
modifying the new in light of the existing knowledge 
[41][43]. Integration of knowledge from various knowledge 
sources can result in novel knowledge on how to solve a 
problem. Knowledge integration can also help unmask the 
uncertainty created by the multiple sources of knowledge. 

The argument for knowledge integration is also present 
in resilience as evidenced by Bohensky and Maru [43]. 
Complexity and uncertainty management in socio-ecological 
systems can benefit from integrating diverse types of 
knowledge. Also, collaborations that facilitate integration of 
diverse perceptions lead to socio-ecological resilience [3]. 

Our intelligent system is aimed to integrate and preserve 
heterogeneous knowledge for triangulating for the truth, 
continuously track incoming and on-going information as 
well as evolving circumstances and conditions, and aid the 
system to better self-organize as it acquires new knowledge, 
adapts with new functions, and transforms to new goals. 
New facts should be continuously derived, and incoming 
evidence should be used, to improve current knowledge 
repositories. Hence, knowledge will be learned incrementally 
by our system. Our system, with its synergistic integration of 
knowledge, may lead to the emergence of increasing 
intelligence in the midst of complexity. 
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IV. SENSE, MAKE SENSE OF, AND SHAPE COMPLEXITY 
With the network of connected and evolving knowledge 

about systems and their complexities in terms of structure, 
behavior and context, and how they are perceived, to be 
changing over time as derived from heterogeneous sources, 
what then can we use this knowledge for? Again, to sense, 
make sense of, and shape system behaviors when faced with 
complexities that can threaten the existence of the system. 

Sensing involves detection, whereas making sense 
involves recognition and identification. Detection is similar 
to when an alarm goes off at home; we know that something 
has occurred but we may not recognize what it is. 
Recognition happens when the alarm is matched with a 
known reference, already known pattern, or learned 
category, e.g., the alarm matches either a gas leak or possible 
burglary. Identification is when we go down to the kitchen 
and finds out that the gas leak indicator is also blinking. 

There were cases, however, that the alarm did not go off 
when it should. Indicators leading to 9/11 were pointing to 
an imminent large-scale attack on US soil [4]. The alarm did 
not go off because the consequence then of these indicators 
were not clear, the US intelligence community had only 
fragments, and there was no actionable information that was 
presented [4]. The increase of the price of tortilla by 400% 
easily set off the alarm of a food riot in the streets of Mexico, 
but no one could have predicted that Hurricane Katrina 
indirectly, but significantly, caused it [2]. Other examples are 
provided by Robertson and Olson [34]: When the social web 
during Iran’s postelection crisis in 2009 was datamined, 
shifting perceptions in terms of awareness, advocacy, 
organization, mobilization, and eventual action and reaction 
were unmasked; the data visualization at that time of the 
Iranian blogosphere revealed a dramatic increase of user 
population with religious orientation; and the examination of 
microblogs related to Arab Spring revealed that socio-
economic terms (e.g., housing, income and minimum salary) 
were most relevant in 2010, but in 2011, tweets were related 
to corruption, revolution, and freedom. The alarm did not go 
off in these instances because it was not set to detect the 
proxy indicators of upcoming dramatic system changes and 
there was no inter-related set of knowledge regarding a 
multiplicity of factors. 

How then can the knowledge network be used for 
sensing and making sense? The following can only be 
possible with the connected multi-dimensional knowledge 
present in the integrated knowledge network: 
• Describe the emergence of system-wide properties. In the 

sciences and arts, emergence is a process whereby 
systemic entities, patterns, and regularities arise through 
interactions among smaller or simpler entities that 
themselves do not exhibit such properties. Individual 
idiosyncrasies get lost as the components become tightly 
coupled and dependent. However, since our system will 
track the historical transitions of bytes to integrated 
knowledge, we theorize that it can also describe the 
evolution and emergence of system properties.  

• Perform anomaly detection. After using intelligent 
algorithms to determine systemic “habitual” (i.e., normal, 

routinely behavior) patterns, anomaly detection 
techniques can then be used to detect what is out of the 
normal, which can include proxy indicators or digital 
alarms of upcoming changes [34]. 

• Resolve conflicting information from same or different 
sources. When platforms are made open for humans (and 
intelligent artifacts alike) to contribute information, it is 
possible that conflicting information are received due to 
cognitive biases, perceptual errors, or communication 
differences. For example, social media can generate a ton 
of interests in seconds, but can also warp and disperse the 
true information (at times intentional, e.g., tampering 
data, spreading rumors) into thousand fragmented pieces. 
With our methodological pluralism, it is possible to 
perform multi-dimensional corrections and validations to 
eliminate the false positives. 

• Perform “unsaid-knowledge” analytics. We introduce 
this term to refer conceptually to mining for knowledge 
that cannot be explicitly stated since it depicts intuition, 
common sense, wisdom, and culture-based assumptions – 
those that are hard to quantify and measure but have 
proved essential to identifying anomalies. It also includes 
tacit knowledge that is abstracted by our understanding 
and difficult, if not impossible, to codify or transmit [6]. 

• Perform descriptive and predictive analyses [44]. 
Descriptive analysis is to mine past knowledge that are 
connected and related physically, semantically and 
conceptually to explain what has already happened and 
why it happened. Predictive analysis is forecasting future 
outcomes across various scenarios or situations. 
Sensing technologies can provide support, but, unlike 

shaping, they do not necessarily change the system state. 
Early warning systems, for example, can help people get out 
of the way of an inevitable disaster, whether or not they 
change the course of events. The knowledge network is 
aimed to provide actionable strategies that will convert 
sensing to shaping, which can be achieved as follows: 
• Perform prescriptive analytics. The aim of prescriptive 

analysis is to identify which decision and response will 
lead to the optimal or most effective result given a 
specific set of objectives and constraints [44]. The 
challenge for a truly strong prescriptive capacity is great. 
One that is formidable, for example, is determining the 
optimal path to the desirable regime where the potential 
paths are possibly thousands, each with its own set of 
multiple candidate divergences. Without the algorithms 
to find the optimal path efficiently, the required 
computing resources can become detrimental [1]. 

• Guide the planning and implementation of a creative 
chaos [45]. The idea is to use the knowledge network to 
simulate system shocks that can propel the system into 
the vortex of change. It is efficient and effective to scan 
for situations that can force latent problems to surface 
than design the system to not fail, which, paradoxically, 
only makes the system more vulnerable and less resilient.	 
Furthermore, by introducing chaos into the system, not 
only do we prepare the system to be adaptive to failures, 
but also to bring out opportunities for innovation since 
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chaos would break tight couplings only to give way to 
new and previously unknown effective connections. 
Incidentally, the Five Aspect Taxonomy is a frame to 
comprehend facets of innovation strategies and 
communicate emerging technologies [42]. 

• Infer a theory of lever point [46]. A lever point is known 
as that critical point within the system where applying a 
little change can make a big difference and a small shift a 
big change. At that point the behavior of the complex 
system changes fundamentally. 

• Infer theories of system openness and modularity and 
their trade-offs [47]. Modularity can help contain ensuing 
disasters by compartmentalizing. However, too much 
compartmentalization can prevent aid from moving in 
and out of the system from various sources. Also, too 
much openness can transmit harmful shocks, as in 
financial collapse, pandemics, and invasive species 
migrating easily across similar and connected landscapes. 

• Perform complexity mapping. Provide real-time mapping 
of the events and feedback loops occurring during 
complex situations. The ability to monitor the behaviors 
of social, physical, environmental and technological 
systems in real time make it possible to understand where 
models, plans, policies and programs are failing and to 
make necessary adaptations. 

V. CONCLUSION 
Resilience can be enhanced and sustained by integrating, 

rather than fragmenting and dispersing, knowledge about the 
complexities of our systems. Mastering a more holistic 
understanding of our systems will shed light on their 
couplings, temporal and spatial boundaries, interaction 
behaviours, and emerging irregularities or inaccuracies, as 
well as proven or plausible alternative resilient strategies. 

We argued that the fundamental difficulty in managing 
resilience is the complexity that characterizes our systems. 
We then argued for managing resilience by realizing an 
intelligent system whose intelligence framework is based on 
complexity thinking. The result is an integrated knowledge 
of systems complexity, which is automatically inferred from 
heterogeneous data about the nature and contextual 
interaction behaviours of our systems. With this integrated 
knowledge realized, our systems can better meet head-on the 
so-called unknown unknowns or uncertain uncertainties. 
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Abstract—Riding aids are instruction signals from a rider to a 
horse in the horse riding. In this paper, we present a study on 
the riding aids recognition system for horse riding simulators 
using multimodal sensing data. The riding aids recognition 
system provides an effective interactive function based on the 
riding intentions. The system has three types of sensors 
including vision, voice, and touch sensors. It has adopted 
certain schemes for multimodal data acquisition, feature 
extraction, data fusion, template matching, and intention 
classification. The system can provide recognition means for a 
riding aid so as to provide sense of reality such as actual horse 
riding to the user. 

Keywords-riding aids; riding intention; horse riding; sports 
simulator. 

I.  INTRODUCTION 
The horse riding simulator is a machine that simulates the 

riding motion through an imitation of the basic movements 
of a real horse [1][2]. A current simulator is developed to 
move like an actual horse so that similar exercise effects to 
actual riding are provided to a user. The effects of exercise 
and recreational elements are also taken into account. 
However, it is not easy to provide continuous interest to 
users when operating a simulator. To solve this problem, it is 
necessary to develop hardware and software platform. Our 
approach infers the intention recognition using multimodal 
sensing data in a horse riding simulation environment.  

In this paper, we propose a riding aids recognition system 
with multimodal sensing in horse riding simulator 
environments. The proposed system consists of sensor data 
acquisition modules, a feature extraction and fusion module, 
and a class generation and template matching module for 
intention classification. It is possible to increase the sense of 
the real for the user by enabling the horse riding simulator 
user to perform similar interaction to actual horse riding, and 
to increase effects of horse riding training using the horse 
riding simulator. Particularly, it is possible to provide an 
effective method for recognition of the intention of the rider 
in the horse riding simulation environment. 

II. HORESE RIDING SIMULATOR 
We developed a horse riding simulation system for 

replicating the mechanistic movements of realistic riding 
motions [3]. The interaction control module performs a 

controlling function for the interaction between the rider and 
several different functional components. The simulation 
hardware control module drives the movements of the 
hardware apparatus including horse body and the peripheral 
devices, and detects the movement of the rider using 
mounted multi-modal sensor devices. The riding content 
display module presents the relative contents on a large 
interactive screen that enables the user to actually ride the 
device, and returns feedback notifications generated within 
the content environment. The logging and coaching database 
manages the user’s historical and specialized coaching 
information for personalized exercise mode and systematic 
training. 

This paper is organized as follows. Section 2 presents our 
developed system related to the horse riding simulator. 
Section 3 describes the structure of the proposed riding aids 
recognition in the simulation environment and functional 
components of that. Conclusions are given in Section 4. 

III. RIDING AIDS RECOGNITION 
A riding aid which is an instruction signal from a rider to 

a horse in the horse riding means enabling the horse to 

TABLE I.  NATURAL RIDING AIDS 

Applying methods Reactions 

Seat collection, balance, steering, 
forward movement stop, go forward, turn 

Leg

applying equal pressure 
against the horse's sides 

increase in speed, upward 
transition 

one leg in a neutral position 
when applied

turn on the haunches or turn 
on the forehand, pirouette

one leg farther back, with the 
other leg in a neutral position 

actively encouraging the 
horse forward 

Hand

direct rein (one rein pulls 
straight back)

turn in the direction of 
pressure 

indirect rein or bearing rein 
(pulls back inward)

correct straightness, lateral 
movements 

opening rein (does not pull 
back, moves his hands away) 

turn in the air when 
jumping a fence

neck rein (laying the rein) turn a horse without bit 
contact 

Voice
calming tone slow down 
upbeat voice move forward 
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recognize user intention [4][5]. Riding aids are the cues a 
rider gives to a horse to communicate what they want the 
animal to do [6][7]. Riding aids are broken into the natural 
aids and the artificial aids. The natural aids that the rider uses 
are the hand, leg, seat and voice aids, as shown in Table I. 
The artificial aids are used to backup natural aids using 
equipment such as a whip or spur, as shown in Table II. 

Our horse riding simulation system has three types of 
sensors. The touch sensors detect movements of the rider. 
The touch sensors are mounted on the artificial body of the 
simulator. They include six photo interrupter sensors for 
bridle rein and two film-type pressure sensors for detection 
of a spur. The voice sensor detects voice intentions of the 
rider. It is possible to provide a speech-based control 
function for the simulator. The voice sensor is mounted on a 
riding helmet using a condenser microphone. The vision 
sensors detect postural intentions of the rider using two depth 
sensing devices. The vision sensors are installed in positions 
such as the left and the reverse side. 

The data acquisition module uses multiple combinations 
of touch, voice, vision and other sensors to sense rider’s 
commands or movements. The key data of user’s movements 
are balanced sitting, drawing or pulling reins, spur, whip, and 
the like. The verbal commands are results of speech 
detection with minimum pulse length and endpoint detection. 
For the postural intentions, the module collects image and 
depth data for riding postures of the rider. Feature extraction 
and fusion module extracts each feature data from the 
relevant collected sensing information. It generates a feature 
data set through data fusion of the extracted feature 
information. The class generation module combines the 
extracted feature information from the feature data set, and 
generates a combination class depending on a predefined 
template type. The intention recognition module performed 
the recognition function based on the above generated class 
as the riding aids.  

The riding action of the user is predefined and converted 
into an object model. The action is stored in the database as 
the riding aids class. The class includes the following: 

 
- start - spurring (if stop state) 
- acceleration - continuously spurring 
- left turn - pulling a left portion of the bridle 
- right turn - pulling a right portion of the bridle 
- deceleration/stop - simultaneously pulling the bridle 
- stop - pulling back an upper portion (while pulling the bridle) 
- balancing - bending the upper portion forward (if walking) 
- propulsive force increase - leg pressure 
- exercise maintenance - leg release or bridle release 

 

The classes include strength information expressed 
through the action of the user as a parameter. The parameter 
includes gait level, driving velocity, pulling degree of the 
bridle, spurring strength, acoustic score, and rider’s joint 
degree. The template class matching function compares the 
generated combination class with the intention class stored in 
the intention database. Based on a result of the comparison, 
the system recognizes the intention of the action of the user. 
Using information on the recognized user action intention, 
the system sends the feedback, including changes for the gait 
level and driving velocity, and the simulation hardware 
control module controls the artificial body. We performed an 
experiment on the six classes such as start, acceleration, left 
turn, right turn, deceleration, and stop. In the initial 
experiment, the average recognition rate of ten subjects was 
around 90.5 percent overall. 

IV. CONCLUSION 
A substantial interactive process between human and 

horse riding simulator system must be provided for natural 
interaction. The process usually requires continuous riding 
aids recognition. In this paper, we present a riding aids 
recognition system using multimodal sensing data in horse 
riding simulator environments. The system can provide an 
effective interactive function based on the riding intention 
recognition. 
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TABLE II.  ARTIFICIAL RIDING AIDS 

Applying methods Reactions

Whip training tool, using light taps collect gaits or perform 
movements 

Spur brief, light touch, sharp jab encourage more impulsion, 
go forward  
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Abstract—Reliable detection of foreign objects is a key 
requirement for safe operation of autonomous machines. In 
farming applications, an object is considered a foreign object 
if it can damage the machine or be damaged by it. The 
traditional machine vision approaches rely on detecting and 
classifying each type as a separate class of thereby increasing 
the computational load and compounding the machine vision 
problem since these machines have to operate in real-time 
and the foreign objects can appear in any orientation thereby 
increasing complexity. Moreover, it is an over kill since the 
safe operation of an autonomous machine does not require 
that we classify these objects as long as we can reliably detect 
them and direct the machine to take appropriate 
maneuvering action. In our application, the object of interest 
is bales and everything else is a foreign object. The foreign 
objects include humans, animals, vehicles and standing crop. 
We use disparity information from the two cameras in a 
stereo configuration and use the camera model to calculate 
the distance to the object. This object detection framework 
based on distance and size has proved to be more efficient 
and robust compared to traditional machine vision 
approaches. 

Keywords-machine vision, autonomous operation, safe 
operation, stereo configuration, disparity 

I.  INTRODUCTION  
Most object detection research focuses on how to 

design algorithms which are both accurate and fast and 
treat each type of object as a separate class [1, 2, 3]. 
However, in our application, the task is to detect foreign 
objects with arbitrary shape and size and reliably 
differentiate them from the bales. A straight forward 
method is to simply divide the foreign object into multiple 
categories and use traditional multi-class object detection 
& classification algorithms. However, this is not 
computationally efficient or robust because of infinite 
variations in size and shape. Moreover, the deformation of 
the object may also degrade the performance of this 
approach. Since our problem is to reliably detect in real-
time and not classify, we used two cameras in a stereo 
configuration to generate a distance map and find blocks of 
certain size. The merit of this method is to consider a 
foreign object as a block and not care which category it 
belongs to as long as its size is within the range.  We 

designed a detection framework and associated algorithms 
to detect foreign objects and their locations that are within 
certain volume at a given distance.  

The rest of the paper is structured as follows. In Section 
II, we describe the framework and algorithm using depth 
map to detect foreign objects. In Section III, we present the 
experimental results. Finally, Section IV concludes the 
paper. 

II. STEREO CONFIGURATION APPROACH 

A. 3-D Reconstruction 
The goal of stereo vision is mainly to recover the 3D 

structure of the scene using two or more images acquired 
by cameras in a stereo configuration. With known camera 
configuration, a disparity map can be generated by 
calculating disparities of all the pixels in an image. One 
method to calculate the disparity is using the feature 
matching [4, 5], such as edges.  The edge features can be 
derived for both the left and right images by using 
Gaussian filters. The features are then matched by 
comparing their orientations and strength. In the disparity 
map, the value for each pixel is the distance between the 
pixels which has the highest match score. 

 
The camera model is shown is Fig. 1 and its parameters 

are described in Table 1. 

 
Fig. 1 The camera model 
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TABLE I.  CAMERA MODEL PARAMETERS 

 
Distance between the two cameras 

 
T 

Focus length of the cameras 
 

f 

Distance between target and camera 
 

Z 

Position of middle point of camera film 
 

c 

Position of object in camera file 
 

x 

Disparity of the target 
 

d 

Displacement between target and camera 
 

X 

 
Based on the triangulation principle, we have  

 
Z
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f

Z
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Where rl xx +  is the disparity “d”. So, the distance 

between the target and the camera is given by 
d

TfZ =  

B. Foreign Object Detection Framework 
Disparity map is widely used in the computer vision 

applications to recover the 3D structure of the scene [6, 7]. 
The framework of the foreign object detection system 
using disparity map is shown is Fig. 2. The following 
sections will describe the flow chart in detail.  

 
Fig. 2 The framework of the foreign object detection 

 
The left camera and the right camera are of the same 
configuration and calibration. The pointing direction of 
both the cameras is the same and can use ground as a 
reference. The calibration step is done once offline before 
the system is used. 
 
    Since the distance similarity is the only feature used for 
detecting objects, the accuracy of the depth map [8, 9] is 
critical for the success of the algorithm. In order to make 
the distance calculation robust, the area of each frame is 
divided into sets of blocks instead of using each pixel. The 
edge feature within a block in the left frame can be used as 
the pattern to search in the right frame. For the purpose of 
the foreign object detection task instead of 3D 
construction, the depth calculation can be done coarsely. 
From our experiment, if the area of the block is too small, 
some holes will be shown is the depth map. Meanwhile, if 
the area of the block is too big, the object may not be 
detected, especially when the object is far away from the 
camera. 
 

Fig. 3 shows the depth map when there is no foreign 
object using the 50*50 pixel block. In the figure below, the 
positive number means the distance between the 
background and camera in meters. The negative value 
means one of two things. One reason is that there is no 
matching block from the left camera frame to the right 
camera frame. A portion of the scene captured by the left 
camera may not be captured by the right camera. Since we 
use feature block in the left camera to find a match in the 
right camera, the distance along the left vertical line is 
negative. The second reason is the distance is too far and 
outside the range of interest. The disparity for such a block 
may be zero since the feature block is the same when 
watching from a long distance. The area in the sky is too 
far and the feature block looks the same. In either case, no 
special operation is required by the machine. 

 
 

 
 

Fig. 3 The depth map when there is no foreign object 
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Once the depth map for the initial scene is generated, 
the system is ready for autonomous operation. The distance 
of the new frame is calculated and compared with the 
initial depth map. The distance filter us then used to 
separate the background object. Any feature block may be 
ignored if it is outside the critical range. A feature block is 
denoted if the distance is within the critical range. In our 
work, the ignored feature block is denoted as a negative 
sign and the blocks of interest are denoted with a positive 
sign, as shown in Fig. 4. After the processing of the filter, 
block fill algorithm is used to connect the neighbor blocks 
into one integrated block. For all blocks that are denoted by 
positive sign, the breadth first search algorithm with the 
neighbor rule is used to find all positive sign blocks and to 
mark these positions as a group. Each group represents one 
object. In our experiment setup, we use 8-neighbor rule to 
recognize the neighbor candidate around one block. We 
consider that the foreign object can be shown as any kind 
of shape; all 8 directions are considered as extension of the 
foreign object. 

 
The size discrimination is used to create a decision 

table with the distance and object size information. When a 
small object is too close to the camera, the size of the pixel 
block is shown as a big block. By using the decision table 
we store the low-bound level of the size that has high 
confidence. 

Fig. 4 shows the output of the filter based on the depth 
map when a person is walking in front of the camera. 

 

 
 

Fig. 4 The result after the block fill algorithm when one person is 
walking in front of the camera 

III. EXPERIMENTAL RESULTS 
In our experiment, we used nine data sets, shown in 

Table 2, to test the correctness of the algorithm. The data 
sets include two kinds of objects, a pedestrian and a 
vehicle. For each data set, the “# frames” means the 
number of frames in the video clips and the “# object” 
means the times the object appears in the video clip. We 
also note the moving direction of the object for the purpose 
of testing all corner cases. 

 

The foreign object could move in any direction along a 
set route. It could move towards or away from the camera. 
It could move from left to right or right to left. The moving 
speed was slow to normal. The pose of the objects was 
changed from erect to leaning. 

We compared our stereo-based algorithm based on the 
depth information with the previous work using the multi-
classifier method based on the shape information [10]. 
From the results, the detection rate improved over the 
shape-based method. Besides that, the false alarm also 
decreased over the shape-based method. Sometimes, the 
foreground and background may mix together to make the 
frame area appear as a target of interest. However, the 
distance to the object is not always in the range. Such cases 
can be eliminated by using the depth information. 

 

TABLE II.  EXPERIMENT RESULT COMPARISON BETWEEN STEREO-
BASED AND SHAPE-BASED METHOD 

Datasets Stereo-based Shape-based 

 Detected Miss False 
alarm Accuracy Miss False 

alarm 

Dataset1 
(42objects/ 
116frames) 

40 2 0 39 3 2 

Dataset2 
(15objects/ 
34frames) 

14 1 0 13 2 0 

Dataset3 
(12objects/ 
56frames) 

11 1 0 10 2 0 

Dataset4 
(22objects/ 
60frames) 

21 1 1 21 1 2 

Dataset5 
(12objects/ 
46frames) 

11 1 0 9 3 2 

Dataset6 
(27objects/ 
51frames) 

24 3 0 24 3 1 

Dataset7 
(8objects / 
35frames) 

7 1 0 6 2 0 

Dataset8 
(18objects/ 
38frames) 

13 5 0 7 11 1 

Dataset9 
(8objects / 
37frames) 

8 0 0 7 1 0 
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IV. CONCLUSION 
 

In this paper, we describe a computer vision approach 
which is robust and efficient in detecting foreign objects 
with no pre-set shape, essential for safe operation of 
autonomous machines. We use a stereo configuration to 
generate a depth map.  We then use a stereo matching 
algorithm to get the disparity information based on 
intensity images from stereo cameras and using the camera 
model to retrieve the distance information. From the result 
of our experiments, the proposed framework has a better 
performance with higher detection rate with lower false 
alarm.  

 
The algorithm performed very well at short ranges (<10 

meters); however, not as well object of interest is further 
away. One could investigate ways to improve the range 
accuracy by more rigorous modeling. The target 
classification accuracy can also be improved by 
incorporating shape information. The object tracking 
algorithm can also be improved by sequential frame 
processing. 
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Abstract—Current mechanisms for control and protection of
computing resources were conceived decades ago. At that time
constraints on power management, connectivity and the types
of computing assets were far simpler. Today’s mobile and dis-
tributed information systems are vulnerable to much wider and
sophisticated threats. Thus, they require more flexible, extensive
and powerful policy-based protection. This paper contributes
a framework for policy-based authorization and illustrates its
implementation. Details describing the architecture, methodology
and tool flow for reliable synthesis of custom policy-based
authorization are presented. The hypothesis is that access control
applicable to a variety of devices should be event-centric and
context-driven. The integrity and security of the authorization
systems as well as the end-to-end trust that is guaranteed in the
process used to create them are discussed. The applicability of
the solution and its ability to mitigate the threats are discussed.
A wide range of systems from simple to complex, including the
emerging Internet of Things is covered. (Abstract)

Keywords–Mobile Operating Systems, Access Control, Mobile
Device Management, Internet of Things.

I. INTRODUCTION

Users are accustomed to a world full of choices and possi-
bilities. Thus they are often surprised and frustrated by usage
restrictions and constraints that computer and communication
devices impose upon them [1]. The way that we manage
devices is by policies/rules, that define access to, and the use
of, the resources made available. There is a growing need, even
an expectation, that these should cover the variety of ways in
which people and organizations want to use the devices instead
of reflecting the engineering limitations [2].

With good authentication, the system can validate the bona
fides of the current operator of the device. However it cannot
offer control over the way the assets available on those devices
are being used, either deliberately or inadvertently. These
include hardware components like the camera or microphone
on a mobile phone, and software elements such as files,
applications or network resource access. This paper elaborates
on the problem of policy for the authorization of requests that
arise in the everyday use of the device. It also proposes an
implementation that solves that issue.

In a world where we can software-define almost anything,
policies must be programmable. It is not important whether
the computing asset is a mobile device, an Internet of Things
(IoT) element, a Personal Computer (PC), a server, a Virtual
Machine (VM) or a newly instantiated virtual network function
(VN). A real-time, dynamic, contextually-aware policy model

with a definable policy enforcement action (not just “allowed”
or “not allowed”) is more effective and more useful than the
traditional static approach, as will be shown. The solution
presented creates a hierarchy of policies, where multiple par-
ties can author rules, which are then prioritized. This paper
contributes to the field in several ways:

• It identifies lack of authorization mechanisms suited
for mobile and distributed information systems.

• It presents a framework and an architecture that has
general application to the management of many device
types. This solution will find wide application with
spread of Internet of Things approach.

• It shows how much more extensive and complex
systems can be subject to powerful and flexible policy
control of arbitrary granularity.

The rest of the paper is organized as follows. Section II
reviews work that precedes our research. Section III presents
an overview of the Framework architecture, explaining the
general approach that was taken. Section IV discusses the
components of the event centric portion of the Framework,
while Section V discusses policy and policy administration
for it. The work is summarized in Section VI.

II. RELATED WORK

On a more abstract level, the work done by van Thanh
et al., presents the concept of Device Management Service
(DMS) [3]. This is a “virtual terminal” that can be used
to manage multiple phones, both mobile and stationary. Un-
like the Universal Personal Telecommunications (UPT), DMS
allows for parallel registration, collaboration and work. This
work from 2001 can be seen as the precursor of actual Mobile
Device Management (MDM) solutions.

Another attempt to solve the problem of device manage-
ment is presented in [4]. Here, the authors present a secure
device management framework that aims to securely deliver
services to user devices, manage credentials and interact with
service providers. However, it mostly focuses on access control
within a single unit, usually for the security purposes and secret
handling.

Mei et al. discuss a design of a remote device management
framework that is crafted for personal devices in [5]. This
tool allows access to information about operational status,
maintenance functionalities and potential security issues of the
device. The advantage of their work is that it includes an open
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Figure 1. Framework Overview. The PDK captures the user’s design intent
at Level 1, and generates an instance of the PDP at Level 0.

implementation based on the SyncML Device Management
(DM) specification.

Song et al. identify the problem of managing and control-
ling machine-to-machine (M2M) devices in [6]. This mostly
state-of the-art work shows several architectures for M2M
devices that are subject to standardization, with the focus
on key functionalities that are used to manage and control
them. On the other hand, Internet Protocol (IP) Multimedia
Subsystem device management issues are presented in [7].
The paper also suggests an architecture for management by
separating functions and providing service provisioning and
tracing functionalities.

On the subject of security level analysis, Landman provides
an in-depth analysis of the types and nature of threats to an
organization from the use of smartphones as well as controls,
available security software and tools, in [8]. He also shows the
state of corporate security programs.

Another extensive work, where the authors suggest a new
modeling methodology and present threats that MDM systems
face is presented in [9]. They achieve this by an analysis of
the agents, assets and ad-verse actions.

III. FRAMEWORK

This section provides details of a novel, context-aware
policy management solution that is applicable to a wide variety
of systems, as will be shown. On a high level it comprises two
layers:

a) Level 0:: Includes the operational components that
communicate together to implement the policy authorization
process in a live system. This level also includes compilers1

that synthesize policy specifications in the Policy Object Lan-
guage (POL) language into executable Policy Decision Point
(PDP) instances for use in a live system.

b) Level 1:: Contains the Policy Design Kit (PDK),
a GUI-based policy design environment that simplifies the
authoring of complex policy sets. It also manages the end-to-
end process of creating an instance of a Level 0 framework,
ensuring its integrity, authenticity and correctness.

The data flow from the user’s design intent, through Level
1, and Level 0 to produce an instance of the framework is
shown in Figure 1.

IV. FRAMEWORK LEVEL 0 ARCHITECTURE

As depicted in Figure 2, the operational architecture of
the framework has four components: Policy Enforcement Point
(PEP), Policy Decision Point (PDP), Policy Information Point
(PIP) and Fabric.

1The discussion of POL compilers is deferred to the section on Level 1.

Figure 2. Framework Level 0 Architecture. The Level 0 architecture consists
of four components: Policy Enforcement Point, Policy Decision Point, Policy

Information Point and the Fabric (denoted by the double headed arrow).

A. Operational Elements

A PEP is an agent located on a device, such as a mobile
phone. It monitors events on the device that represent requests
to access resources under policy control. For each such request,
the PEP creates a query message that contains details of the
request and of the state of the device at the time of the request
and transmits it to a PDP; it then waits for a response. When
the PEP receives a response, it enforces the decision contained
therein.

A PDP is a server that may be located remotely or,
sometimes, co-located with the PEP in a device. The PDP
listens for queries from PEPs and, using the data within the
query and policies specific to the instance of the PDP, transmits
a response to the requesting PEP.

A PIP is a data source, external to the PDP, containing
information needed to evaluate policies. PIPs are typically
directory services. The PDP has special features that exploit
access to PIPs efficiently.

Depending upon the nature and disposition of the PEPs
and PDPs and the application for which they provide an
authorization service, PEP queries and PDP responses may
be transmitted through the Fabric that may be any of a wide
variety of external media. As will be detailed further, these
may be a complex as User Datagram Protocol (UDP) over
Universal Mobile Telecommunications System (UMTS) [10]
or as simple as shared memory. The Fabric is depicted as a
double headed arrow in Figure 2.

B. Structure of a query

From an abstract point of view, queries and responses
consist of an array of elements and a fabric dependent header.
Each array element represents a PEP state attribute or data
pertinent to the request. For responses, each array element
contains an attribute of the response, such as a verdict or
information qualifying the verdict, for example a stipulation.
Array items are identified by their indices, as agreed in a
dictionary shared by the PEP and the PDP. The array is referred
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Figure 3. Policy enforcement. The Policy Enforcement Points (PEPs) are
remote agents located on the managed device that are triggered by access
requests. PEPs query the PDP for authorization and enforce the response.

to as the dynamic array, and each of its elements is referred
to a dynamic.

C. Policy Enforcement Point (PEP)
Depending on the type of resource, the PEP can be located

at the driver level or implemented as an application. The PEP
consists of a Trigger, a Policy Query Module (PQM) and an
Effector, as depicted in Figure 3.

The Trigger, interrupting the normal flow of an event,
gathers the relevant dynamic content and sends it to the PQM.

The purpose of the PQM is to create queries and enforce the
intent of responses on the operation of the device. Depending
on the Trigger and any included dynamic attributes it may look
for additional environmental variables to form a query. It then
sends the query to a designated PDP (local or remote). Finally,
it obtains a policy decision and provides the response to the
appropriate Effector for that Trigger.

The process followed by the PQM varies according to the
nature of the PEP. This includes consideration of the state of
the device (online or offline), whether or not the device policy
cache may be used and which PDPs may be consulted for a
policy response.

The Effector enforces verdicts returned by the PQM. It
provides a meaningful control path for each possible ver-
dict/stipulation combination and ensures a sensible user ex-
perience for all outcomes.

Caching is shared by all PEPs on a given device because
the wireless network can present an inconsistent and sporadic
connection to all back-end services. Policies can direct caching
of responses for a specified period of time. This reduces fabric
bandwidth demand on the network and allows for near-instant
response (to queries that match the same conditions) without
recourse to an external connection. This is useful for devices
that have a high frequency request cycle, such as a camera that
may query as frequently as 60 times a second.

In the event that there is no cached decision and the PDP is
not reachable, a simple set of decisions is stored on the device
to provide a fail-safe response for all PEPs. If the network does
not allow for a real-time decision to be received, the response
is equivalent to that provided by traditional MDM solutions.

Policy decisions may include stipulations that require log-
ging. There is a common service which collects log data
and delivers it efficiently. For example, if multiple control
points are logging and the network is unavailable, the common
service will hold the data and deliver it as a bulk payload

Figure 4. Policy Decision Point. The PDP is a server that issues that issues
responses to queries from PEPs. Its responses are based on PDP-specific

policies. PEPs and PDPs communicate through a two-way channel.

once the connection is restored. This relieves individual control
points from tracking and performing these functions.

The heartbeat function maintains periodic communication
between the PEP and the PDP confirming PEP presence
and state. The PDP may respond to heartbeats with control
messages.

The installation of PEPs to devices depends on the nature of
the implementation and the protected resource. PEPs protecting
hardware resources are implemented at the hardware resource
driver level. For example, a camera resource needs to be
implemented in the camera driver. PEPs protecting data files
(for example), may be implemented as part of a file system
driver or as part of an application.

The PEP ensures a sensible outcome for the end user or
application when an access attempt is denied. Devices do not
appear broken; applications do not crash.

D. Policy Decision Point (PDP)
A PDP is a server that issues responses to queries received

from PEPs. The responses are based on policies that are
specific to the PDP and that make use of the dynamic values
in the query. Refer to Figure 4 for more detail.

1) Characteristics of a PDP: In order to ensure availability,
a PDP always returns a response to a PEP even if no relevant
policy is found. A PDP is defined as permissive or restrictive
depending on whether it sends an ”allow” or ”deny”. A PDP
can handle large collections of policies (thousands or more)
without significant performance degradation. The PDP is state-
less. This improves performance and simplifies interactions
with PEPs and management of PDP farms. For audit and
forensic analysis purposes, a PDP generates a log of all query
transactions. A PDP may respond to PEP heartbeat signals
with commands that affect the state of the PEP or host device.
One of the operations that may be requested is maintenance
for a PEP instance.
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The decision engine of the PDP interfaces at the level of
abstract query objects. This allows the use of various harnesses
to adapt the PDP to a variety communication fabrics. Further-
more, this provides for the creation of systems with multiple,
concurrent PDP instances for higher bandwidth needs.

2) Security Design of a PDP: PDP architecture minimizes
the opportunities for malicious intervention. The code of the
PDP itself, as well as the representation of policies is attestable
(signed and authenticated) through a chain of trust. The process
of creating PDPs and their policies and delivering them can
be made verifiably secure.

The PDP is synthesized by a compiler which directly
generates its executable, including the embedding harness,
from policy specifications in the proprietary POL language.
The PDP offers no programming API or facility for source
code tampering or modification and the executable may be
signed.

To limit the attack surface, the PDP has only one I/O
channel on which encrypted packets are received (queries)
and transmitted (responses). It has an output channel on
which logging information is emitted. Moreover, in order to
prevent unauthorized access and modification of the policy
database and rules, the database is password-protected. Only
the compiled PDP and the data-base server have the key, which
is generated at compile time. Essential database fields may also
be encrypted.

Lastly, when it comes to network fabric, queries and re-
sponses are transmitted using a protocol that is resilient to man-
in-the-middle attacks and spoofing. The PDP drops incoming
packets as soon as protocol discrepancies are detected.

E. Policy Information Point (PIP)
Corporate data, particularly personnel data, is often stored

in active directories and databases which deliver fast data
retrieval and consistency. Policy formulation often requires
precisely this kind of data. The PDP has been designed to
connect to directories. The POL language provides directory
specification and search functionality to make the data avail-
able for policy evaluation by the PDP.

V. POLICY AND POLICY MANAGEMENT

From the forgoing description it is clear that the behavior of
devices governed by the system is dependent upon the policies
embedded in the PDP. A policy is a rule that dictates what
actions should be taken for a particular event under a given
set of conditions. Individual policies are gathered together
into policy sets which together address all of the events and
circumstances of interest to the policy authors.

A. Characteristics of Policy Management
The objectives of policy management include the follow-

ing:

• The method of expressing policies is rich enough to
express policy author intent under a wide range of
circumstances, some of which cannot be foreseen. It
is succinct so that the resulting policy sets remain
manageable in size and complexity.

• Policies are written only by those who have the
required authority for the resource being governed.

• Policy sets created by many authors are combined
with a clear order of precedence, with any conflicts
or logical problems detected and addressed.

• Information referenced by the policies to arrive at
decisions, in PIPs or otherwise, are only writable by
properly authorized authors.

• Compilation and deployment of PDPs employs a con-
trolled process and is done by authorized individuals.

B. Chain of Trust

A result of a stringent implementation is a chain of trust
for the policy data, beginning with the creation of policy and
extending through to the deployment of PDP. This chain of
trust ensures that the integrity of policy intent is maintained.

The establishment of the chain of trust requires two types
of policies: Level 0 policies which specify how PDPs respond
to device requests, and Level 1 policies which govern access
control for data used to create Level 0 policies. These also
secure custody of the data.

1) Policy Specification, Level 0: Level 0 policies are spec-
ified in a formal policy language, the POL. POL is terse
and declarative to facilitate synthesis and static verification of
policy sets. It follows a pattern of: Subject, Agent, Object,
Action and Environment (SAOAE). Each component has a
corresponding clause in the model which consists of an ar-
bitrary expression that can reference dynamic data from the
query, static data from a PIP or data from the policy set itself.
The clauses organize policy considerations along the following
lines:

• Subject: the identity of the entity making the request,
e.g. the user.

• Agent: the means by which the request will be carried
out, e.g. the program that will make the access.

• Object: the elements and items affected by the request
and being acted upon by the Agent.

• Action: the specific function that the Agent applies to
the Object.

• Environment: information in the request that would be
observable at the PEP but independent of any given
event, such as time or location.

The POL language provides a mapping feature that allows
query and PIP data to be tagged along arbitrary lines. Tags can
be tagged themselves, forming chains which begin with query
or PIP data, allowing large numbers of specific data elements to
be aggregated into manageable categories for expressing policy
intent. Support is provided for regular expression constructs,
simple geolocation constructs and time intervals. For example,
a tag chain could be constructed to map an identifier from
a mobile device into an employee number, and then into a
role or a location or an authorization level. Clauses in SAOAE
statements can reference tag chains in their expressions. The
number of tags and length of tag chains is not dictated by
the language. It can be used to construct both policies with
a wide scope and general application, or policies for specific
situations with very fine granularity.

23Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-451-0

ICONS 2016 : The Eleventh International Conference on Systems (includes EMBEDDED 2016)

                            34 / 72



Figure 5. Policy Ownership Tree. Policy stakeholders are arranged in a
hierarchy, each responsible for their own domain and allowed to delegate

authority to those beneath them.

2) Policy Application, Hierarchy and Delegation: Desig-
nated authorities are permitted to write the policies for those
areas within their domain. As shown in Figure 5, Policy
stakeholders are arranged in a hierarchy and are allowed to
delegate authority to those beneath them. This permits higher-
ranking authorities to reserve for themselves the rights they
need and to delegate policy decisions to others as appropriate.
Policies may be marked as default, to permit policy set closure
if no lower-ranking policy authors provide an applicable policy.

This policy ownership tree model can be applied in various
ways to simplify the management of complex policy sets. For
example, one approach might use an organization chart to map
the hierarchical tree such that levels of policy authority corre-
spond to levels of organizational authority. Another example
might use a high-ranking policy set to specify some coarse-
grained generic default policies and one or more lower-ranking
policy sets to create categories of specific exceptions to the
generic rules.

3) Administrative Policies, Level 1: The POL language and
its constructs define Level 0 policies which address the manner
in which the system responds to requests from devices. In order
to implement the chain of trust as outlined above, another layer
of administrative, or Level 1 policies is required to govern
the authentication and authorization of stakeholders as they
perform their duties within the system. These duties can consist
of policy and data entry, configuring policy information points,
compiling and deploying PDPs, introspection and debugging
of policy sets, and administration and management of the
administrative policies themselves. Administrative policies are
defined and enforced in the PDK.

C. Policy Design Kit (PDK)

The PDK is a general purpose authentication and authoriza-
tion platform that provides controlled access to the data and
tools and a policy life-cycle framework. Its work is presented
in Figure 6. After authenticating to the PDK, users receive
a fine-grained set of abilities dictating allow/deny access to
various resources. Data objects in the PDK have a strict chain
of ownership back to a user. These abilities combine with
the object ownership to enforce Level 1 policy. Relationships
between users are established in the PDK to enforce rules for
sharing data, and to establish relative positions in the policy
ownership tree.

Figure 6. Policy Design Kit. The PDK is a policy life-cycle management
framework with a set of tools for the policy administrator to conduct policy
authoring, introspection of policy sets, PDP generation, sanity checking and

deployment.

1) Policy Capture, Level 0: The PDK provides policy
models that allow users to express their Level 0 policy intent
at a level of abstraction suitable for a given application. For
example, a policy model that governs a resource according to
a time interval and a location might present an interface that
captures just the interval and the location. No knowledge of
POL is required to use the models. Data to populate a policy
model’s tags is also captured by the model at an appropriate
level of abstraction. The PDK provides a number of policy
models; however, a given user only has access to those for
which they are authorized by Level 1 policy.

2) PIPs and Data Sharing: While PIPs usually contain
common organization data, often additional data is required
for policy authoring. For this reason, the PDK provides models
that allow users to capture extra data and explicitly share the
information with other selected policy authors by using the
PDK’s authorization mechanism. The shared data is available
to a second user’s policy models but cannot be viewed or
changed. As an example, an employee in HR may be responsi-
ble for maintaining employee data, while an IT employee may
dictate network policies using a role-based scheme bound to
that employee data.

3) Configuration: The PDK provides a set of user adminis-
tration functions that allow users authorized by Level 1 policy
to manage other users in the PDK. These functions include the
typical user life-cycle operations, as well as the assignment of
abilities to users which grant them access to various functions,
policy models and shared data in the PDK. Users and their
policy sets can also be assigned to their positions in the policy
ownership tree.

4) PDP Generation, Sanity Checking and Deployment:
The PDK provides tools for the generation and compilation of
PDPs from policy set trees. The first step in the process is to
synthesize POL code from the policy model and captured data.
The POL code is then compiled to produce C++ code and any
associated database. The compiler carries out simple semantic
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checks as well as a sanity check, which verifies that the policy
set possesses certain properties. For example, it verifies that
there is no ambiguity where two policies might apply to the
same query, and it verifies that there is a set of query data
capable of activating each policy in the set. The last step is
to compile the C++ code to produce the executable PDP. The
entire flow can be executed stepwise or automatically as a
single step.

The PDK provides functionality to define server elements,
to transfer the executable PDP to them and to set them running.
Server elements can be designated as database servers, PDP
servers or both. This allows flexibility in the number of PDPs
deployed, and in load balancing the number of executing PDPs
to the number of corresponding database servers.

D. Debugging and Introspection
The executable PDP produced by the compiler has minimal

I/O. I/O is limited to receiving requests, emitting decisions,
and providing a log file. The log file provides an indication
of which policy was used to arrive at a decision; however,
it doesn’t provide any information on how that policy was
selected. As policy set complexity increases, so does the
need for tools to analyze and debug them, and examine
them forensically. To address this, the PDK provides features
for log file analysis and management as well as policy set
introspection.

Authorized users of the PDK can collect PDP log files from
various servers, combine and analyze them. The log entries
for any given device may be distributed amongst a number of
PDPs in a farm. Combining them allows the entire history for
any one device to be examined. The combined log is elaborated
to allow any sequence of events to be found quickly.

Introspection refers to the activity of studying policy set
behavior by simulating the PDP look-up process, while dis-
playing all intermediate results. For a given simulated request,
each of the policies considered are displayed in rank order,
along with the values of all policy clauses. Intermediate terms
and tag expressions in the clauses are also evaluated and
displayed, providing detailed information showing why any
given policy was selected, rejected or not evaluated. This
capability allows authors to evaluate different scenarios against
policy sets and groups of policy sets to determine if desired
outcomes are being produced.

VI. CONCLUSIONS

The paper postulates that as computing assets become
commonplace, the need to manage data on an event-centric
and context-aware basis is becoming urgent. Mobile Device
Management has been adopted as the industry standard for
mobile security. However, current MDM solutions are hard to
manage, are inflexible and apply the rule “define once, run al-
ways”. When it comes to mobile devices, Personal Computers,
servers, health trackers, Virtual Machines or Internet of Thing
devices, more power and flexibility is needed.

This paper presents a novel, context-driven policy defini-
tion and enforcement framework which addresses these short-
comings. Instead of deciding whether access is granted to a
resource at configuration time, this solution takes into account
the state of the system, time, location and any other definable
factors at the time of the event. The solution addresses the

entire policy life-cycle: formulation, management, verification,
debug and analysis of policy behavior at time of definition as
well as execution, policy server generation and secure delivery
of the implementation.

The solution can be applied to many fields, not only those
with a focus on the enterprise. The Framework elements that
are common to all foreseeable applications are discussed:
the Policy Design Kit, the Policy Decision Point, the Policy
Enforcement Point and the Policy Information Point. The
application of the solution to MDM is presented. It shows
how extensive and complex systems can be subject to powerful
and flexible policy control with appropriate granularity, while
still remaining manageable. Evaluation is based on comparison
with existing solutions.

The context-aware policy framework provides generalized
resource access control based on a wide set of conditions.
The wide range of factors that may be considered in policy,
the unrestricted specification of policy, the hierarchical and
delegation features, the real-time assessment of events and
conditions, and applicability to other domains, such as the
Internet of Things, are unavailable in current solutions. Most
importantly, the combination of these features represents a
significant step forward in the field of access control.
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Abstract—The market for small Unmanned Aerial Vehicles 

(UAVs) is growing fast. Based on increasing reliability, 

accessibility and decreasing operational restraints these 

systems become more and more used in different areas of 

application. Besides the benefits of this development, an 

increasing number of more or less hazardous incidents with 

small UAVs can be noticed. Accidents or the misuse of these 

technologies do lead to dangerous situations – from simple 

mishaps over illegal activities like spying or drug 

transportation up to the possibilities of terroristic actions. To 

deal with this development a concept of a new Low Altitude 

Air Surveillance Control (LASC) system is developed. Based 

on heterogeneous, distributed multi-sensor networks 

embedded into a capable and application oriented modular, 

adaptable and scalable backend system, the LASC concept 

addresses detection, localization, tracking and classification or 

identification of small UAVs providing interactive threat and 

risk assessment as well as suggestions for adequate counter 

measures. 

Keywords-UAV; air surveillance; multi-sensor network; 

threat protection; modular. 

I.  INTRODUCTION 

Small Unmanned Aerial Vehicles (UAVs) are an 
emerging technology with a great potential to disruptively 
change our lives. They have by far exceed the capabilities of 
the niche products of remote controlled models with their 
ability in terms of payloads, flight duration and ranges, auto 
pilot capabilities, automated collision protection and video 
transmission capabilities. Leveraged with new technologies 
(e. g. high capacity battery packs, low energy consuming 
motors and small-sized high computing power) the small 
UAVs have started exceeding entertainment domain while 
entering more and more applications [1][2][3] (surveillance, 
reconnaissance and rescue, video production, logistics, etc.). 
This development has been boosted by a constantly rising 
commercial market for UAVs providing broad accessibility 
and diversity at a low cost scale. 

As always, each technology comes along with drawbacks 
and potential for abuse and this is in particular true for small 
UAVs. With their inherent risk of crashing causing damage 
and harm to people, each business application has to be 
assessed seriously in terms of security issues and constraints. 
Furthermore, with the broad availability and low cost aspect  
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of UAVs, a common and unforeseeable use of this 
technology is expected in the private sector. This will in turn 
demand for new legal laws, rules and enforcement 
technologies [4][5] to keep the low altitude air space save 
and controlled. 

 In this article, detection technologies for small UAVs are 
described in Section II, as well as the concept of a new Low 
Altitude Air Surveillance Control (LASC) system in Section 
III. The paper is closed with a final discussion in Section IV.  

II. DETECTION TECHNOLOGIES FOR SMALL UAVS 

Taking the established national and international airspace 
control as an archetype, the simplest solution for detecting 
and identifying a small UAV would be the mandatory 
introduction of a standardized identification friend or foe 
(IFF) system deployed in all UAVs. If this IFF provides the 
capability to broadcasts the current position, altitude, 
heading and speed together with a unique identifier, the 
integration of these systems into the lower airspace would be 
easy. But the standard IFF systems are not applicable on 
board of small UAVs, and the number of small UAVs is 
growing rapidly. Moreover, such a technology can only be a 
part of the solution as it provides no functionalities to deal 
with illegal activities. To establish a safe and secure lower 
airspace, additional technologies that do not rely on the 
cooperation of the traffic are of major importance. 

Small, relatively slow and low flying UAVs as we know 
them today can be either detected by searching their 
electronic, acoustic, thermal or visual signature or by using 
active sensors like radar or lidar to search for anomalies that 
might be operating UAVs. 

Video based airspace surveillance within the optical as 
well as the infrared spectrum is a promising approach. 
Existing commercial solutions rely mostly on easy change 
detection algorithms and basic data fusion [6]. Fraunhofer 
Institute of Optronics, System Technologies and Image 
Exploitation (IOSB) has done comprehensive research on 
robust computer vision algorithms allowing the detection and 
primary classification of different flying objects in real time 
[7]. But this approach comes with challenging requirements 
– especially for urban areas. The whole complicated low 
altitude airspace need to be continuously observed without 
knowing the number, the size and the distance of a small 
UAV to be safe detected and separated from other eventually 
moving objects. 
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Sound pattern emitted by UAVs are also representing a 
promising source for detection and classification. 
Microphones combined with digital signal processing using 
matched digital filters adjusted to the characteristic sound 
frequency spectrum can unveil an approaching UAV [6]. The 
approach vector can be identified by the alignment of 
directional microphones and lead to distance estimation by 
signal strength or triangulation. 

Communication detection of UAVs is very promisingly 
and partially already in application [8]. Every remote 
controlled UAV needs up-/downlink to the ground control 
station. Control commands are sent to the UAV and sensor 
data like position, system state and in particular the payload 
data (video signals in most cases) are sent back. If the typical 
frequency bands are monitored, characteristic 
communication can be identified and transmission can be 
extracted. The information can be used to do a rough 
classification of the UAVs type. In conjunction with 
triangulation capabilities of cooperating sensors, position and 
heading of a detected UAV can be determined as well. But 
these technologies will fail if the UAV is operating 
autonomously. More sophisticated technologies detecting the 
electromagnetic background radiation emitted by the 
electronic equipment of the UAV could provide a promising 
approach, but such systems do not exist. 

Radar technology is always tailored to its application 
scene (e.g., detection range, size of object, material, etc.). It 
is insensitive to environmental conditions (poor visibility, no 
light at night time, rain, fog, etc.) and therefore applicable in 
almost any environmental situation. Long range air 
surveillance radar operating at 1 to 2GHz (L-Band) for range 
<400km and large objects (>10m) are not suitable for the 
LASC system as UAV’s small size, its low EM-wave 
reflecting composite material and low flying altitudes.  

More suitable radar technologies are found in the K- and 
Ka-Band with frequencies between 20 and 40 GHz as far as 
in the W-Band (60 - 120 GHz). But a robust detection and 
recognition of small UAVs with radar are still a topic of 
research. Applied in urban areas, reflection by infrastructures 
and building are representing the major challenge for 
development of appropriate radar surveillance systems. In 
addition, a usage of many radar systems in urban areas can 
be problematic because of their radiation. Lidar seems to be 
a promising solution as it can provide a comprehensive three 
dimensional image of the surroundings allowing to precisely 
locate and in some cases to identify an airborne object, but 
the range of these sensors is too short. 

III. LOW ALTITUDE AIR SURVELLANCE AND CONTROL 

CONCEPT 

Most approaches or commercial available systems rely 
on a single sensor technology. Derived from the possible 
detection methods these systems are developed with the aim 
to get the best possible solution based on the capabilities of 
the selected single sensor type - in the best case aligned with 
an additional secondary sensor for a better detection rate. But 
all sensor technologies do have their advantages and 
disadvantages and a capable sensor can totally fail or become 
unsuitable if the situation changes. 

The protection concept is normally centralized and 
focusing on the single sensor system itself. But systems for 
UAV detection and defence require solutions covering 
different spotting directions which often cannot be covered 
by a single deployed sensor. A multiple application of a 
sensor is not suitable if the technology is not using a control 
centre that is logically linked to the sensor system. 

Additionally, the detecting is not sufficient if no adequate 
countermeasures are timely provided. On the other hand, 
some countermeasures can be unsuitable and even dangerous 
if a detected UAV is not classified or identified. 

To cope with these aspects, the new LASC system 
concept was developed in a joint project between AToS SE 
and Fraunhofer IOSB. 

The air space beyond the 500m is already been in control 
by conventional air traffic control mostly based on long-
range radar technologies, so the major objective of a LASC 
system is the monitoring of the today uncontrolled air space 
below 500m with a special focus on urban areas. In order to 
guarantee seamless information exchange (e.g., some UAVs 
may enter the high altitude air space and endanger the air 
traffic), LASC system must be integrated into conventional 
air traffic control. 

The common workflow of LASC is shown in Figure 1. 
The LASC system continuously monitors the air space with 
multiple sensors. Once a sensor detects a flying object, the 
system will try to locate it (e.g., by triangulation of signals 
from many sensors) and ensure tracking by orchestrating 
multiple sensors. Once the location and tracking is 
established, the backend system of LASC will carry out the 
(possible interactive) classification and if applicable the 
identification of the detected object. Once this is executed, 
the LASC backend system starts the evaluation of the 
drone’s authorization to fly through the current air space 
corridor. If no authorization is given, system will prepare 
reaction options considering the current situation, estimated 
threat classification and risk assessment (disturbing, illegal 
or endangering). The LASC system provides decision 
support to a human operator who is in charge of selecting 
and initiating the counter measures. All activities that do not 
need necessarily the interaction with the operator must be 
automated to a high degree in order to guarantee a real time 
execution and to enable high scalability in terms of multiple 
events. 

 
Figure 1. Common workflow of the LASC system 
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Depending on the application, the area of the surveillance 
is scalable by adding further sensor- and counter measure 
devices to the LASC systems or new sub-systems. 
Distributed LASC system can contain both mobile and 
stationary LASC sub-systems. This modular approach 
provides a broad field of application ranging from a single 
building to an entire suburb air surveillance. Therefore, a 
multimodal sensor network based on the technology stack 
recapitalized in chapter II must cover a certain part of the 
controlled air space providing day- and night time operations 
and coping with bad visibility conditions. 

The next step after UAV detection is its classification 
based on sensor signal evaluation and its identification by 
IFF signals broadcasted by the UAV (if available). Once 
identified, the LASC system needs to reconcile the 
information with a LASC central UAV flight register to see 
if the UAV’s flight is registered/allowed and further 
information is given covering payload, mission, flight path, 
destination and operator. If the UAV is registered, its flight 
register record must be updated by current position, altitude, 
speed and time stamp for consistent tracking. If there is no 
suitable record found in the LASC register, a new one must 
be created with all available information (e.g., ID with 
current position, altitude, speed and time stamp). In order to 
approve UAV flight authorization, its position must be 
mapped to pre-defined air space corridors, which will show 
permanent or temporarily valid restrictions or prohibitions. 
This is essential because different UAVs may have different 
air space transit rights (e.g., police UAV may enter the 
corridor which it prohibited for other participants). The last 
step of monitoring flight operations is the continuous 
tracking and updating the LASC register’s records. Once a 
UAV is leaving the observation area of a sensor or a LASC 
system, it might enter another one. The hand-over of such 
tracking must be supported by the LASC intelligence, which 
provides analysing and predictions of flight path and 
identification of sensors which might detect the UAV soon. 

The second objective of the LASC system is the 
downstream air space regulation enforcement for 
unauthorized UAV. Therefore, the violation of the air space 
must be unveiled, which must trigger a threat and risk 
analysis to determine suitable reaction. Based on the 
classification of risks and the availability of interception 
capabilities in reach, the LASC decision support must 
provide human operators with suitable enforcement and 
interception solutions. As the interception is near always 
related to potential collateral risks [9], it always needs to be 
initiated and controlled by a human operator. Therefore, the 
operator needs access to the sensors (e.g., video/IR camera) 
of the LASC system to leverage assessment of the situation 
and to gain a reliable decision base. A usage of geo-
referenced situational awareness (e.g., showing locations of 
and distances to critical infrastructures in reach) facilitates 
the work of the operator considerably. All this needs to be 
integrated into the control centre of the LASC system to 
ensure a convenient use even in dangerous situations. 

The major challenge of the LASC interception operation 
is the avoidance of collateral damages. Military interception 
solutions for low-altitude flying objects (e.g., lasers, shells or 

rocket defence systems) are not acceptable in urban areas. 
The “soft” interception techniques (like communication 
based mission distortion and interruption) need to be 
researched and integrated into the LASC solution. Another 
challenge is real time ability. In case of an abuse, the UAV 
might take off near its destination reducing reaction time 
drastically down to seconds. Therefore, most LASC system 
functionalities must be automated by delivering alerts and 
decision support to the operator within few seconds. 

The common system design and major building blocks 
for a LASC system providing comprehensive monitoring, 
intelligence and interception functionalities are depicted in 
Figure 2.  

Smart Sensor Node

Sensor device

Motion control Processing Unit

Storage

TCP/IP based 
unified communication

Smart Interception Node 

Sensor device

Motion control Processing Unit

Counter-measure 
device
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Figure 2. System concept with major building blocks 

A field device of the LASC system contains the 
distributed network of smart sensor and interception nodes. 
The appropriate choice of the technology used by the nodes 
is strongly depending on the application and the 
environmental constraints (free space and the line of sight, 
electromagnetic or acoustic disturbances, realistic estimation 
of possible hazards, etc.). So deploying various sensors and 
interception technologies in a multimodal approach must be 
considered because different technologies can cooperate and 
extend their capabilities among each other during a parallel 
operation. 

Smart sensor nodes are distributed on appropriate places 
across the observed area and equipped with data storage and 
processing units to pre-process sensor raw data using specific 
algorithms and embedded system technology. This will 
decrease the data volume to be transmitted to a ground 
station by far, as only derived data in case of an event needs 
to be transmitted. The derived information, analyzed data 
and detected events are provided via web services hosted in 
the sensor node and end-to-end secured (SSL, VPN) TCP/IP 
based communication channels. In addition, remote control 
and diagnose of components of each smart node is also 
enabled through the web services. 

Smart interception nodes are also distributed across the 
observed area, placed stationary on buildings, infrastructures, 
balloons or mobile on vehicles (cars, UAVs, etc.) to provide 
appropriate interception capabilities. The interception nodes 
are based normally on the same subcomponents as the sensor 
nodes except that the data storage is replaced by a counter 
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measure device. The sensor device, deployed in the 
interception node, in conjunction with a processing unit will 
enable automatic interception process preparation and 
support – it is especially important by multiple simultaneous 
threats. 

Beside the field devices, the LASC system will contain 
three further major building blocks covering the domains 
administration, intelligence and operation.  

The LASC administration block covers all kind of tools 
to configure, monitor and maintain the LASC system 
infrastructure and its components. It uses automated system 
monitoring and observation clients, which enable the survey 
of the operational state of sensor and interception nodes, 
allow load balancing of the intelligence platform and support 
the configuration of the intelligence itself (e.g., setup of 
analytics chains). Another important part of the LASC 
administration is the planning workbench, which provides 
simulation-based design support for arranging the sensor- 
and interception node network across a defined area in order 
to achieve a certain degree of air surveillance performance.  

The LASC intelligence is the core block of the entire 
system. Its major task is the fusion of information from the 
sensor network and appropriate fast data analytics and 
complex event processing to provide a real time joint air 
picture (JAP) of the observed area. The JAP uses the 
georeferenced visualisation of all detected and tracked UAVs 
including all restricted and/or prohibited air areas. Utilizing a 
coalition shared database and the flight operation register, 
the LASC tries to identify a detected UAV automatically. If 
this fails, the LASC intelligence classifies the UAV and 
provides all available information (first of all video streams) 
for manual identification by a human operator using decision 
support tools. Once an air space violation is unveiled, an 
automated incident management provides available options 
for the operator to react appropriately to the incident. This 
incident manager utilizes a rule engine including pre-defined 
decision trees, risk assessments and potentially applicable 
counter measure nodes in reach. Once the LASC intelligence 
platform is deployed on virtualized server infrastructure, its 
service-orientated architecture provides enough performance 
to handle big amount of sensors (>1000), process their data 
in real time and provide all kind of information to multiple 
authorized operators. 

The last building block presents the operation clients of 
the LASC system, which can be distinguished into stationary 
or deployable command and control centres (C3) and mobile 
apps supporting mobile access to the LASC intelligence 
information system. It can be developed, e.g., based on 
AMFIS ground control station [10]. All clients are 
connecting to the LASC intelligence platform via secured 
end-to-end encrypted (VPN, SSL) TCP/IP based 
communication channels and utilize its web service 
provision to access data and control. Once an incident is 
detected, alerts are shown or sent to operator and other 
responsible persons. The operator can request not only 
decision support from the LASC intelligence, but also real 
time video streams from optical sensors in the reach. All 
counter measure activities can be initiated and controlled by 

the C3 client software and are sent via the LASC intelligence 
control proxy to the selected interception node. 

For mobile solutions, client apps running on smart 
phones and tablets are provided to inform responsible 
persons about incidents in the near environment and/or 
transmit instruction for further action. 

IV. CONCLUSION 

The LASC system concept includes multi-sensor 
detection, localization, tracking and classification or 
identification of small UAVs and their payloads integrated in 
a scalable distributed system. LASC system provides fast 
interactive threat and risk assessment as well as selection 
possibilities for adequate counter measures supported by a 
user-friendly interface. 

The scalable architecture of the distributed LASC system 
has open interfaces wherever it is possible and includes data 
analysis and fusion modules, coalition shared database as 
well as interactive visualization and decision support 
components. The LASC system must be integrated into 
conventional air traffic control to prevent possible incidents 
because of intersecting air spaces. 

In the next steps, major components of LASC as well as 
the system framework will be developed. 
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Abstract— Federated cloud identity management systems 

(IDMS) enable users to use the same identity information to 

access all network services and resources in the trusted 

domain. Federated cloud IDMS has gained significant 

attention from the IT industry due to its support of cross 

organizational boundaries without creating additional user 

accounts. However, using the same identity information can 

disclose comprehensive user profile information, such as usage 

pattern, interests, or the behavior of the user. In this paper, we 

discuss possible security concerns, especially privacy issues, 

and ultimately propose a way to preserve privacy in the 

federated cloud IDMS by use of same single user identity 

information. 

Keywords - cloudcomputing; federal identity management; 

privacy. 

I.  INTRODUCTION 

Due to the rapid development of computer and network 

communication technologies, cloud computing has achieved 

increased popularity. The National Institute of Standards 

and Technology [1] defines cloud computing as “a model 

for enabling ubiquitous, convenient, on-demand network 

access to a shared pool of configurable computing resources 

such as networks, servers, storage, applications, and 

services.” In order to access network services or resources, 

users are required to present their personal identities for the 

purposes of authentication. This subsequently results in 

cloud computing posing potential a significant challenge to 

the user’s information, security realization and privacy 

protection.  Thus, in response, industries have introduced 

IDMS as a means of managing the identity information of 

different users [2]. According to deployment architecture, 

IDMS can be classified into the isolated cloud IDMS, the 

centralized cloud IDMS, and the federated cloud IDMS [3]. 

The federated cloud IDMS enables users to use the same 

identity information to acquire access to all network 

services and resources within any trusted group of 

enterprises [4]. For the purpose of authentication, network 

users typically maintain a set of user identity credentials 

such as a username/password combination with every 

service provider. Unfortunately, the number of interactions 

service provider typically engage in with the user has grown 

beyond the point of ordinary users’ ability to memorize and 

recall the necessary access information. Thus, using the 

same identity credential to access network services or 

resources provided by any service provider has underscored 

the apparent ease and efficiency of the federated cloud 

IDMS and a possible solution is Single Sign-On (SSO). 

However, one of the main problems SSO poses is user 

privacy. User identity information can be shared with 

identity provider(s) and service providers, who can obtain 

the information from the identity provider. Thus, malicious 

identity and service provider can reveal users’ identity 

information and activities. In this paper, we discuss a 

possible solution to preserve users’ privacy in the federated 

cloud IDMS based on the SSO.                                                                                         

II. RELATED WORK 

The SSO provides the ease of single authentication which 

subsequently allows users to become automatically logged 

into all other service providers within the same trust 

domain, thereby eliminating further manual interaction with 

the service provider. As such, SSO increases the overall 

usability of network. SSO system can be classified into 

pseudo-SSO and true SSO [5]. The pseudo-SSO component 

manages the service provider specific user authentication 

information. In the true SSO, the authentication service 

provider verifies the user. The authentication service 

provider must establish a trusted relationship with all 

service providers in order for the SSO to be achieved. 

Typically, the relationship may be established by a 

contractual arrangement. The federated cloud IDMS 

consists of a group of identity providers and service 

providers. Sharing user information and activities may result 

in further revealing by malicious providers and users have 

no control mechanism over disclosure of their identity 

information. Suriadi and et al. [6] have proposed a 

mechanism to provide user privacy by allowing users to 

enact some degree of control of their identity information. 

In the My Private Cloud project, Chadwick and et al. [7] 

proposed a trust based approach for federated access to 

cloud resources.  
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III. PROPOSED APPROACH 

In our proposed approach, we assume that 1) there is a 

group of trusted third parties that provide identity services to 

users and service providers; 2) there are two levels of 

trusted identity providers; 3) identity service providers and 

actual service providers have a trusted relationship with 

each other; 4) proper encryption mechanisms are already in 

place to ensure secure transmission among users, identity 

providers and service providers. Exchanging security 

information must be based on the trustworthiness of users, 

identity providers, and actual service providers.  In this 

paper, as a possible way of preserving users’ privacy, we 

consider a group of identity service providers in a two-level 

hierarchical architecture. The higher layer (level 2) identity 

providers act as a central identity server and generate a 

security token (e.g., random number or nickname) based on 

the user’s registration request. Only these providers know 

the user’s actual identity information. This proposal also 

includes lower layer (level 1) identity providers for purposes 

of actual authentication of the authorized users based on the 

token provided by the user. When the level 2 identity 

provider receives registration, it generates a token that 

corresponds to the user’s real identity, which in turn ensures 

the privacy of users. This token is then forwarded to the 

level 1 identity service provider to cooperate generating a 

certificate and security key(s) based on the token provided 

by the user. Thus, the level 1 identity provider does not have 

any information to identify the user’s real identity. And the 

certificate itself does not reveal the user’s real identification.  

The level 1 identity provider may send the generated 

certificate back to the level 2 identity provider that retains a 

record of the user’s real identification if needed, while 

sending the corresponding certificate and security key(s) to 

the user without storing any relevant information. The level 

2 identity providers should not be able to see the security 

key(s) and certificate. Furthermore, the level 1 identity 

provider only has information of the token, and the 

generated certificate and security key(s) based on the token. 

Government agencies need to be able to access both the 

level 2 and the level 1identity providers to obtain the user’s 

real identity. Users will not be at risk of having their 

personal information revealed, even if they log on/off to 

access network services and resources from any service 

provider.  Figure 1 illustrates the information flow in our 

proposed approach.      

                                                                                                

IV. CONCLUDING REMARKS 

When we subscribe the new cloud service, it is important 

for users to firstly complete a registration to accrue a new 

set of credentials. Unfortunately, users tend to generate 

weak and easy to remember passwords, which can in turn 

cause users to easily become targeted by potential security 

attacks. Thus, one possible solution is to create single sign-

on that allows users to authenticate just one time and then be 

automated for further authentication during the same login 

session. However, single sign-on caused another security 

issue, such as user privacy. This is because malicious 

identity service providers and actual service providers can 

cooperate to reveal and trace both the real identity and the 

activities of the user. Hence, in this paper, we proposed a 

way to mitigate the concerns regarding protecting the 

privacy of users in the federated cloud IDMS. We believe 

that the fruits of this work are evident, but remain in need of 

continued research.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

   Figure 1. Information flow in privacy preserving SSO 
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Abstract—Social media tools provide public safety organiza-
tions with a new communication channel for the management
of crises and emergencies. While existing studies have mainly
focused on exploring how authorities use social media tools,
citizens role in producing information for emergency management
has not been studied adequately. The research problem of this
study is: How social media tools support emergency management
from a citizens perspective? The main contribution of this paper
is to identify requirements for social media -based emergency
management systems. Data on requirements were collected during
an a emergency management exercise in Finland. Results indicate
that citizens consider authorities presence in social media valuable
and reassuring during emergency situations.

Keywords—Emergency; social media; public safety.

I. INTRODUCTION

Social media has rapidly become one of the daily used
communication channels. At the same time citizens are more
and more equipped with mobile technologies that enable them
to be constantly interactive in online social media networks,
anytime and almost anyplace. This online behavior is also
present in emergencies, where an emerging trend of growing
citizens participation through social media can be seen. Both
citizens involved in and outside the emergency provide and
seek information with implications for both the informal and
the formal response effort.

Social media therefore provides opportunities for engaging
citizens in response activities both by pushing information to
the public and by pulling information from those involved
in the emergency, enabling online exchange of information
through conversation and interaction [1]. Public Safety Orga-
nizations have recently started to discuss how this citizen pro-
vided resource could be best utilized in emergency response.
Large scale natural disasters, such as earthquakes trigger the
need for more agile and scalable emergency communication
channels [2].

Public authorities in emergency management domain in
Finland include: police, rescue services, municipalities and
emergency response centre. In this study, we call these organi-
zations Public Safety Organizations (PSOs). Public Safety Or-
ganizations in Finland now face the demand on being present
online and there is also (more or less so) shared understanding
in the field of emergency response that public authorities
should be there where the citizens are, including social media
[3], [4]. All of the 22 regional rescue departments in Finland

have at least a Facebook account, some use also Twitter.
Municipalities play an important communication-related role
in Finnish emergency management model.

The usage of social media is, however, still taking its first
steps. Communications in social media is mainly dissemination
of safety information for citizens, and utilization of the in-
formation provided by citizens during crisis and emergencies,
such as silent signals, first-hand reports, (geotagged) photos
and video, or interactive communication between citizens and
public safety organizations, is still meagre. Research on the
use of social media in the field of emergency management in
U.S. and UK have provided similar findings [5], [6], [7].

Studies on the theme show that one of the key barriers for
the adoption of social media tools for emergency management
is the lack of related policies and guidelines [8]. These studies
have focused mainly on the adoption of social media enabled
communication from the point of view of public authorities,
focusing less on guidelines for citizens on the use of social
media in emergencies and crises.

Additionally, there are studies that have explored social
media tools in information sharing of disasters [9], [10] and
how social media has been used in disaster management life
cycle: prevention, preparedness, response, and recovery [11].
Carter [12] has studied how social media has been used in
storm situations in US. Some of the studies have focused
on challenges of using social media [13]. As a new mode
of communication, its adoption shall likely cause change
resistance among emergency management employees.

This study is related to EU Framework Programme funded
research projects iSAR+ and SOTERIA that aim at producing
recommendations to leverage the use of online and mobile
social media in crises and emergency response efforts. In
this paper, we focus on a citizen’s viewpoint of emergency
management. The study reports findings from a user showcase
on social media in emergency management. The purpose of the
showcase was to study the effectiveness of the interactive com-
munication between the citizens and PSOs in crisis situations
through three scenarios: hazardous material accident, aviation
accident and a summer storm. These scenarios provided a fruit-
ful playground for studying the bidirectional communication
between the citizens and Public Protection and Disaster Relief
organizations (PPDRs) in social media as well as testing the
social media data analytics platform.

The remainder of the paper is organized as follows. In Sec-
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Fig. 1. The context of the study

tion 2, the research method and settings of this are described.
In Section 3, the results of the study are presented. Section 4
includes analysis of results. Conclusions are given in Section
5.

II. RESEARCH PROBLEM & METHODOLOGY

The case study research method was used to explore
social media-based emergency management from a citizens
perspective. Yin [14] defines a case study as an empirical
inquiry that investigates a contemporary phenomenon within
its real life context using multiple sources of evidence. The
showcase was conducted in controlled environment in order to
avoid misunderstanding and panic in social media. The closed
environment also enabled protecting participants privacy and
anonymity.

A. Research environment

The Finnish user showcase (on social media in emergency
management) was organized along with Emergency Services
Colleges Crises and Large Scale Emergencies exercise (Krisu
exercise). This exercise is carried out twice a year and it is
a part of studies of Rescue Activities Management of the
graduating course of fire sub-officers and fire officer students.

The aim of the Krisu exercise is to practice management
of crises and large scale emergency situations in which several
public authorities take part, and in which rescue services is
the authority responsible for the overall management of the
situation. Several public safety authorities took part in the
showcase. In the showcase, the settings of Krisu exercise
were utilized bringing new tools for the players to support
communication and crisis management. The context of the
study is presented in Figure 1.

Showcase description: The showcase consisted of three
simulated scenarios: Hazardous material accident in Finland
nearby Finnish Russian border area, where a tank wagon of
a freight train containing ammonium was leaking at the rail
yard. The second scenario was an aviation accident in Helsinki-
Vantaa airport: Airbus 320’s landing fell short 200 meters

Fig. 2. A photo of an emergency situation tweeted by a citizen

before runway. The third scenario was a storm, during which
few hundred tasks were reported to the emergency number 112,
one of them a traffic accident with two cars and a tank truck.
During a storm scenario a detection of an emergency without a
call to 112 was also tested: lightning / damaged power started
a fire in a building.

Facilities: The showcase was organized in two different
locations: Command and Control Center positioned in facilities
of Emergency Services College. Citizen players were located
in Korvaharju training ground that is a 36-hectare wide area
with over 100 training and testing facilities for fire fighters.

B. Data collection and analysis

Data collection was carried out during the showcase in
February 2015. The following data collection sources were
utilized: documentation (showcase reports from previous show-
cases, showcase plan), archival records (iSAR project survey
for citizens, tweets sent by citizens during a showcase), partic-
ipative observation (participation in organizing the showcase,
observation reports by citizen players), interviews and coffee
table discussions (collecting information during the showcase
from citizen players), direct observation (observation of Twitter
feed and citizens action), physical artefacts (airplane, train,
tank truck simulators (for rescue services training purposes),
and feedback survey (directly after showcase and another after
showcase).

A within case analysis technique was used in this study
[15]. The technique focuses on exploring the case as a stan-
dalone entity. The showcase was also part of validation of
results. In the analysis, we utilized a pattern matching analysis
technique that focuses on comparing empirically based patterns
with predicted patterns. Predicted patterns (categories) were
created based on previous studies on emergency management
and evaluation reports of the previous showcase. Categories
focused on citizens viewpoint in management of emergencies.
Finally, for each category, we aimed to establish subcategories
that described the findings.

Settings: The study has been conducted as a part of EU
Seventh Framework projects SOTERIA (Online and Mobile
Communications for Emergencies) and iSAR+ (Online and
Mobile Communications for Crisis Response and Search and
Rescue). Pictures and data were collected from the showcase
of February 2015 in training area (see Figure 2).
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TABLE I. FINDINGS OF THE STUDY (SOCIAL MEDIA AS A CONTACT
CHANNEL)

Id Citizens’ comments Subcategory

1.1 If I had an urgent need, I would primar-
ily call 112. But, of course, the more
communication channels the PSOs use,
the more useful it would be in emergen-
cies.

Social
media as
an
add-on
channel

1.2 Through social media, one can
receive much more information
on emergency situation,
compared to phone calls.

Rich in-
formation
source

1.3 It should go in this way also in real life!
Immediate response to the tagged tweet.

Fast
response

1.4 Contacting the PSOs via social media
felt a bit difficult and unclear.

Challenges
in contact

1.5 I sent a tweet with a picture
and location data (GPS). The
response came within a minute
as a private message .

Private
message
as a
contact
channel

1.6 PSOs could send their contact
details as a private message (a direct
phone number).

Private
message
as a
contact
channel

1.7 I wonder why I cannot use SoMe as a
contact channel at the moment.

Social
media as
an add-on
channel

iSAR+ project aimed at research and development of set
of guidelines that enable citizens using new mobile and online
technologies to actively participate in the response effort,
through the bidirectional provision, dissemination, sharing and
retrieval of information essential for critical Public Protection
and Disaster Relief (PPDR) intervention, in search and rescue,
and medical assistance. On-line and Mobile Communications
for Emergencies (SOTERIA) project will result to developing
recommendations, to provide guidelines and courses of action
for Public Safety Organizations and citizens on how social
media tools are best utilized to benefit both citizens and
public authorities in emergencies. The participants consisted of
Finnish end-user community, such as national PPDRs entities
(Rescue Services, Police, municipalities), and citizen players.

III. RESULTS

Results from the case study are presented according to the
following categories: 1) Social media as a contact channel, 2)
Reaction of citizens to authorities messages and other citizens
messages (reliable and reassuring), 3) Communication (mes-
sage content, reaction time, information clarity, right timing,
unambiguity), and 4) Usefulness of social media tools.

Social media as a contact channel. Table I shows the
main findings related to social media as a contact channel.

Citizens addressed the role of social media as an additional,
value-adding communication channel and emphasized the di-
versity of social media channel in relation to the traditional
contact channel, phone. Citizen players were not trained or told
to use private Twitter messages during the exercise. However,
several citizen players used this for private communication
with authorities.

TABLE II. FINDINGS OF THE STUDY (REACTION OF CITIZENS)

Id Citizens’ comments Subcategory

2.1 There was a large number of unneces-
sary tweets and thus, I started to think
whether emergency contacts can be eas-
ily identified among junk tweets.

Identification
of
essential
informa-
tion

2.2 Yes. Decreases speculations. In real situ-
ations I would read messages but would
only trust messages from PSOs.

Trust

2.3 Social media could surely be
used also in real situations
but mining the accu-
rate information from
the false and unnecessary information is
relatively hard.

Identification
of
essential
informa-
tion

2.4 The citizens tweeted various infor-
mation and I really could not con-
nect with authorities. However, the an-
nouncements from the PSOs felt reas-
suring .

Authorities
presence
in social
media

2.5 The PSOs were actively present in Twit-
ter, and they published some informa-
tion this was good.

Authorities
presence
in social
media

Citizens comments also showed the perception of social
media as a bidirectional communication channel by nature.
Contact with the PSOs was expected. Nevertheless, even when
a personal contact with PSOs did not occur, the presence of
PSOs and their messages in social media was found important.
Regarding PSOs viewpoint, we observed during the study that
authorities proceed carefully in their social media initiatives.
This might be due to unfamiliarity of social media use in
PSO communication. Additionally, the persons who deal with
emergencies are not communication specialists.

Reaction of citizens to the messages of authorities and
other citizens. Table II shows the main findings related to
citizens reactions to communication of authorities and other
citizens during the showcase. Some of the authorities messages
included too generic language. For example, if they refer to
a press release, it would be nice to get the webpage where
it appears. (IN) Bi-directional communication through social
media is surely useful for public authorities.

Citizens’ reactions related to social media usage by PSOs
was positive. Information provided by the public authorities
through social media was considered trustworthy. In this study,
the impact of the PSO communication to the citizen behavior
was not explored, but the trust in PSO messages indicates that
e.g. giving instructions or codes of conduct in social media
would lead to preferred action. Citizens reported that PSOs
participation in social media discussions was active but also
highlighted that information was inconsistent between different
data sources.

Communication. Table III shows our findings related to
communication between PSOs and citizens.

Our findings emphasized the importance of social media
literacy skills (skills required in reading social media feeds
and understanding common terminology used in tweets and
updates). Capturing essential information) from the flow of
tweets (some were true, some spam and some misleading)
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TABLE III. FINDINGS OF THE STUDY (COMMUNICATION)

Id Citizens’ comments Subcategory

3.1 It would be useful to advise people
to avoid accident area as early as possi-
ble

Proactive
commu-
nication

3.2 I think interactive communication
between citizens and PPDRs
is useful as long as the tweets from
PPDRs are clear, open and fast enough.

Quality
of
commu-
nication

3.3 It was good that au-
thorities reported only
the essential information such as
number of injured persons

Quality
of
commu-
nication

3.4 Does the tank truck have warning
signs of Hazardous material? If yes what
kind of signs?

Emergency
details

3.5 I sent a tweet with a picture
and location data (GPS). Now,
authorities were well aware and
the response came within a minute
as a private message

Private
message
as a
contact
channel

3.6 PSOs could send their contact
details as a private message (a direct
phone number)

Private
message
as a
contact
channel

3.7 I wonder why I cannot use SoMe as a
contact channel at the moment.

Social
media as
an add-on
channel

was seen to require skills on media literacy (for social media),
especially when considering the reliability of the information
provided on social networks.

PSO communication should be timely, fast and active.
Some citizen players considered authorities response too slow
in the exercise. Authorities explained that response takes time
due to validation of information provided by citizens. In most
cases the validation requires a field visit. One solution could
be that authorities first message is that the situation is under
investigation or some generic information.

Citizens would also have liked the PSOs to define hashtags
for the ongoing situations. During the showcase, citizens
communication involved tweets, private messages, video con-
tent, and images related to emergency situation. Authorities
considered this information useful because it provided details
of accident scene such as number and type of cars, color of
smoke and warning signs in a tank truck.

Usefulness of social media tools for emergency man-
agement. During the showcase, the following tools were used
by PSOs: the iSAR+ alerting services (My Public Alerts),
iSAR+ fusion centre services (social media monitoring, SMM
crawler, text analysis tool), and iSAR+ portal software. A
closed Twitter-based platform was used to manage commu-
nication between citizens and PSOs. Three citizen players
used Permiloc application that enabled locating the citizen
and receiving real-time messages. (e.g., evacuation commands,
progress notifications on emergency situations) from PSOs.
The showcase scenarios included the following data:

• Real time messages (e.g., tweets, photos and video
streams of the events, tweets with geolocation data)

TABLE IV. FINDINGS OF THE STUDY (USEFULNESS OF TOOLS)

Id Findings Subcategory

4.1 It would be good if the PSOs used these
tools in real situations.

Need for
improve-
ment

4.2 The closed Twitter environment worked
almost perfectly.

Retweeting

4.3 The main idea of hashtags was not clear
to everybody

Hashtags

4.4 This system would work
in real situations!
I would use it and I would know
who to inform. Might create spam.

Spam
filtering

4.5 I received a good under-
standing of train accident
only based on following Twitter
feeds.

Progress
of emer-
gency
handling

generated by the players.

• Photos from real emergency situations provided by
Emergency Services College.

• Updates created based on previous, real life commu-
nications during emergencies

• Rumours and trolls produced intentionally by the
citizen players.

Table IV describes the findings concerning how useful citi-
zens considered social media tools in emergency management.

IV. ANALYSIS

According to our findings, social media is a very promising
communication channel for emergency situations. However,
emergency services field needs guidelines and policies to
establish and maintain these channels. Social media might be
used as an additional channel to provide richer information on
accident scenes than a phone-based channel. We observed that
Twitter-based social media tool was easy and fast to use from
a citizens perspective, even with no previous experience.

The research problem of this study was: How social
media tools support emergency management from a citizens
perspective? As main contribution of the paper, we showed
the citizens’ perspective to the social media-based emergency
management. The following requirements for social media
-based emergency management systems can be derived from
our results:

Fast response to citizens’ social media updates and
messages. Citizens require immediate and almost real time
response to their messages in social media. During the show-
case, we observed that citizens would require some kind of
response on emergency event from authorities in early phase.
Authorities’ perspective seems to be to first validate the event
before commenting anything. (Findings 1.2, 1.3)

Support for public and private messages. In addition
to public communication (tweets), some of the citizens tested
direct communication with PSOs and this type of tailored
communication was considered very useful and effective. We
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observed that before a citizen is able to send a direct message
to PSOs, he/she has to be a follower of the PSO role. From a
citizen’s perspective, opening an emergency chat channel from
a hyperlink could be perhaps simpler way to open a direct
communication. (Findings 1.4, 1.6, 3.5, 3.6)

Hashtags. Hashtags enable tagging and linking tweets on
the same subject together. Some citizen players suggested
that social media based emergency system could recommend
citizens which hashtags should be used during the emergency
situation. We also observed that the role of hashtags remained
unclear for some citizens. (Finding 4.3)

Effective and reliable location based services. During
the showcase, location based alerting systems (citizen players
were using a mobile application) were tested. We observed that
in some cases, inside the main building (of training area) the
location-based alerting system did not work reliably because
the mobile device and application lost the GPS signal.

Sharing information in periodic intervals scheduling.
There were several citizen players that were asked (according
to a script) to request information from PSOs during the show-
case. Often, citizens ask simple questions related to who they
should take contact with or where to get medical treatment.
A certain number of these questions could be avoided by
scheduling functions of social media tools. For example, a tool
could be set to automatically post contact details of a hospital
every 15 minutes. (Findings 2.1, 2.4)

Validation and analysis of emergency events. Especially,
management of trolls provides social media tools with chal-
lenges. Image and video analysis tools should be used to check
whether images and videos are real and have been taken from a
correct place. Validation and analysis should be conducted not
only reactively, but also proactively, for example scanning guns
from images and analysing landslides from satellite images.
During our showcase, some citizen players complained about
slow response of PSOs. However, there were also citizens that
had received immediate response to their tweets. (Findings 2.4,
2.5)

Educating citizens on what type of information is
needed from accidents. The social media -based emergency
management system should inform citizens what type of in-
formation is most useful for PSOs. For example, in hazardous
material accidents, images on warning signs of container trucks
and the colour of smoke help PSOs to identify what type of
chemical the container is leaking. (Findings 3.4, 3.5)

The showcase results showed that social media enables
new kind of citizen engagement in emergencies and crises.
Disseminating information, providing eye-witness accounts,
sending and receiving alert messages, exchanging experiences
of the emergency response and searching and publishing
information related to the event were conducted during a
showcase in a closed social media platform. We observed that
social media platform established strong real-time collabora-
tion mechanisms that led to improved situational awareness of
emergency situations.

Social media has been successfully used in several natural
disasters to connect people and inform authorities of the scope
of disasters/emergency situations. Our findings are congruent

with previous studies that emergency management organiza-
tions still lack consensus on how the social media can be
utilized in sharing emergency-related information. Negative
impacts of social media use could be partly overcome by edu-
cating the citizens how they should or can act in social media
channels. Our results showed that citizens would be willing to
help if they knew what type of information authorities need
in managing emergencies. Our study also addressed the role
of rumor (troll) management. More effective data analytics
capabilities of emergency management systems might speed up
the validation of emergencies and lead to faster identification
and more accurate response to trolls.

As implications for theory, our study contributes to emer-
gency management theory by focusing on citizens viewpoint
and exploring how they consider the use of social media as a
contact channel and means of communications. Our main cat-
egories (social media as a contact channel, reaction of citizens
to authorities and other citizens messages, communication, and
usefulness of tools) and identified subcategories can be used by
future social media case studies on emergency management.

As implications for practice, we validated the social media
based emergency management approach with three accident
scenarios and collected information on the limitations of social
media tools and user experiences.

V. CONCLUSION

This study aimed to answer the research problem: How
social media tools support emergency management from a
citizens perspective? The main findings showed that the social
media-based platform used in the study was easy to use and
enabled the PSOs to find the most essential information from
the information sent by citizens in social media. According to
the showcase observations, using social media tools enhances
the situational awareness of PSOs by providing information
(photos, videos and tweets from emergency sites) directly from
the citizens involved in the crisis.

However, some of the feedbacks collected from citizens
indicated that implementation of these kind of new practices
requires time. Using common hashtags in updates about the
ongoing situations would have been useful; in this exercise, the
citizen players thought that the PSOs could have recommended
some hashtags. Citizen participants were worried that the
important updates of the PSO might not be noticed among
the flood of tweets. Spam and unreliable information was seen
as a disadvantage of using social media during crisis situations.

Following social media and in this case the flow of tweets
of which some are true, some spam and some trolls requires
skills on media literacy, especially when considering the relia-
bility of the information provided on social networks. During
the scenarios demonstrated there was genuine need of official
information, as it there would be in real life situations.

Pictures were found useful information, also from the point
of view that they are helpful for foreigners who do not know
the language used in the tweets. Although social media tools
are actively used among involved citizens, our observations
and interviews showed that utilizing them in bidirectional
emergency management situations is relatively new.Feedback
from the showcase and the earlier survey indicated that citizens
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trust authorities. This is not obvious in other countries. The
citizens considered the presence of PSOs in social media
and the bidirectional communication valuable and reassuring
during and after a crisis. Our results indicate that social media
could be an additional communication channel between public
safety organizations and citizens.

This case study contains certain limitations. First, data were
collected during a relatively short time period (2 days incl. a
showcase and a feedback workshop). However, we managed
to get a rich set of material for the analysis through using
six sources of evidence recommended by Yin. Second, we
used a single case design in this study. We agree that this
causes difculties in generalizing results. However, case studies
should not aim at generalization but extending the theory.
Third, regarding the construct validity, most of the players were
relatively young (students) that use social media more actively
on their free time than elderly people. Finally, the fact that the
showcase was a simulated exercise certainly affects the results.

Further research will continue in Soteria project. Barents
Rescue Exercise 2015 will be a starting point for campaigns of
experimentations, where the role and impact of social media
and related tools will be tried, experimented, analyzed, tested
and evaluated in real and realistic simulated environments. This
will be instrumental to the production of recommendations on
the understanding of the impact and role of social media in
emergencies and efficient and effective ways to incorporate
mobile technology and social media into emergency response
efforts.

Further research efforts could focus on exploring the op-
tions how social media based emergency platforms should be
organized and provided as a viable business model. Rescue ser-
vices could apply service management approach for managing
social media based emergency services.
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Abstract—TUAK is a new mutual authentication and key gen-
eration algorithm proposed by the Security Algorithm Group
of Experts (SAGE) of the European Telecommunications Stan-
dards Institute (ETSI) and published by the Third Generation
Partnership Project (3GPP). TUAK is based on the Keccak
sponge function which has very different design principles to
the pre-existing 3G MILENAGE algorithm and so promises a
back-up/alternative in case algorithm vulnerabilities are discov-
ered during long-term Machine-to-Machine (M2M) deployments.
However, the practicality of implementing TUAK on currently
deployed and/or future Subscriber Identity Module (SIM) cards
is not well known. This paper describes the initial work and
findings of a study in support of SAGE and GSMA to consider
such implementation aspects.

Keywords–3GPP; GSM; Keccak; SAGE; TUAK.

I. INTRODUCTION

The European Telecommunications Standards Institute
(ETSI) [1] and later the Third Generation Partnership Project
(3GPP) [2] standardised mobile networks so that Mobile
Network Operators (MNO) were able to choose/design their
own cryptographic algorithms for subscriber authentication and
session key generation. In GSM, [3] there is a proliferation of
algorithms, however for 3G most MNOs use the well-studied
and openly published MILENAGE algorithm [4]. MILENAGE
(AES [5] based) was designed and published by the ETSI
Security Algorithms Group of Experts (SAGE), and more
recently SAGE designed a second algorithm, called TUAK
[6] based on the Keccak [7] sponge function. This was
done for two main reasons. Firstly, although MILENAGE is
currently considered strong, industry should have a proven
alternative in case an advance in cryptanalysis exposes vul-
nerability. Secondly, machine-to-machine (M2M) devices will
use “embedded SIMs”, whereby a Subscriber identity Module
(SIM) chip is fitted into a device, and the assignment (or
re-assignment) to a MNO and the provisioning of security
credentials is done later, over the air. Some devices may be
deployed for at least twenty years, which is a considerable
time in the life of a technical security solution. Having
two strong algorithms (MILENAGE and TUAK) built into
the hardware, and available for selection, should give good
assurance that effective security can be maintained throughout
the SIM lifetime.

TUAK inherits most of its security characteristics from
Keccak, which is the winning SHA-3 design and has of course
been extensively studied. See [8][9] for a closer analysis
of TUAKs security. TUAK is fundamentally different from

MILENAGE in its design, so that an advance in cryptanalysis
affecting one algorithm is unlikely to affect the other. There are
very few academic publications around TUAK as the standards
are quite new, although a comprehensive security assessment
[10] of the TUAK Algorithm Set was carried out by the
University of Waterloo, Canada. It considered a wide range of
cryptanalysis techniques, and finally concluded that TUAK can
be used with confidence as message authentication functions
and key derivation functions. However, industry acceptance
and adoption of TUAK requires not just a secure design, but
also confidence that it can be implemented on limited resource
SIMs with sufficient performance.

• Is it possible to load the algorithm onto an existing
deployed or stocked smart card platform?

• If so, will the algorithm run with acceptable perfor-
mance?

• Will a new SIM require a crypto-coprocessor for
adequate performance?

• Will a new SIM need to have a high performance
processor (e.g., 32-bit type)?

• Will a new SIM require specialist low-level software
for the algorithm?

• Will the algorithm benefit from hardware security
protection?

There have been previous performance evaluation and com-
parisons [7][11][12], around the Keccak core for the SHA-
3 competition [13], however these were aimed primarily at
specialist hardware, or far more powerful and less memory
limited processors than are typically found in SIMs. Therefore,
at the request of SAGE, the evaluation described in this
paper was undertaken, in which the entire TUAK algorithm
performance was determined by experiment with the SAGE
specified settings for Keccak, using their published source code
as a starting point. The latter is important, as SIM vendors
tend to base their implementations on the published security
standards examples. In addressing the performance questions
it was necessary to define a method of experimentation that
would give relevant results yet would not be tied to a particular
processor, platform or optimised for particular chip features.
The work began with the PC example implementations, before
forking to a parallel development suited for smart card eval-
uation. For the latter, simulation was originally considered,
however it is difficult to map results to real card performance.
The use of a multi-application card platform was included as
a positive means of abstraction from any particular chip, and
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could be representative of loading the algorithm onto exist-
ing/stock SIMs. However, the performance of such platforms
(e.g., MULTOS [14]/Java Card [15]) is usually inferior to a
native card implementation and so native mode was included
as the principal benchmark.

In Section II an overview of TUAK is provided before
describing the experimental setup and software development
in Section III and Section IV. Results are presented in Section
V and analysed in Section VI. Some comments on security
defences and performance are discussed in Section VII and
finally, conclusions and future work are presented in Section
VIII.

II. TUAK OVERVIEW

In each of GSM/GPRS (2G), UMTS [16] (3G) and the
Long Term Evolution (LTE 4G), a fundamental part of the
security architecture is a set of authentication and key agree-
ment functions [17][18]. The set of functions varies between
generations, with 3G providing more security than 2G, and
4G adding some further refinements. These functions exist in
the subscriber’s SIM card (which is provided by their MNO),
and in a network node called the Authentication Centre (AuC)
that is run by the MNO. The 3G authentication and key
agreement architecture requires seven cryptographic functions.
MILENAGE [4] is a complete set of algorithms to fulfil these
functions, built from a common cryptographic core (the AES
block cipher) using a consistent construction. TUAK [6] is also
a complete set of cryptographic functions for 3G authentication
and key agreement. LTE security reuses the same set of
functions, so both MILENAGE and TUAK can also be used
for LTE. There is also a standardised method for using the 3G
authentication and key agreement functions in GSM/GPRS.

A. Algorithm Inputs and Outputs
Whereas MILENAGE was designed only with 3G in mind,

TUAK was also designed for LTE and so supports a 256 bit
subscriber-unique secret key as well as the 128 bit key size
used in 3G. Moreover, TUAK also allows for the possibility
that certain other input or output parameters might increase
in length in the future. The input and outputs of TUAK’s
seven cryptographic functions f1, f1*, f2, f3, f4, f5 and f5* are
defined in [6] and like MILENAGE, the TUAK algorithm-set
expects one additional input parameter, an “Operator Variant
Algorithm Configuration Field”. In the case of TUAK, this
field is called TOP and is 256 bits long; each mobile operator
is expected to choose its own value for this, typically the same
value for many SIMs. The 3GPP security architecture did not
require this extra parameter, but it was included for two main
purposes:

• SIMs for different MNOs are not interchangeable, ei-
ther through trivial modification of inputs and outputs
or by reprogramming of a blank SIM.

• By keeping some algorithm details secret, some at-
tacks (such as side channel attacks like power analysis)
become a little harder to carry out.

TUAK includes an algorithm to derive value TOPc from
TOP and the secret key K, and it is sufficient for the SIM card
to be programmed with TOPc rather than with TOP itself. This
means that an attacker who is able to extract TOPc from one
card does not learn TOP or TOPc for other cards.

Figure 1. A Cryptographic Sponge Function

B. Algorithm Building Blocks
The main building block from which all of the TUAK

algorithms are constructed is Keccak [7], the “cryptographic
sponge function” which was selected by NIST as the winner of
the SHA-3 hash function competition [13]. Sponge functions
work by repeated application of a fixed length transformation
or permutation f, as shown in Figure 1, which is copied from
[19]. First the input bits are “absorbed”, and then the output
bits are “squeezed out”.

TUAK uses the Keccak algorithm with permutation size n
= 1600, capacity c = 512 and rate r = 1088. This rate value
is big enough that each of the algorithms in the TUAK set
needs only a single instance of the permutation f - repeated
iteration of the permutation is not necessary.

Details of the TUAK algorithm can be found in [6],
with test data in [20][21]. The TUAK algorithm functions are
illustrated in Figure 2. In this diagram:

• The top picture shows how TOPc is derived from TOP.
• The middle picture shows how MAC-A or MAC-S is

computed (f1 and f1*)
• The bottom picture shows how RES, CK, IK and AK

are computed (functions f2, f3, f4, f5 and f5*) - note
that these functions all take exactly the same set of
input parameters, so can be computed together

• INSTANCE is an 8-bit value that takes different values
for different functions, for different input and output
parameter sizes, and to distinguish between f1 and
f1* and between f5 and f5*, providing cryptographic
separation

• ALGONAME is a 56-bit ASCII representation of the
string “TUAK1.0”

• The block labelled “Keccak” is the 1600-bit permuta-
tion, with the shaded part corresponding to the 512-bit
“capacity” input; see Figure 2.

III. THE EXPERIMENTAL SETUP

Based on the arguments presented in the introduction,
the goal was to use a combination of PC software, native
smart card chip implementations and a secure platform for
development and comparative testing. For the native imple-
mentations, we required two chips of comparable CPU power,
yet different security protection to determine if the inherent
protective measures impacted performance. Furthermore, to
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Figure 2. The TUAK Algorithm Functions

make useful comparisons with the secure platform implemen-
tations, we needed platforms based on similar chips. A solution
presented itself based around native implementations on the
Infineon SLE77 [22] and SLE78 [23]. The MULTOS platform
was selected as the secure platform primarily because test
cards (types M3 and M4) were available based on the same
Infineon chips. The smart card experiments were preceded by
measurements on a PC platform that used similar example C
code. The code could in future also be ported to Java Card
platforms, although the Java coding language would make
comparisons less clear.

A. The PC Test Platform

The initial tests used an Intel Core i5-2540M CPU @
2.60GHz, max turbo frequency 3.30GHz, 2 cores, 4 threads,
Intel Smart Cache 3Mb, Instruction set 64-bit + AVX, 4Gb
RAM, with a Windows 7 32-bit OS. The Keccak example
implementations were written in C and compiled to optimise
speed. Although the processor and the compiler supported 64-
bit integers, the resulting assembly code was limited by the OS
to 32-bit. Execution time was measured in CPU clock cycles,
although multiple runs were necessary due to the multi-tasking
OS interrupting execution. Various versions of the example
code became available during development as shown in Table I.
The smart card source code was originally modelled on version
1 and then developed in parallel.

In Keccak, f is a permutation. Keccak is a family of
algorithms, from which a particular algorithm is selected by
setting three security parameters:

• The permutation size n, which can be 25, 50, 100,
200, 400, 800 or 1600 bits.

• The “capacity” c, which is a security parameter (es-
sentially, for a given capacity c; Keccak is claimed to
stand any attack up to complexity 2c/2).

• The “rate” r = n - c, which determines how many
input and output bits can be handled by each iteration
of the permutation.

TABLE I. PC EXAMPLE CODE IMPLEMENTATION VERSIONS

Version SupportedBits ShortDescription
0 8/16/32/64 Size optimized, generic, use of % and more tables
1 8/16/32/64 Speed optimized, generic
2 64 Use of CPU 64-bit rotate instruction
3 8/32/64 Original from the specification
4 64 Similar to v2 but trying to combine more operations
5 32 Totally unrolled version, only C code
6 8/16/32 With bit-interleaving, generic, not optimized
7 32 Optimized bit-interleaving, part unrolled, 32-bit

B. The Smart Card Chips
The chips for experimentation both had 16-bit CPUs, which

is a size representative of the majority of deployed SIMs
(although there are still 8-bit CPUs around, as well as newer
32-bit CPUs). Whilst they are of similar family, horsepower
and vintage they are quite different in security aspects.

1) SLE77: The SLE77 is a traditional style security con-
troller intended for mid-range payment applications, and eval-
uated to Common Criteria [24] EAL5+. Its crypto-coprocessor
does not support TUAK/Keccak so was not used in our tests.
Details of the chip protection measures against physical, side-
channel leakage and faults are not publicised, however in a
traditional security chip one might expect protective shields,
plus power smoothing and noise insertion to counter power
analysis, and sensors/detectors to counter fault attacks. Some
protection may arise from the application and OS software e.g.,
randomised/repeated operation and dummy cycles, although
this may be optimised for the included algorithms. For a
new algorithm running on this chip, we should expect some
protection from the hardware, although the final algorithm code
will need to improve this, which would likely degrade the
performance measured in our experiments.

2) SLE78: The SLE78 is an innovative security controller
intended for high security applications. Instead of relying
mainly on shields and sensors it uses “Integrity Guard” [25],
which exploits dual CPUs working in tandem. The claimed
features include:

• Dual CPU implementation for fault detection
• Full CPU, memory, Bus and Cache encryption
• Error detection codes on all memories
• Error codes for cache protection
• Address and data scrambling of memories
• Side-channel leakage suppression
• Active Shield

Running the algorithm on the SLE78 offers a good deal
of hardware protection with less reliance on added software
countermeasures; so we would anticipate less performance
degradation when compared with the SLE77.

IV. SOFTWARE DEVELOPMENT

The starting point for the smart card software development
was the example code published in 3GPP TS 35.231 [6]. This
went through several versions during the project, based on
results/feedback and on-going optimisation work. The final
versions should be regarded as optimised to the extent that was
possible with a generic implementation avoiding chip specific
enhancements. Referring to Table I the primary template for
the smart card experiments was the generic speed optimised
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version 1 that could be built for 8, 16, 32 and 64 bits, and
made use of generic loops and macros. The 64 bit option was
discounted as being unrepresentative of current smart cards
and because legacy C compilers cannot easily cope with integer
variables beyond 32 bits. Some minor modifications were made
to the initial smart card code, but largely it remained true
to the original generic code. Later, in order to understand
performance issues relating to the algorithm running on the
MULTOS platform, a 32-bit version of the code was part-
optimised, which involved expanding the Macros and unrolling
the inner loops within the main Keccak functions. The final
MULTOS version also used fixed pointers for buffer manipu-
lation. Note that in all versions of the code, the calculation of
TOPc was removed from each function. Within a smart card,
this value would be pre-calculated and loaded into protected
memory and so there is no need to recalculate it; and doing
so could halve a TUAK function’s speed.

A. Software Functional Testing
To test TUAK functionality, we used the six test data sets

published in 3GPP TS 35.232 V12.0.1 [20]. The data sets
were designed to vary all inputs and internal values, and assure
correctness of an implementation; they thus also serve well for
performance tests. To simplify testing the test data sets were
included within the card application. This added an extra static
data requirement, but meant that tests could be run by simply
specifying the test set within the card test command, or by
supplementing the test set with command data. Each command
had an execution count so the targeted function could be run
from 0 to 255 times (on the same input data). Typically the
count would be ’1’, although ’0’ was useful for estimating
round trip delays and higher counts improved measurement
precision.

V. RESULTS

In this section, we present the experimental results, based
on the 3GPP test data. The results were obtained via a scripting
tool that would send a command message to the card in the
form of an Application Protocol Data Unit (APDU) and then
time the response. Although card processing time should be
consistent and repeatable, scripting tools have tolerances. To
compensate, the test commands instruct the card to execute a
function multiple times before returning a result. A calibration
was also carried out using a protocol analyser.

A. PC Results
The initial performance experiments used to refine the

public example code were PC based, with results (in clock
cycles) from the various versions (see Table I) summarised in
Table II. Note that the cycle number includes pre, post data
processing and overheads for a single run of Keccak-1600 (24
rounds).

Variation between minimum and average results arises from
the OS. The minimum values are representative of the CPU
capability. Generally, speed increased with the target build size.

B. Smart Card Performance
Native card performance was mainly measured on the

SLE77; only the 32-bit algorithm was run on the SEL78. The
MULTOS results used both chip types for all tests. The results
are shown in Tables III and IV.

TABLE II. PC VERSION PERFORMANCE COMPARISON

Versions Minimum Cycles (average cycles)
8-bit 16-bit 32-bit

0 (size opt) 168652(380066) 85988(215250)
1 (speed opt) 49688(116200) 22496(55343) 7152(9024)
2 (N/A)
3 (original) 202140(221564) 87350(193371)
4 (N/A)
5 (unrolled) 6368(10391)
6 (bit-interl) 73120(185217) 59307(131112)
7 (bit-interl opt) 10216(25570)

TABLE III. NATIVE MODE PERFORMANCE (ms)

Test Mode/Chip SLE77 SLE78
Data f1f1s f2345 f5s f1f1s f2345 f5s

8-bit 18.11 18.17 18.11
1 16-bit 15.17 15.23 15.17

32-bit 19.58 19.64 19.51 19.58 19.70 19.51
8-bit 18.17 18.17 18.17

2 16-bit 15.23 15.23 15.17
32-bit 19.64 19.76 19.58 19.64 19.82 19.58
8-bit 18.23 18.17 18.17

3 16-bit 15.23 15.29 15.17
32-bit 19.70 19.82 19.58 19.70 19.88 19.58
8-bit 18.17 18.23 18.17

4 16-bit 15.17 15.23 15.17
32-bit 19.58 19.76 19.45 19.58 19.76 19.51
8-bit 18.17 18.23 18.17

5 16-bit 15.17 15.36 15.17
32-bit 19.58 20.01 19.58 19.58 20.00 19.58
8-bit 36.22 36.27 36.19

6 16-bit 30.16 30.28 30.10
32-bit 38.85 39.15 38.67 38.79 39.15 38.60

Normally, when the MULTOS organisation specifies a
new function for the Virtual Machine (VM) it would be
coded in low-level software and invoked from an Application
Programming Interface (API). The API performance should
be closer to that of Table III; however as this is currently
not the case, the Table IV figures apply. All versions of the
application benefit from a typical memory optimisation i.e.,
the Keccak main buffer (INOUT) was forced into a reserved
section of RAM. Using non-volatile memory (NVM) instead
made the 8-bit and 16-bit versions three times slower and the
32-bit version five times slower. The “32x” rows represent the

TABLE IV. MULTOS PERFORMANCE (ms)

Test Mode/Chip ML4 = SLE77 ML3 = SLE78
Data f1f1s f2345 f5s f1f1s f2345 f5s

8-bit 19882 19952 19796 23837 23947 23962
16-bit 10749 10826 10702 12824 12917 12838

1 32-bit 6396 6505 6350 7239 7348 7192
32x 3104 3214 3073 3432 3557 3400
32p 1529 1575 1529 1623 1654 1622
32-bit 6474 6568 6396 7332 7441 7254

2 32x 3198 3276 3120 3526 3619 3463
32p 1544 1576 1529 1638 1669 1623
32-bit 6537 6615 6396 7379 7504 7254

3 32x 3245 3339 3120 3603 3681 3463
32p 1560 1592 1529 1654 1670 1623
32-bit 6427 6552 6349 7269 7410 7191

4 32x 3151 3261 3089 3478 3603 3401
32p 1544 1591 1529 1623 1669 1622
32-bit 6443 6708 6412 7301 7597 7254

5 32x 3166 3432 3120 3494 3791 3463
32p 1544 1622 1529 1638 1700 1622
32-bit 12543 12808 12402 14211 14492 14071

6 32x 5990 6224 5866 6614 6879 6474
32p 2980 3057 2949 3135 3198 3105
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TABLE V. TEST DATA PARAMETER SIZES

Test Data K MAC RES CK IK Keccak
Iterations

1 128 64 32 128 128 1
2 256 128 64 128 128 1
3 256 256 64 128 256 1
4 128 128 128 128 128 1
5 256 64 256 256 128 1
6 256 256 256 256 256 2

“unrolled” version of Keccak, which is a removal of inner
loops and macros in the C code, and the “32p” version also
uses fixed pointers rather than array index calculations. The
smart card test results are further described and analysed in
Section VI.

VI. ANALYSIS OF THE SMART CARD RESULTS

To consider the experimental results, it is necessary to be
aware of the parameter sizes (bits) inherent in the standardised
test-sets, which are summarised in Table V. The test data
parameters are designed to exercise TUAK in representative
modes of use. Note that for the first five test sets (single
iteration) the Keccak core has very similar execution time,
with TUAK variations arising from the differing amounts of
data to absorb or squeeze out of the sponge (working buffer).

Note that the common/fixed parameters sizes (bits) for the
TUAK algorithm are: RAND = 128, SQN = 48, AK = 48,
AMF = 16.

A. Performance Target

We need to define an appropriate performance target, so
we can start by recalling the target used for the MILENAGE
design [4].

...“The functions f1-f5 and f1* shall be designed so
that they can be implemented on an IC card equipped
with an 8-bit microprocessor running at 3.25 MHz
with 8 kbyte ROM and 300byte RAM and produce
AK, XMAC-A, RES, CK and IK in less than 500
ms execution time.”...

Technology has advanced since this target was created and
it might be difficult to find a SIM chip with these minimal
capabilities, and indeed many do not have ROM. Furthermore,
the target is ambiguous and could be interpreted that if you
ran the functions in sequence each could take 500ms. It is also
unclear how much of the ROM and RAM can be used. A more
appropriate and modern target was defined during the study.

...“The functions f1-f5 and f1* shall be designed
so that they can be implemented on a mid-range
microprocessor IC card (typically 16-bit CPU), oc-
cupying no more than 8kbytes non-volatile-memory
(NVM), reserving no more than 300bytes of RAM
and producing AK, XMAC-A, RES, CK and IK in
less than 500 ms total execution time.”...

This revised target definition has been proposed to 3GPP for
inclusion in future versions of the standard documents.

Figure 3. Comparison of Native Mode Execution Times

B. Native Mode
If we consider the results from the native implementation

on the SLE77, the function execution times for the various
test data sets are quite similar with the exception of test set
6. The latter uses a double iteration of Keccak, which roughly
doubles the execution time. As can be seen from Figure 3,
compiling the generic code for the different target bit widths
affects the execution time, but not by an enormous margin.
The most efficient version is the 16-bit target, which provides
the best fit for the underlying processor.

Due to practical constraints we only have SLE78 mea-
surements for the 32-bit target, which show similar speed to
the SLE77 (native). The extra security features of the SLE78
seem not to penalise performance although there may be added
financial cost. The striking observation is that native mode per-
formance satisfies our target by a very comfortable margin. It
is therefore reasonable to conclude that provided the algorithm
is custom-coded on a typical (rather than highest performance)
SIM chip there is no need for a crypto-coprocessor.

This study focussed more on performance than code-size
minimisation, however, all native implementations fitted within
our memory targets.

C. Platform Mode
Within the study we only considered the MULTOS plat-

form; although a Java Card would make an interesting compar-
ison. The results here were disappointing, although a signifi-
cant overhead had been expected due to the operation of the
secure Virtual Machine and the MULTOS Execution Language
(MEL) [26] abstraction. In practice, the best results were
around two orders of magnitude slower than native; see Figure
4. Furthermore, the performance improved with increasing
compiled bit-size, which suggests that the compilation and
MEL interpretation does not map closely to the underlying
CPU size for the processing in TUAK.

On inspection of the generic Keccak function one saw
extensive use of macros and loops. To determine if they were
causing problems for MULTOS, an “unrolled” 32-bit version
of Keccak was created, removing macros and inner loops. The
results are in the Table IV rows marked “32x” and in Figure 4,
showing a doubling of speed. A further improvement was to
adapt the algorithm to use fixed location buffer pointers rather
than indexed arrays; and the corresponding “32p” version
shows a further speed doubling. However, a single function
still takes around 1.5s.
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Figure 4. MULTOS f1() Execution Times

If we consider the unrolled Keccak there are many shifts
on array contents, however MEL does not have a core shift
instruction, but uses shift primitives. The unrolled Keccak is
twice as fast as the generic version, partly due to the way that
MULTOS handles shifts. The amount of shift on a buffer m
can be known at compile time or run time, as shown below.

m = m << 3 or m = m << n

The first example is handled as a single use of the shift
primitive, whereas the second will loop n times shifting 1 bit at
a time. This still leaves a big question mark over the efficiency
of the primitive itself (and other bitwise operations).

If we consider the x2 speed-up from pre-computing TOPc,
the x2 from removing loops/macros and the x2 from using
pointers, the application is x8 faster than the generic version.
However the conclusion is still that the algorithm cannot meet
the target performance if loaded as an application on a card
platform (MULTOS at least). This suggets it is not practical
to add the algorithm to deployed or existing stock cards. To
use a card platform, an API would need to be added so that
an efficient native implementation could be called.

VII. SECURITY DEFENCES AND PERFORMANCE

Modern SIM cards are normally based on tamper-resistant
secure microcontrollers, which inherently have a range of de-
fences against physical, side-channel and fault attacks. There-
fore, a TUAK implementation on a SIM platform should be
much better protected than an implementation on a general
purpose microcontroller, with the latter incurring significant
performance overhead to achieve modest attack resistance. If
we consider the chips used in our tests then the SLE78 would
be expected to offer significant protection against physical,
side channel and fault attacks [24] due to the innovative
underlying hardware; requiring less software countermeasures
(and performance degradation) than a conventional secure
microcontroller. The SLE77 would also offer hardware based
protection, particularly against physical and fault attacks, but
adequately preventing side-channel leakage will require addi-
tional measures in software. Fortunately, the SLE77 is quite
fast and even if the performance was degraded by an order of

magnitude, we could still run f1, f2345 and f5s and meet the
overall performance target. MULTOS platforms are known and
marketed for their high security and had they been fast enough
they would have been expected to offer added OS security
to compliment the underlying chip hardware. However, the
current view is that a new MULTOS primitive will be needed
for the algorithm and so the issues are similar to the SLE77/78.

A. Fault Attack Defences and Performance Impact
The faults used in attacks are normally achieved by volt-

age glitches, radiation pulses and operating the target device
beyond tolerance. The hardware sensors in tamper-resistant
smart cards are intended to detect the likely means of fault
insertion and prevent a response useful to the attacker; so
there is no significant added overhead for the software. A
very sophisticated and skillful attack might bypass the sensors,
however by adopting TUAK as an openly published algo-
rithm, with diversified card keys, we are avoiding proprietary
secret algorithms that might motivate such effort. An added
countermeasure could be to run the algorithm twice and only
output a response if the results agree; this would counter
attacks that analyse correct and faulty results from algorithms.
The added countermeasure is probably unnecessary for the
chips considered in this work, although halving the speed of
operation would still keep it well within specification. Note that
an attacker will seek to insert a fault at the most opportune
moment, which may be determined from side-channel leakage.

B. Side-Channel Attack Defences and Performance Impact
Timing leakage attacks [27] can be possible when there

are observable data dependent delays in the application; in
which case added redundancy is needed in the implementation.
Timing variations can be sufficiently large that they can be
detected despite low level measures to disguise side-channel
leakage that might be subject to power analysis. The leakage
generation principle is quite simple, e.g., if a variable is true
do something time-consuming else do something quick. The
variable could represent a value that is tested at the application
layer, or just a low-level bit test. A brief inspection of Keccak
does not show obvious high-level timing leakage, as there are
no conditional branches in the code. However, there could
be lower level leakage if bit rotates are used. For example
a processor may effect a rotate by shifting the contents of a
register up one place and then testing the value that falls out of
the register. If the value is ’1’ then this has to be added back
in as the LSB, so unless the designer adds dummy operations,
processing a ’1’ is going to take longer than a ’0’.

The Keccak example code has macro names that imply
rotate, but on inspection they are buffer shift operations rather
than register rotates. However, there could be a timing effects
when the compiled target size (8/16/32 bit) does not match the
underlying register size. For example if we compile for 16-
bits, but the CPU registers are 8-bits then our shift may need
to modify the least significant bit of the upper byte based on
the bit value shifted out of the lower byte. In the case of native
code implementation, developers would be expected to take the
CPU size/shift/rotate into account. In the platform approach
the mapping between application variables and underlying
registers is unclear.

We have assumed that the chips have hardware counter-
measures to prevent bit-level side-channel leakage, as software
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measures are inferior and significantly impact performance.
For example, Hamming-weight equalisation is a technique that
seeks to reduce leakage by ensuring that for each bit transition
there is a complementary transition; so as a ‘1’changes to
‘0’ there is also a ‘0’ changing to ‘1’. In a practical im-
plementation this could for example be a 16-bit processor
where the lower 8-bits of a register handle the normal data
and the upper 8-bits handle the complementary data. However,
at the physical/electrical level, the register bits are unlikely to
have equal contribution to the leakage and so Hamming-weight
equalisation may not deliver a sufficient reduction. The impact
on execution speed is also significant, as it is necessary to clear
registers before and after use, and so a ten-fold rather two-fold
reduction in performance should be anticipated.

VIII. CONCLUSIONS AND FUTURE WORK

The main conclusion is that it is feasible to implement
TUAK in software on typical smart card/SIM chips and meet
the performance target for 3G/4G authentication algorithms,
without the need for a cryptocoprocessor. Native mode imple-
mentation is required and so for a card platform (such as MUL-
TOS) this should be supported via API calls. Processor and
memory requirements are very modest suggesting that TUAK
could meet performance targets even when implemented on
simpler legacy CPUs. Although there is no high-level data
dependent timing in TUAK, there is some potential for data
dependent side-channel leakage due to shift operations, which
will require countermeasures. Whilst high-end smart card
chips (like the SLE78) may offer significant hardware-based
resistance to side-channel analysis, other chips will require
help from software countermeasures. Such measures may
significantly impact performance; however the SLE77 results
show that function execution time could be reduced by an
order of magnitude and still satisfy the performance target. The
primary impact of the work is that by showing TUAK to be a
practical back-up or alterative to MILENAGE for typical SIM
platforms, it will be adopted as a preferred public algorithm
(initially in M2M systems); displacing proprietary solutions
that are often the target and motivation for attack.

On-going work is considering a less advanced/legacy smart
card chip (S3CCE9E4/8), side-channel leakage, and whether
TUAK could be re-used in other applications. Preliminary
results indicate that TUAK is sufficiently fast for use on more
limited chip platforms, and this suggests it might also be a
candidate for Internet of Things protocols. In fact re-using a
3G algorithm is not a new idea as MILENAGE has already
been reused outside of mobile communications.

An initial collection of power traces from the original
SLE77 TUAK implementation, shows the rounds and the round
structure, although more traces and detailed analysis are still
required to clearly determine data dependent leakage.
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Abstract—MATLAB/Simulink is a state-of-the-art tool for model-
driven engineering of embedded systems. Simulink enables engi-
neers to model continuous and discrete parts of a system together
in hybrid models. In such models, complexity reduction via
refactoring plays an important role. However, formal verification
of the equivalence between a hybrid Simulink model and its
refactored counterpart is still an open problem. One challenge
is that for many refactorings, equivalent behaviour can only
be shown to be ‘close’ to each other rather than being the
‘same’. To solve this problem, we propose a methodology to
show behavioural equivalence based on approximate bisimulation.
Our main contributions are a sound abstract representation for
Simulink models that serves as a basis for proving equivalence,
that we adapt the concept of approximate bisimulations to the
operational Simulink semantics, and a methodology that enables
the designer to prove transformation correctness. Our approach
is applicable to both discrete and continuous Simulink models.
With that, we provide an ideal starting point for the verification
of hybrid models that integrate discrete and continuous model
parts.

Keywords–formal verification; transformation correctness;
refactoring; MATLAB/Simulink; approximate bisimulation

I. INTRODUCTION

MATLAB/Simulink is a tool and de facto standard in
model-driven engineering (MDE) in many industries, e.g., in
the automotive and aerospace sectors. To control the com-
plexity of Simulink models and to ensure their adherence to
certain guidelines, refactorings are often used. Refactorings are
model transformations that improve the inner structure of the
model by keeping the behaviour of source and target model
equivalent. Apart from reducing complexity and establishing
compliance to defined guidelines for the models, refactorings
can offer various perspectives of the model to the engineer -
behaviourally equivalent, but different in other aspects. This
helps the engineer to better understand the system and to find
the proper refinement in forthcoming design phases to fulfil the
requirements of the desired system. Other potential benefits
of refactorings can be improved simulation performance or
increased simulation precision after the transformation.

However, as Simulink is often used in safety-critical ap-
plications, it is crucial to ensure that refactorings preserve
the intended behaviour of a Simulink model. While it is
generally possible to validate the correctness of refactorings
by simulation and testing, this does not provide any guarantees
that the behaviour is preserved for all possible input scenarios.
In this context, formal verification plays an important role.
The ISO 26262 [1] states that it is highly recommended to
formally prove system behaviour against the specification to
cope with high Automotive Safety Integrity Levels (ASILs).

However, formal verification of hybrid Simulink models, and
in particular the formal verification of refactorings of hybrid
models is a major challenge. The main difficulty is that for
many refactorings, equivalent behaviour can only be shown to
be ‘close’ to each other rather than being the ’same’.

In this paper, we present a methodology to enable the
verification of behavioural equivalence of discrete or con-
tinuous Simulink models, in the sense that two models are
close to each other. We are confident that our approach can
be extended to actual hybrid models later in future work.
The main challenge we address is that the standard concept
for showing behavioural equivalence, namely bisimulation, is
not applicable in cases where hybrid models are numerically
approximated by Simulink. However, in such cases, we can
prove that the values of the next simulation steps are ap-
proximately the same, i.e., they are located in an ‘epsilon
tube’ around the actual solution, which does not need to be
known to the designer. To achieve this, we provide a new
notion of equivalence for hybrid MATLAB/Simulink models
by adapting the existing concepts for approximate bisimulation
as described in, e.g., [2] to the operational Simulink semantics
given in [3].

Our main contributions are the following.

1) We adapt the concept of approximate bisimulation for
Simulink.

2) We provide an abstract and formally well-defined
semantics for Simulink.

3) We propose a methodology for transformation cor-
rectness of hybrid Simulink models.

The main idea of our methodology to prove transformation
correctness is that we provide an abstract representation for
Simulink models and perform the verification on this abstract
level using approximate bisimulation. We put the interpretation
of the abstract representations on a firm footing by proving
soundness with respect to an existing operational Simulink
semantics [3]. To prove behavioural equivalence between a
source model and its refactored counterpart, a designer can
use our abstract representation to compute boundaries for the
ranges in which the values are contained after each simula-
tion step. From these boundaries, approximate bisimulation
between the original Simulink models can be derived.

Note that in this paper, we focus on systems that are either
discrete or continuous. It is part of future work to combine the
findings to be able to handle fully hybrid models as well.

The rest of this paper is structured as follows: In Section II,
we introduce the operational semantics of MATLAB/Simulink
and the concept of approximate bisimulation. In Section III, we

45Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-451-0

ICONS 2016 : The Eleventh International Conference on Systems (includes EMBEDDED 2016)

                            56 / 72



discuss related work. Section IV provides a general overview
over our approach. In Section V, we provide our adaptation
of approximate bisimulation to Simulink. In Section VI, we
present our abstract representation and discuss its soundness
with respect to the operational semantics. In Section VII,
we examine how behavioural equivalence between Simulink
models can be established using our abstract representation
together with our adapted concept of approximate bisimulation.
We conclude in Section VIII.

II. BACKGROUND

In this section, we briefly summarise the necessary back-
ground to understand the remainder of this paper.

A. Simulink

Simulink is a widely used modeling language for dynamic
systems. It is based on Matlab, and both products are devel-
oped by The MathWorks [4]. In Simulink, dynamic systems
are modelled as block diagrams. They can then be simulated,
and, with further software packages, it is also possible to
automatically generate code. Simulink provides a large library
of predefined blocks. Additionally, user-defined libraries and
block types can be added.

In this paper, we consider five kinds of Simulink blocks:
unsampled or direct feed-through blocks (e.g., arithmetic
blocks), discrete time blocks (e.g., Unit Delay, Discrete In-
tegrator), continuous time blocks (e.g., Integrator), sink blocks
(e.g., Scope) and source blocks (e.g., Constant, Sine Wave,
Ramp). Each block can have inports and outports. These are
the interfaces via which the blocks are connected. We speak
of discrete models if the model consists only of discrete and
unsampled blocks and continuous models if the model consists
only of continuous and unsampled blocks. Finally, a hybrid
model is a model with all block types.

Simulink Operational Semantics

To capture the behaviour of Simulink models, we use the
operational semantics described by Bouissou and Chapoutot
[3]. There, a state is a mapping σ : V → R where V =
{li|1 ≤ i ≤ nb}∪{di|1 ≤ i ≤ nd}∪{xi|1 ≤ i ≤ nx}∪{t, h}.
The numbers nb, nd and nx express the amounts of variables
for the output of blocks, discrete and continuous respectively.
Every block has a unique ouput variable li, discrete blocks
have an internal variable di, and continuous blocks an internal
variable xi in addition. The variable t is used for the simulation
time and h stands for the simulation step size. Parameters that
are provided by the user are denoted by a function π. For
instance, π(t0) expresses the simulation start time, π(tend)
the simulation end time, π(h0) the initial simulation step size.
Bouissou and Chapoutot then assign each block with a set
of equations, examples are l1 = l2 + l3, li =S d; d̄ =S l1,
ẋ = l1, x(0) = init. These equations are evaluated by the
operational semantics, which is defined as a set of inference
rules. In the following, we provide a brief summary of the
most important inference rules.

The global simulation rule states that if the simulation time
is not expired (in which case nothing happens), the simulation
consists of three steps that are consecutively evaluated:

1) The M−transition (major step transition) evaluates
equations of the form l = e and l =S e, i.e., un-
sampled equations and outputs of discrete (sampled)
blocks.

2) The u−transition (update transition) evaluates the
internal variables of discrete blocks, i.e., equations
of the form d̄ =S l.

3) The s−transition (solver transition) evaluates the
internal variables of the continuous blocks, i.e., equa-
tions of the form ẋ = l.

During the evaluation of these transitions, the following rules
apply:

• The evaluation of expressions and predicates is per-
formed by o−transitions: variables l evaluate to the
value in the current state σ(l), constants to the constant
value, functions are evaluated by applying them on the
values of their arguments, predicates analogously.

• Equations with an index S, e.g., lo =S f(l1, ..., ln)
only lead to a state change if σ(t) ∈ S, i.e., the sample
time of the block is reached by the simulation time.
If σ(t) ∈ S, the expression on the right hand side is
evaluated by o−transitions to calculate the new value
for σ(lo).

The solver transitions to calculate equations of the form ẋ = l
(ẋ denotes the derivative of x) are more complex. Simulink
approximates the value xn+1 at point tn + hn starting from
the value xn at time index tn by applying an approximation
technique defined by the user, e.g., Euler method or one of the
Runge-Kutta methods [5]. The solver transition finishes with
the calculation of the subsequent simulation step size. Please
note that all blocks are simultaneously evaluated to calculate
the succeeding state according to the operational semantics,
i.e., it is a synchronous semantics.

B. Approximate Bisimulation
Our goal is to prove equivalent behaviour of source model

and refactored target model. As indicated in Section II, in
case a model contains continuous blocks, Simulink does not
compute the actual solution, but an approximation. Hence,
although intuitively source and target model may express
the same solution function, it is not possible to show exact
equality. We therefore require a notion of equivalence that
relaxes equality. To this end, we use approximate bisimulation,
as defined in [2], [6].

Definition 1 (Approximate Bisimulation). Let T1 =
(Q1,Σ,→1, Q

0
1,Π, 〈〈.〉〉1) and

T2 = (Q2,Σ,→2, Q
0
2,Π, 〈〈.〉〉2) be two labelled transition

systems (LTS), where Qi are the sets of states, Q0
i ⊆ Qi the

sets of initial states, Σ the sets of input alphabet (labels),
→i⊆ Qi × Σ × Qi the transition relations, Π the set of
observations and 〈〈.〉〉i : Qi → Π mappings of states to
observations (i ∈ {1, 2}; note that Σ and Π is in both LTS
the same). Let furthermore Π be a metric space with metric
d : Π×Π→ R. The metric allows us to measure distances in
the set of observables.

A bisimulation relation Bε ⊆ Q1 ×Q2 of precision ε is a
relation fulfilling the following properties ∀(q1, q2) ∈ Bε.

1) d(〈〈q1〉〉1, 〈〈q2〉〉2) ≤ ε
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2) ∃q′1 ∈ Q1 : q1
α−→ q′1 ⇒ ∃q′2 ∈ Q2 : q2

α−→ q′2 ∧
(q′1, q

′
2) ∈ Bε

3) ∃q′2 ∈ Q2 : q2
α−→ q′2 ⇒ ∃q′1 ∈ Q1 : q1

α−→ q′1 ∧
(q′1, q

′
2) ∈ Bε

The LTS are bisimilar with precision ε, denoted as T1 ∼ε T2,
if Bε ⊆ Q1 ×Q2 exists such that

4) Bε is a bisimulation relation of precision ε,
5) ∀q1 ∈ Q0

1∃q2 ∈ Q0
2 : (q1, q2) ∈ Bε

6) ∀q2 ∈ Q0
2∃q1 ∈ Q0

1 : (q1, q2) ∈ Bε

Before we come to the approach, we discuss related work
in the next section.

III. RELATED WORK

For the design and application of refactorings in Simulink,
several approaches exist. In [7], a taxonomy of model muta-
tions is defined. In [8], a normalisation of Simulink models is
presented, which is used for clone detection in [9]. In [10], the
authors present Simulink refactorings that allow subsystem and
signal shifting in arbitrary layers. None of these approaches
considers behavioural equivalence or transformation correct-
ness.

There exists a broad variety of verification approaches for
hybrid models, for a detailed introduction see for example
[2], [6], [11]–[15]. In these papers, the notion of approximate
bisimulation is introduced and utilised. However, none of
them targets hybrid systems described in Simulink and it is
a non-trivial challenge to transfer them to the specifics of the
Simulink semantics and make use of its special characteristics
such as deterministic behaviour. To reason about transforma-
tion correctness for Simulink models, a clear understanding
of the Simulink semantics is required. However, the Math-
works documentation [4] defines the Simulink semantics only
informally. Existing approaches for the formal verification of
Simulink models typically overcome this problem by using
transformations into some well-established formal language.
For example, in [16], Simulink models are mapped to the ver-
ification system UCLID and the satisfiability modulo theories
(SMT) solver UCLID is used for verification. In [17], this is
done with the synchronous data flow language LUSTRE. In
[18], an approach for contract based verification is presented.
In this approach, the semantics is described via synchronous
data flow graphs. In [19], the authors use Boogie, a verification
framework developed at Microsoft Research, for verification.
For this, the semantics of discrete Simulink models is again
translated to the input language of a verification tool, in this
case Boogie. In [20], Simulink models are translated to hybrid
automata. This enables further investigation of hybrid automata
semantics, e.g., in [21] or [22]. However, none of these
approaches provide a formal semantics for Simulink, as they
all use some transformation into existing formal languages.
This also constrains the supported subset of Simulink models
in all cases.

To the best of our knowledge, only Bouissou and Chapoutot
[3] provide a direct formalization of the Simulink semantics.
The authors consider a Simulink model as a set of equations
evaluated following an operational semantics, which is defined
using a set of inference rules. In our approach, we use this
operational semantics as a formal foundation to capture the
behaviour of Simulink models. In contrast to Bouissou and

Figure 1. Overview over our approach

Chapoutot, we utilise the formal semantics to derive a set
of syntactical equations as an abstract representation, which
describes the changes of signals over time on an abstract level.
Together with the concept of approximate bisimulation, this en-
ables the verification of approximate behavioural equivalence
between a source and a target model.

IV. TRANSFORMATION CORRECTNESS APPROACH FOR
DISCRETE AND CONTINUOUS SIMULINK MODELS

In this paper, we present a methodology for proving trans-
formation correctness of Simulink refactorings. Our approach
is applicable to both discrete and continuous models. To keep
the notation simple, we assume without loss of generality that
there is only one output block (where the observation takes
place) in the model. If there was more than one output block,
our approach just needed to be repeated for each. One of
the key ideas of our transformation correctness approach is
that we define an abstract representation for Simulink models.
The Abstract Representation (AR) links the outgoing with the
incoming signals of a given Simulink model by describing
the effect of the blocks via equations in a mathematical view.
The resulting set of equations can be interpreted by an output
function f |= JMK that fulfils the conjunction of all equations
of the respective equation set. This function describes basically
how the output (meaning the observation) is linked with the
input. Using our abstract representation, we can show that two
simulated models behave approximately equivalent up to a
certain precision by proving that the output functions yield
the same values for all possible simulation steps.

The overall concept is depicted in Figure 1. There, we
assume that a source model M and its transformed refactoring
Mtrans are given. To prove approximate bisimulation (∼ε)
between the source model and the refactoring, we compute
abstract representations for both of them and then prove that
∀t : f(t) = g(t) holds.

In the following sections, we first present our adaptation
of approximate bisimulation for Simulink and our abstract
representation together with its interpretation using the con-
cept of an output function that captures the semantics of a
given Simulink model. Then, we present our methodology
for showing behavioural equivalence of two Simulink models
using our abstract representation together with our adapted
notion of approximate bisimulation. Note that in contrast to the
operational semantics defined in [3], our abstract interpretation
provides a mathematical interpretation, i.e., it describes the
behaviour of a given Simulink model using an exact calculation
rather than an approximation or simulation. Nevertheless, we
can show that our abstract representation is sound with respect
to the operational semantics defined in [3].
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Limitations and Assumptions
As representatives for discrete and continuous blocks, we

currently only support Unit Delay and Integrator respectively.
All Unit Delays must have the same sample times because
currently we do not support the rate transition block, which
would be necessary otherwise. Feedback loops, i.e., cycles in
the Simulink graph, are only permitted with at least one Unit
Delay or Integrator in the cycle. This means that we do not
support algebraic loops. Furthermore, the following Simulink
items are currently not supported:
• buses (multiple signals on one signal line) and multi-

dimensional signals
• atomic and virtual subsystems
• blocks that alter the control flow, e.g., Switches
• full hybrid systems, i.e., models containing both dis-

crete and continuous parts.
With our current methodology, many industrially relevant mod-
els are already covered. Our approach can easily be extended
to other blocks.

V. APPROXIMATE BISIMULATION FOR SIMULINK

In this section, we adapt the notion of approximate bisim-
ulation as introduced in Section II-B to Simulink. To this end,
we define the semantics of Simulink as a labelled transition
system (LTS) and provide a metric to measure observation
distances.

First, we define the syntax of a Simulink model as follows.

Definition 2 (Simulink Syntax). A Simulink model is a tuple
(B,E, I,O). B is a finite set of blocks, E ⊆ B ×N×B the
signal lines together with the arity of the incoming signal (the
arity is important because some functions defined by blocks
are not commutative), I ⊆ B the set of sources (for which
∀b′ ∈ I∀b ∈ B∀n ∈ N : (b, n, b′) /∈ E applies), O ⊆ B the
set of sinks (for which ∀b ∈ O∀b′ ∈ B∀n ∈ N : (b, n, b′) /∈ E
applies).

Please note that we often abbreviate signal lines
(bi, n, b

′) ∈ E by variables li with i ∈ N. Using our Simulink
syntax, we can now define the semantics as an LTS.

Definition 3 (Labelled Transition System of Simulink). The
LTS for a Simulink model M = (B,E, I,O) is
• Q ⊆ RV - the set of states (each variable is assigned

with a value)
• We do not need a set of inputs Σ.
• →⊆ Q×Q is defined by the operational semantics
• Q0 ⊆ Q assigns the initial values to each variable

(given as parameter in the Simulink model)
• Π ⊆ (R ∪ {⊥})V - the set of observations
• 〈〈.〉〉 : Q → Π, 〈〈σ〉〉(v) := σ(v) if v is a variable

associated with a sink block b ∈ O, ⊥ otherwise. (The
observation map provides the value at the sink of the
model - and an undefined symbol ⊥ otherwise)

To keep notation simple, we denote the unique output
variable of a block bi ∈ B with vi from now on. The
metric we use for approximate bisimulation is defined as
d∞ : Π × Π → R, d∞(σ1, σ2) := ‖σ1 − σ2‖∞ with
‖.‖∞ : Π → R, ‖σ‖∞ := maxv∈

⋃
b∈O:v variable of b(σ(v)). It

takes the biggest distance of all observations.

TABLE I. EXAMPLE eqExtract DEFINITIONS

Block type eqExtract(l)
Input {l(t) = in(t)}
Sine Wave {l(t) = sin(t)}
Math Operations {l(t) = f(l1(t), ..., ln(t))}
Unit Delay {l(t+ h) = l1(t), l(π(t0)) = π(initl)}
Integrator { d

dt l(t) = l1(t), l(π(t0)) = π(initl)}

VI. ABSTRACT REPRESENTATIONS AND THEIR
INTERPRETATION

In this section, we introduce the abstract representations
(AR). Equations in the AR (we denote the set of AR equations
as Eqa) are of the form li(t) = f(l1(t), ..., ln(t)), li(t+λh) =
l1(t) or d

dt li(t) = l1(t), where f is an expression depending
on other variables, h is the (synchronous) sample time, λi are
integral coefficients.

Definition 4 (Abstract Representation). For a Simulink model
M = (B,E, I,O), the abstract representation is a function
J.K that maps M to a set of equations J.K : SM → P(Eqa),
JMK =

⋃
l∈E eqExtract(l), where SM is the set of Simulink

models. The function eqExtract : E → P(Eqa) describes
how the outgoing signal of a block is mathematically described
depending on its incoming signals and must be defined accord-
ing to the semantics of each block.

Some examples for definitions of the function eqExtract
are shown in Table I. Note that Unit Delay and Integrator
blocks both need an initial value, given as parameter. This is
reflected by the second equations in these cases.

On the basis of our definition of an abstract representation
of Simulink models, we can now define an output function that
abstractly captures the semantics of a given Simulink model
by interpreting our abstract representation.

Definition 5 (Interpretation of an Abstract Representations).
Let M = (B,E, I,O) a Simulink model with #O = 1 (for
simplicity) and simulation period I := [π(t0), π(tend)]. Let
furthermore JMK := {eq1, ..., eqn} the abstract representation.
An interpretation of the abstract representation is a function
f : I → R that fulfils all equations of JMK for all t ∈ I. We
denote with f |= JMK that f fulfils ∀t : eq1 ∧ eq2 ∧ ... ∧ eqn.

Please note that this function always exists if the input sig-
nals are continuous. For the uniqueness of the interpretation of
a continuous model, Lipschitz-continuity must be guaranteed
as well [23].

We now establish the soundness of the AR with the oper-
ational semantics. Due to space constraints, we only provide
a proof sketch here.

Lemma 1 (Soundness of the Abstract Representation). Let M
be a Simulink model that defines an LTS (Q,→, Q0,Π, 〈〈.〉〉).
Then for all σ ∈ Q, the equations in JMK for unsampled
and discrete blocks hold if we replace terms li(t) by σ(vi),
li(t + h) by σ′(vi) (with σ → σ′, σ′(t) ≤ σ(t) + σ(h)) etc.
For continuous blocks, we construct functions lh→0. To define
lh→0 for a signal l, we define a function l(tn)n : E → RI

where I is the simulation interval and (tn)n is a sequence of
simulation steps. l(tn)n(τ) is defined as follows:

l(tn)n(τ) =
σ′(v)− σ(v)

ti+1 − ti
(τ − ti) + σ(v)
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where σ(t) = ti, σ
′(t) = ti+1, ti ≤ τ < ti+1.

We obtain lh→0 out of the family of functions l(tn)n with
simulation step size tn+1− tn → 0. Then the equations of the
form d

dt l(t) = l1(t) hold if we replace all l(t) by lh→0(t) etc.

The function l(tn)n assigns a value to each t ∈ I: If t
is a sample time in the sequence (tn)n, i.e., if an i exists
with t = ti, then l(tn)n(t) is the result of the execution of the
Simulink semantics. If t is between two sample steps, the value
is on the line connecting the points (ti, σ(v)) and (ti+1, σ

′(v)).
Proof sketch: The unsampled and discrete cases follow

from the operational semantics because unsampled blocks are
directly evaluated, and discrete blocks only update if sample
time is reached. For the continuous case, the function lh→0

exists because the family of functions of the form l(tn)n is
equicontinuous, bounded and all functions of this family are
defined on the compact interval I. Consequently, according to
the theorem of Arzela-Ascoli [24], a limit function lh→0 exists
towards which the functions uniformly converge. According
to the semantics, the integrator block performs an approxi-
mation technique such as Euler. This yields immediately that
d
dt lh→0(t) = l1,h→0(t) holds.

We have now established that our AR is sound with respect
to the operational semantics defined in [3]. Especially, we have
put syntactical constructs that were already introduced in [3]
on a firm footage regarding the interpretation with respect to
an output function that mathematically captures the semantics
of a given model.

VII. BEHAVIOURAL EQUIVALENCES

We have established a sound abstract representation for
Simulink models. Its interpretation yields a concise form
of an output function, i.e., it expresses what the Simulink
model actually does in the form of equations. The idea of
our approach is that the designer verifies that the abstract
representations of source and target model, which are either
discrete or continuous, yield the same values on the simulation
interval. From this, according to the next theorem, follows the
approximately equivalent behaviour of both models.

Theorem 1 (Behavioural Equivalence of Simulink Models).
Let M and Mtrans be Simulink models (cf. Section IV for
the limitations, #O = 1 for simplicity), I = [π(t0), π(tend)]
the common simulation interval. Let furthermore the inter-
pretations of the abstract representations g |= JMK and
h |= JMtransK be equal during the simulation interval, i.e.,
∀t ∈ I : g(t) = h(t) holds.

Then M ∼0 Mtrans if the models are unsampled or dis-
crete. If M is continuous, JMK expressing an ordinary differ-
ential equation (ODE; after re-arrangement of the equations)
d
dty(t) = f(t, y(t)), y(π(t0)) = ξ with f being Lipschitz-
continuous in y, i.e., ||f(t, y1) − f(t, y2)|| ≤ L||y1 − y2|| for
all t, y1, y2. Then we have M ∼ε Mtrans with

ε = sup
n=0,...

(|ttn − tsn|) + sup
n=0,...

(||ϕ(ttn)− ϕ(tsn)||) + εs + εt,

where tsn is the sample time of M (source model) at the n−th
step, ttn analogously for Mtrans (target model). εs and εt are
the global errors between the approximations performed by
Simulink for M and Mtrans and the mathematical solution
of the ODE, i.e., the unique function that actually solves the
ODE rather than approximating it.

If source and target model are sampled with the same fixed
step size, then the error reduces to ε = εs + εt.

Proof sketch: For unsampled and discrete models, the
precision ε is 0, i.e., the systems are bisimilar because the
ARs are sound (cf. Lemma 1) and the operational semantics
evaluates the expressions by providing exact and determin-
istic values. In the continuous case, let us abbreviate the
approximated value at the n−th time step in the source model
by ψs(t

s
n) and for the target model by ψt(t

t
n) respectively

and the mathematical solution by ϕ. Then, with triangular
inequality follows ε ≤ |ttn − tsn| + ||ψs(tsn) − ψt(t

t
n)|| ≤

||ψs(tsn)− ϕ(tsn)||+ ||ψt(ttn)− ϕ(ttn)||+ ||ϕ(tsn)− ϕ(ttn)|| =
|ttn − tsn|+ εs + εt + ||ϕ(ttn)− ϕ(tsn)||.

Note that y and f in the continuous case
can be multidimensional, e.g., y = (y1, y2),
f = (f1(t, y1(t), y2(t)), f2(t, y1(t), y2(t))). This occurs
if the system consists of more than one Integrator block.

Also note that the mathematical solution ϕ always exists
and is unique under the assumptions of the theorem [23].
The ODEs do not need to be analytically solvable, i.e., our
approach is applicable even though the solution may not
be phraseable as a closed expression. The errors εs and εt
depend on the approximation technique defined by the user in
Simulink. For example, the Euler method yields

εs/t =
1

2
(len(I))e(len(I)L) sup

t∈I

(
| d

2

dt2
ϕ(t)|

)
sup
n=0,...

hs/tn

with the Lipschitz-constant L for f , hs/tn the simulation step
sizes at the n−th step, ϕ : I → R the mathematical solution
of the ODE and len(I) = π(tend) − π(t0) the length of the
simulation interval [23]. Euler has the worst approximation
to the mathematical solution and consequently the precision ε
can be improved by taking more advanced techniques available
in Simulink into account. Also note that in case of fixed and
equal sample step sizes on both models, the error reduces to
just ε = εs + εt.

One important class of refactorings that immediately results
from the theorem is if the ODE of M is analytically solvable
and Mtrans expresses the analytical solution directly. In this
case, εt = 0 and Mtrans is significantly less complex than
M because usually feedback loops are removed. However,
our approach is not restricted to this case. We also support
refactorings that for instance keep the Integrator and transform
something else mathematically equivalent.

It should also be mentioned that ε in the continuous
case increases with the simulation interval size in the general
case. However, we are confident to obtain certain classes
of functions that allow to show that the global error of the
approximation techniques is bounded for all t ∈ [π(t0),∞[.

Example
Let us go through a simple continuous example depicted

in Figure 2 to demonstrate the approach. The model in the left
is the source model M , on the right the target model Mtrans.
The labels and parameters are shown as well. Together with the
models it is given that the expression for l2 in Mtrans solves
the ODE in M . Suppose now that the designer wants to verify
the behavioural equivalence of both models. In the first step,
the abstract representations are extracted. JMK = { ddt l1(t) =
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Figure 2. Refactoring Example

l2(t), l1(0) = 1, l2(t) = −l1(t), l3(t) = l1(t)}, Mtrans =
{l1(t) = −t, l2(t) = et}. The observation at model M is
l3(t), at model Mtrans it is l2(t) because these signal lines
are connected with an output block. The designer now has to
establish that the interpretations f |= JMK and g |= JMtransK
fulfil ∀t ∈ I : f(t) = g(t). To see that, the interpretations, i.e.,
the observations in both models must be equal. For Mtrans we
obtain this immediately by extracting g(t) = e−t. For M , we
need the solution of the ODE, which is given by Mtrans as
previously stated, i.e., we obtain f(t) = e−t. This immediately
yields f(t) = g(t) for all t. However, to complete the proof,
we finally need to establish that e−t indeed solves the ODE
in M (and the initial value problem e0 = 1). This yields the
final proof obligations d

dte
−t = −e−t, e0 = 1, which hold. The

designer consequently can apply our theorem and obtains the
approximately equivalent behaviour. The precision ε depends
on the chosen approximation technique.

VIII. CONCLUSION AND FUTURE WORK

In this paper, we have presented a methodology for the
verification of refactorings of discrete and continuous Simulink
models. We have extended the operational semantics from [3]
to an abstract representation of Simulink models, where the
semantics is mathematically captured using a concise output
function, and have shown its soundness with the operational
semantics. The abstract representation is better suitable for
automation than the operational semantics. Furthermore, we
have adapted a suitable notion of behavioural equivalence,
the approximate bisimulation, to Simulink models. This is
especially useful for continuous models, since Simulink does
not provide exactly the same values for the refactored model
in comparison to the original model. Altogether, we have
provided a methodology that enables a designer to verify the
equivalence of discrete and continuous Simulink models and
their refactored counterpart up to a certain precision.

Our approach offers many possibilities for further research.
Currently we are working on the automation of our approach.
This includes an algorithm that extracts expressions from
Simulink models and sets up proof obligations that are then
being verified with the assistance of a computer algebra
system. In future work, we plan to extend our approach to
hybrid models that integrate discrete and continuous model
parts. To achieve this, we plan to investigate the behaviour 1) of
models that contain both continuous and discrete blocks within
the same subsystem and 2) of models that contain control
flow blocks, e.g., switches. For the former, we plan to make
use of delay differential equations theory. The challenge for
the latter is that small changes at the switch input can yield
diverging behaviour. Hence, additional proof obligations must
be considered to establish the approximate behaviour in these
cases.
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ABSTRACT— In this paper, we developed a real-time lane 

change assist (LCA) system based on automotive radar. The 

existing blind spot detection system only makes detection in a 

very limited zone up to about 5m, thus responding more slowly 

to vehicles approaching at faster speeds. In order to overcome 

this limitation, a radar-based LCA system was developed to 

provide information before vehicles enter the blind spot detec-

tion (BSD) and LCA zone. The performance of the developed 

LCA system was verified in an anechoic chamber and driving 

environments. 
 

Keywords- LCA; BSD; Intelligent Vehicle; Automotive Radar; 

Active Safety system. 

I.  INTRODUCTION 

Recently, many vehicles have been equipped with driver 
assisting systems to assist drivers in their judgement and to 
prevent preventable accidents. Statistics show that most car 
accidents are caused by carelessness or misjudgment on the 
part of the driver. As such, the United States and Europe 
have enforced regulations on the installation of driver 
assistance systems and safety devices.  

Among the many safety systems, Blind Spot Detection 
(BSD) alerts the driver of possible collisions by detecting 
vehicles in the blind spot. The detection zone of the BSD 
system is shown in ISO 17387, which is presented in Figure 
1 [1]. When a car approaches rapidly from behind while the 
driver is attempting to change lanes, the driver may not 
receive sufficient information in a short BSD zone [2]. A 
Lane Change Assist (LCA) system that provides information 
on target vehicles from longer distances is needed to alert the 
driver of vehicles approaching from behind. 

Previously, BSD and LCA systems include infrared, 
vision, and ultrasonic sensors. However, these sensors are 
very sensitive to weather or have shorter detection distances. 
For vision sensor and ultrasonic sensors, the detectable 
ranges are about within 30m and 12m, respectively. Recently, 
to overcome these limitations, Radar based BSD and LCA 
systems is being developed having less sensitive to weather 
and with longer detection distances [3]. 

And, the main contribution is to extend the maximum 
detectable range up to 80m comparable to the conventional 
radar based LCA system. To do this, we enhanced SNR 
performance by accumulating the received beat signals using 
multiple chirp signals. 

In this paper, we developed a real-time radar based 
automotive LCA system. Here, a real-time means the system 

operates the LCA algorithm fully every 200ms time 
according to the standard 17387. Then, developed LCA 
System is verified in a chamber and various driving test sites.  

The rest of this paper is organized. In section II, we will 
illustrate development of a radar based automotive LCA 
system. In section III, to verify the feasibility of our 
developed LCA system, the environment of measurement 
and experimental results will be shown. Section IV 
concludes this paper. 

 

 
Figure 1. BSD detection zone [1] 

II. DEVELOPMENT OF A RADAR BASED AUTOMOTIVE 

LCA SYSTEM 

A. System parameter 

In this section, we show the parameter of our considered 

LCA system in Table I. As shown in Table I, the center fre-

quency is set to 24GHz, and the bandwidth is set to 200MHz. 

The Pulse Repetition Interval (PRI) is set to 80 μs, and 400 

samples per PRI are sampled at a rate of 5MHz. 

TABLE I. THE SPECIFICATIONS OF LCA SYSTEM 

Parameter Value 

Center Frequency 24GHz 

Bandwith 200MHz 

Pulse Repetition Interval (PRI) 80 μs 

Sampling Rate 5MHz   

B. Front-End Module  

We show the functional block diagram of the front end 

module (FEM) in Figure 2. The developed FEM operates for 
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a frequency modulated continuous wave (FMCW) radar [4] 

that outputs signals of 200 MHz in the range of 24.05GHz ~ 

24.25GHz at 10dBm power in the transmitter.  
Figure 3 shows the picture of antenna patterns in our 

developed LCA system. The transmission antenna is 
composed of 5 antenna element arrays. The transmission 
antenna arrays make beam shape cover the BSD and LCA 
zones simultaneously. There are two Rx channels having 
only output real signals for LCA detection, and a channel 
having I and Q output  signals for BSD detection. 
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Figure 2. Fucntional block of FEM consisting of transmission antenna 

 

 
Figure 3. Antenna pattern  

 

C. Back-End Module and Radar Signal Processing 

We show the photo of back end module (BEM) in Figure 
4. The BEM was developed on the TMS320 DSP processor 
that operates at a maximum of 150MHz. Because the DSP 
processor is a low-cost and high-efficiency processor, it 
makes our designed LCA system cost-effective. Also, it 
provides various interfaces, such as ADC, Direct Memory 
Access (DMA), and Controller Area Network (CAN), in 
addition to a high-performance signal processing library.  

Figure 5 shows the block diagram of the developed LCA 
and BSD system. First, in the main task block of BEM, the 
RF_ON signal is transmitted to start the FEM. The FEM 

module receives the RF_ON signal to transmit FMCW radar 
signals, and outputs RF_Sync signals in a PRI period. The 
RF_Sync signals provide external interrupts to the BEM, 
which in turn leads to the external interrupt task and DMA 
interrupt task. 

The external interrupt task triggers the ADC, and beat 
signals are converted into digitalized signals to be stored in 
the DMA buffer. The DMA interrupt task is synchronized 
with RF_Sync signals from the FEM, and stores the 
digitalized beat signals in the external RAM according to the 
predetermined size and number by the DMA buffer. Once 
storing signals is complete, the DMA interrupt task stops the 
external interrupt task and runs the main task. The main task 
runs the radar signal processing so-called detection and 
tracking algorithms. 

Figure 6 presents the simplified radar algorithms of the 
radar signal processing in our developed system [6]. For 
distinguishing driving lane from another lane, digital beam 
forming [7] was applied to extract angles of target vehicles. 
The 2D-FFT algorithm was utilized to obtain the distances 
and velocities [7] and [8]. Due to the homodyne transceiver 
used for a cost-effective radar module, the DC–offset 
component is inherently included in the beat signals. For 
improving the performance of a near range detection, the DC 
offset was digitally calculated and removed. Next, a first 
FFT was processed the beat signals for range extraction, and 
a second FFT was processed the range bin in a PRI direction 
for Doppler extraction. Digital beam forming processing was 
performed the beat signals in an antenna direction for angle 
extraction. Finally, the target range, velocity, and angle were 
detected based on Constant False Alarm Rate (CFAR) and 
Peak Power Spectral Density (PSD) Detection. The final 
results provide various safety systems through a CAN 
communication. The total processing time of this system is 
within about 100ms.  

 

Figure 4. BEM consisting of a DSP processor 

ADC

Main

Task

beat signal

RF_Sync

RF_ON

PC
CAN 

PHY

Algorithm

DMA 

Buffer

DMA 

INT

Task

Ext. 

RAM

Tx

Rx

Main

Control

RF

 & IF

Block

BEM(TMS320F28335)
FEM

Ext. 

INT

Task

Rx

instruction

data

 
Figure 5. Entire functional block diagram of the developed LCA system 
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Figure 6. Simplified radar signal processing algorithm of the developed 

LCA and BSD system 

 

III. MEASUREMENT RESULTS 

This section illustrates the environment of measurement 
and measurement results. Figure 7 shows the experiment 
setup of our developed LCA system. The FEM and BEM are 
integrated using a single connection socket, and the signals 
are exchanged between the two. The output is passed 
through CAN, and the results are sent to a PC through a 
CAN to LAN convertor. The final results were displayed 
using a monitoring program.  

 

 
Figure 7. Verification Set-up of our developed LCA System 

 
Table II shows the performance measurement of our 

developed LCA system. The 95% probability of detection is 
met to the OEM requirements and the range accuracy of 
0.5m is good enough to meet the requirement according to 
the LCA standard ISO17387. The developed LCA system 
was evaluated in an anechoic chamber and real-road sites. 

TABLE II. THE PERFORMANCE MEASUREMENTS OF OUR DEVELOPED  LCA 

SYSTEM 

Parameter Our developed Conventional 

Maximum Detectable 
Range 

< 80m <50m 

Probability of detection < 95% <95% 

Range Accuracy < 0.18m <0.5m 

Maximum Detectable 
Speed 

250Km/h 250Km/h 

 
Table III presents the used anechoic chamber for the 

performance measurement, which is a space with a length of 

10m, a width of 5m, and a height of 4m. It is capable of 

measuring in a frequency range of 8GHz~110GHz, and has a 

shielding effectiveness of 60 dB at 8Ghz. Figure 8 shows the 

real picture of the used anechoic chamber. 

TABLE III. THE USED ANECHOIC CHAMBER FOR THE PERFORMANCE 

MEASUREMENT  

Chamber Spec. Value 

Chamber Style Rectangular 

Chamber Size 10m(L) × 5m(W) × 4m(H) 
Shielding Effectiveness 60dB at 8GHz 

Absorver Type Microwave Absorber 

Absorber Thickness More than 8 inch 

Absorber More than -40dB at 8GHz 

 
 

 
 

Figure 8.  Used anechoic chamber for the performance measurement 

 

First, the probability of detection and false alarm rate 

were verified. Measurements were taken in the chamber in 

cases of single and multiple targets. A total of 400 single 

targets were detected in 400 attempts, and 770 multiple tar-

gets were detected in 800 attempts. A detection rate of 97.5% 

was achieved over 1,200 attempts. Table IV shows the detec-

tion results.  

TABLE IV. PROBABILITY OF DETECTION 

 
Target Number 

Single 

Target 

Multi 

Target 
Total percentage 

Detection 

Number 

400 770 1170 
97.5% 

Total 400 800 1200 

  

Range accuracy was measured 1000 times in the chamber 

with the target placed at a distance of 1m, 1.5m, 2m, and 

2.5m. Table V shows the range accuracy. The range accura-

cy was 0.07 m at a measurement range of 1 m, 0.15 m at 1.5 

m, 0.18 m at 2 m, and 0.14 m at 2.5 m. The minimum range 

accuracy is 0.18m. 

TABLE V. RANGE ACCURACY 

 
 Measurement Range  

1 m 1.5 m 2 m 2.5 m 

Average 

measurement 
1.07 m 1.65 m 2.18 m 2.36 m 
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 Measurement Range  

1 m 1.5 m 2 m 2.5 m 

range 

Standard 

deviation 
0 m 0.0001 m 0.05 m 0 m 

Range 

accuracy 
0.07 m 0.15 m 0.18 m 0.14 m 

 

In order to evaluate the maximum detection performance, 

the developed LCA system was 20 times repeatedly tested on 

a moving target in a driving road site. The Figure 9 shows 

the experimental setup in the vehicle test site. Figure 9(a) 

shows the radar attached on the right side of the back bumper. 

A tilting device was installed to adjust the radar angle and 

direction. Figure 9(b) shows the radar-attached vehicle and 

the position of the target vehicle, which was set to move to 

the left of the radar. Figure 9(c) shows the scenario, while 

Figure 9(d) presents the GUI of the test results. The GUI 

outputs distance, velocity, angle, and camera images of the 

target vehicle. The target vehicle was detected at a maximum 

range of 80 m. The probability of detection was 97% meas-

ured. 

 

 
 

Figure 9. Vehicle driving test site environment: (a) mount view, (b) vehicle 
position, (c) scenario, (d) result GUI 

 

IV. CONCLUSIONS 

In this paper, we developed a real-time radar-based au-

tomotive LCA system up to 80m without increasing output 

power. The system was based on a low-cost high-efficiency 

processor. The radar signal processing was carried out using 

2D-FFT and digital beamforming algorithms. The radar was 

tested in an anechoic chamber and real driving road test site.  

Further tests will be conducted in various actual driving en-

vironments and road conditions. 
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Abstract—An IT service is by definition “made up of a 
combination of information technology, people and processes”. 
These elements, in addition to external factors, are also the key 
components of IT service incidents. This paper presents an 
integrated model of IT service incidents. This model extends 
the concept of root cause also to latent, contributing conditions 
to an incident. Additionally, the life cycle of an incident is 
presented in the model. Unlike incidents and accidents in other 
industries, an IT service incidents has a duration. The damage 
caused by an incident is proportional to this duration. In our 
study, we show that there are events and conditions during the 
incident, incidents within incidents, which cause delays in 
service restoration.  The model is validated by a case study 
method using 15 incident descriptions to validate both the 
latent factors contributing to the direct root cause as well as 
the life cycle of an incident. The main contribution of this 
study is the incident model containing latent conditions and 
events contributing to the direct root cause and concept of 
incident within incident. The model improves the traditional 
root cause analysis and acts as a framework in IT service 
incident root cause categorization.  

Keywords—IT service management; ITIL; continual service 
improvement; root cause; categorization. 

I.  INTRODUCTION 
Most of the vital functions are dependent on the 

availability and quality of IT services. Critical IT systems are 
often committed to deliver 99.9% - 99.999% availability 
meaning monthly downtime from 43 minutes to 26 seconds. 
At the same time, the IT service production environment is 
growing more complex. The service quality and availability 
is controlled by a set of IT service management (ITSM), risk 
and security management processes and practices, as well as 
by processes related to organizational governance. IT 
infrastructure library (ITIL) [1] is the most common 
framework for ITSM processes. There are several processes 
in ITIL, which would benefit from a comprehensive model 
of IT service incidents:  

• Incident trend analysis in proactive problem 
management. Incident trend analysis needs a solid 
basis for incident root cause categorization. 

• Availability management focuses on reliability and 
on how to put in place alternative options to ensure 
the service continues. It is crucial to recognize the 
potential areas causing unavailability. 

• Service level management focuses on delivering IT 
services with agreed quality. 

• Continual Service Improvement (CSI) is a stage in 
the lifecycle of an IT service, which identifies and 
implements improvements.  

A. Swiss Cheese Model and latent conditions  
James Reason’s Swiss Cheese Model (SCM) [2][3] 

explains the accident and incident as a result of long standing 
conditions and latent failures contributing to the unsafe act. 
The model is often described as a sequence of planes, cheese 
slices, which describe organizational levels, defenses and 
barriers of incidents. Failures (holes in cheese slices) can 
emerge at anyone of these levels. When the holes are at the 
same time in the same trajectory, the incident is likely to 
occur (Figure 1).  

 
Figure 1.  Swiss Cheese Model (SCM) of incident causation with HFACS 

taxonomy [3] 

Wiegmann & Shappell [4] showed that many incidents 
have their roots high within the organization. Decisions 
made by top level management often influence the middle 
level management, as they supervise daily operations of the 
organization. The Human Factors Analysis and 
Classification System (HFACS) describes the taxonomy of 
human errors as well as the causal relationship between the 
unsafe act and the latent conditions behind it (Figure 2). 
HFACS has its origin in aviation, but it has adaptations in a 
broad range of other industries. Related to ITSM, HFACS is 
discussed in the studies [3][5][6]. HFACS, however, has 
some shortcomings in general and also when applied in 
ITSM.  

• HFACS is a complex system. In aviation, where 
accident investigation may take weeks or months, 
complexity may be justified. In ITSM, service 
incidents are investigated in hours or days at most.  

• HFACS has its roots in aviation, which is visible in 
its design. A model more adapted to IT work flows 
and ITSM environment is needed [6]. 

• HFACS covers only human factors.  This may be 
justifiable in other industries, where human factors 
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cover 60-96% of incidents (Table I), but in IT the 
share of human errors is only 21-24%.  

• The concept of incident in IT differs from the other 
industries. In ITIL, an incident is defined as “An 
unplanned interruption to an IT service or reduction 
in the quality of an IT service.” When the service or 
service level is restored, the incident is over.  
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Figure 2.  Hierarchical HFACS taxonomy of human factor contribution on 
incidents and accidents [6]. 

TABLE I.  PROPORTION OF HUMAN ERRORS OF ROOT 
CAUSES OF INCIDENTS IN DIFFERENT INDUSTRIES 

Industry Human errors Source 
Aviation 70-80% [7] 
Maritime 75-96% [8] 
Railway 61 % [9] 
Healthcare 70-80% [10][11] 
Pharmaceutics 80 % [12] 
Nuclear energy 80 % [13][14] 
Chemical industry 60-90% [15] 
Telephony and Internet 19% [16] 
ITSM 18-24% [17][18][19][22][23] 

 

B. Other incident models and root cause analysis methods 
There have been very few studies about IT service 

incidents, their causation, and incident models or 
frameworks.  

Hinz [20] has studied causal modelling of end user 
computing. He has proposed some underlying factors, which 
increase probability of incidents with end users including 
hardware and software complexity, standardization, and 
maturity. The model, however, is limited to end user 
computing, the coverage of latent factors is rather limited, 
and leaves open the reasons to these underlying, latent 
factors.  

Hazard and operability study (HAZOP) [20][29] is a 
process for identification of potential hazard & operability 
problems caused by deviations from the intended design. It 
was initially developed to investigate chemical production 
processes. HAZOP is also used for complex software 
systems [31]. HAZOP is, however, more a brain storming 
technique for system examination and risk assessment. It is a 
general purpose technique without ITSM specific parts. The 
technique finds best the direct risks and does not encourage 

to analyze the underlying conditions increasing the risk of 
incident.  

ITIL presents 11 common root cause analysis (RCA) 
methods, which are given as examples [1]. Only two of 
them, namely 5-Whys and chronological analysis, address 
contributing causes to the direct root cause to some extent.   

5-Whys RCA method works by starting out with a 
description of what event took place and then asking ‘why 
this occurred’. The resulting answer is given, followed by 
another round of ‘why this occurred’. Usually by the fifth 
iteration, a true root cause will have been found. 5-Whys 
does not, however, give a framework, where and how to look 
for these root causes. It is also a generic method with no 
adaptation to ITSM. It does not provide explanation, why to 
choose just the fifth root cause candidate, and omit the 
others.  

Chronological analysis RCA method focuses on the 
timeline of events in order to see, which events may have 
been triggered by others. This method addresses clear, 
identified events, but misses the latent long lasting 
conditions.  Also, it does not give a framework of formation 
of incidents.   

The rest of the paper is organized as follows. The 
research problem and methods are described in Section 2. 
The creation and validation of the incident model is covered 
by Section 3. The analysis of the findings is covered in 
Section 4. The conclusion in Section 5 summarizes the study. 

II. RESEARCH METHODOLOGY 
The research problem in this study is: How the incidents 

in ITSM operating environment could be modelled in order 
to aid proactive problem management, root cause analysis 
and continual service improvement. The research problem 
was divided into the following research questions (RQ): 

RQ1: HFACS brings an idea of latent conditions 
contributing to the incident related to human errors. Can this 
model be extended to technology and processes? 

RQ2: What are the major differences in concept of 
incident in ITSM and in other industries?  

RQ2: How these possible differences with the concept of 
incident should be taken into account in the model?  

A. Data  Collection Methods 
Information of IT service incidents was collected in 2011 – 
2014 from incident reports provided by an IT service 
provider organization. Incidents reflected issues from 
several customers and different types of environments. 
Multiple data collection methods proposed by [21] were 
used during the study and the following data sources were 
used: 

• Participant observation: Meetings and discussions 
with managers, observation of service desk work. 

• Interviews: Interviews of roles responsible of 
services offered to customers and interviews with 
service managers and experts involved in the 
incident 

• Documents: Incident reports, process descriptions, 
work guides and guidelines 

• Records and archives: The incident report pool 
included 215 incidents. From this pool, all the 
reports with three of more identified root causes or 

56Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-451-0

ICONS 2016 : The Eleventh International Conference on Systems (includes EMBEDDED 2016)

                            67 / 72



contributing events or conditions were chosen. The 
number of these analysis units was 15.  

• Physical artifacts: ITSM tool.  

B. Data analysis 
All the 215 incident reports were studied, and root 

causes, contributing events and conditions, and their 
sequences were extracted from the reports. In those reports, 
the direct root cause was clearly stated, if it was found. The 
other events and conditions were extracted from the narrative 
report text and other data sources described above. The 
model was build using the analyzed data and the 
fundamental ideas in Swiss cheese model and HFACS. 15 
chosen incident reports were then applied to its model.  

III. RESULTS 
The main contribution of this paper is a comprehensive 

model of IT service incident for proactive and reactive 
problem management and risk management. In this section, 
we first present the model with its rationale and then apply it 
to the incident reports.  

The model introduces latent factors and events 
contributing to the direct root cause. Additionally, it 
describes the lifecycle of incident containing the concept of 
incident within incident.  

A. The incident model  
1) Top level root cause categories 

An IT service is by definition “made up of a combination 
of information technology, people and processes.” [1]. These 
basic building elements of an IT service are also the major 
candidates for upper level root cause categories. Publicly 
available statistics of root causes usually omit processes, but 
add different external factors (e.g., forces of nature, 
cybercrime, etc.) to root cause categories (See Table II).  

TABLE II.  STUDIES OF ROOT CAUSES IN IT SERVICE INCIDENTS. 

Source Year Technology Human External 
Gartner/Dataquest [22] 1999 67 % 18 % 8 % 
Enisa [16] 2014 66 % 20 % 14 % 
Ponemon [18] 2013 58 % 22 % 30 % 
Quorum [23] 2013 73 % 22 % 5 % 

 
ITSM and other processes coordinate task flows 

performed by people and technology. If the process fails, the 
direct root cause is related to people or technology, not to 
process. The flaw in the process is a contributing factor in 
the background, and this is not usually gathered in statistics.  

Figure 3 presents technology, human and external factors 
as direct root causes and processes in the background. Note, 
that the relevant process sets are different in external, 
technology and human factors. External factors are not 
controlled and managed in the same way as internal factors. 
One cannot set performance objectives or improve the 
quality of forces of nature or cyber criminals. The processes 
used to manage external factors include security, risk, 
availability and service continuity management. Architecture 
and procurement practices are unique to technology factors 
and leadership and HR processes are related to people. The 
incident root cause can be considered as a combination of 
several different factors (see Figure 3).    

The idea of contributing factors has been presented by 
Reason [2] and later refined by Wiegmann and Shappel. [4], 

although restricted to human factors and originally in 
aviation industry.  

Note that both direct causes and other contributing 
factors may be considered as root causes, which are by 
definition “the underlying causes of an incident or a problem, 
which if corrected would prevent or significantly reduce the 
likelihood of the incident’s reoccurrence” [5]. 
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Figure 3.  According to incident model presented in this paper, IT service 

incidents are caused by human, technology and external factors often 
contributed by failures in the background processes and practises.  

2) Causal levels 
The model consists of three incident root cause levels 

with causal relationship: Direct causes leading directly to 
incident, conditions to direct causes increasing probability of 
the incident, and organizational processes, policies, 
principles and practices contributing formation of conditions 
(Figure 4). Identifying these underlying factors helps 
identifying improvement possibilities in incident 
investigation and thus helping in making process 
improvements in CSI [3]. 

a) Processes, policies, principles, practices (PPPP)  
Activities in an organization are guided by different 

processes, policies, principles and practices. In addition to 
ITSM processes, there are human resource and procurement 
policies, rewarding and motivations systems, architectural 
principles, cultural issues, etc. The category list of root 
causes in Figure 4 is not meant to be exhaustive: The 
difficulty of defining thorough category lists is visible 
already in ITIL: IT service management was handled with 10 
processes by ITILv2 (2001) [24][25], while ITILv3 (2007, 
revised 2011) uses 30 processes and functions [26].   

b) Inadequate conditions 
Failures at PPPP causes inadequate design or behavior, 

which increases the probability of an incident.  
Technology conditions: In technological environment 

failures in architecture may create complex, error prone 
systems. Flaws in risk calculations, and in availability 
management may cause non-resilient systems. Problems in 
procurement and IT operations & management may result in 
non-standard devices purchased from different sources and 
managed manually.  Financial situation may result in savings 
in personnel, tools or system redundancy. In Figure 4, the 
maturity, standardization and complexity, design, 
maintenance and suitable tools are contributing technical 
conditions.  Maturity, standardization and complexity are 
contributing technical conditions proposed by Hinz [20]. 
Other categories were extracted from the cases in this study.  
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Figure 4.  Causal levels of IT service incidents with indicative root cause 

categories in each level.  

Human conditions: Saarelainen and Jäntti [3][6] have 
studied IT service incidents in matrix organization typical in 
IT service providers. According to these results, the human 
conditions in the model have dimensions reflecting line 
management (supervision) and processes (teamwork) in a 
matrix organization as well as individual readiness (training, 
cognitive factors, mental and physical state).  

Note that not all the conditions are caused by PPPP. 
Technical devices have a measured and/or calculated mean 
time between failures (MTBF) that is one of the key 
reliability metrics within IT service availability management 
[27]. People may have mental or physical disabilities and 
behavioral features, which are beyond the control of PPPP.  

c) Direct causes 
Direct causes trigger the incident. They are usually 

reported as root causes in incident reports.  
Technology factors: Technology factors are usually 

divided in hardware and software. Software related root 
causes are often further divided in operating system, 
firmware, middleware and application. Most ITSM root 
causes belong to technology factors (Table II).  

Human factors: Wiegmann and Shappel [7] have made 
pioneering work in categorization of human errors and 
modelling contributing conditions. Their HFACS model as 
such seems to be too complex for ITSM. Having its roots in 
aviation it also needs adaptation to ITSM environment [3]. In 
this model the categories Human conditions and Human 
factors contain elements of HFACS simplified.  At “direct 
causes” level human errors are categorized as unintentional 
(errors) or intentional (violations) by HFACS.  

External factors: External factors is an umbrella term to 
all the factors that are beyond internal controls and process 
improvement efforts of the organization. Thus, they are 
managed only by security, risk, availability and IT service 
continuity management processes but not by other ITSM or 
business processes. If an external party, e.g., subcontractor 
participating in ITSM processes, it is considered non-
external in this model. External factors include, e.g., 
vandalism, cybercrime, denial of service attacks, cable theft, 
flood, wind, snow/ice, lightning, other forces of nature, etc. 

1
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Figure 5.  Extended life cycle of the incident nr. 9 in the text.  

The colors of background and events/conditions are as in Figure 4.  

d) Incident life cycle 
Traditionally, in other industries the incident or accident 

is over, when the damage has occurred. In ITSM, this is only 
the beginning of the incident (Figure 5) [27]. In point 7, the 
incident has taken place, in point 8 it is identified and the 
incident record is created (the ticket is opened) and diagnosis 
has started. In point 9, the system is repaired, and in 10 the 
service is restored.  The time between points 7 and 10 is 
called Time to Restore Service (TRS). This is also the 
lifetime of the incident. If the incident causes service breaks, 
this period is called downtime.  

3) Events before and during the incidents 
The original hypothesis in this paper was related to the 

actual incident and events and conditions leading to it. 
Almost 50% of the cases under study, however, contained 
events and conditions that delayed the service recovery.  

The core contribution of this paper is, what happens 
before and during the incident, and why it happens (points 1-
6 in Figure 5). Figure 5 presents one case in this study, where 
the incident was directly caused by a software bug in 
applications, which started to fill the disc (point 3). This bug 
in turn was a known bug in an outdated version of the 
software (point 2). Leaving applications as outdated versions 
is one probable result of immature configuration 
management.  Additionally, a failure occurred during the 
incident, which increased the incident duration. The 
detection of incident was delayed (time between points 7 and 
8), because the disk was not under monitoring (point 6). 
Inadequate monitoring was a probable result of immature 
event management process (point 4), which is responsible for 
detection of events, including service failures.  Usually, the 
IT service provider pays penalties stated in the service level 
agreement (SLA) according to cumulative service downtime. 
Thus, the damage to IT service provider caused by SLA 
penalties and also the damage to the customer caused by lost 
business is usually proportional to the length of the 
downtime or service degradation. By now, the focus in ITSM 
has been on direct root causes, not in contributing factors 
leading to this incident and not in factors increasing incident 
duration.  

In the current ITSM practice, incident root cause analysis 
(point 12 in Figure 5) covers usually the direct cause of the 
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incident (point 3 in Figure 5, “Application started to fill the 
disk”). In this example, the usual root cause analysis 
approach leads to root cause “software bug”. This gives a 
very moderate input to service improvement efforts. This 
study proposes that in IT service incidents root cause 
analysis should cover points 1-10. The latent, contributing 
factors leading to incident as well as contributing and direct 
factors slowing down service restoration should be covered 
in the analysis. In this example, a more extensive (points 1-
10) root cause analysis approach would possibly lead to 
recommendation to revise configuration and event 
management practices.  

B. Validation of the model 
The model was validated using existing incident reports. 

According to our observations, the general quality of 
incident reports was poor. 27% (N=58) of the reports 
(N=215) had no identified root cause, 46% (N=99) had one 
root cause. 27% of reports identified two or more root 
causes/contributing factors. In this study, we selected all the 
cases (7%, N=15) with three or more identified root causes 
or contributing factors. Letters A, B and C in front of 
events/conditions refer to the causality levels in Figure 4.  

 
1 Unsuccessful disc space addition: C: Configuration 

management  -> B: Old SW version unable to repair file system 
-> A: File system got corrupted -> Incident 

2 Network failure:  B: System was not designed redundant -> A: 
LAN Switch failure -> Incident 

3 Unplanned service break: C: Configuration management -> 
B: unsupported HW combination -> A: network failure -> 
Incident 

4 Unsuccessful file transmission: C: Poor instructions for testing 
in change management process description -> B: poor testing 
during the change -> A: file transfer did not work in different 
environment -> Incident -> A: no alarm of not successful file 
transfer -> Longer time to restore service (TRS) 

5 Filled system log: A: SW error -> A: System log getting full -> 
A: Wrong info is given to operator -> A: Log is full -> Incident 
-> A: Event is not identified by monitoring -> Longer TRS 

6 Unplanned service break:  A: Disk space limitation of the 
database was not updated, when disk space was added -> 
Incident (Disc got full) -> B: Failure in monitoring agent -> A: 
no automatic alarm generated -> Longer TRS  

7 Unsuccessful restoration of directories: C: Configuration 
management -> B: Backup application did not support 
Windows version -> A: Long file names were not supported by 
OS but required by the applications -> Incident -> B: Access 
rights were not sufficient in troubleshooting activities -> 
Longer TRS 

8 Problem with archive application: C: Configuration 
management -> B: Components were not updated -> A: Old 
components caused performance degradation  
-> Incident 

9 Unplanned service break: C: Configuration management -> 
B: SW was not updated -> A: Old SW filled the disc -> 
Incident -> C: Event management -> B: No systematic 
monitoring policy -> A: Monitoring was not activated -> 
Incident is identified late -> Longer TRS   

10 Network failure: C: Capacity management -> B: Capacity of 
the redundant connections estimated incorrectly -> A: Router 
broken -> A: Overload in reserve connection -> Incident 

11 Unplanned service break: C: Capacity management -> B: 
Unexpectedly high amount of traffic -> A: Log files were filled 
-> Incident 

12 Unplanned break in fax service: C: No common change 
management with subcontractor -> B: Subcontractor changed 

the version of pdf file format -> A: Documents are not 
compatible with this version -> Incident 

13 Network failure: B: Broken fiber transmitter in redundant 
passive connection -> B: Lack of redundancy not 
communicated to the client -> A: Supervisory card failure in a 
switch on active connection -> Incident 

14 Website down: A: Network failure -> Incident -> B: Poor 
instructions -> A: Not all components were moved to another 
node in the first restoration attempt -> Longer TRS 

15 Unplanned break in SAP service: A: SW error (Application 
used all the memory) -> Incident -> B: Unclear text in the 
incident ticket -> A: Ticket routed to a wrong place -> Longer 
TRS -> A: Poor documentation -> Not all the services were 
started -> Longer TRS   

IV. ANALYSIS 
In the analysis stage, 15 IT service incidents were 

categorized according to the IT service incident model 
created in this study. The model was influenced by HFACS 
model, ITIL and the 215 incident reports used in this study. 
Regarding each incident, we analyzed how latent conditions 
had affected the formation of the incident, and how events 
during the incident affected restoration of service.  The 
following five lessons learnt were identified in the analysis:  

Lesson 1: Latent, contributing factors should be 
investigated already in the original root cause analysis. The 
quality of incident reports was poor for performing trend 
analysis. Only 27% of incident reports identified more than 
one root cause or contributing factor before or during the 
incident. Service improvement based on historical reports is 
challenging if the background of the incident is not opened. 
In order to identify service improvement opportunities one 
should go beyond the ordinary level of root cause 
“configuration error” or “network failure”. This is in line 
with the findings of Saarelainen and Jäntti [6]. They also 
suggest, that in order to get more accurate results the 
principle of latent, contributing factors should be used 
already in root cause analysis phase. 

Lesson 2: The interface between event management and 
incident management needs to be clarified. Event 
management focuses on managing automatic alerts created 
by IT infrastructure.  In our case study, in four cases out of 
seven cases having incident within incident service 
restoration was delayed because of inadequate monitoring of 
events.  

Lesson 3: Configuration management. There is a need 
for systematic configuration management. Four cases out of 
total 15 cases were affected by bugs and incompatibility 
caused by old software versions.  

Lesson 4: Duration of the incident. Incident investigation 
should cover factors affecting the duration of incidents. 
Service downtime is one key parameter affecting the 
business impact of the incident and the SLA penalties. Until 
now the focus in incident investigation has been on the root 
cause, not on the downtime.  

Lesson 5: Role of tools, people, and processes. The 
incident is often a mixture of conditions and events of all the 
above-mentioned elements added with external factors.   

During our study, we identified some patterns (multiple 
levels of causality, “incident-within-incident”) across the 
cases with causal relationships. In all of these cases there 
were at least one condition (level B in Figure 4) contributing 
to the direct cause (level A). Sometimes a poor process 
implementation (level C) was found with probable or 
apparent relationship to the condition.  
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In almost half of the cases, we identified a new 
phenomenon, namely, “incident-within-incident”. This 
caused us to add time dimension in the model (Figure 5). 
This issue is addressed by ITIL indicating that change 
implementations may cause additional incidents. In our study 
we observed, that not only change implementations but also 
supporting tasks (incident detection, system repair, service 
restauration) during the incidents may trigger additional 
incidents.  

In early phases in the analysis it was very clear, that 
HFACS model focusing mainly on human factors in 
incidents was not an adequate tool for our cases. Although 
previous studies and frameworks [28] have dealt with defect 
classification schemes, they have not provided classification 
that could be used successfully in the IT industry to manage 
a wide variety of IT service incidents.  Additionally, the 
studies about distribution of top level root cause categories in 
Table II support this hypothesis. In our validation cases there 
were mixtures of process, technology and human related 
conditions and events in the very same causal link chain.   

While RCA methods in general provides a process for 
conducting root cause analysis, 5-whys a thinking pattern,  
HAZOP brainstorming process, HFACS a human-centric 
error classification, our model aims at expanding error 
classification towards a more proactive and predictive model 
that would explain formation of incidents in an ITSM 
environment.  

V. CONCLUSION 
The research problem in this study was: How the 

incidents in ITSM operating environment could be modelled 
in order to aid proactive problem management, root cause 
analysis and continual service improvement. The research 
problem was divided into the following research questions: 

Regarding the first research question (Can the idea in 
HFACS with latent factors be extended from human factors 
to technology and processes)? we found that extending the 
scope of top level incident root causes from human factors is 
a mandatory step. An incident often seems to be a mixture of 
all of these elements in different causal levels before and 
during the incident.  

Regarding the second research question (Are there major 
differences in concept of incident in ITSM and in other 
industries?) we found that the IT service incident is already 
by definition different compared to the other industries. IT 
service incidents cover service failures as well as difficulties 
that service users experience while using IT services. An IT 
service incident has duration, which is a key component in 
the business impact of the incident.   

Regarding the third research question (How these 
possible differences in the concept of incident should be 
taken into account in the model?) we found that in incident 
investigation more attention should be paid to events and 
conditions during the incident. Almost in half (7 cases of 15) 
of the incidents, we identified events or conditions that 
delayed restoring the service. As a general observation one 
can state, that business impact to the customer and SLA 
penalties by IT service provider are dependent on the 
duration of the incident. 

There are, however, certain limitations in this study. The 
amount of sample cases was rather limited, only 15 cases. In 
future studies, we aim at conducting the study with a larger 
set of service incidents. The incident reports were prepared 

without knowing the incident model. The results would be 
more reliable if the incident investigator had studied 
systematically the latent conditions according the model. The 
case study results should not be used for statistical 
generalization but these have enabled us to extend the ITSM 
theory. 

In the future work, adding probabilities to the model 
presented here may give predictive power to the model, 
especially if the probabilities and relationships are generated 
automatically or semi automatically from incident 
management records and configuration management 
database (CMDB). HFACS in the current format has 
limitations in ITSM environment, but an IT adaptation of 
HFACS may be useful related to human errors.  

In the course of work, the poor quality of incident 
investigation and incident reports were observed. Lack of 
deeper analysis of contributing factors behind direct root 
causes gives poor starting point to proactive problem 
management and service improvement. This study has 
potential to increase incident awareness of persons working 
in related roles in ITSM. In order to effectively remedy the 
disease, one should know the mechanism.   

The results in this study are useful for incident 
investigators and root cause analyst as well as to those 
involved in continual service improvement. This study gives 
tools to understand incidents more deeply and then fix the 
events and conditions increasing the probability of incidents.  
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