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ICONS 2012

Foreword

The Seventh International Conference on Systems [ICONS 2012], held between February
29th and March 5th, 2012 in Saint Gilles, Reunion Island, continued a series of events covering a
broad spectrum of topics. The conference covered fundamentals on designing, implementing,
testing, validating and maintaining various kinds of software and hardware systems. Several
tracks were proposed to treat the topics from theory to practice, in terms of methodologies,
design, implementation, testing, use cases, tools, and lessons learnt.

In the past years, new system concepts have been promoted and partially embedded in
new deployments. Anticipative systems, autonomic and autonomous systems, self-adapting
systems, or on-demand systems are systems exposing advanced features. These features
demand special requirements specification mechanisms, advanced behavioral design patterns,
special interaction protocols, and flexible implementation platforms. Additionally, they require
new monitoring and management paradigms, as self-protection, self-diagnosing, self-
maintenance become core design features.

The design of application-oriented systems is driven by application-specific
requirements that have a very large spectrum. Despite the adoption of uniform frameworks
and system design methodologies supported by appropriate models and system specification
languages, the deployment of application-oriented systems raises critical problems. Specific
requirements in terms of scalability, real-time, security, performance, accuracy, distribution,
and user interaction drive the design decisions and implementations. This leads to the need for
gathering application-specific knowledge and develop particular design and implementation
skills that can be reused in developing similar systems.

Validation and verification of safety requirements for complex systems containing
hardware, software and human subsystems must be considered from early design phases.
There is a need for rigorous analysis on the role of people and process causing hazards within
safety-related systems; however, these claims are often made without a rigorous analysis of the
human factors involved. Accurate identification and implementation of safety requirements for
all elements of a system, including people and procedures become crucial in complex and
critical systems, especially in safety-related projects from the civil aviation, defense health, and
transport sectors.

Fundamentals on safety-related systems concern both positive (desired properties) and
negative (undesired properties) aspects. Safety requirements are expressed at the individual
equipment level and at the operational-environment level. However, ambiguity in safety
requirements may lead to reliable unsafe systems. Additionally, the distribution of safety
requirements between people and machines makes difficult automated proofs of system
safety. This is somehow obscured by the difficulty of applying formal techniques (usually used
for equipment-related safety requirements) to derivation and satisfaction of human-related
safety requirements (usually, human factors techniques are used).

This conference also featured the workshop:
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 VisGra 2012, The First International Workshop on Computer Vision and Computer
Graphics

We take here the opportunity to warmly thank all the members of the ICONS 2012
Technical Program Committee, as well as the numerous reviewers. The creation of such a broad
and high quality conference program would not have been possible without their involvement.
We also kindly thank all the authors who dedicated much of their time and efforts to contribute
to ICONS 2012. We truly believe that, thanks to all these efforts, the final conference program
consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the ICONS 2012 organizing
committee for their help in handling the logistics and for their work to make this professional
meeting a success.

We hope that ICONS 2012 was a successful international forum for the exchange of
ideas and results between academia and industry and for the promotion of progress in the field
of systems.

We are convinced that the participants found the event useful and communications very
open. We also hope the attendees enjoyed the charm of Saint Gilles, Reunion Island.

ICONS Chairs:
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Petre Dini, Concordia University, Canada / China Space Agency Center, China
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Republic
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Abstract—Despite the fact that mobile code security issues
appeared some ten years ago, they remain important also in
the era of service oriented architectures and cloud computing.
Mobile code security certainly has some specifics, because it
presents an opposite paradigm from the traditional one. In
the traditional setting a host (i.e., local operating system, local
environment) has to be protected against the code, while with
the mobile code security this very code (more precisely, the
program code and data) has to be protected against malicious
host. And significant break-through is still to be seen in this
area. Therefore this paper provides an analysis of the main
problems related to mobile code security, and gives an outlook
by identifying focuses of future research. It also providesa
new paradigm called non-deterministic security services to
address mobile code security issues. Clearly, even with thelatest
advancements in communications systems, the importance of
secure mobile code remains one of the most challenging issues
in information systems, and critical infrastructures.

Keywords–information systems; critical infrastructures;
distributed services; security; mobile code integrity.

I. I NTRODUCTION

The latest advancements in information technology (IT)
and information systems (IS) in general are leading towards
SOA (services oriented architectures) [1], [2] and cloud
computing [3] (actually, SOA is a concept that plays an
important role in the area of cloud computing, and one
concrete implementation of SOA are Web Services [4]).

Mobile code security issues were first tackled some ten
years ago within the area of (intelligent) mobile agents.
Despite the above new emerging IT and IS trends, these
trends are not reducing the importance of mobile code and
its security - one should just think of search engines and
web crawlers that are needed for their operation.

The core problem of mobile code security is the opposite
from the one in traditional security. While in traditional
environments we want to protect local operating systems,
programs and data from a malicious incoming code, in
mobile code security area this paradigm is reversed. In this
latter case we have to assure protection of mobile code, its
original data and data that the mobile code has gathered
while traversing the (global) network against a local, foreign

malicious environment.
Many generic threats in mobile code security area have

been identified in the past, and their overview will be
given in the next section. In the third section, security
mechanisms will be given that have been developed to
counter these threats. In the fourth section, an analysis ofthe
these counter measures will follow with the identification of
open issues. In the fifth section, there will be argumentation
that a paradigmatic shift is needed in the area of mobile
code security, and the concept of non-deterministic security
services will be given. There are conclusions given in the
sixth section, which are followed by acknowledgement and
references.

Last but not least, security services are about authen-
tication, confidentiality, integrity, non-repudiation, access
control, auditing and alarming [5]. The focus of this paper is
on integrity of mobile code, which seems to be the hardest
issue beside confidentiality.

II. M OBILE CODE SECURITY THREATS

The area of mobile code security threats is now quite
reach, but it was comprehensively covered by NIST already
at the end of the former century [6]. NIST work can be
treated as a kind of a reference work and we summarize
these threats as follows:

• Masquerade - A hosting platform may pretend to be
the other one than claimed. In case of pretending to be
a trusted third party, such platform may get access to
confidential data, intervene with agent’s communication
with other agents, etc. Masquerade can also happen
when an agent deploys services of a remote platform
that is playing a masquerade.

• Denial of service - When a malicious hosting environ-
ment does not respond, it effectively stops the artificial
life of an agent and prevents its goals and mission to
be fulfilled. The platform may stuck the agent also by
continuously assigning new subtasks to the agent. As
agents communicate and may perform some distributed
tasks, the whole community of agents gets stuck this
way. It is also possible that the local platform (or remote

1Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-184-7
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platform) that are needed by agent are attacked by some
third party, and thus not able to provide services needed
by an agent.

• Eavesdropping - The hosting malicious platform may
not only eavesdrop an inter-agent communications, but
all agent’s data, its code and the execution process of
this code. Even in case where parts of agent’s data are
encrypted, such platform has access to complete local
life of the agent and can infer with the content of this
encrypted code. Similar applies to agent’s communica-
tion with other agents.

• Alteration - When being hosted by a malicious host,
agent’s code, state and data may be easily exposed to
this host, and altered. The similar holds true for agent’s
communications. Let us state already at this point that
the security service of (strong) integrity can prevent
this threat to some extent, but it will be discussed in
the next section how hard this is.

• Unauthorized access - Remote platforms and other
agents may get access to agent’s code, state and data,
for which they are not authorized. In case of a local
platform, this problem reduces to the above described
threat of eavesdropping.

• Copy and replay - A malicious platform may simply
reproduce an agent or its message(s), so an exact (and
virtually regular copy) can be obtained. This can have
serious security impacts - for example, original agent’s
messages may be reproduced by its clone. Therefore
they can be accepted by other parties as fully valid,
and reacted accordingly upon.

These threats have been quite successfully addressed in
the latest years and will be described in the next section.

III. M OBILE CODE SECURITY MECHANISMS AND

SERVICES

This section provides security mechanisms and services
that were developed during the last years to address the
above threats these are typical for mobile code security
(beside from [6] below solutions are taken also from [7]
and [8]):

• Co-operating agents principle - This principle requires
that tasks are split and assigned to agents that run on
different platforms (these agents should never encounter
the same host), while these agents use authenticated
(and confidential) channels to communicate.

• Execution tracing principle - This principle is intended
to detect improper modification of agents code, state
or execution flow. Cryptographic traces (logs of agents
actions performed during its lifetime) serve for this
purpose. Each platform produces digitally signed traces
and appends them to the agent (digitally signed knap-
sack).

• Environmental key-generation principle - An agent
waits until it receives a certain message (typically

containing a decryption key) that is generated by other
party when a certain condition is met in the environ-
ment. After receipt the agent decrypts its encrypted part
of code and executes it.

• Code obfuscation - An agent is transformed in a way
that preserves the intended behavior of the agent, while
makes analysis of its code harder.

• Partial result encapsulation - With this technique the
results of agent’s calculations are encrypted by using
the private key of a visited platform. Afterwards, the
results are sent to domestic platform for verification.

• Sliding encryption - An agent uses a certain public key
(e.g. of its domestic environment) to encrypt sensitive
data, which can be later decrypted only by an entity
that possesses the corresponding private key.

• Trail obscuring - With this technique an agent modifies
its own binary image to make pattern matching harder
so it cannot be identified as the same agent when
traversing from one form to another.

• State appraisal functions - These functions serve to
prevent tampering with agents dynamic data and reside
in the encrypted (or digitally signed) part of the agent.
They are built into agent by the sender (domestic
environment) and can be used not only by the agent
itself, but also trustfully behaving visited platforms.

• Encrypted functions (also referred to as mobile cryp-
tography) - This approach deploys a principle where
agent’s code would be encrypted in a way that would
enable correct execution at a guest platform, while the
platform would not recognize the content (semantics)
of this execution.

As to the last bullet - encrypted functions would really
enable a significant advancement. The initial work in this
area has been done by Sander and Tsudin in 1998 [9], and
later extended by Lee, Alves-Foss and Harisson in 2004 [10].
The basic principle goes as follows [6]:

Suppose A knows an algorithm for computing a function
f , while B has an inputx for this function. A wants to
computef(x) for B without revealing any details off to
B. If f can be encrypted in such way that it results in
E(f), then A creates programprogram(E(f)) and sends
it to B. B executesprogram(E(f)) on x and returns the
output to A who decrypts the result and obtainsf(x).
This paradigm would provide effective means for solving
mobile code challenges, but such cryptographic principle
still needs appropriate concrete implementations (functions)
to be found. Therefore things in this area (seem to) remain
stalled at a theoretical level.

The last research that should bring some new advance-
ment in this area is published in [11]. This solution is
focused on confidentiality of code and agent’s baggage
together with integrity during agent’s execution. The analysis
of this paper reveals that the solution is about very complex
architecture with many security protocols. History shows

2Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-184-7
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that such complex structures are often leaking at some point
(the formal verification of this solution is yet to be done).
Further, the solution does provide integrity of a runtime
code, but at a very high level through encryption of the
whole code. Once a hosting platform is supposed to be
trusted, it receives decryption key and from this point on,
”peeking & poking” of the code becomes feasible. This is
not to say that this approach is useless - on the contrary.
Our proposed solution actually further complements such
solutions at a finer level and provides additional security,as
will be seen in the rest of the paper.

IV. A N ANALYSIS OF EXISTING COUNTERMEASURES

In short - none of the above approaches radically reduces
the problem of mobile code integrity and its protection
against malicious host (except, of course, mobile code
cryptography).

This is the core problem, which we will refer to as code
morphing problem: When an agent is executed within a
foreign operating system (or virtual machine) this operating
system (or hypervisor in case of a virtual machine) can
”peek and poke” working memory locations (i.e., RAM
locations) where agents execution code resides. The only
100% security would be if one could do strong integrity
probing of executing agent in a RAM. But this is impossible
because of operating systems principles like splitting a
code and placing it into various RAM locations, loading it
only partially into RAM (paging), etc. Therefore the actual
binary image within various hosting environments can have
too many varying digital representations when executed to
provide a unique digital fingerprint.

Now what can be appropriate concept to counter this
situation? The basic fact is that integrity is a security service
and these services are implemented by using cryptographic
protocols. This already gives the first hint, which (as a
positive by product) complements research efforts at the
level of security mechanisms (i.e., encrypted functions).
Further, why shall one remain focused on a deterministic
output at the level of security service? We could go for a
solution where runs of a certain protocol with the same input
would result in outputs that are dispersed according to some
distribution on a certain interval. This distribution can then
serve as a basis for calculation of a probability which of the
obtained values is actually the correct one. And this is the
core idea of non-deterministic security services.

Particular such approaches in this area already exist,
starting with zero-knowledge (ZN) techniques on one side
[12] and RFID tailored solutions on the other [13]. But they
have not been recognized as a new concept so far. Such
conceptual approach would be beneficial, and an advance-
ment due to a paradigmatic shift would not happen for the
first time in the area of security in computer systems (and
cryptography in general). Actually, public key cryptography
(PKI) was invented on the basis of a concept and principles

A B

X 1

2 E(X) ⊕ ⊕ ⊕ ⊕ rand

Figure 1. Classical challenge-response modified for non-deterministic
security service (E stands for encryption function, X for challenge and
rand for a random bits string)

that were clearly developed in advance. PKI started with a
strong focus of a freelance cryptographer W. Diffie on the
problem of keys distribution. Diffie got in contact with M.
Hellman at Stanford in the seventies of the former century.
Having a clear concept in their minds they started to look
for appropriate concrete candidate functions, and this ledto
the invention of public key cryptography.

V. PARADIGMATIC SHIFT - NON-DETERMINISTIC

SECURITY SERVICES

Now what is a non-deterministic security service? This
kind of security refers to security services (i.e., crypto-
graphic protocols) that

• do not provide a unique output after one run, so this
output is from a certain interval of possible values and
thus considered to be correct with a certain probability

OR

• require more (potentially parallel) runs with varying
outputs, where all these outputs have to be considered
as a whole to calculate the probability of assurance of
the intended security service of the protocol.

To demonstrate the principle of the first case, assume a
classical challenge-response authentication protocol, where
the first message is, as usual, some random challenge.
However, the second step is modified by EXOR-ing certain
pre-agreed bit positions with a random string (see Fig.1).
On receipt, the receiver should check all possible outputs
as follows. All modified positions are initially assumed to
be 0, and systematically changing them, bit by bit, one
obtains outputs of all possible responses. If one of these
messages produces the right output, the receiver can be
assured about identity of the other party up to a certain
probability (which depends on the number of masked bits
and concrete encryption mechanism).

The first principle is given in [13], while to demonstrate
the principle of the second case, let us consider Zero-
knowledge based proof, the Fiat-Shamir protocol [14]:

1) Claimant A selects a secrets and computesv =
s2 mod n and registers the result with a trusted center.

2) A sends to verifier B the valuex = r2 mod n.
3) Verifier B responds with a randome ∈ 0, 1.
4) A replies withy = rse mod n.
5) B verifies y2

≡ xve(modn), and depending one
checks if the obtained valuey2 = x or y2 = xv.
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Figure 2. Agent’s code structure (dashed areas denote segments’ ICC, i.e.,
a code for its calculation and communication with the reference host)

platform 1 platform 2 platform k

reference platform

Figure 3. Protocol architecture for non-deterministic integrity checks

In the above scheme, a trusted center selects and publishes
RSA-like modulusn = pq, wherep andq are large primes
that are kept secret,s ∈ [1, n − 1], andy = 0 is rejected,
because it precludesr = 0. Without going into details, an
attacker can impersonateA by choosing appropriater, but
once this value is selected,e in the second step defines the
required result in the third step. Ase is randomly chosen
with probability 0.5, the attacker can successfully cheat in
a single round with this probability. To reduce attacker’s
success probability, protocol can be runk times (steps 2 to
5), and the probability of successful cheating in this case
becomes2−k.

Now how can non-deterministic security services be de-
ployed for mobile code integrity? One possible protocol
architecture is given in Fig. 2 and Fig. 3. The core premise
of this approach is that each agent is segmented, and each of
the segments has appended integrity check value (ICV). The
main reasoning behind this is to actively check agents also
during execution, when the code may be paged or dislocated
in various segments of RAM.

Next, the agent is exactly replicated and forwarded to
n subsequent hosts. Therefore these replicas are deployed
over the network by communicating between a trusted,
reference host, andn remote (distrusted) hosts. Remote
hosts are continuously polled and the results are obtained
and compared. As it is very unlikely that all hosts will be
able to synchronize a coordinated attack on each instance
and all related segments of its code, the reference platform
will, in case of malicious host, obtain ICV values that will
be dispersed. According to a concrete segmentation of an
agent, number of its deployed instances, the nature of the
polling protocol and the nature of the ICV, the reference
platform is able to infer the probability of a proper behavior

of a particular instance of the agent. Based on this data,
reference platform can identify healthy agents and instruct
them to proceed to other platforms, while attacked agents
can be destroyed.

One complementary research already exists, but it is
concerned with reliability of agents execution and deploys
non-determinism in the agent code to improve this reliabilty
[15]. So this work can be used for management of deploying
multiple instances as mentioned above. However, t should
be emphasized that the approach is not about security - it is
about reliability and fault tolerance.

VI. OUTLOOK AND CONCLUSIONS

Mobile code and its security is playing a vital role
also today in the era when internet has become a critical
infrastructure and when it is architecturally heading towards
cloud computing. However, as we have seen, one of the
hardest issues is to ensure mobile code integrity. The paper
has presented and analyzed approaches that were introduced
during recent years, however, none of them radically reduces
the problem.

Therefore this paper argues that we should change our
paradigm and try to research mobile code integrity issues
by deploying a new concept, called non-deterministic secu-
rity services. This argumentation is based on the fact that
paradigmatic shift was crucial also in the case of invention
of public key cryptography (interestingly, paradigmatic shift
is also visible in mobile cryptography area, too). With the
proposed shift of paradigm the code is segmented and each
segment checked for ICV during execution, while many
replicas are deployed on various foreign hosts.

However, this solution requires development of new con-
crete implementations, where so-called lightweight protocols
(and mechanisms) will play a central role.
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Abstract—This paper addresses security information man-
agement in untrusted environments. A security information
and event management system collects and examines security
related events and provides a unifying view of the monitored
system’s security status. The sensors, which provide the event
data, are typically placed in a non-protected environment
at the boarder of the managed system. They are exposed
to various kinds of attacks. Compromised sensors may lead
to misjudgement on the system’s state with possibly serious
consequences. The particular security requirements arising
from these problems are discussed for large scale critical in-
frastructures. The main contribution of this paper is a concept
that provides trusted event reporting. Critical event sources
are holistically protected such that authenticity of the security
related events is guaranteed. This enables better assessment
of the managed system’s reliability and trustworthiness. As
a proof of this concept, the paper presents an exemplary
realisation of a trustworthy event source.

Keywords-reliability aspects of security information and event
management systems; trusted event reporting; trusted android
application; critical infrastructure protection.

I. INTRODUCTION

Security information and event management (SIEM)
systems provide important security services. They collect
and analyse data from different sources, such as sensors,
firewalls, routers or servers, and provide decision support
based on anticipatory impact analysis. This enables adequate
response to attacks as well as impact mitigation by adaptive
configuration of countermeasures. The project MASSIF [1],
a large-scale integrating project co-funded by the European
Commission, addresses these challenges with respect to
four industrial domains: (i) the management of the Olympic
Games information technology (IT) infrastructure [2]; (ii)
a mobile phone based money transfer service, facing high-
level threats such as money laundering; (iii) managed IT
outsource services for large distributed enterprises; and (iv)
an IT system supporting a critical infrastructure (dam) [3].

Common to these use cases is the requirement to prove
that a measured value has been acquired at a certain
time and within a specified “valid” operation environment.
Authenticity of such measures can only be assured together
with authentication of the used device itself, it’s configuration,
and the software running at the time of the event.

In geographically dispersed infrastructures, various equip-
ment, including the critical sources of event data, is often

placed in non-protected environments. Therefore, attackers
are able to access and manipulate this equipment with relative
ease[4].

Proposition 1. When physical access to the sensoring devices
cannot be inhibited, an effective security solution must
address detection of manipulations.

Manipulated equipment can be used to hide critical condi-
tions, generate false alerts, and in general cause misjudgement
on system’s state. Wrong assumptions about a system’s state
in turn can lead to false decisions with severe impact on the
overall system.

Proposition 2. Whenever a certain control decision is made,
the input information that presumably led to it must be
authentic.

As a consequence, the system has to assure that all safety
critical actions using sensor data must only use authentic
sensor data. The question, which measurements and system
control decisions are critical to the overall system behaviour,
cannot be answerded independently of the concrete system
and application context determined.

Proposition 3. A risk assessment of the deployed monitoring
capabilities is necessary.

Contribution: By means of a representative example,
namely a hydroelectric power plant in a dam, we analyse
security threats for critical infrastructures and justify the
relevance of the postulated propositions for adequate security
requirements. Further, the paper presents both, a concept and
a prototypical implementation for trustworthy event reporting.
Digital signatures obviously can provide authenticity and
integrity of recorded data [5]. However, a signature gives no
information on the status of the measurement device at the
time of measurement. Our solution, the trusted information
agent (TIA), is based on trusted computing technology [6]
and integrates industry approaches to the attestation of event
reporter states. This approach provides a certain degree of
trustworthiness and non-repudiation for the collected events,
which can be used as a basis for risk assessment according
to Proposition 3.

The paper is structured as follows. Section II gives an
overview of the related work. In Section III we introduce the
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exemplary application scenario. We then elicit a number of
specific security requirements from the application scenario
and justify the propositions for our concept in Section IV.
Based on these requirements, we address a solution for our
propositions and describe the concept and a prototypical
implementation of a trusted information agent in Section V.
Finally, the paper ends with conclusions and an outlook in
Section VI.

II. RELATED WORK

The paper addresses the integration of Trusted Computing
concepts into SIEM systems for critical infrastructures based
on examples from a hydroelectric power plant in a dam.

Security information and event management technology
provides log management and compliance reporting as
well as real-time monitoring and incident management for
security events from networks, systems, and applications.
Current SIEM systems’ functionalities are discussed in
[7]. SIEM systems manage security events but are not
concerned with the trustworthiness of the event sources.
Security requirements analysis and an authenticity concept for
event sources is, however, the main topic of this paper. The
specification of the application level security requirements
is based on the formal framework developed by Fraunhofer
SIT [8]. In this framework, systems are specified in terms of
sequences of actions and security properties are constraints
on these sequences. Applying the methods of this framework,
we derive security requirements for the event sources in the
dam scenario.

Dam monitoring applications with automated data acqui-
sition systems (ADAS) are discussed in [9], [10]. Usually,
an ADAS is organised as a supervisory control and data
acquisition (SCADA) system with a hierarchical organisation.
Details on SCADA systems organisation can be found in
[11], [12]. In the majority of cases, SCADA systems have
very little protection against the escalating cyber threats.

Compared to traditional IT systems, securing SCADA
systems poses unique challenges. In order to understand
those challenges and the potential danger, [4] provides a
taxonomy of possible cyber attacks including cyber-induced
cyber-physical attacks on SCADA systems.

Trusted Computing technology standards provide methods
for reliably verifying a system’s integrity and identifying
anomalous and/or unwanted characteristics [6]. An approach
for the generation of secure evidence records was presented
in [13]. This approach, which is the basis for our proof-of-
concept implementation, makes use of established hardware-
based security mechanisms for special data recording devices.
Our communication protocols extend the Trusted Network
Connect (TNC) [14] protocol suite. We use the open source
implementation of IF-MAP presented in [15].

III. APPLICATION SCENARIO

Our analysis of security threats for critical infrastructures
is based on examples from a hydroelectric power plant in a

dam. The dam scenario is typical for critical infrastructures in
many respects. On the one hand, it is a layered system with
intra- and cross-layer dependencies, and, on the other hand,
there are various other sources of complexity; several distinct
functionalities influence controlling and monitoring activities.
Moreover, different components, mechanisms, and operative
devices are involved, each one with different requirements
in terms of produced data and computational loads.

A dam might be devised for a multitude of purposes and its
features are strictly related to the aims it is built for, e.g., food
water supplying, hydroelectric power generation, irrigation,
water sports, wildlife habitat granting, flow diversion, or
navigation. Since a dam is a complex infrastructure, a
huge number of parameters must be monitored in order
to guarantee safety and security. Which parameters are
actually monitored, depends on the dam’s structure and
design (earthfill, embankment or rockfill, gravity, concrete
arch, buttress), the purpose (storage, diversion, detention,
overflow), and the function (hydroelectric power generation,
water supply, irrigation).

Table I
DAM INSTRUMENTATION SENSORS

Sensor Parameter or physical event
Water level sensor (WLS) Current water level (wl)
Inclinometer/Tiltmeter (T M) Earth or wall inclination or tilt (tm)
Crackmeter (CM) Wall/rock crack enlargement (cm)
Jointmeter (JM) Joint shrinkage ( jm)
Piezometer Seepage or water pressure
Pressure cell Concrete or embankment pressure
Turbidimeter Fluid turbidity
Thermometer Temperature

Table I lists some of the most commonly employed
sensors together with a brief explanation of their usage. The
heterogeneity of currently used devices is a relevant challenge
in the dam process control: they range from old industrial
control systems, designed and deployed over the last 20
years and requiring extensive manual intervention by human
operators, to more recently developed systems, conceived
for automatic operations (SCADA). Indeed, the trend of
development is toward increasingly automated dam control
systems. While automation leads to more efficient systems
and also prevents operating errors; on the downside, it poses
a limit to human control in situations, where an operator
would possibly foresee and manually prevent incidents.

Modern automated systems support remote management
and also provide for centralised control of multiple infras-
tructures. As an example, the Terni hydroelectric complex,
located about 150 Km in the north of Rome, is composed by
16 hydroelectric power plants, three reservoirs (Salto, Turano
and Corbara), and one pumping plant, all of them supervised
by a single remote command post located at Villa Valle.

As a severe disadvantage, increased automation and remote
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Table II
SECURITY RELATED SCENARIOS AND THE RESPECTIVE MONITORING

Monitored Event Impact Detection
Changes in the
flow levels of the
seepage channels

Seepages always affect dams (whatever their structure and design are). Seepage
channels are monitored to evaluate the seepage intensity. A sudden change in
flow levels could show that the structure is subject to internal erosion or to
piping phenomena. This event can be the cause of dam cracks and failures

By inserting into the channel a weir with a
known section the depth of water (monitored
by using a water level sensor) behind the
weir can be converted to a rate of flow.

Gates opening Intake gates are opened to release water on a regular basis for water supply,
hydroelectricity generation, etc. Moreover spillways gates(aka overflow
channels) release water (during flood period) so that the water does not overtop
and damage or even destroy the dam. Gates opening must be operated under
controlled conditions since it may result in: i) Flooding of the underlying areas;
ii) Increased rate of flow in the downstream that can ultimately result in a
catastrophic flooding of down-river areas.

A tiltmeter (angle position sensor) can be
applied to the gate to measure its position
angle.

Changes in the tur-
bine/infrastructure
vibration levels

Increased vibrations of the infrastructure or the turbines in a hydro-powerplant
can anticipate a failure of the structure. Possible reasons for such event include:
i) earthquakes (Fukushima, Japan, a dam failure resulted in a village washed
away ); ii) unwanted solicitations to the turbines (Sayano-Shushenskaya, Siberia,
75 dead due to a failure of the turbines in a hydro-powerplant).

Vibration sensors can be installed over
structures or turbines to measure the stress
level they are receiving.

Water levels
overtake the alert
thresholds

Spillway are used to release water when the reservoir water level reaches alert
thresholds. If this does not happen the water overtops the dam resulting in
possible damage to the crest of the dam (Taum Sauk hydroelectric power
station).

This event can be used to detect unexpected
discharges. Water level can also be correlated
to other parameters to detect anomalous
behaviour (e.g., not revealed gate opening).

control raise a new class of security-induced safety issues, i.e.,
the possibility that cyber attacks against the IT layer of the
dam ultimately result in damage to people and environment.

Dam monitoring aims towards identifying anomalous
behaviour related to the infrastructure. Table II summarises
a list of possible scenarios illustrating the necessity of
monitoring specific parameters.

IV. SECURITY REQUIREMENTS ANALYSIS

We use a model-based approach to systematically identify
security requirements for the dam application scenario.
Specifically, authenticity can be seen as the assurance
that a particular action has occurred in the past. For a
formal specification of the application-level authenticity
requirements, we use Definition 1, which is taken from [8].

Definition 1. auth(a,b,P): Whenever an action b happens,
it must be authentic for an Agent P that in any course of
events that seem possible to him, a certain action a has
happened.

In [8] a security modelling framework (SeMF) for the
formal specification of security properties was presented.
Requirements are defined by specific constraints regarding
sequences of actions than can or can not occur in a system’s
behaviour. Actions in SeMF represent an abstract view on ac-
tions of the real system, which models the interdependencies
between actions and ignores their functionality. An action is
specified in a parameterised format, consisting of the action’s
name, the acting agent and a variable set of parameters:

actionName(actingAgent, parameter1, parameter2, ...)

Table III lists the dam scenario actions used for our security
requirements analysis.

Table III
DAM ACTIONS

Action Description
sense(WLS,wl) Measurement of the water level.
sense(T M, tm) Measurement of the tilt.
sense(CM,cm) Measurement of the crack enlargement.
sense(JM, jm) Measurement of the joint shrinkage.
sense(PP, power) Measurement of voltage and current

in the power grid. The power plant PP
sends commands ppc to the dam control
station depending on these measurements.

sense(SDC,wdc) Measurement of the water discharge
on the penstock gates PG.

sense(PG,open) Reporting of the state of the penstock gates.
display(DCS,X) Display X at the dam control station,

with X ∈ {wl, tm,cm, jm, ppc,wdc,open}.
activate(Admin,cmd) Decision of the administrator, which

command shall be triggered.
exec(PG,cmd) Command to be executed by penstock gates.

We now analyse some possible misuse cases, which have
been reported in the scenario deliverable [16] of the MASSIF
project.

Water level sensor compromise: The attacker takes
control of the water level sensors and uses them to send
spoofed measurements to the dam control station (DCS). This
hides the real status of the reservoir to the dam administrator
(Admin). In this way, the dam can be overflown without
alarms being raised by the monitoring system.

From this, we get the requirement that the water level
measures have to be authentic for the administrator when
they are displayed at the dam control station. More formally,
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we get the authenticity requirement:

auth(sense(WLS,wl),display(DCS,wl),Admin) (1)

Tiltmeter compromise: The attacker takes control of the
tiltmeter sensors and uses them to send false measurements
to the dam control station, thus hiding the real status of the
tilt of the dam’s walls to the dam administrator. An excessive
tilt may lead to the wall’s failure. The respective authenticity
requirement is:

auth(sense(T M, tm),display(DCS, tm),Admin) (2)

Crackmeter / jointmeter compromise: The attacker has
access to one of the crackmeters or jointmeters deployed
across the dam’s walls and takes control of it. So the attacker
can weaken the joint or increase the size of the crack at
the wall’s weak point without any alarm being raised at the
monitoring station, which leads to the following authenticity
requirements:

auth(sense(CM,cm),display(DCS,cm),Admin) (3)
auth(sense(JM, jm),display(DCS, jm),Admin) (4)

These examples show that some elementary security
requirements can be derived directly from misuse cases. In
general, however, information flows between systems and
components are highly complex, especially when organi-
sational processes need to be considered. Hence, not all
security problems are discoverable easily. In order to achieve
the desired security goals, security requirements need to be
derived systematically.

An important aspect of a systematic security evaluation
is the analysis of potential information flows. A method to
elicit authenticity requirements by analysis of functional
dependencies is described in [17]. From the use case
descriptions, atomic actions are derived and set into relation
by defining the functional flow among them. The action-
oriented approach considers possible sequences of actions
(control flow) and information flow (input/output) between
interdependent actions. Actions of interest are specifically
the boundary actions, which represent the interaction of the
system’s internals with the outside world. From a functional
dependency graph, the boundary actions can be identified.
We now give an example of security information flows by a
use case of the dam scenario [16].

On demand electric production: The Dam Control
Station feeds an hydroelectric turbine, connected to the dam
by means of penstocks, for producing electric power on
demand. The turbine and hydroelectric power production
depends on the water discharge in the penstocks. By analysing
the parameters of the command received by the dam control
station, we can infer that the safety critical actions are the
opening and closing actions of the penstock gates (PG).

An identification of functional dependencies reveals that
the dam control activity makes use of the (i) current water

level, (ii) the state of the gates joined to the hydroelectric
power plant, (iii) the gates openness, and, (iv) the discharge
through the penstocks. Figure 1 shows the dependency
graph of this use case. The decision of the administrator,
which command shall be triggered, depends on the displayed
measurements. The dashed line indicates that there is no
direct functional dependency.

Dam PenstockPower Plant

Dam Control Station

sense(WLS,wl) sense(PP, power) sense(SDC,wdc)

sense(PG,open)

exec(PG,cmd)

display(DCS,{wl, ppc,wdc,open})

activate(Admin,cmd)
Admin

Figure 1. Functional dependencies: On demand electric production

An analysis of the dependencies depicted in Figure 1 leads
to the following conclusion: The control display values are
derived from the measurements of wl, power, wdc, and open.
From this, we conclude that, in addition to the water level
wl (1), the measurements of power, wdc, and open have to
be authentic. More formally:

auth(sense(PP, power),display(DCS, ppc),Admin) (5)
auth(sense(SDC,wdc),display(DCS,wdc),Admin) (6)
auth(sense(PG,open),display(DCS,open),Admin) (7)

Furthermore, the activation of the penstock command by
the administrator has to be authentic for the penstock gate
when executing it.

auth(activate(Admin,cmd),exec(PG,cmd),PG) (8)

So the authenticity requirements for the use case described
in Figure 1 are given by: (1) and (5)–(8).

In summary, the analysis of the use case and misuse cases
of this critical infrastructure scenario shows that the overall
function of the system requires authenticity of measurement
values for several sensors, namely (1) – (7). In that sense,
the dam scenario is a prime example for the relevance of the
requirements postulated in Proposition 1 and 2. It is evident
that further types of security requirements are needed in order
to cover important liveness properties such as availability
of necessary information at a certain place and time. In
some cases also confidentiality of certain information may
be required. These requirements are important but not in the
scope of the work presented here.
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V. TRUSTED INFORMATION AGENT

The usefulness of monitoring large systems clearly depends
on the observer’s level of confidence in the correctness
of the available monitoring data. In order to achieve that
confidence, network security measures and provisions against
technical faults are not enough. As stated above, unrevealed
manipulation of monitoring equipment can lead to serious
consequences. In order to improve the coverage of this type
of requirements in a SIEM framework, we now describe
a concept and a prototypical implementation of a trusted
information agent (TIA).

A. Trust Anchor and Architecture

As shown in Section IV, protection of the identity of the
device for measurement collection is necessary. Furthermore,
the lack of control on the physical access to the sensor node
induces strong requirements on the protection level.

By a suitable combination of hardware- and software-
level protection techniques any manipulations of a sensor
have to be revealed. In addition to the node-level protection,
network security measures are needed in order to achieve
specification-conformant behaviour of the sensor network,
e.g., secure communication channels that protect data against
tampering. This paper is not intended to discuss network
security, neither protection of hardware components. We
rather concentrate on the important problem of clandestine
manipulations of the sensor software.

A commonly used technique to reveal manipulation
of a software component is software measurement: Each
component is considered as a byte sequence and thus
can be measured by computing a hash value, which is
subsequently compared to the component’s reference value.
The component is authentic, if and only if both values are
identical. Obviously, such measurements make no sense if the
measuring component or the reference values are manipulated
themselves. A common solution is to establish a chain of
trust: In a layered architecture, each layer is responsible for
computing the checksums of the components in the next
upper layer. At the very bottom of this chain a dedicated
security hardware chip takes the role of the trust anchor or
“root of trust”.

Trusted Computing [6] offers such a hardware root of trust
providing certain security functionalities, which can be used
to reveal malicious manipulations of the sensors in the field.
Trusted Computing technology standards provide methods
for reliably checking a system’s integrity and identifying
anomalous and/or unwanted characteristics. A trusted system
in this sense is build on top of a Trusted Platform Module
(TPM) as specified by the Trusted Computing Group (TCG).
A TPM is hardened against physical attacks and equipped
with several cryptographic capabilities like strong encryption
and digital signatures. TPMs have been proven to be much
less susceptible to attacks than corresponding software-only
solutions.

The key concept of Trusted Computing is the extension of
trust from the TPM to further system components. This
concept is commonly used to ensure that a system is
and remains in a predictable and trustworthy state and
thus produces authentic results. As described above, each
layer of the chain checks the integrity of the next upper
layer’s programs, libraries, etc. On a PC, for example, the
TPM has to check the BIOS before giving the control of
the boot-process to it. The BIOS then has to verify the
operating system kernel, which in turn is responsible for
the measurement of the next level. Actually, a reliable and
practically useful implementation for PCs and systems of
similar or higher complexity is not yet feasible. Sensoring and
measuring devices, however, typically have a considerably
more primitive architecture than PCs and are well-suited for
this kind of integrity check concept. Even for modern sensor-
equipped smartphones, able to act as event detectors, but
having the same magnitude of computing power that PCs had
a few years ago, an implementation of the presented concept
is possible. A prototypical implementation is presented in
more detail now.

B. Proof of Concept: Base Measure Aquisition

Figure 2 depicts the architecture of the TIA.

GPS
Time

Authority
Privacy CA

Evidence

Generator

IF–MAP

Server

State

Visualiser

Location Trusted Time

Network State

AIK
Trusted Time

Signed Evidence

AIK

Figure 2. TIA architecture

The main component of the TIA is the evidence generator
(EG), which collects base measures and provides the mea-
surement functions used to produce derived measures. Fur-
thermore, the EG supports the processing of measures from
external sensors, e.g., location data from a GPS module. The
EG is expected to operate in unprotected environments with
low physical protection and externally accessible interfaces
such as wireless networks and USB access for maintenance.
A necessary precondition to guarantee authenticity of the
measures, is a trustworthy state of the measurement device.
To meet this requirement, the EG is equipped with a TPM
as trust anchor and implements a chain of trust [18]. As
explained above, revelation of software manipulations is
based on the comparison between the software checksums
and the corresponding reference values. This comparison
may be done locally within the node (self-attestation) or by
a remote verifier component (remote attestation) [6].

The EG submits the collected measures digitally signed to
an IF-MAP [14] server, which acts as an event information
broker. During initialisation, the EG obtains two credentials
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from trusted third-party services for signature purposes.
Figure 3 depicts the boot-time interaction between the EG
and those services, and the role of the TPM in this interaction.

An Attestation Identity Key (AIK) is used to sign measure-
ment results in a manner that allows verification by a remote
party. The Privacy Certification Authority (PCA) issues a
credential for the TPM-generated AIK. The certified AIK is,
henceforth, used as an identity for this platform. According to
TCG standards, AIKs cannot only be used to attest origin and
authenticity of a trust measurement, but also, to authenticate
other keys and data generated by the TPM. However, the
AIK functionality of a TPM is designed primarily to support
remote attestation by signing the checksums of the EG’s
software components, while signing arbitrary data is, in fact,
not directly available as a TPM operation. We have shown
elsewhere, how to circumvent this limitation [19]. Hence, we
are able to use TPM-signatures for arbitrary data from the
EG’s sensors.

Any TPM is equipped with an accurate timer. Each event
signature includes the current timer value. However, the
TPM timer is a relative counter, not associated to an absolute
time. A time authority (TA) issues a certificate about the
correspondence between a TPM timestamp (tickstamp) and
the absolute time. The combination of tickstamp and TA-
certificate can be used as a trusted timestamp. Alternatively,
another trusted time source, such as GPS, could have been
used.

Putting it all together, a measurement record includes
arbitrary sensor data, a TA-certified time stamp, and a hash
value of the EG’s software components. The record itself is
signed by the TA-certified AIK.

Figure 4 shows a prototype EG, which has been imple-

mented based on the Android smartphone platform. This
platform has been selected for various reasons. Modern
smartphones are equipped with a variety of sensors such
as GPS, gyro sensor, electronic compass, proximity sensor,
accelerometer, barometer, and ambient light sensor. Further-
more, photos, video and sound can be regarded and processed
as event data. Moreover, Android is well-suited as a software
platform for future embedded devices.

The TPM-anchored chain of trust is extended to the linux
system and linux application layers by using the Integrity
Measurement Architecture (IMA), which is integrated into
any stock linux kernel as a kernel module. The Android
application layer is based on libraries and the Dalvik Virtual
Machine (VM). While the linux kernel layer can check the
Android system libraries and the VM, Android applications
run on top of the VM and are invisible to the kernel. Thus,
we built a modified VM, which extends the chain of trust to
the Android application level by computing the applications’
checksums. A timestamp-based variant of remote attestation
provided by the TPM is used for the verification of the node
authenticity. All communication is based on the Trusted
Network Connect (TNC) [14] protocol suite, which offers
advanced security features, such as dedicated access control
mechanisms for TPM-equipped nodes.

Enhanced Android Platform

Extended Dalvik VM

Java TPM Access Library

(JTSS)

TPM Access Library

IF-MAP

Client Library

for Android

Linux Kernel

IF-MAP Server

Trusted Network

Connect / IF-MAP
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Figure 4. Technical building blocks

VI. CONCLUSION AND FUTURE WORK

In geographically dispersed infrastructures the critical
sources of event data are often placed in non-protected
environments. Attackers can thus easily manipulate these

11Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-184-7

ICONS 2012 : The Seventh International Conference on Systems

                           22 / 239



sensors and thereby hide critical conditions, generate false
alerts, and in general cause misjudgement on system’s state.
By exemplary analysis of a typical application scenario we
have demonstrated that this can lead to false decisions with
severe impact on the overall system. In order to prevent such
threats, we presented a concept for holistically protected
critical event sources by assuring a trustworthy state of the
measurement devices. This enables better assessment of the
managed system’s reliability and trustworthiness.

As a proof of this concept, the paper presented an
exemplary realisation of a trusted information agent based on
trusted computing technology. Planned next steps include a
detailed analysis on the impact on scalability and bandwidth
of different schemes to generate evidence using this architec-
ture. Especially, the correlation of independent events may
allow for improvements but also requires trustworthy schemes
to cryptographically link various events to one evidence
record. Also, the hardware-based security functionalities can
be improved with respect to scalability and performance.
Further, suggestions to improve standards for future hardware
security modules, are planned.
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Abstract—Distributed denial of service (DDoS) attacks pose
great threat to the Internet and its public services. Various
computation-based cryptographic puzzle schemes have been
proposed to mitigate DDoS attacks when detection is hard or
has low accuracy. Yet, existing puzzle schemes have shortcom-
ings that limit their effectiveness in practice. First, the effective-
ness of computation-based puzzles decreases, as the variation
in the computational power of clients increases. Second, while
mitigating the damage caused by the malicious clients, the
puzzle schemes also require the benign clients to perform
the same expensive computation that doesn’t contribute to
any useful work from the clients’ perspective. In this study,
we introduce guided tour puzzles, a novel puzzle scheme that
addresses these shortcomings. The guided tour puzzle scheme
uses latency — as opposed to computational delay — as a
way of forcing sustainable request arrival rate on clients. We
evaluate the DoS mitigation effectiveness of the scheme in a
realistic simulation environment, and show that guided tour
puzzle scheme provides a strong mitigation of request flooding
DDoS and puzzle solving DDoS attacks.

Keywords- denial of service; availability; tour puzzles; proof
of work; client puzzles; cryptography.

I. INTRODUCTION

A Denial of Service (DoS) attack is an attempt by mali-
cious parties to prevent legitimate users from accessing a ser-
vice, usually by depleting the resources of the server which
hosts that service. DoS attacks may target resources such
as server bandwidth, CPU, memory, storage, or any combi-
nation thereof. These attacks are particularly easy to carry
out if a significant amount of server resource is required
to process a client request that can be generated trivially.
Cryptographic puzzles have been proposed to defend against
DoS attacks with the aim of balancing the computational
load of the server relative to the computational load of the
clients [1] [2] [3] [4] [5].

In a cryptographic puzzle scheme, a client is required to
solve a moderately hard computational problem, referred
to as puzzle, and submit the solution as a proof of work
before the server spends any significant amount of resource
on its request. Solving a puzzle typically requires performing
significant number of cryptographic operations, such as
hashing, modular multiplication, etc. Consequently, the more
a client requests service from the server, the more puzzles
it has to compute, further expending its own computational

resources. Puzzles are designed so that their construction
and verification can be achieved with minimum server
computational load in order to avoid DoS attacks on the
puzzle scheme itself (attacks aimed at the puzzle scheme
itself are thereafter referred to as puzzle solving attacks.).

Originally, cryptographic puzzles were proposed to com-
bat spams [6]. They have then been extended to defend
against other attacks, including DoS [1] [2] [5] [7] [8]
and Sybil attacks [9] [10]. Furthermore, different ways of
constructing and distributing puzzles have been explored [5]
[11] [12] [13] [14]. Unfortunately, existing puzzle schemes
have shortcomings that limit their effectiveness in defending
against DoS attacks.

First, the effectiveness of computation-based puzzles de-
creases, as the variation in the computational power of
clients increases. To illustrate this limitation, consider a
system composed of a server whose capacity is R requests
per second, Nl legitimate clients whose clock frequency
is f , and Nm malicious clients whose clock frequency is
a · f , where a is a disparity factor that represents the
degree of disparity between the CPU powers of malicious
and legitimate clients. Furthermore, assume that legitimate
clients can tolerate a maximum puzzle difficulty of Dmax,
expressed in terms of the number of instructions. The
maximum protection the server can achieve against a DoS
attack is by setting the puzzle difficulty to Dmax. During an
attack, the total load on the server is the sum of the loads
generated by the legitimate and malicious clients, which
can be expressed as Nl

f
Dmax

+ Nm
af

Dmax
(without loss of

generality, we assume that when solving puzzles clients use
their full CPU capacity). Therefore, to carry out a DoS
attack against the server, an attacker must at least induce
a load on the server that exceeds the server’s full capacity,
i.e. Nl

f
Dmax

+Nm
af

Dmax
≥ R. Using simple deductions, it is

clear that the minimum number of malicious clients required
to cause denial of service should satisfy the inequality
Nm ≥ RDmax−Nlf

af . Consequently, the minimum number of
malicious clients required to stage a successful DoS attack
against the server becomes smaller as the disparity factor
a increases, decreasing the effectiveness of a puzzle-based
defense in mitigating the DoS attacks.

Second, existing puzzle schemes may exact heavy compu-
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tational penalty on legitimate clients, when the server load
becomes heavy and increasing the computational complexity
of the puzzle becomes necessary to prevent overloading the
server. The negative impact of such a penalty is further
compounded by the fact that the puzzle-induced computation
does not usually contribute to the execution of any task
that is useful to the client, thereby further wasting client
resources and limiting the client’s ability to carry out other
computational activities.

In this paper, we propose a novel, latency-based puzzle
scheme, referred to as guided tour puzzle, to address the
shortcomings of current cryptographic puzzle schemes in
dealing with DoS attacks. The guided tour puzzle scheme is
the first to use network latency to control the rate of client
requests and prevent potential DoS attacks on the server.

The rest of the paper is organized as follows. Section II
describes the system model and the threat model used.
Section III introduces the guided tour puzzle scheme. In
Section IV, we use analysis and measurement to show that
guided tour puzzles satisfy our requirements and design
goals. The effectiveness of the guided tour puzzles in miti-
gating DDoS attacks is evaluated in Section V. Future plans
for extending the guided tour puzzle scheme and conclusion
of the paper are presented in Section VI.

II. SYSTEM MODEL

A. System Overview

We consider an Internet-scale distributed system of clients
and servers. A server is a process that provides a specific
service, for example a Web server or an FTP server. A client
is a process that requests service from a server. The term
client and server are also used to denote the machines that
runs the server process and the client process respectively.
Clients are further classified as legitimate clients that do
not contain any malicious logic and malicious clients that
contain malicious logic. In the denial of service context,
a malicious client attempts to prevent legitimate clients
from receiving service by flooding the server with spurious
requests. An attacker is a malicious entity who controls the
malicious clients. We refer to a user as a person who uses
a client machine.

B. Threat Model

The attacker attempts to disrupt service to the legitimate
clients by sending apparently legitimate service requests
to the server to consume its computational resources. We
consider DoS attacks that flood the server with large amount
of requests and attacks that attempt to thwart puzzle defense
using massive computational resources. It is assumed that
network resources are large enough to handle all traffic, and
the resource under attack is server computation.

Our threat model assumes a stronger attacker than previ-
ous schemes do. First we assume the attacker may possess
the best commercially available hardware and bandwidth

resources. Meanwhile, the attacker can take maximum ad-
vantage of her resources by perfectly coordinating all of
her available computation resources. Next, the attacker can
eavesdrop on all messages sent between a server and any
legitimate client. We assume that the attacker can modify
only a limited number of client messages that are sent to
the server. This assumption is reasonable since if an attacker
can modify all client messages, then it can trivially launch
a DoS attack by dropping all messages sent by all clients to
the server. Finally, the attacker may launch attacks on the
puzzle scheme itself, including puzzle construction, puzzle
distribution, or puzzle verification.

III. GUIDED TOUR PUZZLE

A. Overview

When a server suspects that it is under attack or its load is
above a certain threshold, it asks all clients to solve a puzzle
prior to receiving service. In the guided tour puzzle protocol,
the puzzle is simply a tour that needs to be completed by
the client via taking round-trips to a set of special nodes,
called tour guides, in a sequential order. We call this tour a
guided tour, because the client does not know the order of
the tour beforehand, and each tour guide has to direct the
client towards the next tour guide for the client to complete
the tour in the correct order. Each tour guide may appear
zero or more times in a tour, and the term stop is used to
represent a single appearance of a tour guide in a tour.

Internet

Server

Client

Addr: Ax Guide 2

Guide 1

S4
S5 initial req

S1
S3

final req

S2

S6

Figure 1. Example of a guided tour; the tour length is 6, and the
order of visit is: G2 → G1 → G2 → G1 → G1 → G2.

The tour guide at the first stop of a tour is randomly
selected by the server, and will also be the last stop tour
guide, i.e., a guided tour is a closed-loop tour. The tour guide
at each stop randomly selects the next stop tour guide to
visit. Starting from the first stop, the client contacts the tour
guide at each stop and receives a reply. Each reply contains
a token that proves to the next stop and the last stop that the
client has visited this stop. Prior to sending its reply, the tour
guide at each stop verifies that the client visited the previous
stop tour guide, so that the client cannot contact multiple
tour guides in parallel. After completing L − 1 stops in a
L-stop tour, the client submits the set of tokens it collected
from all previous stops to the last stop tour guide (which is
also the first stop tour guide), which will issue the client a
proof that it completed the tour. The client then sends this
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proof to the server, along with its service request, and the
server grants the client service if the proof is valid. Figure 1
shows an example of a guided tour with two tour guides and
6 stops.

B. Basic Scheme

We set up N tour guides in the system, where N ≥ 2. The
server keeps a secret kS that only it knows, and a set of keys
kS1, kS2, . . . , kSN are shared between the server and each
tour guide. Each tour guide Gi maintains a pairwise shared
key ki,j with every other tour guide Gj , where i 6= j and 1 ≤
i, j ≤ N . The total number of keys need to be maintained by
each tour guide or the server is N , and this key management
overhead is acceptable since N is usually a small number
between 2 and 20. The tour length L is decided by the server
to adjust the puzzle difficulty. Notations are summarized in
Table I. The four steps of the guided tour puzzle protocol is
described below.

Table I
NOTATION SUMMARY.

N Number of tour guides in the system
Gj j-th tour guide (1 ≤ j ≤ N )
kS Secret key only known to the server
kSj Shared key between the server and Gj

ki,j Shared key between Gi and Gj (i 6= j)
L Length of a guided tour
Ax Address of client x
is Index of the s-th stop tour guide (1 ≤ is ≤ N )
ts Timestamp at the s-th stop of the tour
Rs Client puzzle solving request at s-th stop
B Size of the hash digest in bits

1) Service request: A client x sends a service request to
the server. If the server load is normal, the client’s request is
serviced as usual; if the server is overloaded, then it proceeds
to the next step — initial puzzle generation.

2) Initial puzzle generation: The server replies to the
client x with a message that informs the client to complete a
guided tour. The reply message contains {L, i1, t0, h0,m0},
where i1 is the uniform-randomly selected index of the first
stop tour guide, t0 is a timestamp, h0 is a hash value, m0 is
a message authentication code (MAC). The value of h0,m0

are computed as follows:

h0 = hash(Ax || L || i1 || t0 || kS) (1)
m0 = hash(Ax || L || i1 || t0 || h0 || kSi1) (2)

where, || means concatenation, Ax is the address (or any
unique value) of the client x, and hash is a cryptographic
hash function such as Secure Hash Algorithm - 1 (SHA-
1) [15]. Since m0 is computed using the key kSi1 that is
shared between the first stop tour guide Gi1 and the server,
it enables Gi1 to do integrity checking later on.

3) Puzzle solving: After receiving the puzzle information,
the client visits the tour guide Gis at each stop s, where
1 ≤ s ≤ L, and receives a reply. Each reply message con-
tains {hs,ms, is+1, ts}, where is+1 is the uniform-randomly

selected index of the next stop tour guide, ts is the timestamp
at stop s, and hs, ms are computed as follows:

hs = hash(h0 || Ax || L || s || is || is+1 || kis,i1) (3)
ms = hash(ms−1||Ax ||L ||s ||is || is+1 || kis,is+1

) (4)

At each stop s, the client sends a puzzle solving request
message Rs that contains {h0, L, s, ts−1,ms−1, i1, is} to
the tour guide Gis , and the tour guide Gis replies to the
client only if ms−1 is valid. In other words, each stop
enforces that the client correctly completed the previous stop
of the tour.

At the (L−1)-th stop, the tour guide GiL−1
knows that the

next stop is the last stop, and replaces is+1 with i1 (recall
that the first stop i1 is also the last stop) when computing
hs and ms. After completing the (L− 1)-th stop, the client
computes hL as follows:

hL = h1 ⊕ h2 ⊕ . . .⊕ hL−1 (5)

where ⊕ means exclusive or, and submits
{h0, hL, L,mL−1, i1, i2, . . . , iL} to the first stop tour
guide Gi1 . Using these information, Gi1 can compute
h1, h2, . . . , hL−1 using formula (3), and subsequently hL

using formula (5). Note that only Gi1 can compute hash
values h1 to hL−1, since only it knows the keys ki1,i2 to
ki1,iL−1

that are used in the hash computations.
If the hL submitted by the client matches the hL computed

by Gi1 itself, then Gi1 sends back the client a value hsol that
can prove to the server that the client did complete a tour
of length L. The hash value hsol is computed as follows:

hsol = hash(h0 || Ax || L || tL || kSi1) (6)

4) Puzzle verification: The client submits to the server
{h0, hsol, t0, tL, i1} along with its service request, and the
server checks to see if h0 and hsol that it computes using
formulas (1) and (6) matches the h0 and hsol submitted by
the client. If both hash values match, the server allocates
resources to process the client’s request.

IV. ANALYSIS

In this section, we use analytical reasoning and experi-
mental results to demonstrate that guided tour puzzles are
not effected by the disparity in the clients’ computational
power and minimizes the useless work required for clients.

A. Minimize the Effect of Computational Power Disparity

The guided tour puzzle scheme is not effected by the
disparity in the computational power of clients. This is
because the round trip delays that consist the puzzle solving
time of a puzzle are mostly determined by the network(s)
between the client and the tour guides, and the clients’ CPU,
memory, or bandwidth resources have minimal impact on
them. As the data that needs to be transferred between client
and tour guides is trivial in size, the bandwidth of the end
hosts does not effect the round trip delay.
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(a) Average tour delays of two-week period, N = 4.
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(b) PDF of tour delay (unit: millisecond) when N = 4

Figure 2. The tour delays of clients when 4 tour guides are used.

Since it is possible that the round trip delays from different
clients to a tour guide may have significant variation, it is
possible that the sum of round trip delays — referred to as
tour delay — for different clients differ significantly. Next,
we use experimental and analytical analysis to show that this
variation is small, compared to the variation in the puzzle
solving times of computation-based puzzles.

1) Experimental Analysis: We use a two-week long mea-
surement data collected from little over 400 machines on
PlanetLab [16] to show that the variation in tour delay across
clients is within a small factor for a large distributed system.

We first randomly chose 20 nodes, out of the 400 nodes,
as candidates for tour guides. The remaining nodes are used
as client nodes. The number of tour guides N is varied
from 4 to 20, and the tour length L is varied from 2 to
18. For each (N , L) setting, guided tours are generated for
all client nodes. The tour delay at a given time is computed
buy summing the corresponding round trip delays in that
time period. To find the average tour delay of a client for
a specific (N , L) setting, the two-week long tour delays of
that client for that setting is averaged. Next, the average tour
delays are sorted by least-to-most to provide a better view
of the delay variation across clients. Figures 2(a) shows the
average tour delays computed using this method for all client
nodes when N = 4. Results for other values of N are skipped
due to the space limitation, but they are very similar to the
results shown in Figures 2(a). The ratio of the largest and the
smallest tour delays is around 5, when 5% outliers are ex-
cluded. This disparity is several orders of magnitude smaller
when compared to the disparity in available computational
power (which can be in thousands [11] [12]). Figure 2(b)
shows that majority of tour delays are clustered within a
small area of delay and the distribution of tour delays closely
reflect a normal distribution. The probability density curve is
concave around 1000 milliseconds, as fewer nodes complete
the tour in around 1000 millisecond compared to nodes that
do in about 500 and 1500 milliseconds.

2) Analytical Analysis: Since the majority of the Planet-
Lab machines are connected to the Internet through campus
networks, the delay data may not sufficiently reflect the
diverse access network technologies that are used for con-
necting end hosts to the Internet. Next, we use latency data
from the existing literature to show that even when clients
are connected to the Internet using access technologies that
provide very different delay properties, the disparity in their
end-to-end round trip delays is several times smaller than
the disparity in the computational power.

Let us take four very common access network technolo-
gies with very different delay characteristics: 3rd genera-
tion mobile telecommunications (3G), Asymmetric Digital
Subscriber Line (ADSL), cable, and campus Local Area
Network (LAN). The average access network delays are
200ms for 3G [17], 15 ∼ 20ms for ADSL and cable [18],
[19], and in the order of 1ms or negligible for campus LANs
(here, we refer to the access network delay as the round-
trip delay between the end host and the edge router of the
host’s service provider; this latency is usually measured by
measuring the round-trip delay to the first pingable hop).
Based on the measurement analysis of the Internet delay
space [20], the delay space among edge networks in the
Internet can be effectively classified into three major clusters
with average round trip propagation delays of about 45ms
for the North America cluster, 135ms for Europe cluster,
and 295ms for Asia cluster. Using these edge to edge
propagation delay values and the average access network
delay values, we can compute an average end to end round
trip delays of 245, 335, and 495 ms for 3G hosts, 65, 155,
and 315 ms for DSL & cable hosts, and 45, 135, and 295
ms for campus LAN hosts. The biggest disparity occurs
between the hosts in the Asia cluster that connect through
3G and the hosts in the US cluster that connects through
campus LAN, and the ratio of their round trip delays is
495ms/45ms = 11. This disparity is about 4 times smaller
than the low estimate of computational disparity provided in
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[21]. The round trip delays may get higher than 495ms due
to congestion and high queuing delays in the intermediate
routers. However, these congestions and high queuing delays
effects all packets, regardless of whether they are from
malicious clients or legitimate clients.

B. Minimize Interference and Useless Work

In guided tour puzzle scheme, a client has to perform only
one type of operation: sending packets to tour guides. To
complete a guided tour puzzle with tour length L, a client
only needs to send and receive a total of 2 × L packets
with a data payload less than 100 bytes per packet. Since L
is usually a small number below 30, this creates negligible
CPU and bandwidth overhead even for resource-constrained
devices such as cellular phones.

V. STUDY OF DDOS DEFENSE EFFICACY

In this study, we focus our evaluation on the ability of
guided tour puzzles in preventing the application layer DDoS
(also referred to as distributed service flooding) attacks. We
show that the guided tour puzzle scheme provides an optimal
defense against request flooding attacks and a near optimal
defense against puzzle solving attacks.

A. Simulation Setup

We use Network Simulator 2 (NS-2) [22] to achieve a
practical simulation environment. A topology with 5, 000
nodes is generated using Inet-3.0 [23] to closely simulate
large-scale wide area networks, such as the Internet. The
bandwidth and the link delay values are calculated based
on the Inet-3.0 generated link distance values. The link
and queueing delays are set differently for different links,
therefore the round trip delays, and consequently the tour
delays, of different nodes will be very different.

As clients, tour guides, and server nodes will be located
in the edge in real networks, we use degree-one nodes in
the topology as the client, server, and tour guide nodes. The
topology contains a total of 1, 922 degree-one nodes. We
randomly choose a degree-one node as the server node and
another 20 degree-one nodes as candidates for tour guides.
The remaining 1, 901 degree-one nodes are all used as client
nodes, including legitimate and malicious client nodes. The
number of malicious client nodes is varied from 0% to 90%
with an increment of 10%, and the server load is increased
from 0.96 to 8.74 correspondingly.

A simulation model of the guided tour puzzle scheme
is developed in NS-2. As the Internet traffic is self-similar
and the self-similar traffic can be generated by multiplexing
ON/OFF sources that have fixed rates in the ON periods
and heavy-tail distributed ON/OFF period lengths [24] [25],
each client is implemented as an ON/OFF source with
ON/OFF period lengths are taken from a Pareto distribution
to simulate the Internet traffic. On average, each legitimate
client sends 1 request every 2 seconds, and each malicious

client sends 10 times the rate of a legitimate client. The
server capacity is set to 1, 000 requests per second, such
that the server’s full capacity can be reached when setting
all clients as legitimate. The server load increases by 96%
with each 10% increase of the percentage of malicious
clients. Using the average estimated client request rate of
0.5 request per second and the server CPU rate of 1, 000
requests per second, we can compute that the expected
utilization of the server is 0.5×1901

1000 = 0.9505 when all clients
are legitimate. We achieved a utilization of 0.9656 for this
setting in our experiments, which validates the correctness
of our simulation setup.

Three evaluation metrics are used: average completion
time per legitimate request, legitimate utilization of the
server, and legitimate request drop rate. The average comple-
tion time is calculated by averaging the time spent between
sending of a request and the receiving of its response,
including the time spent on solving puzzles, for all com-
pleted requests of all the legitimate clients. The legitimate
utilization of the server is computed as the fraction of the
time the server’s CPU is processing the requests of legitimate
clients. The legitimate request drop rate is computed by
dividing the total number of dropped legitimate requests by
the total number of legitimate requests sent.

We experimented with two types of attacks: the flooding
attack and the puzzle solving attack. In a flooding attack, a
malicious client sends requests at a high rate and ignores the
server’s request for solving puzzles; whereas in the puzzle
solving attack, a malicious client solves puzzles as fast as
they can to send requests at the maximum speed possible.

B. Simulation Results

The first set of simulations are conducted with a fixed tour
length of 8 and using 4 tour guides. The results are reported
in Figure 3.

1) Server CPU utilization: Figure 3(a) illustrates the
improvement in the legitimate utilization of the server.
As the curve “No GTP (), flooding attack” (GTP stands
for Guided Tour Puzzle) indicates, the legitimate clients’
share of the server’s CPU capacity drops rapidly as the
percentage of attackers increases when no guided tour puzzle
is used. The legitimate utilization of the server in this case
is predominantly decided by the ratio of total number of
legitimate requests to the total number of requests. This
can be validated by computing the percentage of legitimate
requests for different settings using the following formula:

r × (1− x)×Nc

r × (1− x)×Nc + 10× r × x×Nc
=

1− x

1 + 9x
(7)

where, r denotes the request rate of legitimate clients,
Nc is the total number of client nodes, x is the percentage
of malicious nodes, and 10 × r is the malicious request
rate. The curve “Analytic (no GTP, flooding attack)” is then
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Figure 3. The effectiveness of guided tour puzzle against flooding attacks and puzzle solving attacks, N = 4, L = 8.

computed using Formula (7), and it overlaps perfectly with
the experiment results from the NS-2 simulation for the case
of “No GTP, flooding attack”.

The curve “GTP, flooding attack” in the Figure 3(a)
shows that using guided tour puzzle eliminates the impact
of flooding attackers entirely. In this scenario, the malicious
clients do not solve any puzzle, but send requests that
include fake puzzle solutions at a high rate in an attempt
to consume as much server CPU capacity as possible. The
slight decrease in the legitimate clients’ utilization of the
server CPU as the percentage of attackers increases is due
to the increase in the percentage of server’s CPU capacity
allocated to verifying puzzle solutions. We intentionally used
a low estimate of 106 hash operation per second as the
server’s hash computation rate to protrude the cost of puzzle
solution verification.

The last curve “GTP, Puzzle solver” in Figure 3(a) is
corresponding to the attack targeted at the guided tour puzzle
scheme itself. It shows that, when the guided tour puzzle
scheme is used, the legitimate utilization of the server is
roughly equal to the percentage of legitimate clients in
the system. We argue that without being able to identify
malicious clients, the best a DoS mitigation scheme can
achieve is to treat every client equally and fairly allocate
the server’s CPU to all clients that are requesting service.

2) Request drops: Figure 3(b) shows the legitimate re-
quest drop rate. When no guided tour puzzle is used, the
flooding attack caused legitimate clients to drop most of their
requests as the curve “No GTP, flooding attack” indicates.
When the percentage of attacker is increased to 90%, near
100% of legitimate requests are dropped as a result of the
flooding attack. After switching to use guided tour puzzles
(curve “GTP, flooding attack”), the percentage of dropped
requests becomes zero under the flooding attack, including
when the 90% of the clients are malicious. In the puzzle
solving attacks, guided tour puzzle scheme reduces the
legitimate request drops by more than half in all cases and

to zero in some cases. This legitimate request drops can be
eliminated entirely by optimally adjusting the tour length,
as the simulation results in the next section show.

3) Effect of tour length: The tour length in guided tour
puzzles is critical for the optimality of the guided tour puzzle
defense, especially for the legitimate clients’ utilization of
server CPU in the case of puzzle solving attacks. The next
set of simulation experiments are conducted to measure the
effect of tour length on utilization, request completion time,
and request drops in the case of puzzle solving attacks. These
experiments are conducted using 4 tour guides and 40% and
80% of malicious clients respectively.

The response of various metrics to the change in tour
length is illustrated in Figure 4. As the tour length increases,
the legitimate utilization of the server (curve “Legitimate
utilization”) and the request completion time (curve “Req
completion time”) increase, while the legitimate request drop
rate (curve “Request drop”) decreases. After increasing the
tour length to 12, the legitimate request drop rate becomes
zero, and the legitimate utilization of the server becomes
optimal in both cases of 40% and 80% malicious clients.
Here “optimal” means legitimate clients are granted the
amount of server CPU capacity that is equal to the percent-
age of legitimate clients in the system. Further increasing
the tour length does not improve the utilization and request
drop metrics and decreases the total utilization of the server
CPU, as well as increases the request completion time. The
increase in the request completion time is evident since
larger tour length means more round trips between clients
and tour guides. These observations show that choosing the
right tour length is important in achieving optimal DDoS
mitigation results and providing better trade-off between
mutually restricting performance metrics.

VI. CONCLUSION AND FUTURE WORK

In this paper, we showed that existing cryptographic
puzzle schemes become less effective as the variation in
the computational power of clients increases, and that they
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Figure 4. The effect of the tour length on the effectiveness of the guided tour puzzle defense.

require benign clients to perform the same expensive com-
putation that doesn’t contribute to any useful work. To this
end, we introduced the guided tour puzzle scheme, and
showed that it addresses the shortcomings of the existing
puzzle schemes and achieves better protection against DDoS
attacks. Meanwhile, using extensive simulation studies, we
showed that guided tour puzzle is effective in mitigating
distributed service flooding attacks and that it is a practical
solution to be adopted.

As future work, we would like to further improve the
guided tour puzzle scheme in terms of the following. First,
we would like to eliminate the need for the server’s in-
volvement in the puzzle generation process. Second, further
investigation is needed to find out optimal ways to position
tour guides in the network. Last but not least, we would like
to devise an optimal strategy for adjusting the tour length.
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Abstract—During the recent years, it has been increasingly 
shown that open and generic system platforms exhibit 
considerable advantages over closed systems in different areas 
of security technology. With systems that are flexible and 
adaptable to emerging demands, it can avoid expensive 
dedicated solutions becoming useless when requirements 
change. In this paper, a universal infrastructure is presented. 
It is shown exemplarily how easy and cost-effective new 
demands can be met by integrating new software and 
hardware components. The described architecture is designed 
to achieve maximum reusability.  

Keywords - generic; system architecture; security system; 
control station 

I.  INTRODUCTION 
In order to be adaptable to a wide range of different 

requirements and applications, the complex surveillance 
system AMFIS [1] (Aufklärung mit Miniaturfluggeräten im 
Sensorverbund) presented in this paper was developed as a 
mobile and generic system, which delivers an extensive 
situation picture in complex surroundings - even with the 
lack of stationary security technology. In order to achieve 
maximum flexibility, the system is implemented open and 
mostly generalized so that different stationary and mobile 
sensors and sensor platforms can be integrated with minimal 
effort, establishing interoperability with existing and future 
assets. The system is modular and can be scaled arbitrarily or 
be tailored by choosing the modules suitable to the specific 
requirements. 

After a short introduction into the AMFIS framework an 
overview of the application scenarios is presented, followed 
by a detailed description of the AMFIS architecture in 
section IV. Section V introduces the integration of a new 
sensor. The paper closes with conclusions and future work. 

 

II. THE AMFIS FRAMEWORK 
The AMIFS system consists of a universal ground 

control station and a customizable set of sensors and sensor 
carriers (see Fig. 1). In addition, there are interfaces to 
external exploitation stations and control centers. 

The ground control station is an adaptable prototype 
system for managing data acquisition with various sensors, 
mobile ad hoc networks and mobile sensor platforms. The 

main tasks of the ground control station are to work as an 
ergonomic user interface and as a data integration hub 
between multiple sensors and a super-ordinated control 
center. The sensors can be stationary or mounted on moving 
platforms such as micro UAVs [2], unmanned ground 
vehicles (UGVs) or underwater vehicles. The system 
includes means to control different kinds of mobile platforms 
and to direct them to potentially interesting locations 
especially in areas with no prior sensor equipment. The 
actual AMFIS system is highly mobile and operational at any 
location with relative ease. The sensor carriers of this multi-
sensor system can be combined in a number of different 
configurations to meet a variety of specific requirements. 
The functions of the ground control station include: task 

management, mission planning, control of sensors and 
mobile platforms, situation awareness, fusion and 
exploitation of sensor data, reporting, generation of alarms 
and archiving. 

III. APPLICATION SCENARIOS 
The sense of security of our society has significantly 

changed during the past years. Besides the risks arising from 
natural disasters there are dangers in connection with 
criminal or terroristic activities, traffic accidents or accidents 
in industrial environments. Especially in the civil domain in 
the event of big incidents, there is a need for a better data 
basis to support the rescue forces in decision making. The 
search for buried people after building collapses or the 

Fig. 1 Modular Ground Control Station AMFIS. 
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clarification of fires at big factories or chemical plants are 
possible scenarios addressed by the AMFIS system. 

Many of these events have very similar characteristics. 
They cannot be foreseen in their temporal and local 
occurrence so that situational in situ security or supervision 
systems are not present. The data basis, on which decisions 
can be made, is rather slim and therefore the present situation 
is very unclear to the rescue forces at the beginning of a 
mission. Precisely in these situations, it is extremely 
important to understand the context as fast as possible in 
order to initiate the suitable measures specifically and 
efficiently. 

Applications of the AMFIS system include support of 
fire-fighting work with a conflagration, clarification of the 
debris and the surroundings after building collapses and 
search for buried or injured people. Additionally, the system 
can be used to support the documentation and perpetuation 
of evidence during the cleaning out of the scene at regular 
intervals. 

 

Fig. 2 XML Example of an AMFIS Message. 
 

IV. AMFIS ARCHITECTURE 
In order to create an open and generic system, one of the 

most important objectives was to design a sustainable 
architecture. One of the central demands for the system is the 
flexibility regarding new hardware, software or sensor 
components. The tasks, for which the AMFIS system is 
developed are varied and the technological development 
during the last years in related fields, e.g., mini and micro 
UAVs are enormous. Therefore it is obvious that the AMFIS 
architecture must be able to master new demands resulting 
from future assets.  

To achieve this flexibility, the architecture was designed 
to not only be adaptable to components unknown today but 
also to be achieved with low expenditure. 

The AMFIS ground control station’s software 
architecture is basically 3-tiered following a pattern similar 
to the MVC (Model-view-controller) paradigm best known 
from web application development. 

The central application is the so-called AMFIS 
Connector (see Fig. 3), which is a message broker 
responsible for relaying metadata streams within the 
network. 

To be able to manage a vast amount of sensors and 
sensor carriers, the physical sensors and sensor carriers are 
logically mapped on the so-called sensorweb, a tree structure 
which contains virtual representatives of the actual units. The 
root node (sensorweb) is connected with a row of sensor 
networks, for example a set of PTZ cameras (Pan-Tilt-Zoom 
cameras). Each of these sensor networks consists of one or 
several sensor nodes, which correspond in each case to a 
physical sensor (for example a single PTZ camera). The 
sensor nodes themselves may again contain different sensors, 
for example a camera contains a compass. 

The sensorweb is stored permanently in a database, from 
which an XML document is generated at runtime. This is 
also done by the AMFIS Connector, which can be seen as 
the central information service of the ground control station. 

The communication protocol within AMFIS is based on 
XML strings (see Fig. 2), which are sent to TCP-Sockets. To 
simplify the use of this protocol and to provide different 
possibilities for software development, different 
implementations for different runtime environments (e.g. 
.NET, Java) are available, which enclose the XML 
management and allow an object oriented view of the 
messages to the user. 

The implementation of the communication protocol is 
multicast-oriented; every incoming message is passed on by 
the Connector to all connected client applications. Each 
application decides itself if and how these messages are 
processed. 

 
If a client application connects to the AMFIS Connector, 

it first receives the XML structure of the sensorweb followed 
by a steady stream of XML messages. Each of these 
messages contains metadata (e.g., sensor status data or 
control information), which originates from one of the 
sensors in the sensorweb or is meant to change the status of 
one or more sensor nodes. After successful establishment of 

<message key=”string” type=”string”> 
   <parentmessage key=”string” /> 
   <timestamp>YYYY-MM-DD hh:mm:ss</timestamp> 
   <originator type=”SENSOR|SENSORNODE|USER|SYSTEM”> 
      <sensornodeid>bigint</sensornodeid> 
      <sensorid>bigint</sensorid> 
      <userid>bigint</userid> 
   </originator> 
   <subject 
type=”SENSORNETWORK|SENSORNODE|SENSOR|SYSTEM”> 
      <sensornetwork>bigint</sensornetwork> 
      <sensornodeid>bigint</sensornodeid> 
      <sensorid>bigint</sensorid> 
   </subject> 
   <value>value</value> 
</message> 

 
Fig. 3 Architecture of the AMFIS Framework. 
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a connection, the Connector supplies the client application 
with a constant stream of live sensor data.  

A client application in this context is any application that 
either includes one of the numerous AmfisCom 
implementations (.NET, Qt, Java) or implements the AMFIS 
message protocol directly. 

The communication library (AmfisCom) builds the 
object tree from the XML data, providing the application 
developer with a type-safe and object-oriented view of the 
network of sensors and sensor carriers. 

All applications within the AMFIS system, from graphic 
user interfaces to background system services, are designed 
as client applications: 

 
• The various GUI applications of the user interface, 

most importantly the analyst’s interface, the situation 
overview, the Photo Flight [3] or the pilot’s 
interface. Those applications offer a visual 
representation of received metadata to the user, for 
example by displaying the current geographical 
locations of the various sensor carriers in the map 
and transmit commands to the sensor carriers, e.g., a 
user-generated waypoint for a UAV. 

• A number of services running in the background, 
notably the video server, offering time shifting and 
archiving for both video and metadata (more on 
video management within AMFIS see below) and 
the rule engine respectively the multi-agent system, 
both supporting the user by automating certain 
processes. 

• Drivers for various sensor carriers, e.g., a dedicated 
control software for UAVs, which translates high-
level flight commands like waypoints into the 
proprietary RS232-based control protocol of the 
respective drone and in turn generates metadata 
XML status messages containing the current 
position, heading, remaining flight time etc. 

• Interfaces to third-party applications or networks, 
e.g., command and control centers. 

While all metadata is sent as XML messages irrespective 
of their type (whether they are sensor measuring values, 
steering information or user generated announcements) the 
large amount of generated video data must be processed and 
stored differently.  

To do so, the connector is tightly coupled with a server 
application called the video server. It is responsible for 
storing and distributing video streams, serving the dual 
purpose of providing time shifting capabilities to the network 
as well as reducing the load on the usually wireless links 
between sensor carriers and the ground control station. Since 
time shifting or archiving is not always required, this 
functionality was not integrated in the Connector itself in 
order to keep it as light-weight as possible. To store the 
generated mission data permanently, the video server is 
connected to a database, from which the data streams can be 
restored for playback. 

In order to be able to transmit reconnaissance results to 
external systems, the stored video data or the live video 
streams can be accessed externally. The main disadvantage 

of this method is the lack of metadata generated in the 
AMFIS system along with the video stream. For 
reconnaissance tasks, additional data such as location, time, 
sensor carrier or sensor type are often vital. Hence, the video 
server offers the possibility to convert the video data into 
standardized video formats, which contain these metadata. 
This is done by the AMFIS Transcoder Process, which 
encodes the metadata and the video data into a STANAG 
4609 compliant data stream. That way, not only the imagery 
but also corresponding additional informations are available 
to systems, which can handle this standardized data format. 
The video streams generated by the AMFIS Transcoder can 
be stored as video clips in a CSD (coalition shared database) 
[4] or be transferred in real-time to an exploitation system 
such as ABUL [5]. 

To be able to receive messages or data information 
requests from an external system on top of the possibility to 
publish information, a communication module was 
implemented, which is called the XMPP Client. The XMPP 
Client translates reconnaissance requests (e.g. a Region-Of-
Interest) placed by external systems into the AMFIS message 
format.  

V. SENSOR INTEGRATION 
With the software architecture described in section IV, it 

is possible to integrate new sensors and sensor carriers as 
well as completely new technologies without changes in the 
system’s basic structure. 

The integration of a new technology of this structure is 
described exemplarily in the following sections. It explains 
the use of a smartphone as a new sensor in the AMFIS 
system. 

The mobile device is integrated as a client and allows the 
user to access data of the AMFIS system. Additionally, it 
provides tools to acquire and generate sensor data and to feed 
the accumulated data into the overall system. Therefore, the 
person carrying the mobile device becomes a mobile sensor 
in AMFIS. 

The functional structure of the new sensor is basically 
divided into three modules. Besides the sensor itself, it 

 
Fig. 4 Subsystem Architecture of the Smartphone. 
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affects the web server, which is responsible for supplying 
services and the application server, which structures the 
communication between the sensor and the system. 

Providing the services by using a web server allows an 
easy addition of new functions to the sensor. By the 
separation between processing of data and the 
communication infrastructure it becomes possible to insert 
additional and more computationally intensive functions, 
which can be transferred to another computer system if 
necessary. 

Splitting the architecture into component-based modules 
enables the development of the subsystems without affecting 
the already existing services. In addition, platform 
independence is achieved by using the functionalities of a 
web service. Thus, different types of smartphones with 
different operating systems can be used (e.g., Android, iOS, 
Windows phone, etc.) without having to change the data 
processing functions. Only the client software on the mobile 
device has to be adapted. 

A. Smartphone 
To gain a maximum degree of independence from 

suppliers and other external influence and to be able at the 
same time to benefit from the possibilities of an up-to-date 
smartphone, the Samsung Nexus S was used as a prototype 
mobile device for AMFIS. It runs the Android™ 2.3 
(“Gingerbread”) operating system and has a 1 GHz 
processor. 

In the first stage of development the functionality of an 
off-line GIS (Geographical Information System) [6] was 
integrated. This offers the possibility of a spatial orientation 
to the user regardless of a data connection to the internet or 
the AMFIS control station. In addition, the data 
communication is designed so that information from AMFIS 
can be shown on the map application when a connection is 
available. This concerns, for example, the geographical 
positions of other sensors or sensor carriers and additional 
information or instructions such as the request to move to a 
certain location for reconnaissance. Furthermore, it is 
possible to feed back own sensor data into the AMFIS 
system. At present, this includes own position data and the 
generation of images with the corresponding metadata. 

To establish a connection between the smartphone and 
AMFIS, the available communication possibilities of the 
mobile device are used. In many scenarios it can be assumed 
that the user remains in immediate vicinity of the ground 
station AMFIS. In these cases the connection is established 
by using Wi-Fi. However, a shortfall of connectivity cannot 
be ruled out. Hence the data transfer via GSM/UMTS is 
realized as an alternative communication method. 

Nevertheless, the complete loss of the connection has to 
be taken into account, too. Therefore, the sensor can also 
function as an independent stand-alone sensor. In this case 
the accumulated data is buffered and transferred 
automatically with a re-established connection. 

B. Web server 
Since the new sensor and its architecture are bound to 

already existing infrastructure and the independency from 

any operating system should be preserved, a service-oriented 
approach was chosen. 

By implementing this solution a later integration of other 
platforms such as the Apple iPhone or a Windows phone 
device is possible since only the application has requires 
adaption and/or compilation for the new platform. The 
functions and processes of the web service or the connection 
management system for AMFIS do not require any changes. 

The web server provides the connection to the internet 
and offers the runtime environment for the application 
server. It can be used to pre-filter packages or carry out the 
authentication for the mobile device. The basic infrastructure 
is thereby provided by an Apache Http server. 

Among other features two web services were 
implemented to provide the basic functions. 

One service is used to transmit the user's data (e.g., 
photos) to AMFIS. The other one is an update service, which 
can be used by the smartphone to establish a connection. 

The first service for transferring user's data (e.g., photos 
and text news) is designed as a one way connection to be 
used exclusively by the smartphone to send data to the 
application server only. The application server sends an 
acknowledgment for the incoming data or messages. A 
transmission of data or messages accumulated by the 
application server is not possible with this web service. This 
service is only invoked if required, e.g., if an image or a text 
message needs to be transferred. 

The update service for the representation of the positions 
of sensors and sensor carriers is used to dispatch data from 
the application server to the smartphone (see Section C). The 
smartphone uses this possibility to transfer not only its own 
position, but also any additional data accumulated so far. 
Another difference to the first web service consists of the 
fact that the smartphone calls this service periodically. 

The AMFIS Connector software is therefore providing 
the suitable time slots according to the number of devices to 
be served. The smartphone is using the allocated time slot to 
change its own communication configuration accordingly. 
This is done to prevent a capacity overload, which might 
result in a data jam or even a breakdown of the 
communication infrastructure. 

Within the update service, not only messages dedicated 
to be read by the mobile device are fetched but also other 
information is transferred; for example the position data of 
the mobile device. The position information of the mobile 
device is communicated with every existing proxy 
connection but at the latest with an established connection to 
the update service. 

C. Application Server 
The application server provides the web services as well 

as the connection management to AMFIS. It contains the 
runtime environment for these functions and is realized by an 
Apache Tomcat server. The application server offers 
different web services, which can be accessed by the 
smartphone. As soon as the smartphone has requested a 
service, a proxy is generated between the application server 
and the smartphone. This proxy runs only until the 
acknowledgement of the service and is terminated thereafter. 
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The AMFIS Connector management software runs on the 
application server. The software contains an encoder, which 
re-encodes the data received by the smartphone in suitable 
AMFIS messages and transmits these data to AMFIS. This 
process works also conversely using a suitable decoder to 
provide information to the mobile sensor. The management 
process is therefore able to decode AMFIS messages and to 
route the information to the receiving smartphone. As it is to 
be expected that the mobile device will not be able to sustain 
a connection under all circumstances, an agent object for 
each registered smartphone is created. Within this agent a 
stack of “messages to be transferred” exists, which contains 
all messages encoded in the smartphone application-readable 
format. Without any further transformation, necessary data 
can be transmitted faster in the event that a connection can 
be established. The messages remain in the list until 
reception of the data has been acknowledged. Even though, 
this increases the duration of the data exchange as well as the 
amount of the data to be exchanged, this is necessary to 
prevent a possible loss of messages, which might be critical. 
If the connection is disturbed or terminated during the 
transfer process, the data is not deleted but further provided 
and transferred with the next possible connection. In addition 
to these services, the agent object provides a certain 
supervision function. The agent is equipped with a timer, 
which is reset on each connection between the agent and the 
smartphone. If no connection to the smartphone can be 
established before timeout, the system can be informed about 
the connection state to the mobile device, which can be used 
for example, to notify the AMFIS system and the user about 
the lost link. 

VI. CONCLUSIONS AND FUTURE WORK 
The current state of the development is the first attempt 

to integrate a smartphone into the heterogeneous sensor 
network of the security framework AMFIS. The functions 
realized so far are only the most essential and most basic 
processes within this subsystem to make it usable. 

Beside generating and providing reconnaissance results 
or reports in the form of images or text messages, the next 
logical step is to create and distribute video data. The 
essential problem to be solved is the higher amount of data if 
one or several sensors start to transmit video data 
simultaneously. 

However, not only electro-optical sensors are 
conceivable. The array of sensors utilized in smartphones is 
constantly growing (compass, acceleration sensors etc.). 
Also, standardized interfaces, such as Bluetooth, can be used 
to link additional and more specialized sensors to the system. 

Conceivable external sensors could be portable gas 
detectors or systems for detecting radiological and perhaps in 

the near future, also biological dangers. Moreover, the 
evaluation and processing of the data could already occur on-
site. However, the ascertained results can be transmitted 
immediately to the ground station including the 
accompanying geo-information. 

Furthermore, functions as the supervision of vital signs or 
an indoor localization of task forces, using a combination of 
runtime calculation of the signal, the values of the 
acceleration sensors and the build-in compass is conceivable. 

In addition to these options, the use of the mobile device 
as an extra access point to distribute data without having to 
rely on an external connection is a benefit. A sort of multi-
hopping network could be built up, which routes the 
information even under difficult communication conditions 
so that accumulated data can reach the ground station and 
other sensors carriers in the overall system.  
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Abstract—In this paper, we examine reliability aspects of
systems, which are characterised by the composition of a
set of identical components. These components interact in a
uniform manner, described by the schedules of the partners.
Such kind of interaction is typical for scalable complex systems
with cloud or grid structure. We call these systems “uniformly
parameterised cooperations”. We consider reliability of such
systems in a possibilistic sense. This is formalised by always-
eventually properties, a special class of liveness properties using
a modified satisfaction relation, which expresses possibilities.
As a main result, a finite state verification framework for
uniformly parameterised reliability properties is given. The
keys to this framework are structuring cooperations into
phases and defining closed behaviours of systems. In order to
verify reliability properties of such uniformly parameterised
cooperations, we use finite state semi-algorithms that are
independent of the concrete parameter setting.

Keywords-reliability aspects of scalable complex systems; live-
ness properties; uniformly parameterised reliability properties;
finite state verification; possibilistic reliability.

I. INTRODUCTION

The transition from systems composed of many isolated,
small-scale elements to large-scale, distributed and mas-
sively interconnected systems is a key challenge of modern
information and communications technologies. These sys-
tems need to be dependable, which means they need to
remain secure, robust and efficient [1]. Examples for highly
scalable systems comprise (i) grid computing architectures;
and (ii) cloud computing platforms. In grid computing, large
scale allocation issues relying on centralised controls present
challenges that threaten to overwhelm existing centralised
management approaches [1]. Cloud computing introduced
the concept, to make software available as a service. This
concept can only be successful, if certain obstacles such
as reliability issues are solved [2]. In order to be able to
model functional requirements of dependable systems best
satisfying both fault-tolerance and security attributes, three
distinct classes of (system specification) properties need
to be considered, namely safety, liveness, and information
flow [3]. Concrete reliability problems related to liveness
properties range from replica selection to consistency of
cloud storage (which allows multiple clients to access stored
data concurrently in a consistent fashion) [4]. Most existing
replica selection schemes rely on either central coordination
(which has reliability, security, and scalability limitations)

or distributed heuristics (which may lead to instability) [4].
Another important issue is, that clients of cloud services do
not operate continuously, so clients should not depend on
other clients for liveness of their operations [5].

In this paper, we consider systems that interact in a way
that is typical for scalable complex systems. These systems,
which we call uniformly parameterised cooperations, are
characterised by (i) the composition of a set of identical
components (copies of a two-sided cooperation); and (ii)
the fact that these components interact in a uniform manner
(described by the schedules of the partners). As an example
of such uniformly parameterised systems of cooperations, e-
commerce protocols can be considered. In these protocols,
the two cooperation partners have to perform a certain kind
of financial transactions. Such a protocol should work for
several partners in the same manner, and the mechanism
(schedule) to determine how one partner may be involved
in several cooperations is the same for each partner. So,
the cooperation is parameterised by the partners and the
parameterisation should be uniform with respect to the
partners.

Reliability is an important concept related to depend-
ability, which ensures continuity of correct service [6]. In
this paper, we consider reliability in a possibilistic sense,
which means that correct services can be provided according
to a certain pattern of behaviour again and again. These
possibilities of providing correct services are expressed by
a special class of liveness properties using a modified satis-
faction relation. We call these properties always-eventually
properties.

As a main result of the work presented, a finite state
verification framework for uniformly parameterised relia-
bility properties is given. The keys to this framework are
structuring cooperations into phases and defining closed
behaviours of systems. In this framework, completion of
phases strategies and corresponding success conditions can
be formalised [7], which produce finite state semi-algorithms
that are independent of the concrete parameter setting. These
algorithms are used to verify reliability properties of uni-
formly parameterised cooperations under certain regularity
restrictions.

The paper is structured as follows. Section II gives an
overview of the related work. In Section III, uniform pa-
rameterisations of two-sided cooperations in terms of formal

25Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-184-7

ICONS 2012 : The Seventh International Conference on Systems

                           36 / 239



language theory is formalised. Section IV introduces the
concept of uniformly parameterised reliability properties.
The concept of structuring cooperations into phases given in
Section V enables completion of phases strategies, which are
described in Section VI. Consistent with this, corresponding
success conditions can be formalised [2], which produce
finite state semi-algorithms to verify reliability properties
of uniformly parameterised cooperations. Finally, the paper
ends with conclusions and an outlook in Section VII.

II. RELATED WORK

System properties: A formal definition of safety and
liveness properties is proposed in [8]. In [9], we defined a
satisfaction relation, called approximate satisfaction, which
expresses a possibilistic view on liveness and is equivalent
to the satisfaction relation in [8] for safety properties. In this
paper, we extended this concept (cf. Section IV) and defined
uniformly parameterised reliability properties, which fit to
the parameterised structure of the systems, which we con-
sider here. Besides these safety and liveness properties so
called “hyperproperties” [10] are of interest because they
give formalisations for non-interference and non-inference.

Verification approaches for parameterised systems:
An extension to the Murϕ verifier to verify systems with
replicated identical components through a new data type
called RepetitiveID is presented in [11]. A typical applica-
tion area of this tool are cache coherence protocols. The
aim of [12] is an abstraction method through symmetry,
which works also when using variables holding references
to other processes. This is not possible in Murϕ . In [13], a
methodology for constructing abstractions and refining them
by analysing counter-examples is presented. The method
combines abstraction, model-checking and deductive veri-
fication. However, this approach does not consider liveness
properties. In [14], a technique for automatic verification
of parameterised systems based on process algebra CCS
[15] and the logic modal mu-calculus [16] is presented.
This technique views processes as property transformers
and is based on computing the limit of a sequence of
mu-calculus formula generated by these transformers. The
above-mentioned approaches demonstrate, that finite state
methods combined with deductive methods can be applied
to analyse parameterised systems. The approaches differ
in varying amounts of user intervention and their range
of application. A survey of approaches to combine model
checking and theorem proving methods is given in [17].

Iterated shuffle products: In [18], it is shown that
our definition of uniformly parameterised cooperations is
strongly related to iterated shuffle products [19], if the
cooperations are “structured into phases”. The main concept
for such a condition are shuffle automata [20] (multicounter
automata [21]) whose computations, if they are determin-
istic, unambiguously describe how a cooperation partner is
involved in several phases.

In [22], we have shown in particular that for self-similar
parameterised systems LIK the parameterised problem of
verifying a uniformly parameterised safety property can be
reduced to finite many fixed finite state problems.

Complementary to this, in the present paper, we define
a uniformly parameterised reliability property based on this
concept. The main result is a finite state verification frame-
work for such uniformly parameterised reliability properties.

III. PARAMETERISED COOPERATIONS

The behaviour L of a discrete system can be formally
described by the set of its possible sequences of actions.
Therefore L ⊂ Σ∗ holds where Σ is the set of all actions
of the system, and Σ∗ (free monoid over Σ) is the set of
all finite sequences of elements of Σ (words), including the
empty sequence denoted by ε . Σ+ := Σ∗ \{ε}. Subsets of Σ∗

are called formal languages [23]. Words can be composed:
if u and v are words, then uv is also a word. This oper-
ation is called the concatenation; especially εu = uε = u.
Concatenation of formal languages U,V ⊂ Σ∗ are defined
by UV := {uv ∈ Σ∗|u ∈U and v ∈ V}. A word u is called
a prefix of a word v if there is a word x such that v = ux.
The set of all prefixes of a word u is denoted by pre(u);
ε ∈ pre(u) holds for every word u. The set of possible
continuations of a word u ∈ L is formalised by the left
quotient u−1(L) := {x ∈ Σ∗|ux ∈ L}.

Infinite words over Σ are called ω-words [24]. The set
of all infinite words over Σ is denoted Σω . An ω-language
L over Σ is a subset of Σω . For u ∈ Σ∗ and v ∈ Σω the
left concatenation uv ∈ Σω is defined. It is also defined for
U ⊂ Σ∗ and V ⊂ Σω by UV := {uv ∈ Σω |u ∈U and v ∈V}.

For an ω-word w the prefix set is given by the formal
language pre(w), which contains every finite prefix of w.
The prefix set of an ω-language L ⊂ Σω is accordingly
given by pre(L) = {u∈ Σ∗| it exist v∈ Σω with uv∈ L}. For
M ⊂ Σ∗ the ω-power Mω ⊂ Σω is the set of all “infinite
concatenations” of arbitrary elements of M. More formal
definitions of theses ω-notions are given in the appendix.

Formal languages, which describe system behaviour, have
the characteristic that pre(u)⊂ L holds for every word u∈ L.
Such languages are called prefix closed. System behaviour
is thus described by prefix closed formal languages.

Different formal models of the same system are partially
ordered with respect to different levels of abstraction. For-
mally, abstractions are described by so called alphabetic lan-
guage homomorphisms. These are mappings h∗ : Σ∗ −→ Σ′∗

with h∗(xy) = h∗(x)h∗(y) , h∗(ε) = ε and h∗(Σ)⊂ Σ′∪{ε}.
So, they are uniquely defined by corresponding mappings
h : Σ −→ Σ′ ∪ {ε}. In the following, we denote both the
mapping h and the homomorphism h∗ by h. Inverse homo-
morphism are denoted by h−1. Let L be a language over
the alphabet Σ′. Then h−1(L) is the set of words w ∈ Σ∗

such that h(w) ∈ L. In this paper, we consider a lot of
alphabetic language homomorphisms. So, for simplicity, we
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tacitly assume that a mapping between free monoids is an
alphabetic language homomorphism if nothing contrary is
stated.

To describe a two-sided cooperation, let Σ = Φ ∪ Γ where
Φ is the set of actions of cooperation partner F and Γ is the
set of actions of cooperation partner G and Φ ∩ Γ = /0. Now
a prefix closed language L ⊂ (Φ ∪ Γ)∗ formally defines a
two-sided cooperation.

Example 1. Let Φ = {fs, fr} and Γ = {gr,gi,gs} and hence
Σ = {fs, fr,gr,gi,gs}. An example for a cooperation L ⊂ Σ∗

is now given by the automaton in Figure 1. It describes a
simple handshake between F (client) and G (server), where a
client may perform the actions fs (send a request), fr (receive
a result) and a server may perform the corresponding
actions gr (receive a request), gi (internal action to compute
the result) and gs (send the result).

In the following, we will denote initial states by a short
incoming arrow and final states by double circles. In this
automaton, all states are final states, since L is prefix closed.

fs
gr

gi

gs
fr

Figure 1. Automaton for 1-1-cooperation L

For parameter sets I, K and (i,k) ∈ I × K let Σik de-
note pairwise disjoint copies of Σ. The elements of Σik
are denoted by aik and ΣIK :=

⋃
(i,k)∈I×K

Σik. The index ik

describes the bijection a↔ aik for a ∈ Σ and aik ∈ Σik. Now
LIK ⊂ Σ∗IK (prefix-closed) describes a parameterised system.
To avoid pathological cases, we generally assume parameter
and index sets to be non empty.

For a cooperation between one partner of type F with two
partners of type G in Example 1 let

Φ{1}{1,2} = {fs11, fr11, fs12, fr12},
Γ{1}{1,2} = {gr11,gi11,gs11,gr12,gi12,gs12} and

Σ{1}{1,2} = Φ{1}{1,2} ∪ Γ{1}{1,2}.

fs12
gr12

gi12

gs12
fr12

fs11
gr11

gi11

gs11
fr11

Figure 2. Automaton for 1-2-cooperation L{1}{1,2}

A 1-2-cooperation, where each pair of partners coop-
erates restricted by L and each partner has to finish the

handshake it just is involved in before entering a new one,
is now given (by reachability analysis) by the automaton
in Figure 2 for L{1}{1,2}. It shows that one after another
client 1 runs a handshake either with server 1 or with
server 2. Figure 3 in contrast depicts an automaton for a
2-1-cooperation L{1,2}{1} with the same overall number of
partners involved but two of type F and one partner of
type G. Figure 3 is more complex than Figure 2 because
client 1 and client 2 may start a handshake independently of
each other, but server 1 handles these handshakes one after
another. A 5-3-cooperation with the same simple behaviour
of partners already requires 194.677 states and 1.031.835
state transitions (computed by the SH verification tool [25]).

fs11

fs21

fs21

gr11

fs11

gr21

gr11

gr21

gi11

fs21

gi21

fs11

gi11

gi21

fs21

gs11

fs11

gs21

gs11

gs21

fs21
fr11

fs11

fr21

gr21fr11

gr11

fr21

fr11

gi21

fr21

gi11

fr11

gs21

fr21

gs11

fr21

fr11

Figure 3. Automaton for the 2-1-cooperation L{1,2}{1}

For (i,k) ∈ I×K, let π IK
ik : Σ∗IK → Σ∗ with

π
IK
ik (ars) =

{
a | ars ∈ Σik
ε | ars ∈ ΣIK \Σik

.

For uniformly parameterised systems LIK we generally
want to have

LIK ⊂
⋂

(i,k)∈I×K

((π IK
ik )−1(L))

because from an abstraction point of view, where only the
actions of a specific Σik are considered, the complex system
LIK is restricted by L.

In addition to this inclusion, LIK is defined by local
schedules that determine how each “version of a partner”
can participate in different cooperations. More precisely,
let SF ⊂ Φ∗, SG ⊂ Γ∗ be prefix closed. For (i,k) ∈ I ×
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K, let ϕ IK
i : Σ∗IK →Φ∗ and γ IK

k : Σ∗IK → Γ∗ with

ϕ
IK
i (ars) =

{
a | ars ∈Φ{i}K
ε | ars ∈ ΣIK \Φ{i}K

and

γ
IK
k (ars) =

{
a | ars ∈ ΓI{k}
ε | ars ∈ ΣIK \ΓI{k}

,

where ΦIK and ΓIK are defined correspondingly to ΣIK .

Definition 1 (uniformly parameterised cooperation).
Let I, K be finite parameter sets, then

LIK :=
⋂

(i,k)∈I×K

(π IK
ik )−1(L)

∩
⋂
i∈I

(ϕ IK
i )−1(SF)∩

⋂
k∈K

(γ IK
k )−1(SG)

denotes a uniformly parameterised cooperation.

By this definition,

L{1}{1} = (π{1}{1}11 )−1(L)

∩ (ϕ{1}{1}1 )−1(SF)∩ (γ{1}{1}1 )−1(SG).

Because we want L{1}{1} being isomorphic to L by the
isomorphism π

{1}{1}
11 : Σ∗{1}{1}→ Σ∗, we additionally need

(π{1}{1}11 )−1(L)⊂ (ϕ{1}{1}1 )−1(SF) and

(π{1}{1}11 )−1(L)⊂ (γ{1}{1}1 )−1(SG).

This is equivalent to πΦ(L) ⊂ SF and πΓ(L) ⊂ SG, where
πΦ : Σ∗→Φ∗ and πΓ : Σ∗→ Γ∗ are defined by

πΦ(a) =
{

a | a ∈Φ

ε | a ∈ Γ
and πΓ(a) =

{
a | a ∈ Γ

ε | a ∈Φ
.

So, we complete Def. 1 by the additional conditions

πΦ(L)⊂ SF and πΓ(L)⊂ SG.

Schedules SF and SG that fit to the cooperations given
in Example 1 are depicted in Figs. 4(a) and 4(b). Here, we
have πΦ(L) = SF and πΓ(L) = SG.

fs

fr

(a) Schedule SF

gr

gi

gs

(b) Schedule SG

Figure 4. Automata SF and SG for the schedules SF and SG

The system LIK of cooperations is a typical example of a
complex system. It consists of several identical components
(copies of the two-sided cooperation L), which interact in a
uniform manner (described by the schedules SF and SG and
by the homomorphisms ϕ IK

i and γ IK
k ).

Remark 1. It is easy to see that LIK is isomorphic to LI′K′

if I is isomorphic to I′ and K is isomorphic to K′. More
precisely, let ι I

I′ : I→ I′ and ιK
K′ : K→ K′ be bijections and

let ι IK
I′K′ : Σ∗IK → Σ∗I′K′ be defined by

ι
IK
I′K′(aik) := a

ι I
I′ (i)ι

K
K′ (k)

for aik ∈ ΣIK .

Hence, ι IK
I′K′ is a isomorphism and ι IK

I′K′(LIK) = LI′K′ . The
set of all these isomorphisms ι IK

I′K′ defined by corresponding
bijections ι I

I′ and ιK
K′ is denoted by I IK

I′K′ .

To illustrate the concepts of this paper, we consider the
following example.

Example 2. We consider a system of servers, each of them
managing a resource, and clients, which want to use these
resources. We assume that as a means to enforce a given
privacy policy a server has to manage its resource in such
a way that no client may access this resource while it is
in use by another client (privacy requirement). This may be
required to ensure anonymity in such a way that clients and
their actions on a resource cannot be linked by an observer.

We formalise this system at an abstract level, where
a client may perform the actions fx (send a request), fy
(receive a permission) and fz (send a free-message), and
a server may perform the corresponding actions gx (receive
a request), gy (send a permission) and gz (receive a free-
message). The possible sequences of actions of a client resp.
of a server are given by the automaton SF resp. SG. The
automaton L describes the 1-1-cooperation of one client and
one server (see Figure 5). These automata define the client-
server system LIK .

1

2

6

3

5

47

8

fx

gx

gy

fy
fz

fxgz

gx
gz

gz

(a) 1-1-cooperation L

1 2

3

fx

fyfz

(b) Schedule SF

1 2

3 4

gx

gy
gz

gx

gz

(c) Schedule SG

Figure 5. Automata L, SF and SG for Example 2

IV. A CLASS OF LIVENESS PROPERTIES

Usually, behaviour properties of systems are divided into
two classes: safety and liveness properties [8]. Intuitively
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a safety property stipulates that “something bad does not
happen” and a liveness property stipulates that “something
good eventually happens”. In [8], both classes, as well as
system behaviour, are formalised in terms of ω-languages,
because especially for liveness properties infinite sequences
of actions have to be considered.

Definition 2 (linear satisfaction). According to [8], a prop-
erty E of a system is a subset of Σω . If S⊂ Σω represents the
behaviour of a system, then S linearly satisfies E iff S⊂ E.

In [8], it is furthermore shown that each property E is the
intersection of a safety and a liveness property.

Safety properties Es ⊂ Σω are of the form Es = Σω \FΣω

with F ⊂ Σ∗, where F is the set of “bad things”.
Liveness properties El ⊂ Σω are characterised by

pre(El) = Σ∗. A typical example of a liveness property is

El = (Σ∗M)ω with /0 6= M ⊂ Σ
+. (1)

This El formalises that “always eventually a finite action
sequence m ∈M happens”.

We describe system behaviour by prefix closed languages
B⊂ Σ∗. So, in order to apply the framework of [8], we have
to transform B into an ω-language. This can be done by the
limit lim(B) [24]. For prefix closed languages B⊂ Σ∗, their
limit is defined by

lim(B) := {w ∈ Σ
ω |pre(w)⊂ B}.

If B contains maximal words u (deadlocks), then these u
are not captured by lim(B). Formally the set max(B) of all
maximal words of B is defined by

max(B) := {u ∈ B| if v ∈ B with u ∈ pre(v), then v = u}.

Now, using a dummy action #, B can be unambiguously
described by

B̂ := B∪max(B)#∗ ⊂ Σ̂
∗,

where # /∈ Σ and Σ̂ := Σ∪{#}. By this definition, in B̂ the
maximal words of B are continued by arbitrary many #’s.
So, B̂ does not contain maximal words.

a

b
c

(a) Automaton for B

a

b
c

#

(b) Automaton for B̂

Figure 6. Automata for B and B̂

Let for example B be given by the automaton in Fig-
ure 6(a), then B̂ is given by the automaton in Figure 6(b).

By this construction, we now can assume that system
behaviour is formalised by prefix closed languages B̂ ⊂
Σ∗#∗ ⊂ Σ̂∗ without maximal words, and the corresponding
infinite system behaviour S⊂ Σω is given by S := lim(B̂).

For such an S and safety properties E = Σ̂ω \FΣ̂ω with
F ⊂ Σ̂∗ it holds

S⊂ E iff S∩FΣ̂
ω = /0 iff pre(S)∩F = /0 iff B̂∩F = /0.

If F ⊂ Σ∗, then B̂∩F = /0 iff B∩F = /0. Therefore,

S⊂ E iff B∩F = /0 for F ⊂ Σ
∗. (2)

So, by (2) our approach in [22] is equivalent to the ω-
notation of safety properties described by F ⊂ Σ∗.

Linear satisfaction (cf. Def. 2) is too strong for systems
in our focus with respect to liveness properties, because S =
lim(B̂) can contain “unfair” infinite behaviours, which are
not elements of E.

Let for example I ⊃ {1,2} and K ⊃ {1}, then lim(L̂IK)∩
Σω

{1}{1} 6= /0, which means that infinite action sequences
exist, where only the partners with index 1 cooperate. So,
if a property specification involves actions of a partner
with index 2, as for instance E = Σ∗IKΣ{2}{1}Σ

ω
IK , then this

property is not linearly satisfied because lim(L̂IK) 6⊂ E.
Instead of neglecting such unfair infinite behaviours, we

use a weaker satisfaction relation, called approximate satis-
faction, which implicitly expresses some kind of fairness.

Definition 3 (approximate satisfaction). A system S ⊂ Σ̂ω

approximately satisfies a property E ⊂ Σ̂ω iff each finite
behaviour (finite prefix of an element of S) can be continued
to an infinite behaviour, which belongs to E. More formally,
pre(S)⊂ pre(S∩E).

In [9], it is shown, that for safety properties linear
satisfaction and approximate satisfaction are equivalent.

With respect to approximate satisfaction, liveness proper-
ties stipulate that “something good” eventually is possible.

Many practical liveness properties are of the form (1). Let
us consider a prefix closed language B ⊂ Σ∗ and a formal
language /0 6= M⊂ Σ+. By definition 3 lim(B̂) approximately
satisfies (Σ̂∗M)ω iff each u ∈ B is prefix of some v ∈ B with

v−1(B)∩M 6= /0. (3)

If B and M are regular sets, then (3) can be checked by
usual automata algorithms [23] without referring to lim(B̂)∩
(Σ̂∗M)ω .

Let us now consider the prefix closed language L⊂ Σ∗ of
example 2 and the “phase” P⊂ Σ+ given by the automaton
P in Figure 7.

I II III IV V VI VII
fx gx gy fy fz gz

Figure 7. Automaton P

lim(L̂) approximately satisfies the liveness property

(Σ̂∗P)ω ⊂ Σ̂
∗, because the automaton L in Figure 5(a)

is strongly connected and P⊂ L. (4)
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(4) states that in the 1-1-cooperation lim(L̂) always even-
tually a “complete run through the phase P” is possible. This
is a typical reliability property.

Properties of the form (Σ̂∗M)ω with /0 6= M ⊂ Σ+ we call
always-eventually properties.

Let now /0 6= M̊ ⊂ Σ
+
I̊K̊

with fixed finite index sets I̊ and
K̊. Then

(Σ̂∗IKM̊)ω

is an always-eventually property for each finite index sets
I ⊃ I̊ and K ⊃ K̊. Using bijections on I̊ and K̊ this can easily
be generalised to each finite index sets I and K with |I| ≥ |I̊|
and |K| ≥ |K̊|, where |I| denotes the cardinality of the set
I. More precisely, let I I̊K̊

I′K′ be the set of all isomorphisms
ι I̊K̊
I′K′ : Σ∗

I̊K̊
→ Σ∗I′K′ generated by bijections ι I̊

I′ : I̊ → I′ and

ι K̊
K′ : K̊→ K′ in such a way that

ι
I̊K̊
I′K′(aik) := a

ι I̊
I′ (i)ι

K̊
K′ (k)

for aik ∈ ΣI̊K̊ . Then

(Σ̂∗IKι
I̊K̊
I′K′(M̊))ω

is an always-eventually property for each I ⊃ I′, K ⊃K′ and
ι I̊K̊
I′K′ ∈I I̊K̊

I′K′ . For finite index sets I̊, I, K̊ and K let

I [(I̊, K̊),(I,K)] :=
⋃

I′⊂I,K′⊂K

I I̊K̊
I′K′ .

Note that I [(I̊, K̊),(I,K)] = /0 if |I̊|> |I| or |K̊|> |K|.

Definition 4 (uniformly parameterised reliability property).
Let I̊, I, K̊ and K be finite index sets with |I̊| ≤ |I| and
|K̊| ≤ |K|. If /0 6= M̊ ⊂ Σ

+
I̊K̊

, then the family

A M̊
IK := [(Σ̂∗IKι

I̊K̊
I′K′(M̊))ω ]

ι I̊K̊
I′K′∈I [(I̊,K̊),(I,K)]

.

is a strong uniformly parameterised always-eventually prop-
erty (uniformly parameterised reliability property).

We say that lim(L̂IK) approximately satisfies such a
family A M̊

IK iff lim(L̂IK) approximately satisfies each of the
properties (Σ̂∗IKι I̊K̊

I′K′(M̊))ω for ι I̊K̊
I′K′ ∈I [(I̊, K̊),(I,K)].

Remark 2. We use the adjective strong, because in [7]
uniform parameterisations of general properties are defined,
which, in case of always-eventually properties, are weaker
than definition 4.

Let us return to example 2 and let

P̊ := (π{1}{1}11 )−1P⊂ Σ
+
{1}{1} and

E̊ := (Σ̂{1}{1}
∗
P̊)ω ⊂ Σ̂{1}{1}

ω

. (5)

Because π
{1}{1}
11 : Σ∗{1}{1} → Σ∗ is an isomorphism, by (4)

lim(L̂{1}{1}) approximately satisfies E̊.
Now by definition 4 lim(L̂IK) approximately satisfies A P̊

IK
iff in lim(L̂IK) for each pair of clients and servers always
eventually a complete run through a phase P is possible.

V. COOPERATIONS BASED ON PHASES

The schedule SG of example 2 shows that a server
may cooperate with two clients partly in an interleaving
manner. To formally capture such behaviour, cooperations
are structured into phases [18]. This formalism is based on
iterated shuffle products and leads to sufficient conditions
for liveness properties (cf. Section VI).

Shuffling two words means arbitrarily inserting one word
into the other word, like shuffling two decks of cards. In
[21], this is formalised as follows:

A word w∈Σ∗ is called a shuffle of words w1, . . . ,wm ∈Σ∗

if the positions of w can be coloured using m colors so that
the positions with color i ∈ {1, . . . ,m}, when read from left
to right, form the word wi. Shuffle of a set P ⊂ Σ∗, is {w :
w is a shuffle of some w1, . . . ,wm ∈ P, for some m ∈N}.

However, we now provide an alternative formalisation,
which is more adequate to the considerations in this paper.

Definition 5 (iterated shuffle product). Let t ∈ N, and for
each t let Σt be a copy of Σ. Let all Σt be pairwise disjoint.
The index t describes the bijection a↔ at for a ∈ Σ and
at ∈ Σt (which is equivalent to a colouring with color t in
the formalism of [21]). Let

ΣN :=
⋃

t∈N
Σt , and for each t ∈N

let the homomorphisms τNt and ΘN be defined by

τ
N
t : Σ

∗
N→ Σ

∗ with τ
N
t (as) =

{
a | as ∈ Σt
ε | as ∈ ΣN \Σt

and

Θ
N : Σ

∗
N→ Σ

∗ with Θ
N(at) := a for at ∈ Σt and t ∈N.

The iterated shuffle product P� of P is now defined by

P� := Θ
N[
⋂

t∈N
(τNt )−1(P∪{ε})] for P⊂ Σ

∗.

It is easy to see that this is equivalent to the definition
from [21] above. Let for example P = {ab}. Now, according
to [21], the word w = aabb is a shuffle of two words
w1, w2 ∈ P because two colors, namely 1 and 2, can be
used to colour the word aabb so that w1 = w2 = ab ∈ P.
According to definition 5, aabb ∈ P� because aabb =
ΘN(a1a2b2b1) and τN1 (a1a2b2b1) = τN2 (a1a2b2b1) = ab ∈ P
and τNt (a1a2b2b1) = ε for t ∈N\{1,2}.

Following the ideas in [18], we structure cooperations into
phases.

Definition 6 (based on a phase). A prefix closed language
B⊂ Σ∗ is based on a phase P⊂ Σ∗, iff B = pre(P�∩B).

If B is based on P, then B⊂ pre(P�) = (pre(P))� and
B = pre(P)�∩B.

Let for example P = {ab} be given by the Automaton
P in Figure 8(a) and B be given by the automaton B in
Figure 8(b). Then P� ∩B = {ab}∗. This implies that B is
based on P.
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I II III
a b

(a) Automaton P for P= {ab}

a

b

(b) Automaton B for B

Figure 8. Automata P and B

Generally, each B is based on infinitely many phases. If B
is based on P, then B is based on P′ for each P′ ⊃ P. Each
B⊂ Σ∗ is based on Σ because Σ� = Σ∗. Figure 9 shows how
we use phases to structure cooperations. The appropriate
phases for our purposes as well as closed behaviours (words,
in which all phases are completed) will be discussed in
Section VI.

time

interleaving
complexity

1

2

3

closed behaviour segment

closed behaviour

closed
behaviour

phase in
cooperation (i′′,k′)

�

A records
open phases

all phases
are closed

(i,k). . .

(i′,k)

(i′′,k′) . . .

. . .

. . .

shuffle describes
interleaving

strategy to
close all
open phases

Figure 9. Phases and closed behaviours

We will now provide an automaton representation
�

A for
P�, which will illustrate “how a language B is based on
a phase P”. Let P ⊂ Σ∗ and A = (Σ,Q,∆,q0,F) with ∆ ⊂
Q×Σ×Q, q0 ∈ Q and F ⊂ Q be an (not necessarily finite)
automaton that accepts P. To exclude pathological cases we
assume ε /∈ P 6= /0. A consequence of this is in particular
that q0 /∈ F . Let NQ

0 denote the set of all functions from Q

in N0. For the construction of
�

A the set NQ
0 plays a central

role. In NQ
0 we distinguish the following functions:

0 ∈NQ
0 with 0(x) = 0 for each x ∈ Q,

and for q ∈ Q the function

1q ∈NQ
0 with 1q(x) =

{
1 | x = q
0 | x ∈ Q\{q} .

As usual for numerical functions, a partial order as well
as addition and partial subtraction are defined.

For f ,g ∈ NQ
0 let f > g iff f (x) > g(x) for each x ∈ Q,

f + g ∈NQ
0 with ( f + g)(x) := f (x)+ g(x) for each x ∈ Q,

and for f > g, f −g∈NQ
0 with ( f −g)(x) := f (x)−g(x) for

each x ∈ Q.

The key idea of
�

A is, to record in the functions of NQ
0 how

many open phases are in each state q ∈ Q respectively. Its
state transition relation

�

∆ is composed of four subsets whose
elements describe (a) the entry into a new phase, (b) the
transition within an open phase, (c) the completion of an
open phase, (d) the entry into a new phase with simultaneous
completion of this phase. With these definitions we now
define the shuffle automaton

�

A.

Definition 7 (shuffle automaton).
The shuffle automaton

�

A = (Σ,NQ
0 ,

�

∆,0,{0}) w.r.t. A is an
automaton with infinite state setNQ

0 , the initial state 0, which
is the only final state and
�

∆ :={( f ,a, f +1p) ∈NQ
0 ×Σ×NQ

0 |
(q0,a, p) ∈ ∆ and it exists (p,x,y) ∈ ∆} ∪

{( f ,a, f +1p−1q) ∈NQ
0 ×Σ×NQ

0 |
f > 1q,(q,a, p) ∈ ∆ and it exists (p,x,y) ∈ ∆} ∪

{( f ,a, f −1q) ∈NQ
0 ×Σ×NQ

0 |
f > 1q,(q,a, p) ∈ ∆ and p ∈ F} ∪

{( f ,a, f ) ∈NQ
0 ×Σ×NQ

0 | (q0,a, p) ∈ ∆ and p ∈ F}.

Accepting of a word w ∈ Σ∗ is defined as usual [23].

Generally
�

A is a non-deterministic automaton with an
infinite state set. In the literature, such automata are called
multicounter automata [21] and it is known that they accept
the iterated shuffle products [26]. For our purposes, deter-
ministic computations of these automata are very important.
To analyse these aspects more deeply we use our own
notation and proof of the main theorems. In [18], it is shown
that

�

A accepts P�.
Let for example P = {ab} (cf. Figure 8(a)). Then the states

f : Q→N0 of the automaton
�

P are described by the sets
{(q,n) ∈ Q×N0| f (q) = n 6= 0}.

/0 a−→ {(II,1)} a−→ {(II,2)} b−→ {(II,1)} b−→ /0

is the only computation of aabb∈P� in
�

P; it is an accepting
computation.

Example 3. Let L be defined by the automaton L in
Figure 5(a) and P ⊂ Σ+ be defined by the automaton P in
Figure 7, then L∩P� is accepted by the product automaton
of L and

�

P that is given in Figure 10.
This automaton is strongly connected and isomorphic to

L (without considering final states), which proves that L
is based on phase P. The states (7,{(VI,1),(II,1)}) and
(8,{(VI,1),(III,1)}) show that L is “in this states involved
in two phases”.

Note that this product automaton, as well as the product
automaton in Figure 11(b) and 12(b), is finite and determin-
istic.
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(1, /0) (2,{(II,1)})

(6,{(VI,1)})

(3,{(III,1)})

(5,{(V,1)})

(4,{(IV,1)})(7,{(VI,1),(II,1)})

(8,{(VI,1),(III,1)})

fx gx

gy

fy

fz

fx

gz gx

gz

gz

Figure 10. Product automaton of L and
�

P

VI. SUFFICIENT CONDITIONS FOR A CLASS OF
LIVENESS PROPERTIES

The following definition is the key to sufficient condi-
tions for strong uniformly parameterised always-eventually
properties.

Definition 8 (set of closed behaviours). Let B,M ⊂ Σ∗. M
is a set of closed behaviours of B, iff x−1(B) = B for each
x ∈ B∩M.

In Figure 10, the initial state (1, /0) is the only final state
of that strongly connected product automaton, so P� is a
set of closed behaviours of L.

Now, we get a sufficient condition for uniformly param-
eterised always-eventually properties.

Theorem 1. Let I, K, I̊ and K̊ be finite index sets with
|I̊| ≤ |I| and |K̊| ≤ |K|. Let LIK be a uniformly parameterised
system of cooperations and let CIK ⊂ Σ∗IK be a set of closed
behaviours of LIK , such that LIK = pre(LIK ∩CIK).

If lim(L̂I̊K̊) approximately satisfies (Σ̂I̊K̊
∗
M̊)ω , with M̊ ⊂

Σ
+
I̊K̊

, then

lim(L̂IK) approximately satisfies A M̊
IK .

For the proof of Theorem 1 see the appendix. The
following theorem gives a set of closed behaviours of LIK .

Theorem 2. Let P� be a set of closed behaviours of L and
let πΦ(P�) resp. πΓ(P�) be a set of closed behaviours of
SF resp. SG, then

CIK :=
⋂

(i,k)∈I×K

(π IK
ik )−1(P�)

is a set of closed behaviours of LIK .

Theorem 2 is proven in [7]. We now show that πΦ(P�)
is a set of closed behaviours of SF, which is given in
Figure 5(b). The automaton PF in Figure 11(a) is the
minimal automaton of πΦ(P)⊂Φ+.

By Theorem 3, which is given in the appendix

SF∩πΦ(P�) = SF∩ (πΦ(P))�.

I

II III

IV

fx
fy

fz

(a) Automaton PF

(1, /0) (2,{(II,1)})

(3,{(III,1)})

fx

fyfz

(b) Product automaton of SF and
�

PF

Figure 11. Automaton PF and product automaton of SF and
�

PF

So, SF∩πΦ(P�) is accepted by the product automaton of
SF and

�

PF that is depicted in Figure 11(b). By the same
argument as for the product automaton of L and

�

P SF is
based on πΦ(P), and πΦ(P�) is a set of closed behaviours
of SF.

Likewise, the automaton PG in Figure 12(a) is the mini-
mal automaton of πΓ(P)⊂ Γ+, SG∩πΓ(P�) is accepted by
the product automaton of SG and

�

PG in Figure 12(b), SG is
based on πΓ(P), and πΓ(P�) is a set of closed behaviours
of SG.

I

II III

IV

gx
gy

gz

(a) Automaton PG

(1, /0) (2,{(II,1)})

(3,{(III,1)}) (4,{(III,1),(II,1)})

gx

gy
gz

gx

gz

(b) Product automaton of SG and
�

PG

Figure 12. Automaton PG and product automaton of SG and
�

PG

So, by Figure 10, 11(b) and 12(b) all assumptions of
Theorem 2 are fulfilled. (6)

Now to apply Theorem 1 together with Theorem 2 it remains
to find conditions such that each u ∈LIK is prefix of some
v ∈LIK ∩CIK . This set of closed behaviours CIK consists
of all words w ∈ Σ∗IK , in which all phases are completed.

Considering example 2, we have shown that each phase
is initiated by an F-action (Figure 7), each F-partner is
involved in at most one phase (Figure 11(b)), and, each G-
partner is involved in at most two phases (Figure 12(b)).

Now to construct for each u ∈LIK a v ∈LIK ∩CIK with
u∈ pre(v) one may imagine that the following strategy could
work.

1) For each G-partner involved in two phases, complete
one of this phases.

2) For each G-partner involved in one phases, complete
this phase.

3) Complete the phases, where only an F-partner is in-
volved in.
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If L is based on P, SF based on πΦ(P) and SG based on
πΓ(P), then by Theorem 3 the assumptions of Theorem 2
imply L = pre(L∩P�), SF = pre(SF∩πΦ(P�)) and SG =
pre(SG∩πΓ(P�)).

This is in [7] the starting point of a more general form
of such a “completion (of phases) strategy”, where also
“success conditions” for that strategy are given. It is shown,
that under certain regularity restrictions these conditions can
be verified by semi-algorithms based on finite state methods.
These restrictions are:

The product automata as in Figure 10, 11(b) and
12(b) must be finite and deterministic. (7)

We only get semi-algorithms but no algorithms, because
the product automata are constructed step by step and this
procedure does not terminate if the corresponding product
automaton is not finite.

Using (7), (3) and the Theorems 1 and 2, the approximate
satisfaction of uniformly parameterised always-eventually
properties can be verified by semi-algorithms based on finite
state methods. This verification method only depends on L,
SF, SG, P and M̊ and doesn’t refer to the general index sets
I and K.

In [7], it is shown that the success conditions are fulfilled
in example 2. So, by (4), Theorem 1, Theorem 2 and (6) in
example 2 lim(L̂IK) approximately satisfies A P̊

IK for each
finite index sets I and K, where P̊ is defined in (5).

VII. CONCLUSIONS AND FUTURE WORK

The main result of this paper is a finite state verification
framework for uniformly parameterised reliability proper-
ties. The uniformly parameterisation of reliability properties
exactly fits to the scalability and reliability issues of complex
systems and systems of systems, which are characterised by
the composition of a set of identical components, interacting
in a uniform manner described by the schedules of the
partners.

In this framework, the concept of structuring cooperations
into phases enables completion of phases strategies. Con-
sistent with this, corresponding success conditions can be
formalised [7], which produce finite state semi-algorithms
(independent of the concrete parameter setting) to verify re-
liability properties of uniformly parameterised cooperations.
The next step should be to integrate these semi-algorithms
in our SH verification tool [25].

Furthermore, we plan a generalisation of the presented
approach to systems whose global behaviour is composed of
behavioural patterns. The aim is, to eventually derive a set of
construction principles for reliable parameterised systems.

Another future work perspective is the application of the
approach presented in this paper to the Security Modeling
Framework (SeMF) [27]. In SeMF, beside system behaviour,
also local views of agents and agents knowledge about
system behaviour are considered.
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APPENDIX

A. Basic Notations

The set of all infinite words over Σ is defined by

Σ
ω = {(ai)i∈N|ai ∈ Σ for each i ∈N},

where N denotes the set of natural numbers. On Σω a
left concatenation with words from Σ∗ is defined. Let
u = b1 . . .bk ∈ Σ∗ with k ≥ 0 and b j ∈ Σ for 1 ≤ j ≤ k
and w = (ai)i∈N ∈ Σω with ai ∈ Σ for all i ∈ N, then
uw = (x j) j∈N ∈ Σω with x j = b j for 1≤ j≤ k and x j = a j−k
for k < j. For w∈Σω the prefix set pre(w)⊂Σ∗ is defined by
pre(w) = {u∈ Σ∗| it exists v∈ Σω with uv = w}. For L⊂ Σ∗

the ω-language Lω ⊂ Σω is defined by Lω = {(ai)i∈N ∈
Σω | it exists a strict monotonically increasing function f :
N → N with a1 . . .a f (1) ∈ L and a f (i)+1 . . .a f (i+1) ∈
L for each i∈N} . f :N→N is called strict monotonically
increasing if f (i) < f (i+1) for each i ∈N.

B. Proof of Theorem 1

To prove Theorem 1 the following lemma is needed.

Lemma 1.

LIK ⊃LI′K′ for I′×K′ ⊂ I×K.

For the proof of Lemma 1 see [18] (proof of Theorem 1).
Proof: Proof of Theorem 1.

If lim(L̂I̊K̊) approximately satisfies (Σ̂I̊K̊
∗
M̊)ω , then by (3)

(with u = ε) there exists v ∈LI̊K̊ with v−1(LI̊K̊)∩ M̊ 6= /0.
As ι I̊K̊

I′K′ is an isomorphism

ι
I̊K̊
I′K′(LI̊K̊) = LI′K′ and

(ι I̊K̊
I′K′(v))

−1(LI′K′)∩ ι
I̊K̊
I′K′(M̊) 6= /0. (8)

As CIK is a set of closed behaviours of LIK and each
u ∈LIK is prefix of some v ∈LIK ∩CIK , there exists x ∈
u−1(LIK) with (ux)−1(LIK) = LIK .

By Lemma 1 LIK ⊃LI′K′ for each I′ ⊂ I and K′ ⊂ K, so
(ux)−1(LIK)⊃LI′K′ .

Now (8) implies

(ι I̊K̊
I′K′(v))

−1((ux)−1(LIK))∩ ι
I̊K̊
I′K′(M̊) 6= /0. (9)

As (ι I̊K̊
I′K′(v))

−1((ux)−1(LIK)) = (uxι I̊K̊
I′K′(v))

−1(LIK), (9)
and (3) complete the proof of Theorem 1.

C. Homomorphism Theorem for P�

Theorem 3 (homomorphism theorem for P�).
Let µ : Σ∗→Σ′∗ be an alphabetic homomorphism, then holds

µ(P�) = (µ(P))�.

For the proof of Theorem 3 see [7] (proof of Theorem 6).
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Abstract—The long operational phase of products in the 
aviation industry demands constant maintenance and 
adaptation of its systems in order to fulfill to the demands of 
customers and the market and prevent obsolescence. For this 
purpose, a display system – including all documentation and 
tools - will be transferred from development to a maintenance 
department to be supported there over a long duration. To be 
able to modify the transferred system, maintenance first needs 
to achieve an understanding of the system. Due to the long 
development phase, requirements of embedded systems in this 
domain are most often historically evolved, and only in rare 
cases formally documented. Typical weaknesses of informal 
requirements, such as incompleteness or inconsistency, 
pervade the subsequent levels of the system's life cycle ranging 
from design to testing. Insufficiently documented system 
behavior can be increased according to the methods of reverse 
engineering by analysis of the requirements and design. This 
article intends to analyze the state of documentation of an 
existing aviation system in order to create a solution for 
completing and improving legacy requirements and tests. 

Keywords-Avionic; Embedded Multifunction Displays; 
Maintenance; Requirements; Reverse Engineering. 

I.  INTRODUCTION 

The development of embedded avionic systems is 
performed by several suppliers, who derive detailed 
requirements and test cases from high level specifications of 
an original equipment manufacturer (OEM) in order to 
develop the commissioned components. All requirements are 
expected to be well-defined, comprehensible and testable [1] 
in order to allow integration and interconnection by the OEM 
according to „systems thinking” [2]. The system 
comprehension is impaired by conditions such as lack of 
traceability, inconsistency or incompleteness, especially 
within and between text-based requirements – company-
internal and -external. The deficient documentation leads to 
difficulties when modifying requirements and test cases 
during the maintenance phase. Reverse engineering can 
assist in some ways to the proper maintenance of these 
legacy systems [8]. The article at hand reflects reverse 
engineering in the context of software maintenance and 
further development in the aviation industry. Starting point is 

a description of the general challenge maintaining legacy 
avionic display systems. After analyzing the current state of 
the art for requirement and reverse engineering, the industrial 
application is presented. Finally, a domain specific concept 
for improving requirements and tests by reverse engineering 
is provided. 

II. RELATED RESEARCH 

Research into requirement engineering has, in the past, 
been driven by a trend away from documentation 
centralization towards model centralization [3]. To improve 
consistency and completeness of requirements, languages 
and models have been developed [4] [5] which are 
compatible with extensible markup language (XML). These 
are governed by standards specifically tuned for loss-less 
exchange of requirement data between OEM and suppliers 
[6]. The focus of these methods lies exclusively on the 
improvement of requirement quality. Whereas the 
application protocol AP 233 of the ISO standard STEP 
10303 [7] offers models for formalization of requirement 
data, from which areas like testing can also benefit. The 
underlying idea of this standard is the development of a tool-
independent format for long-term archiving and loss-less 
exchange of data within a complex system. The standard is 
non-specialized due to its wide range of applicability and 
requires being adapted to the system in question before its 
application. 

The technologies and methods mentioned above refer to 
the development phase. In practice, there is usually a 
finished product given for which the quality is to be 
improved. Research in the area of reverse engineering is 
specialized on the analysis of existing products [8]. Reverse 
engineering is the process of analyzing an existing system in 
order to identify its components and their interaction, 
illustrating it in a different or more abstracted form [9]. 
Although reverse engineering would be applicable to the 
entire life cycle – starting with existing source code, re-
creation of the design and mapping of inherited requirements 
– the main focus in this area up until a few years ago was on 
„implementation and design artifacts” [10]. For this reason, 
Knodel, Koschke, and Mende [10] require the expansion of 
reverse engineering procedures onto all levels, such as 
testing and requirements. Similar results are drawn by 
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Canfora and Di Penta [11] in their article „New Frontiers of 
Reverse Engineering”. There, a road map for reverse 
engineering is presented, where it is made clear that reverse 
engineering can go further than recovering design artifacts: 
requirements are also an important output that can be 
produced by reverse engineering. 

In the following, a concept based on the state of current 
technologies for improvement of information acquisition 
between existing requirements and test cases is presented, 
using the example of the maintenance of symbols on a 
helicopter’s multifunctional display (MFD). 

III.  INDUSTRIAL APPLICATION 

MFDs are used to display flight data and warnings in the 
helicopter's cockpit. The embedded software has got to be 
maintained, and the displayed symbols have got to be 
changed according to customer expectations where 
necessary. In the context of this application the MFD was 
developed by a supplier for air traffic control systems, who 
derived own specifications and test cases from given format 
specifications (FOS) of the OEM in order to develop the 
hardware, software and symbol design. 

Since the informal FOS are hard to manage, e.g., data 
regarding size and position is incomplete, the suppliers were 
free to determine the method and tool with which to create 
the displayed symbols. The supplier derived formal software 
requirement specifications (SRS) to describe the logic of 
MFD input signals. Each combination of inputs signals 
offers an output signal triggering the desired symbol to be 
displayed on the MFD. The related test cases are used to 
verify input signals (as described by the SRS) and the 
resulting output symbols (as described by the FOS). The 
overall requirements and test cases can be correlated with 
each other but not with the FOS. The symbols' design was 
realized using a human-machine interface (HMI) modeling 
and display graphics tool, which stores the size and position 
of the symbols in human non-readable meta files (Fig. 1). 
This tool was also used to create pictures for visualization of 
the symbols in the FOS.  

 

 
Figure 1.  Current traceability of symbol documentation 

For this reason, any symbol modification requires to be 
first implemented in the HMI graphics tool before it can be 

adapted to the requirements or presented to the customer. 
The following Figure 2 displays the process for a symbol 
modification. 
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Figure 2.  Current process for graphical changes in the MFD 

 
Figure 2 shows that no data is provided from 

development regarding the criteria on which test cases were 
developed. Symbols are only tested as output in connection 
with the signal logic, not as a separate unit. This means that 
test cases such as „is the symbol ambiguous?” or „can 
critical conditions like 'white text on white background' 
occur?” do not exist. For this reason, symbol tests are 
incomplete. 

This missing data is to be rectified during maintenance in 
order to improve the quality of inherited requirements and 
test cases of the MFD. 

IV. PROPOSED IMPLEMENTATION CONCEPT 

With the symbol requirements from development phase 
being incomplete, a collection of all symbol data in a symbol 
library is proposed. The idea of maintaining the symbols in a 
library/database is derived from geographical information 
systems and mine mapping [12]. The symbol library is to 
store, in an appropriate structure, data such as a unique 
attribution, conditional and positional information and its 
traceability to all relevant requirements and test cases. This 
builds the foundation for the collection and interconnection 
of all data from different documents. For processing symbol 
data like visualization data exchange is done via XML 
schema. XML offers, besides its platform independence [5], 
advantages such as translation of the symbol data from and 
into a database or a scalable vector graphics (SVG)-based 
graphical user interface (GUI). This is meant to facilitate the 
access to relevant documents in the case of a modification. 
Additionally, the collection and representation of data are 
supportive to the creation and modification of test cases for 
symbol verification. 
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Figure 3.  Interconnection of symbol data by a library 

 
With the possibility to display symbols via SVG even 

before their implementation, the necessity of copying symbol 
pictures from the display graphics tool to the FOS is 
eliminated. Furthermore, modifications of symbols can be 
presented to the customer even in early development stages, 
without implementation on the design tool. The symbol 
description in SVG is created by an extensible style-sheet 
language transformation (XSLT) of the XML data. The 
XML schema provides the verification of the symbols as an 
independent artifact. Queries such as „do duplicate symbols 
exist”, or „is the condition 'white text on white background' 
possible” or „is the new symbol schema-conform” are easily 
implemented in the database. These queries can serve as 
criteria for the creation of new test cases. The following 
section lays out the creation and simulated application of the 
solution prototype in the industrial environment. 

V. EVALUATION IN THE INDUSTRIAL CONTEXT 

For better evaluation of the current symbol requirements, 
an XML schema was created based on current 
documentation. The structuring and classification of the 
symbols is performed by assignment of defined conditions, 
as described in the FOS and in meta files. Figure 4 shows the 
implementation of the XML schema by example of the 
symbol „FIRE”, which is presented by white writing on a red 
rectangle. Universal attributes, such as colors and fonts, are 
defined globally so that they need to be changed only in one 
place in the case of a modification. The content of the FOS 
and of the meta files are not consistently structured, so that 
an automatic query of the data is difficult to realize. For the 
implementation of the symbol „FIRE”, the data was entered 
manually. Figures 5 and 6 show the XSLT of the prototype 
based on the SVG and the visualization of the symbol via 
SVG. It turned out that the current data processing of the 
development documents from which the XML schema has 
been created does not represent an adequate structure for a 
database transition or an XSLT to SVG (Fig. 5). For 
example, a rectangle is defined in the design tool by the 
coordinates of two corner points (compare „Rectangle” in 
Fig. 4), while the same element is defined in SVG by the 
coordinates of the top left corner, width and height (compare 
„rect” Fig. 5). 

 
Figure 4.  current data structure by example of „FIRE” 

 

 
Figure 5.  XSLT based on SVG by example of „FIRE” 

 
In long-living products, dependence on tools always 

comes with the risk of obsolescence. For this reason, the 
schema is currently adjusted to the standardized SVG 
symbol description in order to provide wider and more 
flexible tool compatibility for data processing. As the 
schema is still under development, the process sequence of a 
symbol modification was simulated with an idealized 
implementation concept. Starting point of the simulation is a 
graphical symbol modification which is included into the 
symbol library by a specification engineer. The symbol can 
now be displayed in a GUI simulation and used in a 
presentation for internal or external customers by using SVG 
format. This prevents potential misunderstandings or 
misinterpretations, which increases the efficiency of the 
modification process. The symbol pictures generated with 
SVG can also be implemented into the FOS. All documents 
affected by the modification (requirement and testing) can be 
displayed automatically due to their linking within the 
library; the error-prone manual selection can be omitted. 
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SQL queries are used to eliminate redundancy or other 
interference with existing symbols. These queries serve to 
validate the modification and create new test cases. 

 

 
Figure 6.  Simulated modification process based on the implementation 

concept 

 
This implementation concept offers benefits for the 

specification and test stakeholders by partial automation of 
several process sections. The simulation of the 
implementation concept (Fig. 6) makes the actual process of 
modification more efficient by eliminating the feedback loop 
(Fig. 2) and automatically selecting all relevant documents. 
This way, the process of modification is more resistant to 
errors that may occur in manual research. The whole process 
is compliant to the „V-Model XT” standard. The resulting 
benefits for testing offers potential to develop and justify 
new symbol test cases derived from the database queries. 
Some further advantages are higher traceability of 
requirements and test cases, transparency and higher quality 
of symbol requirements, and improved verification and 
modification of symbols due to the formal definitions.  

VI. CONCLUSION AND PROSPECTS 

The implementation concept offers advantages for both 
requirements and tests of MFDs. Next the adaptation of 
XML schema is planned providing compliance to SVG. 
After this, a selection of MFD symbols is used to create a 

prototype for the implementation of real modification 
processes, in order to measure the results. The prototypes 
will be used after evaluation in the upcoming transfer of 
Supplier Software. Since the concept only provides a 
completion of symbol information of current specifications a 
subsequent goal will be the formalization of existing FOS 
and test cases to facilitate the exchange of their data with the 
library. This way the modification process from requirement 
up to testing can be (partially) automated.  Developing a 
configuration management tool for the library is also 
required. This implementation concept intends, by example 
of the MFD, to expand current methods of reverse 
engineering to the levels of requirements and tests. 
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Abstract—Event-driven architecture and complex event 

processing have become important topics in achieving business 

reactivity and proactivity. However, the use of these 

approaches in real-world solutions remains limited. One of the 

reasons for this is insufficient support for semantics in 

capturing and defining of complex events. In this paper, we 

address this problem. We present a framework for ontology-

based support for complex events, which allows for 

semantically enriched event definitions and automatic 

recognition. In order to automatically recognize complex 

events, an appropriate event definition basis has to be defined. 

The paper represents a continuation of our previous work by 

enhancing this basis and applying the aspectual model from 

the field of linguistics to our base event ontology. We believe 

that this framework will provide a generic approach that will 

allow for complex event recognition for events of various 

complexities and from different domains. 

Keywords-event; complex event; ontology; aspectual model.  

I.  INTRODUCTION  

 
With increasing demands for agility and reactivity of 

business processes, scientific circles and leading information 
technology companies have paid a lot of attention to EDA 
(event-driven architecture) and CEP (complex event 

processing). EDA and CEP enable event-driven systems  
systems in which actions result from business events [1]. 
Despite the recognized need for support of events to improve 
automation, signal processing, data acquisition, 
manufacturing, computer aided simulations, and business 
activity monitoring [1][2], the use of EDA and CEP 
approaches in real-world solutions remains limited. One of 
the reasons for this is insufficient support for semantics in 
capturing and defining of complex events (CE) [3]. Existing 
EDA and CEP approaches do not take into consideration 
different expressivity requirements that are needed in 
definition of a large number of diverse CE. Because of this, 
detection of CE that require semantically expressive 
descriptions is not automated and experts are required to 
monitor business operation in order to determine if a 
complex event has occurred. Such an approach can decrease 
reactiveness and proactiveness of an organization [3]. We 
addressed some of these issues in our previous work 
presented in [3], where we discussed ontology-based 
framework for complex events. In this paper, we propose an 
improved ontology basis for this framework. We improve the 
semantic event definition and recognition by development of 

a complex event ontology based on Tremblay’s adjustment 
of Pustejovsky’s aspectual model [4]. The purpose of 
applying this cognitive approach to the complex event 
ontology is to enable richer semantic complex event 
definitions that better reflect real world events thus providing 
an improved mechanism for complex event detection. 

The paper is structured as follows. In the next section, we 
introduce the main concepts of event-driven architectures. In 
section III., we describe our ontology-based framework for 
complex events. In section IV, we present Pustejovsky’s 
aspectual model and Tremblay’s adjustment of this model. In 
section V, we present our application of this model to our 
ontology-based framework for complex events. In section 
VI, we provide final conclusions and discuss our further 
work. 

II.  EVENT-DRIVEN ARCHITECTURE  

An entity is considered event-driven when it acts in 
response to an event. EDA is a paradigm that describes an 
approach to information systems development with a focus 
on developing an architecture that has the ability to detect 
events and react intelligently to them [5]. EDA represents a 
complement to the service-oriented architecture (SOA), 
which has become one of the most recognized paradigms in 
information systems development in the recent years [6]. By 
enhancing the paradigm of SOA, enterprises can improve 
their ability for business transformation by implementing 
event-driven architectures that automatically detect and react 
to significant business events [5]. An important part of every 
EDA that enables and predetermines to what level a system 
is able to detect and respond to complex events is complex 
event processing (CEP). CEP is computing that performs 
operations on complex events, including reading, creating, 
transforming, or abstracting them [7]. CEP systems can be 
classified as advanced decision support systems [3]. In 
comparison with other types of decision support systems that 
are not event driven, CEP systems focus on increasing 
system reactivity and proactivity based on information 
carried by member events. Events can be simple or complex. 
A simple event is as an event that is not an abstraction or 
composition of other events. A complex event is an event 
that is an abstraction of other events called its members [7]. 

III. ONTOLOGY-BASED FRAMEWORK FOR COMPLEX 

EVENTS 

In this section, we discuss results of our previous work 
[3], which are the basis for the research presented of this 
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paper. In [3], we observed that semantic descriptions 
providing effective and expressive models for understanding 
of CE structures and their processing could be very helpful 
for definition and automation detection of CEs. We 
presented a framework that enables highly expressive event 
models and is based on ontologies and the Web Ontology 
language (OWL) [8]. We see ontologies and ontology 
representation languages as an opportunity to effectively deal 
with CEs in EDAs. Ontologies intrinsically provide a means 
for highly expressive semantic descriptions. In our 
framework, they are used to semantically describe CEs 
through conceptualizations of member events they are 
composed of. We use OWL (Web Ontology Language) as 
the ontology representation language, because it provides a 
very appropriate foundation for CE definitions and has a 
wide support for reasoning. We developed a service that 
makes part of an EDA and enables translation of event data 
to OWL, detection of CEs and their triggering. It can act as 
an event source and as an event sink, which makes our 
approach complementary to existing approaches to support 
CEs that require higher expressivity and semantic 
descriptions. Our framework has been used in a case study 
project for electrical distribution domain, where it has been 
shown to be very useful and has improved the overall system 
flexibility and reactivity. 

Our event-driven architectural framework defines a 
Complex Event Service (CES) that makes part of the overall 
event-driven service oriented architecture. Fig. 1 illustrates a 
high-level structure of the CES. 

Complex Event Service

Translator

Reasoner
Event Ontology 

Handler

Event Ontologies

Domain Ontologies

Complex Event Service 

Manager

 
Figure 1.  Components of the Complex Event Service 

The CES is responsible for detection of CEs based on 
their complex event definitions and member event 
occurrences. It acts as an event sink for member events of the 
CEs it is responsible for, and it acts as an event source for the 
detected CEs. It catches events and triggers CEs when it 
detects them based on their definition and member events 
occurrences. The CES consists of five components (Fig. 1): 
Complex Event Service Manager, Translator, Ontology, 
Event ontology handler, and Reasoner. Ontology comprises 
event and domain ontologies. It is a passive entity that is 
handled by the Event Ontology Handler and used by the 
Reasoner to infer new information based on the existing 
information in the ontology. It comprises information about 
the domain, about events and event types. An event ontology 
supports one CE type or several related CE types. We say 
that an event ontology is subscribed to all events that are 

members of the CEs that the ontology defines. CES Manager 
is the component that links the CES with its environment by 
receiving member events and triggering detected CEs. It also 
orchestrates the other active components of the CES into a 
complete process. In the remainder of this section we 
describe the event ontologies and domain ontologies. For 
more details about other components of the framework 
please refer to [3]. 

Domain ontologies comprise information about the 
domain where the system is used, for example the electrical 
distribution domain. For creation and maintenance activities 
of the domain ontologies, different generic ontology 
development methodologies that are available can be used.  
The basic structure of an event ontology is defined by the 
base event ontology. Fig. 2 illustrates the base event 
ontology from our previous work. 

 
Figure 2.  Base event ontology v1.0 

In this paper, we propose an improvement of the base 
event ontology by applying to it the aspectual model from 
the field of linguistics. In the next section, we thus introduce 
this model and in Section V, we present the resulting base 
event ontology.  

IV. EVENT TYPES IN THE LITERATURE ON ASPECT 

In 1959, Vendler defined four types of event classes:  
state, accomplishment, activity, and achievement [10]. Later, 
Pustejovsky developed an aspectual model in which he only 
distinguished three main event types [11]:  

 States (S), which are single events evaluated relative 
to no other event (e.g., be sick, love, know),  

 Activities or processes (P), which are sequences of 
events identifying the same semantic expression 
(e.g., run, push, drag), and  

 Transitions (T), which are events identifying a 
semantic expression evaluated relative to its 
opposition (e.g., give, build, open, destroy). 

If we define ET as the event type domain, and E as the 
event domain, then we can represent the Pustejovsky’s 
structural representations of states, processes and transitions 
as illustrated in the following figure: 

 

 
(a) State (S)                        (b) Process (P)                      (c) Transition (T) 

Figure 3.  Structural representations of states, processes and transitions 
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where e, e1,…en E, and E1,E2ET. 
Pustejovsky also defined accomplishments and 

achievements as composite event types and defined their 
structure. Our work is based on Tremblay’s adjustment of 
Pustejovsky’s model: 

 

 
(a) Accomplishment                            (b) Achievement 

Figure 4.  Structural representations of accomplishments and 

achievements 

 In his model, an accomplishment is an event composed 
of a transition from an initial state into the target state, and a 
process that causes the transition. An achievement is an 
event composed of a transition from an initial state into the 
target state (also called achievement without preliminaries). 

V. BASE EVENT ONTOLOGY 

In order to establish an appropriate base event ontology 
that will satisfy the goal of establishing an expressive base 
for semantic definitions of complex events, we applied the 
Tremblay’s adjustment of Pustejovsky’s aspectual model to 
the base event ontology. In order to define events we used 
the concept of a context. In human minds, real-world 
situations are entertained as contexts [10]. A context is the 
situation within which something exists or happens, and that 
can help explain it [9].  

The base event ontology is illustrated in Fig. 5. We 
distinguish between the four categories of events and define 
object properties between the corresponding classes in order 
to refleck the structural relations between different event 
types (Fig. 4). We also define a context element class to 
represent a general element of an ontology which can 
represent different concepts important to describe a situation, 
for example an event context. Object of interest is a class that 
is used as a basis for decision making, for example when 
occurrence of a complex event depends on presence or 
certain state of a specific object. Fig. 4 presents the most 
important classes and properties of the base event ontology. 

Every event ontology imports at least one domain 
ontology, the base event ontology and can import one or 
more other event ontologies. Event ontologies define 
subclasses of the Event class and its subclasses. Necessary 
and sufficient membership conditions have to be defined for 
every complex event, which is represented by the 
ComposedEvent class. Domain and event ontology concepts 
can be used to define these conditions. Thus, the necessary 
and sufficient membership conditions represent the join 
between the domain and the event concepts. In the event 
ontology classes and properties are defined that relate an 
event type to its context.  

VI. CONCLUSIONS AND FURTHER WORK 

The paper presents an event-driven framework that is 
based on ontologies. We focused on the base event ontology, 
which is an important component of the framework. It 
determines the overall structure for every event ontology and 
the way the events will be defined. In this paper, we have 
developed the base event ontology by applying the aspectual 
model from the field of linguistics, which has studied the 
event types for several decades.  

  

 
(a) Base event ontology v2.0 visual representation 
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(b) Base event ontology v2.0 visual representation of context elements 

 

 
(c) Legend for fig. a      (d) Legend for fig. b 

Figure 5.  Base event ontology v2.0 

The presented base event ontology is work in progress. 
We are currently preparing a case study for sales domain. In 
our further work, we will perform several other case studies 
for different business domains to demonstrate the usefulness 
of this ontology in CE definition and, more importantly, 
automatic recognition of different types of CE. 
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Abstract—In today’s surveillance systems, there is a need for
enhancing the situation awareness of an operator. Supporting
the situation assessment process can be done by extending
the system with a module for automatic interpretation of the
observed environment. In this article the information flow
in an intelligent surveillance system is described and the
separation of the real world and the world model, which is
used for the representation of the real world in the system,
is clarified. The focus of this article is on modeling situations
of interest in a human-understandable way and how to infer
them from sensor observations. For the representation in the
system, concepts of objects, scenes, relations, and situations
are introduced. Situations are modeled as nodes in a dynamic
Bayesian network, in which the evidences are based on the
content of the world model. Several methods for inferring
situations of interest are suggested. Following this approach,
even high-level situations of interest can be modeled by using
different abstraction levels. Finally, an example of a situation
of interest in the maritime domain is given.

Keywords-surveillance system; data fusion; situation aware-
ness; situation assessment; probabilistic reasoning.

I. INTRODUCTION

During the operation of complex systems that include
human decision making, the processes of acquiring and
interpreting information from the environment forms the
basis for the state of knowledge of a decision maker. This
mental state is often referred to as situation awareness [1],
whereas the processes to achieve and maintain that state is
referred to as situation assessment. In today’s surveillance
system, the situation assessment process is highly supported
through various heterogeneous sensors and appropriate sig-
nal processing methods for extracting as much information
as possible about the surveyed environment and its elements.
Using these methods is, of course, an essential capability for
every surveillance system in order to be able to observe a
designated area and to detect and track objects inside this
area. The approach of collecting as much sensor data as
possible and extracting as much information as possible from
it is termed bottom-up, or also data-driven processing.

However, this approach is not useful for the situation
awareness of an operator, because his workload in inter-
preting all this information will be too high. The chal-
lenge of intelligent surveillance systems is therefore not
only to collect as much sensor data as possible, but also

to detect and assess complex situations that evolve over
time as an automatic support to an operator’s situation
assessment process, and therefore enhancing his situation
awareness. The approach of defining and presenting only
relevant information about events and activities is termed
top-down processing. However, there is a need for concepts
and methrfid ods supporting higher level situation awareness,
i.e., methods that are able to infer real situations from
observed elements in the environment and to project their
status in the near future.

The paper is structured as follows. In Section II, an
overview of related work is given. As this article follows
the top-down approach, the information flow in an intelligent
surveillance system is highlighted in Section III. In Section
IV, the methods of modeling situations of interest and
inferring their existence are explained. In Section V, an
example in the maritime domain is given.

II. RELATED WORK

Working with heterogeneous sensors, the theories of
multi-sensor data fusion [2] offer a powerful technique for
supporting the situation assessment process. A lot of re-
search has been done in combining object observations com-
ing from different sensors [3], and also in the development of
real-time methods for tracking moving objects [4]. Regard-
ing data fusion in surveillance systems, the object-oriented
world model (OOWM) is an approach to represent relevant
information extracted from sensor signals, fused into a single
comprehensive, dynamic model of the monitored area. It
was developed in [5] and is a data fusion architecture based
on the JDL (Joint Directors of Laboratories) data fusion
process model [6]. Detailed description of the architecture
and an example of an indoor surveillance application has
been published in [7]. The OOWM has also been applied
for wide area maritime surveillance [8].

First ideas of modeling situations in surveillance applica-
tions have been presented in our previous work in [9]. For
the situation assessment process, probabilistic methods like
hidden Markov models can be used, see for example [10].
In [11], Markov random fields are used to model contextual
relationships and maximum a posteriori labeling is used to
infer intentions of observed elements.
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However, most of the methods used for situation assess-
ment are based on machine learning algorithms and they
result in models that humans are not able to understand.
They are also strongly dependend on training data, which
are not always available, especially not for critical situations.
The contribution of this work is the modeling approach
from a top-down perspective, which tries to model situations
from a human perspective, i.e., what an operator wants to
detect, and how to link them to methods for automatic
interpretation.

III. INFORMATION FLOW IN SURVEILLANCE SYSTEMS

In surveillance applications, a spatio-temporal section of
the real world, a so-called world of interest, is considered.
The general information flow for intelligent surveillance
systems is visualized in Figure 1, wherein information
aggregates are represented by boxes, and processes are
represented by circles. The information flow is as follows.

Inference

Sensor 

Data
Learning

Analyzing

Obser-

vation
Plan

Real World

Entities

Knowledge

Concepts

&

Methods

World Model

Representatives

Figure 1. Information flow in a surveillance system represented by
information aggregates (boxes) and processes (circles).

First of all, all elements in the real world are termed
entities. By the term entity, not only physical objects are
meant, as entities can also be non-physical elements in the
real world like relations or the name of a vessel. Thus,
entities can represent observable or unobservable elements.

Sensor systems for observing the real world can be of
extremely heterogeneous types, e.g., video cameras, infrared
cameras, radar equipment, or radio-frequency identification
(RFID) chips. Even human beings can act like a sensor by
observing entities of the real world. Observing the world of
interest with sensors results in sensor data, for example a
radar image or a video stream. Sensor data is then analyzed
by means of knowledge and the resulting information is

transferred to the world model. Analyzing sensor data in-
cludes for example the detection and localization of moving
vessels at sea from a video stream. Knowledge contains all
information that is necessary for analyzing sensor data, for
example specific signal-processing methods and algorithms
used for the detection, localization and tracking of vessels
in video streams.

The world model is a representation of entities in the
world of interest and consists therefore of representatives.
Every representative has a corresponding entity in the real
world. The mapping between entities in the world of in-
terest and representatives in the world model is structure-
preserving and can therefore be interpreted as a homomor-
phism. Specific mappings are defined by concepts and are
part of the knowledge. Concepts are for example used in
the analyzing process by defining how an observed vessel
is represented in the world model. As the world of interest
is highly dynamic and changes over time, the history of
the representatives is also stored in the world model. How-
ever, as mentioned before, some entities can’t be observed
directly. Therefore an inference process is reasoning about
unobservable (and also unobserved) entities by means of
knowledge. A simple inference process is for example to
calculate an object’s velocity from the last and current
position. A more complex inference process would be to
estimate if the intention of an observed vessel is benign
or adversarial. Doing this way, the world model is always
being updated and supplemented with new information by
predefined inference processes.

Summing up, knowledge contains all information for
analyzing sensor data, updating the world model and sup-
plementing it with new information. Concepts are used for
the representation of real-world entities in the world model.
Characteristics of the knowledge are of course extremely de-
pendent on the application domain. Additionally, knowledge
is not static. The content of the world model can be used for
acquiring new knowledge by a learning process, for example
structure or parameter learning in graphical models.

To close the loop of the information flow, the result of
an inference process could also include a plan of how to
act further in the real world. This could be an action plan
for an agent, for example to call the police, or a sensor
management plan, for example a request for more detailed
information from a special sensor.

IV. MODELING AND INFERRING SITUATIONS OF
INTEREST

Two problems are faced in this section: First, several
concepts have to be defined, which means to define how the
real-world entities can be represented in the world model.
Second, the inference process has to be defined, which
means to define how to reason about non-observable entities
like situations or intentions from observed entities.
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Figure 2. The concept of an object and a scene.

A. Concepts of world modeling

In this section, some basic concepts that can easily be
used for the representation of real-world entities are defined.
Addressed concepts here are objects, scenes, attributive re-
lations, and situations. However, the world model can easily
be extended by defining new concepts, e.g., for activities
and events.

The concept of an object is defined as a physical entity of
the real world. Regarding its spatial position, an object can
be mobile, e.g., a vessel, or stationary, e.g., a land border.
An object has several attributes, which can be divided into
properties and states. Properties are time-invariant attributes,
e.g., the length or the name of a vessel. State values can
change over time and are therefore time-variant, e.g., the
position or the velocity of a vessel. As the representation
in the world model also has a memory, which means that
the past states of an object are stored, the complete history
of the observed object is always available. Furthermore,
the representation of an object in the world model does
not only include observed attributes, but also inferred ones.
For example, based on observed positions of a vessel, the
velocity can be inferred. Furthermore, attribute values can be
quantitative or qualitative. For example, the absolute position
and velocity of a vessel are quantitative attributes, and the
attribute value that a vessel is made of wood is a qualitative
one.

The concept of a scene is defined as the set of all observed
and inferred object information at a point in time. A scene
can therefore be interpreted as a time-slice, consisting of
all objects and their attributes. To include the time aspect,
a sequence of scenes can be defined, when the scenes are
considered at several discrete points in time. However, a
scene does not include any type of relations in an explicit
way. This means, that it is for example not explicitly mod-
eled that two vessels are close to each other. But implicitly,
of course, this relation can be inferred by the positions of
the two vessels. The concept of an object and a scene is
visualized in Figure 2.

The configuration space is defined by all possibly oc-
curing objects and their attributes. Thus, a scene, which is

represented in the world model, can be identified by exactly
one point in the configuration space. A sequence of scenes
can be interpreted as a trajectory through the configuration
space defined by a series of points in time.

The concept of attributive relations is defined as a state-
ment about dependencies between at least two different
attribute values of one or more objects. Similar to the
attribute values of an object, relational values can be quan-
titative, e.g., the distance of two objects, or they can be
qualitative, e.g., two objects are close to each other. Mostly,
relational values are inferred, but some can also be observed,
e.g., a measured distance by a laser. A relation can also
exist between representatives of the same object in different
scenes, e.g., the distance an object has covered between the
two scenes.

The concept of a group is defined as set of object repre-
sentatives that have the same values for a specific attribute.
It is therefore a special case of an attributive relation and can
also be interpreted as an equivalence-relation on a specific
attribute value. Examples for groups are vessels that have
the same size or vessels that are all in a certain area.

The concept of a situation is defined as a statement about
a subset of the configuration space, which is either true or
false. A specific situation of interest exists, if its statement
was inferred to be true. Situations are therefore characterized
by qualitative attribute values and their truth is inferred
based on information in the world model. This means that
situations have a higher level of abstraction and the level of
detail included in the quantitative attribute values of objects
and relations is getting lost. The simplest situation is a
statement about qualitative attribute value of an object, e.g.,
that a vessel is made of wood. There are also situations,
which can only be inferred by observing the real world over
a period of time, e.g., the situation that a vessel is taking a
straight course.

But although situations are also characterized by informa-
tion collected over a time-period, they only exist at a special
point in time. Their existence in the next time-point has to
be verified again. However, there are a lot of dependencies
between different situations. First of all, situations can be
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Figure 3. A network of situations, divided into directly and indirectly inferred situations.

inferred from other situations, e.g., if a vessel is heading
in a certain direction and has a lot of peaple on board, the
inferred situation could be that the vessel is carrying refugees
on board. Furthermore, several situations can exist in parallel
or the existence of one situation can exclude the existence
of another situation. Mathematically, a situation at a time t
can be modeled as a binary random variable St, such that

St(ω) =

{
1 if ω is true,
0 if ω is false,

(1)

and ω is the statement of the situation of interest. Then,
we are interested in the probability, that ω is true, and thus
that the situation St exists at time t. We write this existence
probability as P (St = 1), or P (St) in short.

For calculating this probability, the aforementioned depen-
dencies between other situations have to be modeled. The
following two cases can be distinguished:

• Directly inferred situations: the existence probability
P (St) can be inferred directly from the information
content of a scene (or other concepts like relations or
groups)

• Indirectly inferred situations: the existence probability
P (St) depends on the existence probability of other
situations.

This also includes, that the existence probability of an
indirectly inferred situation in future can for example be
supported by the earlier existence of the situation itself,
and the existence probability of a directly inferred situation
cannot be supported over time. This concept of a network
of situations is visualized in Figure 3.

B. Inferring Situations of Interest

Due to this modeling, the network of situations can be
interpreted as a probabilistic graphical model, namely a
Dynamic Bayesian network (DBN). In a simple Bayesian
network, the basic idea is to decompose the joint probability
of various random variables into a factorized form. Random
variables are depicted as nodes and conditional probabilities

as directed edges. The joint probability can then be factor-
ized as

P (X1, . . . , Xn) =

n∏
i=1

P (Xi|Pa(Xi)), (2)

where Pa(Xi) is the set of parents of the node Xi. If
Pa(Xi) is an empty set, then Xi is a root node and
P (Xi|Pa(Xi)) = P (Xi) denotes its prior probability.

A DBN [4] is defined as a pair (B0, 2TBN), where
• B0 defines the prior distribution P (X0) over the set

X0 of random variables, and
• 2TBN defines a Bayesian network over two time slices

with

P (Xt|Xt−1) =

n∏
i=1

P (Xi
t |Pa(Xi

t)), (3)

where Xi
t is a node at time slice t and Pa(Xi

t) is the
set of parent nodes, which can be in the time slice t or
in the time slice t− 1.

Note that in the definition of a 2TBN , Pa(Xi
t) is never

empty, i.e., every node in time slice t has at least one parent
node and therefore the left side of equation (2) differs from
the left side of equation (3). An example of a 2TBN with
3 nodes in each time slice is shown in Figure 4. The joint
probability distribution of a DBN can then be formulated as

P (X0:T ) = P (X0) ·
T∏

t=1

n∏
i=1

P (Xi
t |Pa(Xi

t)). (4)

As we want to model a network of situations by a DBN,
the structure of the network has to fulfill the following
assumptions:

• Stationarity: the dependencies within a time slice t and
the dependencies between the time slices t − 1 and t
do not depend on t.

• 1st order Markov assumption: the parents of a node are
in the same time slice or in the previous time slice.
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Figure 4. A example of a 2TBN defining dependencies between two
time slices and dependencies between nodes in time slice t. Note that a
2TBN does not define the dependencies between nodes in time slice t−1.

• Temporal evolution: dependencies between two time
slices are only allowed forward in time, i.e., from past
to future.

• Time slice structure: The structure of one time slice is
a simple Bayesian network, i.e., without cycles.

For modeling the situational network, the set of situations
are divided into the set of directly inferable situations E
and the set of indirectly inferable situations S, as described
above. The state transition between two time slices satisfies
the Markov assumption

P (St|S0:t−1) = P (St|St−1), (5)

and the dependencies between the directly and indirectly
inferred situations is defined as

P (Et|S0:t, E0:t−1) = P (Et|St). (6)

Due to this dependency, it is assumed that the values of the
directly inferred situations are only dependent on the values
of the indirectly inferred situations. The joint probability can
then be calculated recursively by

P (S0:T , E1:T ) = P (S0) ·
T∏

t=1

P (St|St−1)P (Et|St). (7)

By modeling the network of situations in this way, the
following inference calculations are possible:

• Filtering: P (St|E1:t) gives a solution to the existence
probability of a set of situations S at the current time,

• Prediction: P (St+k|E1:t) (with k > 0) gives a solution
to the existence probability of a set of situations S in
the (near) future,

• Smoothing: P (Sk|E1:t) (with 0 < k < t) gives a so-
lution to the existence probability of a set of situations
S in the past,

• Most likely explanation: argmaxS1:t
P (S1:t|E1:t) gives

a solution to the most likely sequence of situations S1:t.
Due to this modeling, the existence probability of a set of

indirectly inferable situations can be calculated in a recursive
way at each point in time. A situation is represented in the
world model, if the corresponding existence probability is

larger than an instantiation-threshold. If the existence prob-
ability in the next time step is below a deletion-threshold, it
is assumed that the situation doesn’t exist any longer and its
representation is removed from the world model. This way,
it is tried to keep an up-to-date representation of the existing
situations of the real world.

V. APPLICATION SCENARIO IN THE MARITIME DOMAIN

For a representation of the world model, the OOWM-
system as described in [8] was adapted to the maritime
domain. The graphical user interface of the OOWM is
depicted in Figure 5. It shows observed vessels at the
Mediterranean Sea between the African coast and the island
of Lampedusa. Sensor observations are simulated in the
system, but they are assumed to be generated by coastal
radar systems or signals from the automatic identification
system (AIS). In Figure 5, an observed vessel is selected
and its observed attributes can be seen on the left side of the
user interface. These are exactly the attributes that are stored
in the world model and are used for inferring situations of
interest.

Figure 5. The OOWM system applied to the maritime domain

In the Mediterranian Sea, a situation of interest is the
detection of vessels that carry refugees on board. Based on
various statements by maritime experts, these vessels have
the following (observable) characteristics: They start from
the African coast (Tunisia or Libya), are heading towards
Lampedusa, take a direct course, and don’t send any AIS-
Signal for identification. They are either wooden boats or
motor-boats, where the wooden boats are slower and smaller
than the motor-boats, and the motorboats often go the border,
put the refugees into the water and make an emergency call.

An example of a dynamic Bayesian network representing
the 3 situations of interest that an observed vessel is a
refugee vessel, a wooden vessel, or a motor-vessel is shown
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Figure 6. Dynamic Bayesian Network with 3 situations of interest (colored
in orange). Temporal arcs over one time slice are marked with a “1” and
colored in red.

in Figure 6. The 3 temporal arcs are pointing to the situations
of interest themselves, respectively. The resulting existence
probabilities (calculated by filtering) for the root node sit-
uation (refugee vessel) over 3 time steps are visualized in
Figure 7. It can clearly be seen that due to the evidence that
has been collected over time, the existence probability of
this situation is increasing over time.

Figure 7. Resulting existence probabilities for the situation that an
observed vessel is carrying refugees on board.

The challenges of designing the situational network are to
model the structure and to determine the parameters, i.e., the
conditional probabilities. Finally, the resulting probabilities
for different configurations have to be interpreted (e.g.,
for the specification of the instantiation- and the deletion-
threshold), which is often not straightforward.

VI. CONCLUSION AND FUTURE WORK

In this article the information flow in an intelligent
surveillance system was highlighted and it was described
how situations of interest in surveillance applications can be
modeled by concepts. For modeling a network of situations,
the framework of dynamic Bayesian networks is suggested,
in which the values of the directly inferable nodes are based
on the content of the world model. This modeling fulfills the
requirements resulting from the definition of situations and
allows the application of efficient inference methods. An
example of a situation of interest in the maritime domain
was given. By extending the surveillance system with such
a module for automatic interpretation of the observed envi-
ronment it is able to support the situation assessment process
of an operator and thus enhances his situation awareness.

Future work includes an experimental evaluation of the
proposed method and an investigation on supporting the
human operator in designing a situational network without
having a detailed knowledge of the underlying method. Also
the real-time capability of the proposed method when using
a large amount of data has to be investigated.

ACKNOWLEDGMENT

This research is partially supported by the EU-FP7-Project
WIMA2S (Wide Maritime Area Airborne Surveillance), see
http://www.wimaas.eu (last access: 11.12.2011).

REFERENCES

[1] M. R. Endsley, “Towards a theory of situation awareness in
dynamic systems,” Human Factors, vol. 37, no. 11, pp. 32–64,
1995.

[2] D. L. Hall and S. A. H. McMullen, Mathematical Techniques
in Multisensor Data Fusion. Artech House, Inc., 2004.

[3] M. Baum, I. Gheta, A. Belkin, J. Beyerer, and U. D.
Hanebeck, “Data association in a world model for au-
tonomous systems,” in Proc. of the 2010 IEEE International
Conference on Multisensor Fusion and Integration for Intel-
ligent Systems (MFI 2010), 2010, pp. 187–192.

[4] A. Dore, M. Soto, and C. S. Regazzoni, “Bayesian tracking
for video analytics: An overview,” IEEE Signal processing
magazine, vol. 27, no. 5, pp. 46–55, 2010.

[5] A. Bauer, T. Emter, H. Vagts, and J. Beyerer, “Object oriented
world model for surveillance systems,” in Future Security: 4th
Security Research Conference. Fraunhofer Press, 2009, pp.
339–345.

[6] A. N. Steinberg, C. L. Bowman, and F. E. White, “Revisions
to the JDL data fusion model,” in Sensor Fusion: Architec-
tures, Algorithms, and Applications, Proceedings of the SPIE
Vol. 3719, 1999, pp. 430–441.

[7] J. Moßgraber, F. Reinert, and H. Vagts, “An architecture for
a task-oriented surveillance system: A service- and event-
based approach,” in Fifth International Conference on Systems
(ICONS 2010), 2010, pp. 146–151.

[8] Y. Fischer and A. Bauer, “Object-oriented sensor data fusion
for wide maritime surveillance,” in 2nd International Confer-
ence on Waterside Security,IEEE,(WSS 2010), 2010, pp. 1–6.

[9] Y. Fischer, A. Bauer, and J. Beyerer, “A conceptual framework
for automatic situation assessment,” in IEEE First Interna-
tional Multi-Disciplinary Conference on Cognitive Methods
in Situation Awareness and Decision Support (CogSIMA
2011), 2011, pp. 234–239.

[10] D. Meyer-Delius, C. Plageman, and W. Burgard, “Probabilis-
tic situation recognition for vehicular traffic scenarios,” in
Proceedings of the 2009 IEEE International Conference on
Robotics and Automation, 2009, pp. 459–464.

[11] R. Glinton, J. Giampapa, and K. Sycara, “A markov random
field model of context for high-level information fusion,” in
9th International Conference on Information Fusion, 2006,
pp. 1–8.

48Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-184-7

ICONS 2012 : The Seventh International Conference on Systems

                           59 / 239



 

 

Designing a Fault-Tolerant Satellite System in SystemC 

Kashif Javed 
Department of Information Technologies 

Abo Akademi University 
Turku, FIN-20520, Finland 

Kashif.Javed@abo.fi 
  

Elena Troubitsyna 
Department of Information Technologies 

Abo Akademi University 
Turku, FIN-20520, Finland 
Elena.Troubitsyna@abo.fi 

 
 

Abstract—Designing fault-tolerant satellite systems is a 
challenging engineering task. Often behavior of satellite 
systems is structured using notion of modes.  Ensuring 
correctness of mode transitions is vital for guaranteeing safe 
and fault-tolerant functioning of a satellite. In this paper, we 
propose an approach to designing fault-tolerant satellite 
systems in SystemC. We demonstrate how to develop Attitude 
and Orbit Control System in SystemC and verify its 
correctness via model checking.   

Keywords-component; Fault-Tolerance; Mode-Rich Systems; 
Design; Verification 

I.  INTRODUCTION 
Designing a system controlling a spacecraft is a 

challenging engineering task. The system should satisfy a 
large number of diverse functional and non-functional 
requirements. In particular, the designers should aim at 
building a fault-tolerant system, i.e., the system that should 
cope with faults of various system components. Often 
behavior of satellite systems is structured using the notion 
of modes – mutually exclusive sets of system behavior. 
Fault-tolerance is achieved by putting the system to some 
downgraded mode when an error occurs. In this paper, we 
consider an Attitude and Orbit Control System (AOCS) – a 
generic subsystem of a spacecraft [1]. We demonstrate how 
to achieve fault-tolerance via backward mode transitions. 

AOCS is a complex control system consisting of several 
components. To ensure correctness of mode transition, we 
need to guarantee that all components reach a certain state. 
Moreover, when a component fails we need to guarantee 
that all other components make an appropriate backward 
transition.  

In this paper, we propose an approach for designing 
more-rich system in SystemC programming language. We 
propose an algorithm defining mode-transition scheme of 
AOCS. To confirm correctness of our algorithm, we have 
converted it into Promela [6,7] and the results have been 
verified using SPIN model checker [7,8]. 

Section II presents architecture of the system. Unit 
branch state and state transitions have been explained in 
Section III and the controller phases & phase transitions of 
the AOCS are described in Section IV. Mode transitions and 
fault-tolerance procedures for correct functioning of the 
satellite under faulty conditions are illustrated in Sections V 
and VI respectively.  Section VII explains verification of the 

implemented system and the paper is summarized in Section 
VIII besides giving direction for the future work.  

 

II. ARCHITECTURE 
The main purpose of AOCS is to control attitude and 

orbit [1] of a satellite. AOCS consists of a number of 
components -- AOCS Manager, FDIR (Failure Detection, 
Isolation and Recovery) Manager, Mode Manager and Unit 
Manager. The AOCS manager plays key role while dealing 
with the processing of sensor data, managing actuator 
movements relating to the units of Reaction Wheel (RW) 
and Thruster (THR) and doing computation for various 
controls. The responsibility of FDIR is to timely deal with 
such tasks as failure detection, isolation and recovery. Mode 
transitions are handled by the Mode Manager whereas the 
Unit Manager deals with unit reconfigurations and unit level 
state transitions [2,3]. Mode and Unit Manager 
Architectures are further elaborated in the following 
paragraphs. 

A. Mode Manager 
The responsibilities of mode include checking of mode 

transition preconditions, execution of mode transitions, 
management of controller phases and partially management 
of related units. There are six different types of controlled 
modes (i.e. Off, Standby, Safe, Nominal, Preparation and 
Science) in the mode manager and each mode has its own 
well-defined unique function. A brief summary of these 
modes is given below: 

1) Off Mode: The satellite is immediately switched in 
the off mode as soon as the AOCS software booting is 
completed from the central data management unit.  

2) Standby Mode: It is important to check and ensure 
successful separation of the spacecraft from the launcher 
and this work is continuously monitored and completed by 
the software process during the standby mode. 

3) Safe Mode: Satellite enters this mode when the 
separation from the launcher is done.  As soon as the system 
is in the safe mode, the relevant portions of Earth Sensor 
(ES), RW (Reaction Wheel) and Sun Sensor (SS) are 
switched to on state, the coarse pointing controller goes in 
the running phase and fine pointing controller is put in the 
idle phase. Initially the satellite acquires a stable attitude 
and then it achieves the coarse pointing. 
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4) Nominal Mode: When a mode transitions to nominal, 
the coarse pointing controller becomes idle and the fine 
pointing controller is set to the running phase. The selected 
branches of RW, Star Tracker (STR) and THR are switched 
to on state. In this mode, the satellite utilizes fine pointing 
control so that the Payload Instrument (PLI) in the AOCS is 
properly used for measurements.  

5) Preparation Mode: The moment the mode is 
transitioned to the preparation, the concerned portion of 
Global Positioning System (GPS) is set to fine state, the 
relevant branch of PLI is switched to standby state and 
needed processes of RW, STR and THR go to on state. 
Thus, this mode ensures that the fine pointing control is 
reached and PLI gets ready for fulfilling its required tasks.  

6) Science Mode: In science  mode,  the selected branch 
of GPS remains in the fine state, the concerned branch of 
PLI goes in the science state and the relevant parts of RW, 
STR and THR maintain their on state. Therefore, the PLI in 
this mode is ready to perform the tasks for which it has been 
designed. It stays in this mode till the completion of planned 
tasks. 

B. Unit Manager 
The AOCS consists of seven different units and internal 

state changes in these units are controlled by the unit 
manager.  Mode manager controls the components of unit 
manager. Seven different controlled units are ES, SS, STR, 
GPS, RW, THR and PLI.  Their brief description is as 
under: 

1)  ES is a device that measures the direction to the 
earth in the sensor’s field of view. ES’s internal state is 
either on and off. 

2) SS is a tool to measure the direction to the sun in the 
sensor’s field of view. It is also in the on or off state. 

3) STR is an optical device that measures the position of 
stars in its field of view and performs pattern recognition on 
these stars in order to identify the portion of the sky at 
which it is looking. Two possible STR’s operational states 
are on and off. 

4) GPS is a sophisticated gadget that receives readings 
related to the satellite position and makes calculations to 
determine satellite’s attitude. Two possible states of GPS 
operation are coarse navigation and fine navigation. 

5) RW is a rotating wheel which is essentially required 
in order to apply the required torque to the satellite. It is 
achieved by accelerating or breaking the wheel. RW’s state 
can be either on or off. 

6) THR is a position actuator that is used to force the 
satellite to change its position and its orbit by emitting gas. 
It can also be in either on or off state. 

7) The PLI is an instrument which provides required 
measurements pertaining to the specific mission. It can 
operate in standby or science state. 

III. UNIT BRANCH STATE AND STATE TRANSITIONS 
Every unit is implemented as a pair of identical devices 

to maintain the nominal branch and the redundant branch. 
For each unit, one and only one branch is selected at a time. 
Every selected branch is in on state and its status is locked. 
In other words, a branch in the off state is always allocated 
an unlocked status. 

In total, there are six states of unit components (i.e. on, off, 
coarse, fine, standby and science). Whenever an unit state 
goes from off to on, the powering takes place. Similarly, 
when the unit switches from on to off state, un-powering 
takes place. Powering and un-Powering are associated with 
the states and state transitions of a branch of ES, SS, STR, 
RW or THR. Occurrence of such states and state transitions 
is shown in Figure 1. For the GPS unit, unit state goes from 
off to coarse state and coarse to fine state, then powering 
and upgrading is carried out respectively. In case of fine to 
off state transition, first downgrading is performed then un-
powering is done. States and State Transitions of a Branch 
of GPS are depicted in Figure 2. 
 

 
 

Figure 1:  States and State Transitions of a Branch of ES, 
SS, RW, STR or THR [1] 

 
In case of PLI unit, when the unit state goes from off to 
standby and from standby to science state, then powering 
and upgrading is achieved respectively. In case of science to 
off state transition, first downgrading occurs and then un-
powering takes place. Figure 3 demonstrates states and their 
transitions of a branch of PLI.  

 

 
 

Figure 2:States and State Transitions of a Branch of GPS [1] 
 

 
 

Figure 3:  States and State Transitions of a Branch of PLI [1] 
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State transitions are very fast to accommodate time 
constrains for real-time satellite operations. Hence, any state 
transition to powering, un-powering, upgrading or 
downgrading takes less than one AOCS cycle. However, 
every state transition to off takes minimum three and 
maximum four AOCS cycles. Any state transition to on, 
coarse, fine, standby or science has a success condition if 
the transition gets completed during the first AOCS cycle 
when the condition is observed to hold. However, any state 
transition to on, coarse, fine, standby or science is 
overridden if the associated success condition is not 
observed to hold within a predefined number of AOCS 
cycles from start of the transition. 

IV. CONTROLLER PHASES AND PHASE TRANSITIONS 
The AOCS has two controllers -- Coarse Pointing 

Controller (CPC) and Fine Pointing Controller (FPC). The 
main objective of these two controllers is to direct the line 
of sight with a specified coarse accuracy and fine accuracy 
respectively. It is an essential requirement and must be met 
within given time limits. The following rules have to be 
observed during the controller phase transitions when a 
certain operational mode is reached: 

1) Both controllers go to idle phase when the mode 
transition is set to off or standby state. 

2)  When the mode transition is switched to safe state, 
the CPC enters the running phase and the FPC remains in 
the idle phase. 

3) When the mode transition shifts to nominal, 
preparation or science, the CPC goes in the idle phase and 
the FPC moves in the running phase. 
 

Only one controller can be in non-idle phase at any point of 
time. When a controller phase has to switch from idle to 
running, first of all it is set to preparing. After predefined 
number of AOCS cycles, the controller is set to ready phase. 
Finally, the phase of controller is shifted to running as 
indicated in Figure 4. It can also be noticed that the 
controller can directly move to the idle phase from any of 
the other three phases (preparing, ready and running). 

 
Figure 4: Phases and Phase Transitions of a Controller [1] 

V. MODE TRANSITIONS 
The following rules are imposed on mode transitions in 

order to ensure correct satellite function in nominal (fault-
free) and faulty conditions: 

1) When a mode transition to off or standby is 
completed, it is ensured that every branch in every unit is 
put in the off state. 

2) On reaching to the safe mode, the selected branches 
of ES, RW and SS are set in the on state and all other 
branches pertaining to different units go to the off state. 

3) In case of a transition to the nominal mode, the 
selected branch of GPS is turned in the coarse state, the 
concerned branches of RW, STR and THR are set to on 
state, and remaining every branch in every unit is put in the 
off state. 

4) Completion of a mode transition to preparation 
ensures that the relevant branch of GPS is in the fine state, 
the chosen branch of PLI is in the standby state, the selected 
parts of RW, STR and THR are in the on state, and rest 
every branch in every unit is in the off state. 

5) A mode transition to science requires that the needed 
branch of GPS is in the fine state, the selected branch of PLI 
is in the science state, the concerned branches of RW, STR 
and THR are in the on state, and all other branches 
pertaining to different units remain in the off state. 
 

VI. FAULT TOLERANCE 
Fault-tolerance should guarantee that the system 

continues to operate in predictable way even in case of 
failure of any of its components. Recovery from errors in 
fault-tolerant systems can be characterized as either roll 
forward or roll back. Forward error recovery aims at 
bringing the system to a new error-free state. Backward 
error recovery rolls back the system to some previous state 
before an error occurrence. In mode-rich systems, the 
backward error recovery is achieved via backward mode 
transition, i.e., mode downgrading. The mode down-
gradation depends on various errors, which are explained 
below: 

A. Branch State Transition Errors 
A branch state transition error means that when some unit 

transitions to on state, the mode coarse, fine, standby or 
science gets overridden due to timeout condition. Because 
operation and state transition delays have to be avoided, we 
should time each mode transition. If a step of transition is not 
completed within a specified time limit, timeout signal is 
generated to get into a safe condition. The important error 
checks concerning to the branch state transitions are: 

 
1) A branch state transition error on the redundant 

branch of ES, RW or SS causes a mode transition to off. 
2) A mode transition to safe takes place when there is a 

branch state transition error on the redundant branch of 
GPS, STR or THR and there is no branch state transition 
error on the redundant branches of ES, RW and SS. 

3) When a  branch state transition error on the redundant 
branch of PLI occurs, it results into a mode transition to 
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nominal provided that there is no branch state transition 
error on the redundant branches of ES, SS, GPS, RW, STR 
and THR. 

B. Phase Transition Errors 
A phase transition error or an attitude error may arise 

during the computations done by the selected controller. An 
attitude error is generated when there is a problem in the 
execution of an AOCS algorithm. It means that an error 
occurs only when one of the two controllers (i.e. CPC and 
FPC) is in the running phase. The key factors relating to the 
attitude errors are: 

1) If the current mode is safe, then a non-ignored 
attitude error causes a transition to the off mode. 

2) In case the existing mode is nominal and a non-
ignored attitude error occurs, a mode transition to safe takes 
place. 

3) A mode transition to nominal takes place when the 
current mode is preparation and a non-ignored attitude error 
is generated. 

4) The generation of a non-ignored attitude error moves 
the mode transition to preparation with the condition that the 
existing mode is science. 

C. Unit Reconfiguration 
Each logical unit consists of two hardware units known 

as nominal and redundant. Initially, the nominal unit works 
in the active role and provides all the necessary support for 
normal operation of the system. The redundant unit serves 
as a backup resource. When an error is detected in the 
nominal unit, it becomes “reconfigured”. It means that the 
nominal unit is switched off and the redundant unit takes 
over the operational tasks. 

The important errors that take place during the unit 
reconfiguration are: 

1) A branch state transition error on the nominal branch 
of ES, SS or RW causes a reconfiguration of the unit if there 
is no branch state transition error on the redundant branches 
of ES, SS and RW. 

2) A branch state transition error on the nominal branch 
of GPS, STR, THR or PLI causes a reconfiguration of the 
unit if there is no branch state transition error on the 
redundant branches of ES, SS, GPS, RW, STR and THR. 

 
  Figure 6 shows detailed flow chart of the implemented 

system.  

VII. VERIFICATION 
We have implemented mode-transition algorithm in 

SystemC language. The SystemC Verification Standard 
provides API for transaction based verification, constrained 
and weighted randomization, exception handling, and other 
verification tasks [4,5]. SystemC supports the use of special 
data types which are often used by the hardware engineers. 
It comes with a strong simulation kernel to enable the 

designers to write good test benches for easy and speedy 
simulation. It is extremely important because the functional 
verification at the system level saves a lot of money and 
time. 

The system architecture that is implemented in SystemC 
is verified in the SPIN model checker. SPIN [6,7,8] is often 
used to verify behavior of distributed and parallel systems. 
PROMELA (PROcess MEta LAnguage) is a high level 
language which is widely used to specify systems 
descriptions and is fully supported by SPIN for the purpose 
of verification of software-based applications. SPIN 
PROMELA is used to carry out detailed testing and 
verification of design and architecture of various systems. 

The simplified system architecture for AOCS is shown in 
Figure 5. 

 
 

Figure 5: System Architecture [1] 
 

An example of an interfaces between the FDIR Manager, 
Mode Manager and Unit Manager shown in Figure 5 are 
given below. 

When failure occurs in the system, FDIR detects the 
error and issues the requests of mode transition, and then 
Mode Manager is responsible for mode transitions to the 
downgraded mode on the basis of error type. The following 
part of the code represents the Interface I scenario for 
Science Mode. 

if (Mode==F) // Mode F: Science Mode  
{ if (ES==off && SS==off && GPS==fine && STR==on && 

RW==on && THR==on && PLI==science && CPC==idle 
&& FPC==run)  
{/* The associated code describes that the conditions are valid 
for Science Mode. The current mode is Science. */} 
else if ((ES!=off || SS!=off || RW!=on) && STR==on && 
GPS==fine && THR==on && PLI==science && CPC==idle 
&& FPC==run)  
{/* The associated code describes that the conditions are not 
valid for Science Mode as error occurs on the unit branch of ES, 
SS or RW. It causes the mode transition to Off Mode. */} 
else if ((GPS!=fine || STR!=on || THR!=on) && ES==off && 
SS==off && RW==on && PLI==science && CPC==idle && 
FPC==run)  
{/* The associated code describes that the conditions are not 
valid for Science Mode as error occurs on the unit branch of 
GPS, STR or THR. It causes the mode transition to Safe Mode. 
*/} 
else if (ES==off && SS==off && GPS==fine && STR==on 
&& RW==on && THR==on && PLI!=science && CPC==idle 
&& FPC==run)  
{/* The associated code describes that the conditions are not 
valid for Science Mode as error occurs on the unit branch of 
PLI. It causes the mode transition to Nominal Mode. */} 
else if (ES==off && SS==off && GPS==fine && STR==on 
&& RW==on && THR==on && PLI==science && 
(CPC!=idle || FPC!=run))  
{/* The associated code describes that the conditions are not 
valid for Science Mode as error occurs in the phase of Coarse or 
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Fine Pointing Controller. It causes the mode transition to 
Preparation Mode. */} 
else  
{/* The associated code describes that no transitions take place. 
*/ } } 

else  
{/* The associated code describes that it is an invalid mode. Program is 

terminated.*/} 
The SPIN’s verification model successfully checks all the 

global mode transitions and the fault-tolerance of the system 
architecture.  We have successfully verified forward and 
backward mode transitions and ensured correctness of 
global mode transitions with respect to component states.  

VIII. CONCLUSIONS AND FUTURE WORK 
In this paper, we have proposed an approach to 

designing fault tolerant mode-rich control systems. Our 
work aimed at demonstrating how to design satellite control 
system in SystemC and verify correctness using model 
checking. Our approach has been demonstrated by the 
design of Attitude and Orbit Control System – a generic 
subsystem of spacecrafts. 

  The proposed system has been implemented in 
SystemC language as it is being used as a defacto 
verification standard in embedded systems. SystemC 
specification was easily aligned with Promela which works 
as the input language to SPIN for model checking and 
verification.  

We have presented the design of the system and 
verification steps pertaining to unit branch transition errors, 
controller phase transition errors and unit reconfiguration. 

 Our work complements research done on formal 
modeling of mode-rich satellite systems. The formal 
modeling undertaken in [9,10] aimed at enabling proof-
based verification of mode-rich systems modeled in Event-
B. In [11] the authors perform failure modes and effect 
analysis of each particular mode transition to systematically 
design mode transition scheme. Our work aims at building a 
gap between formal specification and code. This motivated 
our choice of SystemC as a design language and model-
checking based verification. 

As a future work, we are planning to investigate design 
and verification of decentralized mode-rich systems. In 
particular, we will study how to ensure correctness of mode 
transitions as a result of negotiation between several mode 
managers.  
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Abstract—In recent years, a hype about “agile” software
development has been growing. So, there may be some temp-
tation to simply transfer such approaches to general systems
development, for system including hardware. It is important to
understand, however, that a core idea behind agile software
approaches is iterative and incremental development (IID),
actually an old and proven idea. Unfortunately, increments
especially in rapid iterations face inherent limitations in hard-
ware development. So, we claim that agile development for
general systems involving hardware is much more difficult to
achieve than what current folklore may assume. In order to
address this issue, we constructively propose a development
life cycle for general systems that takes these limitations into
account. It distinguishes between iterations with major, minor
and with almost no increments, in order to include hardware
development realistically in IID. In this way, some of the
promises of agile approaches may be kept in general systems
development, whether it is called “agile” or not.

Keywords-Agile development; iterative and incremental de-
velopment; development life cycle

I. INTRODUCTION

It is important to distinguish between Agile Systems engi-
neering and agile Systems Engineering [1]. The former deals
with systems that are flexible, reconfigurable, extensible,
scalable, etc. The latter focuses on flexibility and speed in
the process of conceiving, designing and implementing sys-
tems. It is about the ability of the process to respond to new
requirements and information during system development.

In this latter spirit, actually software development ap-
proaches have become popular recently around the notion
of “agility”, where the most popular today is Scrum [2].
A major core idea of these approaches is iterative and
incremental development (IID), which is actually an old and
proven idea.

So, how about “agile” systems development? Is it possible
to transfer such approaches directly from software to general
systems development? Can hardware involved in such sys-
tems be developed incrementally in the same rapid iterations
as software?

We try to answer these questions in this paper in the
following manner. First, we sketch related work on this sub-
ject. Then we argue about inherent difficulties arising with
hardware increments, which cause issues in agile systems

development. Finally, we propose an IID life cycle that takes
these limitations with hardware increments into account.

II. RELATED WORK

Research in agile systems engineering is still in its
infancy, and most of the work investigates the potential
utilization of agile approaches in general, or just emphasizes
a need for such approaches.

By performing a series of interviews with industry rep-
resentatives, Stelzmann [3] investigated under which con-
ditions agile Systems Engineering could be used for the
development of systems that have a major hardware portion.
His results suggest that manufacturing, prototyping and
testing of hardware is expensive and takes a lot of time,
and implementing changes is hard. For these reasons, his
interviewees did not apply agile development for hardware.
However, his results also indicate that there is a strong need
for more agility in systems engineering, in particular due
to dynamic business environments. The industry representa-
tives also claim that agile approaches would better support
innovative products as well as complex systems that require
more prototyping.

Development of a software-intensive system contains
three important aspects according to [4]: business, system,
and software. The business aspect is responsible for the
economic and operational characteristics of the system in-
cluding contracting, funding, operational requirements, and
overall system delivery structure. The system aspect is re-
sponsible for the overall technical and technical management
aspects of the system, and the software aspect deals with
the software in the system. These authors state that, while
some agile approaches have been introduced and executed
for business and software aspects, there is a lack of such
approaches for the system aspect. We agree with this ob-
servation, and claim that caution is needed in transferring
these approaches to the engineering of general systems. In
addition, these authors argue for development of an agile
systems engineering framework but do not give any concrete
details how such a framework would look like.

Haberfellner and de Weck [1] propose “Piecemeal En-
gineering” for the agile adaptation of existing, modular
systems. They propose, e.g., to introduce new modules into
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already existing systems first, and to use such modules for
new systems afterwards. Another approach for more agility
proposed in the same paper is “Set-Based-Design”. Here,
designers should work on a set of design alternatives in
parallel, and the final design emerges over a sequence of
steps (the “best” solution “wins”). However, they do not give
any information about how such steps (iterations) should be
organized and do not particularly address the specifics of
software versus hardware development.

Taxen and Pettersson [5] present Integration Driven De-
velopment to combine plan-driven, incremental development
with agile methods. They define “deltas”, which are the
incremental system’s changes. This approach consists of
rigorous planning, but agile realization of such deltas. They
propose that such deltas should be implemented in a short
time frame (e.g., a couple of weeks), and that this imple-
mentation results always in a new working version of the
system. It seems, however, that also these authors focus only
on software systems (even though large ones) and do not
specify how to deal with hardware.

III. INHERENT DIFFICULTIES WITH HARDWARE
INCREMENTS

Since in our view inherent difficulties with hardware
increments pose a key issue for agile systems development,
let us briefly sketch them.

First, it is important to understand the difference between
iterations and increments in IID. Iterations mean repetitions
in the process, whether they involve increments or not.
Increments mean extensions of the (software) system in
(small) portions.

Such iterations involving increments are at the core of
current agile approaches to software development, in partic-
ular relatively short iterations. For instance, Scrum involves
rapid iterations (with continuous customer input along the
way), no longer than one month and usually more than one
week.

However, certain inherent properties of hardware de-
velopment constrain the development of increments. Such
properties are, for example, that mechanical parts usually
have to be fully built before they can be used in the
system, and cabling, which usually has to be done at once
for all planned subsystems. This, in turn, requires a final
design and a manufactured frame or cover upfront. Further,
these properties require a completed design of most of
the components before building them. For example, it is
necessary to have a good estimate of the power consumption
of all electrical parts to be able to specify the required
batteries and, in turn, their dimensions.

In general, hardware cannot be built in the timeframe of,
e.g., a Scrum iteration. In contrast to software, evolutionary
prototyping is usually not possible, since the flexibility
required for hardware prototyping is too expensive for
production.

Therefore, it is not really possibly to simply apply a
current approach to agile software development for the
development of general systems involving hardware.

IV. A LIFE CYCLE MODEL INCLUDING HARDWARE
INCREMENTS

For agile systems development, we present a life cycle
model for systems engineering as illustrated in Figure 1 (we
started our work in the context of a prototypical shopping
robot [6]). This life cycle model emphasizes the different
character of software and hardware development within
systems development and recommends what should happen
in a controlled development of general systems containing
software and hardware. It is iterative and incremental but
takes the differences between increments in software and
hardware into account.

Although iterations are not necessarily tied to the in-
crements (e.g., the iterations could only improve or polish
existing features and not add something new), we focus only
on the iterations that are related to increments and implement
additional features.

We distinguish between planned features and new fea-
tures. Planned features are typically already agreed between
stakeholders and prioritized for implementation. New fea-
tures typically arise from new stakeholder wishes caused by
the feedback from the system’s users. They are prioritized
together with the remaining planned features.

We also distinguish between three types of iterations by
the “grade” of the associated increment: iterations with
major, minor, and almost no increments. Iterations with
major increments are only possible in software as well as for
the complete system when next product releases are planned.
Iterations with minor, and almost no increments are typical
for hardware development.

Let us now give some more process details about the
life cycle model as illustrated in Figure 1. It starts with
Elicitation of Stakeholder Wishes as a basis of System
Requirements Engineering. Defined requirements serve as
input for System Architecting, where the overall system
architecture is developed. This activity includes also analysis
of possible architectural patterns and variants, design space
exploration, architectural constraints, etc. We have studied
iterations between System Requirements Engineering and
System Architecting before [7].

The System Decomposition activity focuses on the break-
down of the system into subsystems and allocation of the
planned functionality to the subsystems. Such subsystems
typically contain both software and hardware, and can
be more or less complex. Depending on their complex-
ity, they may be further decomposed recursively. Finally,
each of these subsystems may be further decomposed into
software and hardware, which are separately developed in
Software Development and Hardware Development activities.
Although the allocation of functionality to software and/or
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Figure 1. Life Cycle Model for Agile Systems Development

hardware might seem trivial at first (e.g., computations are
done in software and movement is performed by drive trains
and wheels), this allocation can be challenging. For exam-
ple, image processing could be done in software but also
in (programmable) hardware, and sophisticated techniques
could be applied to find a good allocation.

The system architecture and its style, the separation into
subsystems and allocation of functionality to hardware or
software already define some limitations on increments.
When considering software, e.g., the addition of increments
in plug-in or component-based architectures is much easier
than in a model-view-controller architecture.

The Software Development process might go through
many iterations consisting of Software Design and Imple-
mentation & Testing activities with major increments. The
number and size of increments depends mainly on the choice
of the software development method. Using a rapid appli-
cation development process results in more iterations and
smaller increments than software development based on the
Unified Process. Figure 1 expresses the possibility to include
iterations with major increments in the software development
process by the double line going from Implementation & Test-

ing back to Software Design. This part of the development
may well be a form of evolutionary prototyping. Especially
when fast innovation is crucial, evolutionary prototyping can
be useful for software development.

Electro-mechanical products are usually more limiting in
regard to incremental development. Developing a hardware
prototype typically involves the creation of a rather flexible
hardware structure based on hardware toolkits, (e.g., me-
chanic toolkits, or electronic development boards). However,
such toolkits are usually too expensive for mass produc-
tion and do not support appealing product designs. Thus,
developing a final product is even more resistive to incre-
mental development. Therefore, we distinguish prototype
development from final product development. The two parts
in the Hardware Development box in the figure show this
distinction.

The first activity, which we call Hardware Design, is
dedicated to the development of the mechanical structure of
the hardware according to its functionality and the design of
the electronic hardware. Such hardware design is both the
basis for prototype development built on hardware toolkits
and for designing the final product. Prototypes developed
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here will probably have to be “thrown away”, i.e., it will
generally not be possible to evolve them to become the final
product. Hardware prototyping based on toolkits provides
more flexibility and supports multiple iterations with minor
increments. It is important to note that the architecture or
basic design of the prototype must support increments. It
is usually not possible to add major increments without a
redesign.

Hardware and software development have to be synchro-
nized in a way that increments added to software and hard-
ware complement each other to allow integration and test
of software and hardware components. The so-called anchor
point milestones defined for spiral development [8], defining
progress of development, may also serve for synchronization
of system and software development efforts.

After System Integration, which includes the integration
of subsystems into the complete system, there is System
Testing. After that, the process can go back to System
Requirements Engineering if some of the “planned features”
are not yet implemented. Results from product integration
and testing can also have other impact on the system
requirements, leading to their changes or adding further
requirements for the next iteration.

The Product Design activity creates a design of the final
product including an appealing look and taking into account
materials and guidelines for its manufacturing. Product De-
sign works with producing models and evaluating them with
stakeholders and users. Since these models have to give
an impression of the final product, iterations have almost
no increments. After having tested the functionality with
prototypes and evaluated the usability and look based on
models (Modeling and Evaluating), the product can be man-
ufactured and put into Operations. For the overall product
development life cycle, feedback from the product’s users
during Operations can lead to new stakeholder wishes and
thus to new requirements and major increments for the next
product release.

V. CONCLUSION

This paper argues that “agile” approaches to software de-
velopment cannot be simply transferred to general Systems
Engineering and development of systems involving hardware
as well. The reason is that IID cannot be utilized in the

same extensive manner as with software, since hardware
increments have inherent limitations. Currently, there is a
hype of agile software development. Thus it is important
to make these inherent limitations clear, so that no naive
expectations in “Agile Systems Engineering” may manifest
themselves.

This paper also presents a proposal for an iterative and
incremental life cycle for general Systems Engineering that
takes the limitations of hardware increments into account. Of
course, it will yet have to be shown how such an approach
can be applied successfully in Systems Engineering practice,
and its generality will also have to be investigated yet.
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Abstract—Current organizations need to be able to cope with
challenges such as increasing change and increasing complex-
ity. Modularity has frequently been suggested as a powerful
means for reducing that complexity and enabling flexibility. As
Normalized Systems (NS) theory has proven to introduce this
evolvable modularity in software systems, this paper further
explores the generalization of NS systems engineering concepts
to modularity and the systems engineering process in general,
and organizational systems in particular. After emphasizing
the distinction between blackbox and whitebox perspectives on
systems, we focus on the importance of employing exhaustively
defined interfaces as a prerequisite to obtain ‘true’ black-
box modules. Some aspects of the functional/constructional
transformation are discussed. Finally, six additional interface
dimensions are proposed as possible aspects to be included
in such exhaustive interfaces when considering organizational
modularity.

Keywords-Normalized Systems, Modularity, Systems engi-
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I. INTRODUCTION

Current organizations need to be able to cope with increas-
ing change and increasing complexity in many or all of their
aspects. In this regard, modularity has previously been sug-
gested as a powerful means for reducing that complexity by
decomposing a system into several subsystems. Moreover,
modifications at the level of those subsystems in stead of
the system as a whole are said to be facilitating the overall
evolvability of the system. More specifically, Normalized
Systems (NS) theory has recently proven to introduce this
evolvable modularity, primarily at the level of software
systems. First, the theory states that the implementation
of functional requirements into software constructs can be
regarded as a transformation of a set of requirements R into
a set of software primitives S [1], [2], [3]:

{S} = I{R}

Next, in order to obtain evolvable modularity, NS the-
ory states that this transformation should exhibit systems
theoretic stability, meaning that a bounded input function
(i.e., bounded set of requirement changes) should result
in a bounded output values (i.e., a bounded impact or
effort) even if an unlimited systems evolution is considered.

Furthermore, Mannaert et al. [2] have formally proven that
this implies that modular structures should strictly adhere to
the following principles:

• Separation of Concerns, enforcing each change driver
to be seperated;

• Data Version Transparency, enforcing communication
between data in version transparant way;

• Action Version Transparency, requiring that action com-
ponents can be updated without impacting calling com-
ponents;

• Separation of States, enforcing each action of a work-
flow to be seperated from other actions in time by
keeping state after every action.

As this results in very fine-grained modular structures,
NS theory proposes to build information systems based on
the aggregation of instantiations of five higher-level soft-
ware software elements, i.e., action elements, data elements,
workflow elements, trigger elements and connector elements
[1], [2], [3]. Typical cross-cutting concerns (such as remote
access, persistence, access control, etc.) are included in these
elements in a way which is consistent with the above-
mentioned theorems.

However, we claim that many other systems could also be
regarded as modular structures. Both functional (i.e., require-
ments) and constructional (i.e., primitives) perspectives can
frequently be discerned, modules can be identified and thus
the analysis of the functional/constructional transformation
seems relevant. Indeed, Van Nuffel has recently shown the
feasibility of applying modularity and NS theory concepts
at the business process level [4], [5] while Huysmans did
so at the level of enterprise architectures [6]. However,
the extension of NS theory to these domains has not been
formalized yet. Consequently, as NS theory proved to be
successful in introducing evolvable modularity in software
systems, and as it is clearly desirable to extend such
properties to other systems, this paper focuses on a first
step towards generalizing NS theory concepts to systems
engineering in general. More specifically we will focus on
and stress the importance of a complete and unambiguous
definition of the interface of modular subsystems as an
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essential part of each systems engineering process. Next, by
way of illustration, we discuss an initial attempt of applying
our approach to organizational systems, motivated by the
frequently observed discrepancy between the uttered need
to more systematically engineer organizational artifacts [7],
[8] and empirical findings suggesting that mostly only ad
hoc approaches are employed in practice [9].

The remainder of this paper is structured as follows.
Section II will discuss some extant literature on modularity,
emphasizing the work of Baldwin and Clark. Next, we
propose a more unambiguous definition of modularity after
discussing functional and constructional perspectives on sys-
tems (Section III) and outlining some of the transformation
properties (Section IV). Finally, some exemplifying addi-
tional interface dimensions when considering organizational
modules will be suggested (Section V), as well as some
conclusions and opportunities for future research (Section
VI).

II. RELATED WORK

The use of the concept of modularity has been noticed to
be employed in several scientific domains such as computer
science, management, engineering, manufacturing, etcetera
[10]. While no single generally accepted definition is known,
the concept is most commonly associated with the process
of subdividing a system into several subsystems [11], [12].
This decomposition of complex systems is said to result in
a certain degree of complexity reduction [13] and facilitate
change by allowing modifications at the level of a single
subsystem in stead of having to adapt the whole system at
once [14], [10], [15].

As such, Baldwin and Clark defined modularity as fol-
lows: “a unit whose structural elements are powerfully con-
nected among themselves and relatively weakly connected
to elements in other units” [15, p. 63]. They conceive each
system or artifact as being the result of specifying values for
a set of design parameters, such as the height and the vessel
diameter in case of a tea mug. The task of the designer is
then to choose the design parameter values in such a way,
that the ‘market value’ of the system as a whole becomes
maximized. Some of the design parameters might be depen-
dent on one another, as for example the value of the vessel
diameter should be attuned to the value of the diameter of
a mug. Consequently, modularization is conceived as the
process in which groups of design parameters — highly
interrelated internally, but loosely coupled externally — are
to be identified as modules and can be designed rather
independently from each other, such as for instance the drive
system, main board and LCD screen in case of a simplified
computer hardware design. A set of design rules (visible
information) is used to secure the compatibility between
the subsystems in order to be assembled into one working
system later on, while the other design parameters are only
visible for a module itself. Finally, they conclude that this

modularity allows multiple (parallel) experiments for each
module resulting in a higher ‘option value’ of the system in
its totality. Instead of just accepting or declining one system
as a whole, a ‘portfolio of options’ can be considered, as
designers can compose a system by purposefully selecting
among a set of alternative modules. Systems evolution is
then believed to be characterized by the following six
modular operators [15]:

• Splitting a design (and its tasks) into modules;
• Substituting one module design for another;
• Augmenting, i.e., adding a new (extra) module to the

system;
• Excluding a module from the system;
• Inverting, i.e., isolating common functionality in a new

module, thus creating new design rules;
• Porting a module to another system.
Typically, besides traditional phyisical products, many

other types of systems are claimed to be able to be re-
garded as modular structures as well. First, all different
programming and software paradigms can be considered
as using modularity as a main concept to build software
applications [1]. Furthermore, while Baldwin and Clark
primarily illustrate their discussion by means of several
evolutions in the computer industry, they also explicitly
refer to the impact of product modularity on the (modular)
organization of workgroups both within one or multiple
organizations, and even whole industry clusters [15]. Also,
Campagnolo and Camuffo [12] investigated the use of mod-
ularity concepts within management science and identified
125 studies in which modularity concepts arose as a design
principle of organizational complex systems, suggesting that
the principles of modularity offer powerful means to be
applied at the organizational level.

Within the field of Enterprise Engineering, trying to give
prescriptive guidelines on how to design organizations, mod-
ularity equally proved to be a powerful concept. For instance,
Op’t Land used modularity related criteria to merge and
split organizations [16]. Van Nuffel proposed a framework
to deterministically identify and delimit business processes
based on a modular and NS theory viewpoint [4], [5],
and Huysmans demonstrated the usefulness of modularity
with regard to the study of (the evolvability) of enterprise
architectures [6].

III. TOWARDS A COMPLETE AND UNAMBIGUOUS
DEFINITION OF MODULES

While we are obviously grateful for the valuable con-
tributions of the above mentioned authors, we will argue
in this section that the definition of modularity, as for
example coined by Baldwin and Clark [15], already de-
scribes an ideal form of modularity (e.g., loosely coupled
and independent). As such, we will first discuss the need to
distinguish the functional and constructional perspectives of
systems. Next, we will propose to introduce the formulation
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of an exhaustive modular interface as an intermediate stage,
being a necessary and sufficient condition in order to claim
‘modularity’. The resulting modules can then be optimized
later on, based on particular criteria.

A. Blackbox (Functional) versus Whitebox (Constructional)
Perspectives on Modularity

When considering systems in general — software sys-
tems, organizational systems, etcetera — both a functional
and constructional perspective should be taken into account
[17]. The functional perspective focuses on describing what
a particular system or unit does or what its function is [18].
While describing the external behavior of the system, this
perspective defines input variables (what does the system
need in order to perform its functionality?), transfer func-
tions (what does the system do with its input?) and output
variables (what does the system deliver after performing
its functionality?). As such, a set of general requirements,
applicable for the system as a whole, are listed. The
structural perspective on the other hand, concentrates on
the composition and structure of the system (i.e., which
subsystems are part of the system?) and the relation of each
of those subsystems (i.e., how do they work together to
perform the general function and adhere to the predefined
requirements?) [19].

Equivalently, one could regard the functional system view
as a blackbox representation, and the constructional system
view as a witebox representation. By blackbox we mean that
only the input and output of a system is revealed by means
of an interface, describing the way how the system interacts
with its environment. As such, the user of the system does
not need to know any details about the content or the inner
way of working of the system. The way in which the module
performs its tasks is thus easily allowed to change and
can evolve independently without affecting the user of the
system, as long as the final interface of the system remains
unchanged. The complexity of the inner working can also
be said to be hided (i.e., information hiding), resulting in
some degree of complexity reduction. The whitebox view
does reveal the inner way of working of a system: it depicts
the different parts of which the system consists in terms
of primitives, and the way these parts work together in
order to achieve the set of requirements as listed in the
blackbox view. However, each of these parts or subsystems
is a ‘system’ on its own and can thus again be regarded in
both a functional (blackbox) and constructional (whitebox)
way.

The above reasoning is also depicted in Figure 1: both
Panels represent the same system SysA, but from a con-
ceptually different viewpoint. Panel (a), depicting the func-
tional (blackbox) view, lists the requirements (boundary
conditions) R1, R2, . . . imposed to the system. These are
proposed as ‘surrounding’ the system in the sense that they
do not say anything about how the system performs its tasks,

but rather discuss what it should perform by means of an
interface in terms of inputs and outputs. Panel (b) depicts the
constructional (whitebox) view of the same system: the way
of working of an aggregation of instantiations of primitives
P1, P2, . . . (building blocks), collaborating to achieve the
behavior described in Panel (a). Each of the primitives in
Panel (b) is again depicted in a blackbox way and could,
at their turn, each also be analyzed in a constructional
(whitebox) way.

B. Avoiding Hidden Coupling by Strictly Defining Modular
Interfaces

Before analyzing and optimizing the transformation be-
tween both perspectives, the designer should be fully confi-
dent that the available primitives can really be considered as
‘fully fledged, blackbox modules’. By this, we mean that the
user of a particular module should be able to implement it,
exclusively relying on the available interface, thus without
having any knowledge about the inner way of working of
the concerned module. Stated otherwise, the interface of the
module should describe any possible dependency regarding
the module, needed to perform its functionality. Conse-
quently, every interaction of the system with its environment
should be properly and exhaustively defined herein. While
this may seem rather straightforward at first sight, real-life
interfaces are rarely described in such a way. Indeed, typical
non-functional aspects such as technological frameworks,
infrastructure, knowledge, etc. are consequently also to be
taken into account (cf. Section V). Not formulating these
‘tacit assumptions’ results in hidden coupling: while the
system is claimed to be a module, it actually still needs
whitebox inspection in order to be implemented in reality,
diminishing the pretended complexity reduction benefits.

Consider for instance a multiplexer for use in a typical
processor, selecting and forwarding one out of several input
signals. Here, one might conceptually think at a device
having for example 8 input signals, 3 select lines and 1
output signal. While this is conceptually certainly correct, a
real implementation on a real processor might for example
require 120µ by 90µ CMOS (i.e., material) to make the
multiplexer physically operational on the processor, while
this is not explicitly mentioned in its conceptual interface.
As such, this ‘resource dimension’ should be made explicit
in order to consider a multiplexer as a real black box
in the sense that the module can be unambiguously and
fully described by its interface. A person wanting to use a
multiplexer in real-life in a blackbox way, should indeed be
aware of this prerequisite prior to his ability of successfully
implementing the artifact.

A more advanced example of hidden coupling includes the
use of a ‘method’ in typical object-oriented programming
languages, frequently suggested as a typical example of
a ‘module’ in software. Indeed, in previous work, it was
argued to consider the multidimensional variability when
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(a) Blackbox (functional) representation of SysA. R1, R2, etc.
represent the requirements imposed to SysA as a whole.

(b) Whitebox (constructional) representation of SysA. Requirements
R1, R2, etc. are ‘realised’ through the collaboration of a set of
instances of primitives P1, P2, etc. in SysB, SysC, etc. At their
turn, SysB, SysC, etc. are represented here in a blackbox way.

Figure 1. Blackbox (functional) and whitebox (constructional) representations of system SysA.

analyzing the evolvability of programming constructs (such
as data structures and processing functions) and that in
typical object-oriented programming environments these di-
mensions of variability increase even furter as they make it
possible to combine processing actions and data entities into
one primitive (i.e., a single class) [2]. Hence, it was argued
to start the analysis of object-oriented modular structures
already at the level of methods instead of only considering
a class as a possible ‘module’. However, while it is usually
said that such a method in object orientation has an interface,
this interface is not necessarily completely, exhaustively and
fully defined and thus such a method cannot automatically
be considered as a ‘real module’ according to our con-
ceptualization. Consider for example the constructor of the
class in which the method has been defined. Typically, the
constructor has to perform certain actions (e.g., making an
instantiation (object) of the concerned class) before one can
execute the concerned method. Also member variables of
the class might introduce hidden coupling: first, they can
be manipulated by other methods as well, outside control
of the considered method. Second, they have to be created
(‘exist’) before the module can perform its functionality.
Finally, employing external libraries in case a method wants
to be deemed a genuine module, would imply that ór the
library should be incorporated into the module (each time)
ór the external library should be explicitly mentioned in the
interface.

Hence, in our view, one has a genuine module as soon
as one is able to define a complete interface which clearly

describes the boundaries and interactions of the subsystem
and allows it to be used in a blackbox way. Modulariza-
tion is then the process of meticulously identifying each
dependency of a subsystem, transforming an ambiguously
defined ‘chunk’ of a system into a clearly defined module
(of which the borders, dependencies, etc. are precisely, ex-
ante, known). Compared to the definition of Baldwin and
Clark cited previously, we thus do not require for a module
to exhibit already high intramodular cohesion and low
intermodular coupling at this stage. Modules having these
characterics are nevertheless obviously highly desirable.
However, we are convinced that defining in a first phase such
a complete interface, allows to ‘encapsulate’ the module in
an appropriate way and avoid any sort of hidden coupling.
Indeed, at least four out of the six mentioned modular opera-
tors in Section II require real blackbox (re)usable modules as
a conditio sine qua non. More specifically, in order to use the
operators Substituting, Augmenting, Excluding and Porting
in their intended way, complete and exhaustively defined
interfaces are a prerequisite. On the other hand, Splitting and
Inverting concern the definition of new modules and design
rules. Hence, they are precisely focused on the process of
defining new modular interfaces themselves, thus usually
involving some form of whitebox inspection.

Finally, while defining modules with such a strict interface
will not directly solve any interdependency, evolvability, . . .
issues, it will at least offer the possibility to profoundly study
and optimize the ‘quality’ of the modules (e.g., with regard
to coupling and cohesion) in a next stage.
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IV. TOWARDS APPLYING SYSTEMS ENGINEERING ON
THE FUNCTION/CONSTRUCTION TRANSFORMATION

In the same way as the implementation of software is
considered as a transformation I of a set of functional
requirements into a set of software primitives (constructs) in
[2], the design or engineering of systems in general could
be considered as a transformation D of a set of functional
requirements Rj into a set of subsystems or primitives Pi:

{Pi} = D{Rj}

This transformation D can then be studied and/or opti-
mized in terms of various desirable system properties. In
this section, we present a very preliminary discussion on
the meaning of several important system properties in this
respect.

Stability: As discussed in [2] for the software imple-
mentation transformation, any design transformation can be
studied in terms of stability. This means that a bounded
set of additional functional requirements results only in a
bounded set of additional primitives and/or new versions
of primitives. As elaborated by Mannaert et al. [2], this
would require the absence of so-called combinatorial effects
resulting in an impact of additional functional requirements
that is proportional to the size of the system. An example
of an unstable requirement is for instance a small software
application in an “office” environment that needs to become
highly secure and reliable, requiring a completely new and
different implementation.

Scalability: Scalability would mean that the increase in
value of an existing functional requirement has a clearly
defined and limited impact on the constructional view. An
example of such a scalable requirement is the amount of con-
current users of a website, which can normally be achieved
by adding one or more additional servers. Examples of
unscalable requirements in current designs are the increase
in the number of passengers in an airplane, leading to the
design of a completely new airplane, or the increase in the
target velocity of a rocket, leading to the design of a totally
different rocket.

Normalization: It seems highly desirable to have a linear
design transformation that can be normalized. This would
imply that the transformation matrix becomes diagonal or in
the Jordan form, leading to a one-to-one mapping of func-
tional requirements to (a set of) constructional primitives.
Such a normalized transformation is explored in [1], [2] for
the implementation of elementary functional requirements
into software primitives (in this case elements as structured
aggregations of primitives).

Isentropicity: Entropy is defined in statistical thermody-
namics as the number of microstates for a given macrostate,
corresponding to the uncertainty of the detailed internal
system state with respect to the observable external state
[20], [21]. In our view, an isentropic design would therefore

imply that the external observable state of SysA completely
and unambiguously determines the states of the various
subsystems. An example of such an isentropic design is a
finite state machine where the various registers can be read.
Indeed, the inputs and register values that are externally
observable completely define the internal state of the finite
state machine.

This approach to systems design or engineering also
seems to imply that we should avoid to perform functional
decomposition over many hierarchical levels, before start-
ing the composition or aggregation process [22]. Studying
and/or optimizing the functional to constructional transfor-
mation is a very delicate activity that can only be performed
on one or two levels at a time. Therefore, the approach seems
to imply a preference for a bottom-up or meet-in-the-middle
approach, trying to devise the required system (i.e., the set of
functional requirements Rj) in terms instantiations of a set
of predefined primitives (i.e., Pi), over a top-down approach.

V. ON A COMPLETE AND UNAMBIGUOUS DEFINITION
OF ORGANIZATIONAL MODULES

In Sections I and II we argued that not only software
applications can be regarded as modular systems, but also
many other types of artifacts, such as (for example) organi-
zations. Hence, Sections III and IV focused on a first attempt
to extend NS theory concepts to modularity and the systems
engineering process in general. In this section, by means
of example, we will illustrate some of the implications
of our proposed engineering approach when applied to
organizational systems. Indeed, several authors have argued
for the need of the emergence of an Enterprise Engineering
discipline, considering organizations as (modular) systems
which can be ‘designed’ and ‘engineered’ towards specific
criteria [7], [8], such as (for example) evolvability. More
specifically, we will primarily focus our efforts here on
the complete and unambiguous definition of organizational
modules, as this is in our view a necessary condition to
be able to study and optimize the functional/constructional
transformation at a later stage.

Consequently, when also considering modules at the or-
ganizational level, a first effort should equally be aimed
at exhaustively listing the interface, incorporating each of
its interactions. For instance, when focusing on a payment
module, not only the typical ‘functional’ interface such
as the account number of the payer and the payee, the
amount and date due, etc. (typical ‘arguments’) but also the
more ‘configuration’ or ‘administration’ directed interface
including the network connection, the personnel needed, etc.
(typical ‘parameters’) should be included. As such, we might
distinguish two kinds of interfaces:

• a usage interface: addressing the typical functional
(business-oriented) arguments needed to work with the
module;
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• a deployment interface: addressing the typical non-
functional, meta-transaction, configuration, administra-
tion, . . . aspects of an interface.

Although some might argue that this distinction may
seem rather artificial and not completely mutually exclusive,
we believe that the differences between them illustrate our
rationale for a completely defined interface clearly.

While the work of Van Nuffel [5] has resulted in a signif-
icant contribution regarding the identification and separation
of distinct business processes, the mentioned interfaces still
have the tendency to remain underspecified in the sense that
they only define the functional ‘business-meaning’ content
of the module but not the other dimensions of the interface,
required to fully use a module in blackbox fashion. Such
typical other (additional) dimensions — each illustrated by
means of an imaginary organizational payment module —
might include:

1) Supporting technologies: Modules performing certain
functionality might need or use particular external technolo-
gies or frameworks. For example, electronical payments in
businesses are frequently performed by employing external
technologies such as SWIFT or Isabel. In such a case, a
payment module should not only be able to interact with
these technologies, but the organization should equally have
a valid subscription to these services (if necessary) and
might even need access to other external technologies to
support the services (e.g., the Internet). An organization
wanting to implement a module in a blackbox way should
thus be aware of any needed technologies for that module,
preferably by means of its interface and without whitebox
inspection. Suppose that one day, the technology a module
is relying on, undergoes some (significant) changes resulting
in a different API (application programming interface). Most
likely, this would imply that the module itself has to adapt in
order to remain working properly. In case the organization
has maintained clear and precise interfaces for each of its
modules, it is rather easy to track down each of the modules
affected by this technological change, as every module
mentioning the particular technology in its interface will
be impacted. In case the organization has no exhaustively
formulated interfaces, the impact of technological changes
is simply not known: in order to perform a confident impact
analysis, the organization will have to inspect each of the
implemented modules with regard to the affected technol-
ogy in a whitebox way. Hence, technological dependencies
should be mentioned explicitly in a module’s interface to
allow true blackbox (re)use.

2) Knowledge, skills and competences: Focusing on or-
ganizations, human actors clearly have to be taken into
account, as people can bring important knowledge into an
organization and use it to perform certain tasks (i.e., skills
and competences). As such, when trying to describe the
interface of an organizational module in an exhaustive way,
the required knowledge and skills needed for instantiating

the module should be made explicit. Imagine a payment
module incorporating the decision of what to do when the
account of the payer turns out to be insolvent. Besides
the specific authority to take the decision, the responsible
person should be able (i.e., have the required knowledge
and skills) to perform the necessary tasks in order to make
a qualitative judgment. Hence, when an organization wishes
to implement a certain module in a blackbox way, it should
be knowledgeable (by its interface) about the knowledge
and skills required for the module to be operational. Al-
ternatively, when a person with certain knowledge or skills
leaves the company, the organization would be able to note
immediately the impact of this knowledge-gap on the well-
functioning of certain modules and could take appropriate
actions if needed.

3) Money and financial resources: Certain modules might
impose certain financial requirements. For example, in case
an organization wants to perform payments by means of a
particular payment service (e.g., SWIFT or Isabel), a fixed
fee for each payment transaction might be charged by the
service company. If the goal is to really map an exhaustive
interface of a module, it might be useful to mention any
specific costs involved in the execution of a module. That
way, if an organization wants to deploy a certain module
in a blackbox way, it may be informed about the costs
involved with the module ex-ante. Also, when the financial
situation of an organization becomes for instance too tight,
it might conclude that it is not able any longer to perform
the functions of this module as is and some modifications
are required.

4) Human resources, personnel and time: Certain pro-
cesses require the time and dedication of a certain amount
of people, possibly concurrently. For example, in case of an
organizational payment module, a full time person might be
required to enter all payment transactions in the information
system and to do regular manual follow-ups and checking
of the transactions. As such, an exhaustive interface should
incorporate the personnel requirements of a module. That
way, before implementing a certain module, the organization
is aware of the amount of human resources needed (e.g.,
in terms of full time equivalents) to employ the module.
Equivalently, when the organization experiences a significant
decline or turnover in personnel, it might come to the
conclusion that it is no longer able to maintain (a) certain
module(s) in the current way. Obviously, this dimension is
tightly intertwined with the previously dicussed knowledge
and skills dimension.

5) Infrastructure: Certain modules might require some
sort of infrastructure (e.g., offices, materials, machines) in
order to function properly. Again, this should be taken
into account in an exhaustive interface. While doing so,
an organization adopting a particular module knows upfront
which infrastructure is needed and when a certain infras-
tructural facility is changed or removed, the organization
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might immediately evaluate whether this event impacts the
concerning module and vice versa.

6) Other modules or information: Certain modules might
use other modules in order to perform their function. For
example, when an organization decides to perform the
procurement of a certain good, it will probably receive an
invoice later on with a request for payment. While the
follow-up of a procurement order might be designed into
one module, it is reasonable to assume that the payment is
designed in a distinct module, as this functionality might also
return in other business functions (e.g., the regular payment
of a loan). As such, when an organization is planning to
implement the procurement module, it should be aware that
also a payment module has to be present in the organization
to finalize procurements properly. Hence, all linkages and
interactions with other modules should be made explicit in
the module’s interface. When a module (including its inter-
face), used by other modules, is changed at a certain point
in time, the adopting organization then immediately knows
the location of impact in terms of implemented modules and
hence where remedial actions might be required.

Obviously, it is clear that exhaustively defining the tech-
nology, knowledge, financial resources, . . . on which a
module depends, will not suffice to solve any of the existing
coupling or dependencies among modules. Also, one should
always take into consideration that a certain amount of
‘coupling’ will always be needed in order to realistically
perform business functions. However, when the interface of
each module is clearly defined, the user or designer is at
least aware of the existing dependencies and instances of
coupling, knows that ripple-effects will occur if changes
affect some of the module’s interfaces (i.e., impact anal-
ysis) and can perform his or her design decisions in a
more informed way, i.e., by taking the interface with its
formulated dependencies into account. Consequently, once
all forms of hidden coupling are revealed, finetuning and
genuine engineering of the concerned modules (e.g., towards
low intermodular coupling) seems both more realistic and
feasible in a following phase. Indeed, one might deduct
that Baldwin and Clark, while defining a module as con-
sisting of powerfully connected structural elements, actually
implicitly assumed the existence of an exhaustive set of
formulated dependencies before modularization can occur.
Our conceptualization is then not to be interpreted as being
in contradiction with that of Baldwin and Clark, rather we
emphasize more explicitly that the mapping of intermodular
dependencies is not to be deemed negligible or self-evident.

VI. CONCLUSION AND FUTURE WORK

This paper focused on the further exploration and gen-
eralization of NS systems engineering concepts to modu-
larity and the systems engineering process in general, and
organizational systems in particular. The current state-of-the-
art regarding modularity was reviewed, primarily focusing

on the seminal work of Baldwin and Clark. Subsequently,
we argued that, first, a distinction should be made between
blackbox and whitebox perspectives of systems. A system
can then be considered as the transformation of (functional)
requirements into (constructional) primitives. A preliminary
discussion of some properties of this transformation was
proposed. Next, in order to be able to fully (re)use those
constructional primitives as ‘blackbox building blocks’, we
proposed to define a module as a subsystem which can be
completely described solely by its interface, thus indicating
exhaustively all interactions and dependencies and hence
avoiding hidden coupling. Finally, six additional organiza-
tional interface dimensions when considering organizational
modules were suggested, implied by our approach. We
concluded that our conceptualization is not in contradiction
with that of Baldwin and Clark, but rather emphasizes an
additional intermediate design stage when devising (organi-
zational) modules.

A limitation of this paper is that no garantuee is offered
that the identified additional interface dimensions will reveal
all kinds of hidden coupling in every organization. There-
fore, additional research (e.g., case studies) with regard to
possible missing dimensions is required. In addition, our
application of modularity and NS concepts to the organiza-
tional level was limited to the definition of completely de-
fined organizational modules. The functional/constructional
transformation on the organizational level was still out of
scope in this paper. Furthermore, future research at our
research group will be aimed at identifying and validat-
ing organizational black-box reusable modules, exhibiting
exhaustively defined interfaces and enabling the bottom-up
functional/constructional transformation.
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Abstract—Automation systems in the domains of smart grids,
digital factories and modern process systems struggle to follow
the permanent shift of their requirements. Hence, the most
prominent non-functional requirement of a system seems to
be evolvability. The recently proposed Normalized Systems
theory has formulated constraints on the modular structure of
software architecture in order to engineer evolvable systems. In
this context, evolvability is related to systems theory stability as
it is defined as the possibility to perform additional anticipated
changes to the system of which the output remains bounded,
even if an unlimited systems evolution is assumed. In this anal-
ysis, one considered the context of compile-time. However, this
view becomes far more complex during run-time deployment,
because some modules have several instances, others only one.
The amount and complexity of connections during run-time is
not straightforward visualizeable. In this paper, we introduce
two new theorems, which are complementary with the existing
four, to achieve a stateful run-time deployment.

Keywords-Normalized Systems; Evolvability; Systems The-
ory; Modularity; Industrial Automation.

I. INTRODUCTION

The non-functional requirement of evolvability is a very
desirable characteristic for both information and production
control systems. First, current information systems still
struggle to provide high levels of evolvability [1]. Indeed,
software maintenance is regarded as one of the most ex-
pensive phases of the software life cycle, and often leads
to an increase of architectural complexity and a decrease of
software quality [2]. However, contemporary organizations
are increasingly faced with changing environments, which
emphasizes the need for evolvability of software systems.
The widely accepted shortage in programming manpower,
and the disappointing success rate in business software
development projects, call for a major gain in this kind of
software development. Second, automation software should
be able to evolve over time as well. This is a key requirement
in the beginning age of decentralized energy generators and
consumers prominently known as smart grid [3]. The up-
coming of PLCs (Programmable Logical Controllers) some
40 years ago, has provided more flexibility to develop and
maintain automation systems in terms of software in spite of

hardware (i.e., electrical circuits). The dynamic interchange
of software components of a PLC with near-to-zero down-
time some years ago, has provided the flexibility to alter
automation systems while staying in full service [4]. The
modification of an automation system should be possible
without affecting existing parts, even if running parts are
reused in a so-called online change (i.e., downloading a new
software part to the controller without stopping the system).

Normalized Systems theory has recently been proposed
to contribute in achieving the characteristic of evolvability
in systems. Requiring stability as defined in systems theory,
four design principles or theorems are proposed. Systems
built with modules, which comply with these theorems, can
increase without losing control over the so-called combi-
natorial effects of a change. A bounded set of anticipated
changes should result in a bounded amount of impacts to
the (growing) system.

One can visualize an overview of a system by placing
a number of modules on a surface, and connecting them
through their interfaces. Since a good interface is roughly
explaining the core functionality of a module, it may seem
rather straightforward to consider the relations between the
modules via their connections. However, from the moment
the (compiled) code starts to run, obtaining this overview is
even far more complex. For instance, some modules have
in run-time several instances, others only one. The amount,
complexity and dimensions of connections during run-time
is not straightforwardly visualizeable. However, obtaining
such overview of the runtime situation in an automation
project is necessary to control evolvability, and predict
combinatorial effects. There is need to minimize downtimes
by dynamic reconfiguration of a system, without a complete
shutdown. It is important to note the contrast with a static
configuration, which does need a complete shutdown of
the system. Such a static reconfiguration is very costly and
should be replaced by a dynamic one [4].

In this paper, we introduce two new theorems, which are
complementary with the existing four, to achieve a stateful
and an evolvable run-time deployment.

The paper is structured as follows. In Section II, we
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mention some related work. In Section III, the Normalized
Systems theory will be discussed. In Section IV, we intro-
duce the two new theorems. Finally, conclusions and future
research are discussed in Section V.

II. RELATED WORK

One of the motivations of Dijkstra to argue for the
abolishment of the GOTO statement from all “higher level”
programming languages was the finding that “...our intellec-
tual powers are rather geared to master static relations and
that our powers to visualize processes evolving in time are
relatively poorly developed. For that reason we should do (as
wise programmers aware of our limitations) our utmost to
shorten the conceptual gap between the static program and
the dynamic process, to make the correspondence between
the program (spread out in text space) and the process
(spread out in time) as trivial as possible.” [8]

Most modern higher level programming languages do
not allow GOTO statements, but we think more rules can
contribute to address Dijkstra’s ambition. Even without the
GOTO statement the “dynamic process” (i.e., its dispersal in
time) is still difficult to overview. Designing and developing
modules, connected through interfaces with other modules,
may seem rather straightforward when they are modeled
in a static way (i.e., dispersed in text space or graphical
visualizations). Studying the behavior of these modules in a
dynamic view is even more complex. For example, one type
or class definition results in run-time deployment in several
instances. Some modules have a lot of instances, others only
one. Consequently, representing the behavior of modules,
together with their interrelations and instances during run-
time is far from easy.

Additionally, visualizing and overviewing processes is
harder if the system becomes more complex. Reducing
complexity is a way to facilitate the formation of overviews.
Employing meta data and information modeling contributes
on this field. For example, Mahnke et al. have proposed
classifications of types of information modeling standards
for automation [9]. Also, they discuss the applicability of
possible approaches to expose those models.

Further, Kuhl and Fay introduced an approach to modify
automation systems by way of a middleware concept [4].
They focus on reconfiguration of systems, even during run-
time, when a shutdown is not possible. This reconfiguration
should not affect existing, running parts. Consequently, in
such a system we have running instances, which are instan-
tiated with a specific type version, and new constructions,
which provide instances with a new type version. These
instances should be able to co-exist, even when they are
slightly different because of the different type versions they
are based on.

Version transparency is one of the key points of the
Normalized System theory to achieve stability [10]. As a
consequence, different versions of both data entities and

action entities can co-exist simultaneous. At first sight,
the co-existency of different versions is not contributing
in making the correspondence between the program and
the run-time deployment trivial (i.e., what Dijkstra called
for). However, allowing only one version (typically the
most recent one) in an evolving system leads to unbounded
combinatorial effects. The principle of version transparency
is providing the possibility to overview nevertheless the
different versions. The question is, how can we achieve
an overview of run-time instances of these primitives, each
constructed in one of the co-existing versions.

III. NORMALIZED SYSTEMS

The law of Increasing Complexity (Lehman [11]) states:
“As an evolving program is continually changed, its com-
plexity, reflecting deteriorating structure, increases unless
work is done to maintain or reduce it”. This degradation of a
system’s structure over time is well known. More difficult to
determine is the detailed cause of this deterioration. Which
new parts of the system contribute in the effects of this law?
In other words, why is a piece of code causing more costs
in the mature stage of the lifecycle of a system, than exactly
the same piece of code, is causing in the beginning stage of
the project? The authors of the Normalized Systems theory
combine Lehman’s law of Increasing Complexity with the
assumption of unlimited systems evolution: The system
evolves for an infinite amount of time, and consequently
the total number of requirements and their dependencies
will become unbounded. These authors admit that in practice
this assumption is an overstatement for the most commercial
applications, but it provides a theoretic view on the evolv-
ability issue, which is independent of time. The rather vague
questions like “Is this change causing more troubles than
another?” can be replaced by the fundamental question: “Is
this change causing an unbounded effect?”. The authors of
Normalized Systems want to provide a deterministic and
unambiguous yes/no answer on this question, by evaluation
whether one of the theorems is violated or not.

A. Stability

The single postulate, from which the Normalized Systems
theory is derived from, states that a system needs to be
stable with respect to a defined set of anticipated changes. In
systems theory, one of the most fundamental properties of
a system is its stability: a bounded input function results
in bounded output values, even for T → ∞ (with T
representing time).

Stability demands that the impact of a change only de-
pends on the nature of the change itself. Conversely, changes
causing impacts that are dependent on the size (or amount
of changed or added requirements) of the system, are called
combinatorial effects. To achieve stability, combinatorial
effects should be abolished from the system. Systems that
exhibit stability are defined as Normalized Systems. Stability
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can be seen as the requirement of a linear relation between
the cumulative changes and the growing size of the system
over time. Combinatorial effects or instabilities cause this
relation to become exponential (Figure 1). By eliminating
combinatorial effects, this relation can be kept linear for
an unlimited period of time, and an unlimited amount of
(anticipated) changes to the system.

B. Design Theorems for Normalized Systems

Anticipating all the desired changes of the future might
seem as a rather daunting task. Indeed, lots of system
analysts get lost in this ambition. The authors of Normalized
System’s theory do not state they can do better in listing
up all the functional requirements, possibly hidden in the
present, or desired in the future. Fulfilling this task would
be very complex and exceptional. These authors want to
introduce another approach to achieve the same goal. The
discussion about anticipated changes is not about changes,
which are directly associated to recently expressed desires
of the customers or managers to improve a system. Instead,
anticipated changes focus on elementary changes, associated
to software primitives. Typically, one real-life change corre-
sponds with a lot of elementary changes, expressed in terms
of software primitives. The Normalized System’s theory is
not focussing on the real-life changes, but on the elementary
changes. In this section, we give an overview of the design
theorems or principles of Normalized Systems, i.e., systems
that are stable with respect to a defined set of anticipated
(elementary) changes:

• A new version of a data entity;
• An additional data entity;
• A new version of an action entity;
• An additional action entity.

Figure 1. Cumulative impact over time

These changes are associated with software primitives in
their most elementary form. Changes to meet “high-level
requirements” that are obtained by system analysts from
traditional gathering techniques (including interviews and
use cases) [12] should be converted to these abstract,
elementary anticipated changes. We were able to convert all
high level changes in several case studies to one or more
of these abstract anticipated changes [1][13][14]. However,
some issues we encountered during the implementation of
these proof of principles [14], have led to the introduction
of the two new theorems of the next section. The systematic
transformation of real-life requirements to the elementary
anticipated changes is outside the scope of this paper.
Note that already initial efforts are done in mapping the
organizational requirements to the primitives of Normalized
Systems [15].

1) Separation of concerns:
An action entity can only contain a single task in Nor-

malized Systems.
This principle is focussing on how tasks are implemented

within processing functions. Every concern or task has to be
separated from other concerns. The identification of a task
should be based on the concept of change drivers. A task
is something that is subject to an independent change. A
single change driver corresponds to a single concern in the
application.

Proof: Consider a module M containing a task A and
a second task B. The evolution of task B causes the
introduction of N versions of task B. Since task B is part of
module M, module M has also N versions. The introduction
of a mandatory version upgrade of the task A will require
to upgrade all N versions. According to the assumption of
unlimited systems evolution, N will increase over time and
will become unbounded, and so will the number of versions
of task B. As a result, the number of additional version
upgrades of the module M to implement a given change
becomes unbounded.

2) Data version transparency:
Data entities that are received as input or produced as

output by action entities, need to exhibit version trans-
parency in Normalized Systems.

This principle is focussing on how data structures are
passed to processing functions. Data version transparency
is the property that data entities can have multiple versions,
without affecting the processing functions that consume or
produce them.

Proof: Consider a data structure D, that is passed
through the interfaces of N versions of a processing
function F. The introduction of a mandatory upgrade of
the data structure D will require the adaptation of the
code that accesses this data structure for N versions of F,
unless D exhibits version transparency. According to the
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assumption of unlimited systems evolution, N will increase
over time and will become unbounded, and so will the
number of versions of the processing function F. As a result,
the number of additional adaptations of the code, which
interfaces with the data structure, becomes unbounded.

3) Action version transparency:
Action entities that are called by other action entities,

need to exhibit version transparency in Normalized Systems.
This principle is focussing on how processing functions

are called by other processing functions. Action version
transparency is the property that action entities can have
multiple versions without affecting any of the other pro-
cessing functions that call this processing function.

Proof: Consider a processing function P that is called
by N other processing functions F. The introduction of
an upgrade of P will require the adaptation of the code
that calls P in the N functions F, unless the upgrade of
function P exhibits version transparency. According to the
assumption of unlimited systems evolution, N will increase
over time and will become unbounded, and so will the
number of calling functions F. As a result, the number of
additional adaptations of the code, which are calling the
function P, becomes unbounded.

4) Separation of states: The calling of an action entity
by another action entity needs to exhibit state keeping in
Normalized Systems.

This principle is focussing on how calls between process-
ing functions are handled. The contribution of state keeping
to stability is based on the removal of coupling between
modules that is due to errors or exceptions. The (error) state
should be kept in a separate data entity.

Proof: Consider a processing function P that is called
by N other processing functions F. The introduction of
an upgrade of P, possibly with a new error state, will
require the N functions F to handle this error, unless the
upgrade of function P exhibits state keeping. According
to the assumption of unlimited systems evolution, N will
increase over time and will become unbounded, and so will
the number of calling functions F. As a result, the number
of additional code to handle the new error in each function
F, becomes unbounded.

IV. NEW THEOREMS: ENTITY INSTANCES

Modularity is a central concept in systems theory and
has played a crucial role in software engineering since the
1960s. Doug McIlroy described a vision of the future of
software engineering in which software would be assembled
instead of programmed [16]. Studying evolvability of soft-
ware in terms of its modular structure is widely accepted [1]
and modularity is generally associated with use and reuse.
Hence, when a module is used more than once during run-
time we can call each use an instance.

Regev et al. proposed a definition of “Business Process
Flexibility” [17]. We derive from this definition a more
general interpretation of flexibility-to-change: “the capability
to implement changes in a module’s type and instances
by changing only those parts that need to be changed and
keeping other parts unchanged”. In this interpretation, we
specifically mean that a type change has influence on all
upcoming instance creations. Meanwhile the existing (older)
instances are not aware of this change, and should not be
affected by this change. In other words, we consider the
following sequence. An original version of a module’s type
is compiled on moment t=1. An instantiation of this module
is created during the launch of the system on moment t=2.
On moment t=3 we compile a new version of the module’s
type. We start a new part of the system, which is realizing
a connection with an existing part. More specifically, on
moment t=4 we create a new module instance based on the
new version, without affecting the existing original module’s
instance in run-time (which existed since moment t=2). The
instance, which showed up in run-time on moment t=4,
should not affect the older instance, which was already
launched in run-time on moment t=2.

For some instances of software primitives there are
specific reasons to evolve, for other instances there are
no such reasons. Moreover, even other instances have
reasons to evolve on another way because of other specific
(application dependent) reasons. Finally, we end up with
an additional non-functional requirement, which can be
designed on a similar way as evolvability: support of
diversity. However, when initially identical instances of
primitives evolve to a diversity of instances, the four
theorems of Normalized Systems are not enough to
prescribe how to manage instances. In search for a solution,
we introduce two additional theorems, which focus on
entity instances and how different versions can co-exist and
used. Note that these new theorems are an extension of the
theory. However, the prediction of the orignal authors of the
existing Normalized Systems theory is not violated: these
additions do not fundamentally alter the first 4 principles,
they only suggest additional principles [7]. Moreover, the
new theorems are run-time equivalents of the original
theorems 2 and 3 (version transparency theorems). Besides,
these existing theorems are proven by a simple reductio ad
adsurdum, and the new ones are proven by evaluating a
possible violation of the original theorems. Future research
should provide experience reports in order to find possible
empirical confirmations.

We define two additional anticipated changes:
• An additional data entity instance (known entity type

version)
• An additional action entity instance (known entity type

version)

70Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-184-7

ICONS 2012 : The Seventh International Conference on Systems

                           81 / 239



We further posit the assumption of unlimited systems
evolution in both compile-time and run-time, namely that
the system evolves for an infinite amount of time. Note that
the run-time evolution of the system is more complex than
the compile-time evolution, because the run-time evolution
also includes old instances, from which no module’s type
definitions exist any more in upcoming compile-time.
One can imagine situations where new versions are just
extending older version, and consequently the existence of
the older module’s type stops. Equivalently, the amount of
both data entity instances and action entity instances will
become (theoretically) unbounded. The amount of versions
will become unbounded as well.

5) Data instance transparency: A data instance has to
keep its own instance ID and the version ID on which it is
based or constructed.

Proof (reductio ad adsurdum): When a data entity
instance, constructed or generated with an old version is
showing up in a more recent action entity instance, the
action entity instance has to be able to decide whether it
can
a) just process the data instance
b) use default values for non-existing fields
c) not process the request, but setting a ’data type obsolete’
status.
Consider this action entity instance, which can not identify
the version of the older data instance. Next, this action
entity instance attempts consuming a non-existing field in
the older data entity instance, and end up in an unexpected
and/or stateless behavior. The latter would result in
a violation of the fourth theorem (separation of states),
and thus also of the postulate of Normalized Systems theory.

This principle is focussing on the interaction between data
entity instances and action entity instances. It contributes to
the problem that instances of the same data entity can differ
in version. When a recent action entity meets an older data
entity instance, this action has to know the version of the
provided data instance, to be able to treat this instance in
a correct way. It should for example not happen that the
action entity is performing operations with a recently added
data field, which is not available (yet?) in the provided data
instance.

6) Action instance transparency: An action instance has
to keep its own instance ID and the version ID on which it
is based or constructed, preferably in a separate data entity
instance

Proof (reductio ad adsurdum): Consider an action entity
instance, which calls another action entity instance, without
being able to identify the version of the called action entity
instance. Next, the calling action entity instance requests
to perform a non-existing (supporting) task of the called

Figure 2. Two instances for different brands

action entity instance, without being able to determine a
correct state of the called operation. This would result in
a violation of the fourth theorem (separation of states),
and thus also of the postulate of Normalized Systems theory.

This principle is focussing on the mutual interaction
between action entity instances. It contributes to the problem
that action instances of different versions are calling other
action instances of different versions. The youngest instance
has to be able to determine the version of the older instance,
to be able to make a good decision concerning the opera-
tion of the requested functionality. Consider for example a
control module, which is managing the control of a motor
[13]. Suppose an existing motor instance is replaced by a
motor of another brand, with different system functions. A
new version of the control module would support a new
connector element, which is managing the connection with
the motor of the new brand (Figure 2). To comply to the
theorem ’separation of concerns’, a new connector element
has to be added to the control module. However, besides
the property of evolvability, support for diversity is needed
too in this case. A calling action has to be able to specify
and select which connector should be used in the operation.
If, due to the absence of action instance transparency , the
wrong (old) connector element is used, we will end up in
unexpected behavior of the motor of the new brand.

V. CONCLUSION

Parts of a system, which are initially identical, will differ
over time. In other words, some parts will evolve, others not
(on the same way). Our ambition is to find rules to facilitate
building systems, which are able to support both evolvability
and diversity.

The Normalized Systems theory contributed in mak-
ing heuristic knowledge explicit. We think the necessary
knowledge for building evolvable systems is available, but
often only in the form of tacit knowledge, which is often
fragmented design knowledge [10]. The use of this tacit
knowledge is very dependent of individuals, or of which
individuals are supporting and coaching the development
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process. For large systems, it is hardly manageable to only
allow developers in the team, who have the required tacit
knowledge. Making this tacit knowledge explicit can con-
tribute in facilitating non-experienced engineers to develop
evolvable systems.

This paper proposes two additional new theorems, which
are in line with the existing theorems. In this contribution
we focussed on the existing theorems “data version trans-
parency” and “action version transparency”. We specify that
these original theorems apply explicitly for written code of
data entity and action entities respectively. We suggest to in-
terpret them as “data type version transparency” and “action
type version transparency”. Our two new theormes apply
explicitly for instances during run-time for data entities
and action entities. Therefore we call them “data instance
transparency” and “action instance transparency”.
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Abstract—Balancing between the desire for information-
hiding and the risk of introducing undesired hidden depen-
dencies is often not straightforward. Hiding important parts
of the internal functionality of a module is known as the black
box principle, and is associated with the property of reusability
and consequently evolvability. An interface, which is roughly
explaining the core functionality of a module, helps indeed
the developer to use the functionality without being forced
to concentrate on the implementation details. However, some
implementation details should not be hidden if they hinder
the use of the module when the environment changes. These
kind of implementation details can be called undesired hidden
dependencies. An interesting question then becomes, which
information should be hidden and which not? In this paper,
we use the Normalized Systems theorems as a base to evaluate
which details should be hidden versus transparent in order to
improve reusability. In other words, which kind of information
encapsulation contributes towards safe black box reuse?

Keywords-Normalized Systems; Reusability; Evolvability;
Systems Theory; Modularity; Black Box.

I. INTRODUCTION

Modern technologies provide us capabilities to build large,
compact, powerful and complex systems. Without any doubt,
one of the major key points is the concept of modularity.
Systems are built as structured aggregations of lower-level
subsystems, each of which have precisely defined interfaces
and characteristics. In hardware for instance, a USB memory
stick can be considered a module. The user of the memory
stick only needs to know its interface, not its internal
details, in order to connect it to a computer. In software,
balancing between the desire for information-hiding and the
risk of introducing undesired hidden dependencies is often
not straightforward. Experience contributes in learning how
to deal with this issue. In other words, best practices are
rather derived from heuristic knowledge than based on a
clear, unambiguous theory.

Normalized Systems theory has recently been proposed
[1] to contribute in translating this heuristic knowledge into
explicit design rules for modularity. In this paper, we want
to evaluate which information-hiding is desired and which
is not with regard to the theorems of Normalized Systems.

The authors of this paper have each a different implemen-
tation focus (business process software versus automation

control software), with different programming languages and
development environments (JAVA [2] versus IEC 61131-3
[3]). In this collaboration we want to study fundamental
principles, which should be independent of implementation
focus. With regard to this independence, the different im-
plementation focus of the authors might be an advantage.
Moreover, at some point the need for combining these disci-
plines is arising. Automation systems have to be upgraded to
new communication protocols and to provide new processing
rules, as the interconnection of different grids will be forced
in future [4].

Doug McIlroy called for families of routines to be con-
structed on rational principles so that families fit together
as building blocks. In short, [the user] should be able safely
to regard components as black boxes [5]. Decades after the
publication of this vision, we have black boxes, but it is still
difficult to guarantee that users can use them safely. How-
ever, we believe that all necessary knowledge is available,
we only have to find all the necessary unambiguous rules to
make this (partly tacit) knowledge explicit.

Scientific research groups contribute in converting tacit
knowledge to theorems and fundamental rules, like the
authors of Normalized Systems did. In addition, industrial
working groups contribute in converting tacit knowledge
to standards and specifications. For example, the OPC UA
working groups provide the concept of OPC UA profiles.
Profiles define the functionality of an OPC UA application
[6]. Software Certificates contain information about the sup-
ported Profiles. OPC UA Clients and Servers can exchange
these certificates via services.

The paper is structured as follows. In Section II, the
Normalized Systems theory will be discussed. In Section lII,
we give an overview of the most commonly discussed kinds
of coupling, and evaluate whether they comply with the Nor-
malized Systems theorems or not. In Section lV, we make
suggestions on how we should deal with undesired hidded
dependencies. Finally, conclusions and future research are
discussed in Section V.

II. NORMALIZED SYSTEMS

The current generation of systems faces many challenges,
but arguable the most important one is evolvability [7]. The
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evolvability issue of a system is the result of the existence of
Lehman’s Law of Increasing Complexity which states: “As
an evolving program is continually changed, its complexity,
reflecting deteriorating structure, increases unless work is
done to maintain or reduce it” [8]. Starting from the concept
of systems theoretic stability, the Normalized Systems theory
is developed to contribute towards building systems, which
are immune against Lehman’s Law.

A. Stability

The postulate of Normalized Systems states that a system
needs to be stable with respect to a defined set of anticipated
changes. In systems theory, one of the most fundamental
properties of a system is its stability: a bounded input
function results in bounded output values, even for T → ∞
(with T representing time).

The impact of a change should only depend on the
nature of the change itself. Systems, built following this
rule can be called stable systems. In the opposite case,
changes causing impacts that are dependent on the size
of the system, are called combinatorial effects. To attain
stability, these combinatorial effects should be removed from
the system. Systems that exhibit stability are defined as
Normalized Systems. Stability can be seen as the requirement
of a linear relation between the cumulative changes and the
growing size of the system over time. Combinatorial effects
or instabilities cause this relation to become exponential
(Figure 1). The design theorems for Normalized Systems
contribute to the long term goal of keeping this relation
linear for an unlimited period of time, and an unlimited
amount of changes to the system.

Figure 1. Cumulative impact over time

B. Design Theorems for Normalized Systems

In this section, we give an overview of the design the-
orems or principles of Normalized Systems, i.e., systems
that are stable with respect to a defined set of anticipated
changes:

• A new version of a data entity
• An additional data entity
• A new version of an action entity
• An additional action entity
Please note that these changes are associated with

software primitives in their most elementary form. Real-life
changes or changes with regard to ‘high-level requirements’
[9] should be converted to these abstract, elementary
anticipated changes. We were able to convert all real-life
changes in several case studies to one or more of these
abstract anticipated changes [10][11][12]. However, the
systematic transformation of real-life requirements to the
elementary anticipated changes is outside the scope of this
paper.

1) Separation of concerns:
An Action Entity can only contain a single task in Nor-

malized Systems.
In this theorem, we focus on how tasks are structured

within processing functions. Each set of functionality, which
is expected to evolve or change indepently, is defined as a
change driver. Change drivers are introducing anticipated
changes into the system over time. The identification of
a task should be based on these change drivers. A single
change driver corresponds to a single concern in the
application.

2) Data version transparency:
Data Entities that are received as input or produced as

output by Action Entities, need to exhibit version trans-
parency in Normalized Systems.

In this theorem, we focus on how data structures are
passed to processing functions. Data structures or Data
Entities need to be able to have multiple versions, without
affecting the processing functions that use them. In other
words, Data Entities having the property of data version
transparency, can evolve without requiring a change of the
interface of the action entities, which are consuming or
producing them.

3) Action version transparency:
Action Entities that are called by other Action Entities,

need to exhibit version transparency in Normalized Systems.
In this theorem, we focus on how processing functions

are called by other processing functions. Action Entities
need to be able to have multiple versions without affecting
any of the other Action Entities that call them. In other
words, Action Entities having the property of action
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version transparency, can evolve without requiring a change
of one or more Action Entities, which are connected to them.

4) Separation of states: The calling of an Action Entity
by another Action Entity needs to exhibit state keeping in
Normalized Systems.

In this theorem, we focus on how calls between processing
functions are handled. Coupling between modules, that is
due to errors or exceptions, should be removed from the
system to attain stability. This kind of coupling can be
removed by exhibiting state keeping. The (error) state should
be kept in a separate Data Entity.

III. EVALUATION OF KINDS OF COUPLING

Coupling is a measure for the dependencies between
modules. Good design is associated with low coupling and
better reusability. However, lowering the coupling only is not
specific enough to guarantee reusability. Classifications of
types of coupling were proposed in the context of structured
design [13]. The key question of this paper is whether
a hidden dependency and therefore coupling is affecting
the reusability of a module? In general, the Normalized
Systems theorems identify places in the software architecture
where high coupling is threatening evolvability [14]. More
specifically, we will focus in this paper on several kinds
of coupling and evaluate which of them is lowering or
improving reusability.

A. Content coupling

Content coupling occurs when module A refers directly
to the content of module B. More specifically, this means
that module A changes instructions or data of module B.
When module A branches to instructions of module B, this
is also considered as content coupling.

It is trivial that direct references between modules prevent
them from being reused separately. In terms of Normalized
Systems, content coupling is a violation of the first theorem,
separation of concerns.

Avoiding content coupling is not new, other rules than
those of the Normalized Systems already made this clear.
Decades ago, Dijkstra suggested to abolish the Go To
statement from all ‘higher level’ programming languages
[15]. Together with restricting access to the memory space
of other modules, Dijkstra’s suggestion contributed to exile
content coupling out of most modern programming lan-
guages.

B. Common coupling

Common coupling occurs when modules communicate
using global variables. A global variable is accessible by
all modules in the system. If a developer wants to reuse
a module, analyzing the code of the module to determine
which global variables are used is needed. In other words,

a white box view is required. Consequently, black box use
is not possible.

In terms of Normalized Systems, common coupling is a
violation of the first theorem, separation of concerns.

We add however, that not the existence but the way of
use of global variables violates the separation of concerns
theorem. In earlier work we used global variables in a proof
of principle with IEC 61131-3 code, which complies with
Normalized Systems [11]. The existence of global variables
was needed for other reasons than mutual communication
between modules (i.e., connections with process hardware).
In this project, the global variables were passed via an
interface from one module to the other. Some authors state
that the declaration of global variables in the IEC 61131-
3 environment is somewhat ambiguous [16], although we
do not think this is crucial to determine the characteristic
of reusability of a module (as long as there is no common
coupling!).

Since the use of global variables in case of common
coupling is not visible through the module’s interface, each
use of these global variables is considered to be a hidden
dependency. And since common coupling is a violation of
separation of concerns, this is an undesired hidden depen-
dency with respect to the safe use of black boxes.

C. Control coupling

Control coupling occurs when module A influences the
execution of module B by passing data (parameters). Com-
monly, such parameters are called flags. Whether a module
with such a flag can be used as a black box depends on
the fact whether the interface is explaining sufficiently the
meaning of this flag for use. Obviously, if a white box view
is necessary to determine how to use the flag, black box
use is not possible. The evaluation of control coupling in
terms of reusability is twofold. Adding a flag can introduce
a slightly different functionality and improve the reuse
potential. For example, if a control module of a motor is
supposed to control pumping until a level switch is reached,
a flag can provide the flexibility to use both a positive level
switch signal and an inverted one (positive versus negative
logic). On the other hand, extending this approach to highly
generic functions, would lead in its ultimate form to a
single function doIt, that would implement all conceivable
functionality, and select the appropriate functionality based
on arguments. Obviously, the latter would not hit the spot
of reusability.

One of the key questions during the evaluation of control
coupling is: how many functionalities should be hosted in
one module? In terms of Normalized Systems, the principle
‘separation of concerns’ should not be violated. The concept
of change drivers brings clarity here. A module should
contain only one core task, eventually surrounded by sup-
porting tasks. Control coupling can help to realize theorem
2 (data version transparency) and theorem 3 (action version
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transparency). The calling action is able to select a version
of the called action based on control coupling. We conclude
that control coupling should be used for version selection
only. More details about versions and their instances are part
of very recent research of which the results are in a review
process on the moment of the submissing of this paper.

D. Stamp coupling

Stamp coupling occurs when module A calls module B
by passing a data structure as a parameter when module B
does not require all the fields in the data structure.

It could be argued that using a data structure limits the
reuse to other systems where this data structure exists,
whereas only sending the required variables separately does
not impose this constraint. However, we emphasize that the
key point of this paper does not concern reuse in general.
Rather, it focuses on safe reuse specifically. The research
towards safe black box reuse is more about adding contraints
or defining limitations than keeping or creating possibilities.
When working with separated, simple datatypes as a set of
parameters, every change requires a change of the interface
of the module. Since we do not consider ‘changing the
interface’ as one of our anticipated changes, stamp coupling
is an acceptable form of coupling. With regard to the
first theorem, separation of concerns, one should keep the
parameter set (Data Entity), the functionality of the module
(action) and the interface separated. Keeping the interface
unaffected, while the Data Entity and Action Entity are
changing, can be realized with stamp coupling.

E. Data coupling

Data coupling occurs when two modules pass data using
simple data types (no data structures), and every parameter
is used in both modules.

Realizing theorem 3 (action version transparency) is im-
possible with data coupling, since the introduction of a new
parameter affects the interface of the module. This newer
version of the interface would not be suitable for previous
action versions, and could consequently not be called a
version transparent update. The addition of a parameter
in the module’s interface would violate the separation of
concerns principle. Changing or removing a parameter is
even worse.

Note that the disadvantage of data coupling, affecting the
module’s interface in case of a change, does not apply on
reusing modules, which are not evolving. This can be the
case when working with system functions, e.g., aggregated
in a system function library. However, problems can occur
when the library is updated. We will give more details about
this issue in the next section.

F. Message coupling

Message coupling occurs when communication between
two or more modules is done via message passing. Message

passing systems have been called ‘shared nothing’ systems
because the message passing abstraction hides underlying
state changes that may be used in the implementation of
sending messages.

The property ‘sharing nothing’ makes message coupling
a very good incarnation of the separation of concerns
principle. Please note that asynchronous message passing
is highly preferable above synchronous message passing,
which violates the separation of states principle.

IV. IMPLICIT DEPENDENCIES

We consider the case of one developer, who has pro-
grammed a part of a modular system with an acceptable
amount of coupling. Every entity of the subsystem complies
to the theorems of Normalized Systems. The code is fulfill-
ing a part of the requirements of a bigger system, which
has to be built by several developers. Another part of the
system is programmed by a second developer, using the
same programming language and the same platform. The
question is, can both developers exchange the source code
of their modules and reuse them as safe black boxes, i.e.,
without the need of a white box view of their colleagues’
code? In this paper, we concentrate on the case where both
developers used the same programming language, the same
platform, but a different set-up of programming environ-
ment. In other words, they do not share the same - company
standard - system functions in their respective programming
environments.

We start our discussion with a second case, where two
or more hardware developers share several ICs (Integrated
Circuits) to build for example embedded systems. Can they
just pick an IC out of the box and safely use it as a black
box? On one hand, hardware engineers did a remarkable job
with regard to the production of safe black boxes, because
they do not need to know the internal details of the IC to
use it. However, before usage, the user needs the information
that is printed on the IC to estimate its expected behaviour.
If the IC is very recently built as a prototype, with nothing
printed on it, the user needs information of the prototype-
builder to know how to use it. In other words, information
about the interface has to be available in order to use the
black box. Besides, the information — rarely more than
a type number — which is typically printed on an IC, is
referring to data sheets, explaining in more detail the black
box use of the (hardware) module.

In software, we have the advantage that interfaces can
be made roughly self-explaining. But in comparison with
hardware, possible dependencies are introduced. Our two
or more software developers who want to (re)use each
others modules, made in another programming environment,
should inform each other about the libraries they used.
But even if they do this well, they might end up in a
so-called dependency-hell. This is a colloquial term for
the frustration of some software users who have installed
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software packages, which depend on specific versions of
other software packages. It involves for example package
A needing package B & C, and package B needing package
F, while package C is incompatible with package F.

This kind of compatibility conflicts is — in terms of
Normalized Systems — caused by a violation of the first
theorem, separation of concerns. Every external technology
should be separated by a connector element. Note that a
connector element is an Action Entity dedicated to connect
a module with an external technology. To prevent version
conflicts, every connector element should exhibit version
transparency, like every other Action Entity should.

Let us consider the situation in which highly qualified
software developers indeed implemented connector elements
for every package or library they used. This makes the inte-
grated system robust against anticipated changes, although it
is obviously not delivering any garantee regarding the proper
functioning of that external technology itself. In other words,
if one or more packages or libraries are not properly linked
to the development environment, the connector elements will
deliver (on an asynchronous way) an error status.

Safe black box (re)use includes that a developer should
be able to anticipate which conditions are necessary for
(re)use. A self-explaining interface is a good start, but
typically dependencies like packages or libraries are not
included in the interface. We conclude that it should, and
phrase the following rule.

In order to design safe black box (re)useable software
components, every (re)use of a library or package in a
module, should include a reference, path or link to the
identification of the dependency, accompanied with the used
version.

We make the reflection that there is a similarity
between global variables and dependencies, which are
not passed through the module’s interface. Consequently,
these dependencies cause common coupling. Remember
it is not the existence of global variables, libraries or
packages which is causing common coupling, but rather
the fact that these variables, libraries or packages are not
passed via the module’s interface. As a result, these kind
of dependencies violate the separation of concerns principle.

In searching ways to identify dependencies through the
module’s interface, the concept of OPC UA Profiles is
interesting [17]. OPC UA Profiles define the functionality of
an OPC UA application. As human-readable announcements,
they inform users which parts of the OPC UA standard
are implemented. In addition, this information can also be
exchanged between OPC UA applications. This allows appli-
cations to accept or reject connection requests depending on
which Profiles their counterpart is supporting. The concept
of OPC UA Profiles is dedicated to exchange information

about the interface and communication concepts of OPC
UA applications. The functionality behind such an OPC
UA interface is not exchangeable via OPC UA Profiles.
In other words, the functionality, which can be expressed
in standardized OPC UA Profiles, is limited to interface
and communication functionality. This principle should be
extended to a more general form to provide information
about dependencies on different levels. For modules, directly
connected to the internet, a worldwide accessible website
could provide standardized information about well defined
dependencies. For other modules, the same concept of ref-
erence could be introduced for specific application domains,
or even vendor-dependent dependency information.

Remember the case of hardware engineers willing to share
ICs for the development of embedded systems. The code
printed on the ICs is referring to data sheets. This situation is
similar to software modules, accompanied with a reference
to dependency information in their interface. Whenever a
user can not find the dependency information through a
reference in the interface of a black box, it should be possible
to reject the possible use of this module. This would result
in an enforcement of the separation of states principle.

V. CONCLUSION

The reasons why properties like evolvability, (re)usability
and safe black box design are difficult to achieve, have most
likely something to do with a lack of making the existing
knowledge and experience-based guidelines explicit. Un-
doubtedly, the theorems of Normalized Systems contribute
on this issue by formulating unambiguous design rules
at the elementary level of software primitives. However,
on a higher implementation level, it is expected that not
all implementation questions like those related to e.g., a
dependency-hell, are easy to answer. Experienced engineers
will find that these are violations of the theorems ‘separation
of concerns’ and ‘separation of states’. However, we aim that
— on top of these fundamental principles — some derived
rules can make these violations easier to catch, also for less
experienced engineers.
In this paper we introduced the derived rule that, based
on the 1st and 4th principle of Normalized Systems, any
dependency should be visable in the module’s interface,
accompanied by its state and version. Of course, the way
how this information is included in the interface, should be
done in a version transparent way, to prevent violations of
the 2nd and 3rd principle of Normalized Systems.
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Abstract — The paper deals with principles of a launching 
research focused on cyber-physical systems (CPS) design 
environment. It refers to completed real-world CPS 
application projects aimed at smart data acquisition systems 
capable to store and present measured data wirelessly. The 
paper depicts a CPS design approach stemming from generic 
requirements on domain applications, reviews state of the art 
of the domain, mentions some experience with pilot projects 
and brings an outline of the intended CPS design framework. 

Keywords- Embedded system design, smart sensor, wireless 
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I. INTRODUCTION 
The term Cyber-Physical Systems has come to describe 

the research and technological effort that will ultimately 
efficiently allow interlinking the real world physical objects 
and cyberspace. The integration of physical processes and 
computing is not new. Embedded systems have been in place 
since a long time to denote systems that combine physical 
processes with computing. The revolution is coming from 
communicating embedded computing devices that will allow 
instrumenting the physical world with pervasive networks of 
sensor-rich, embedded computation. 

This paper deals with principles of a launching research 
focused on CPS design environment. It refers to completed 
real-world application projects aimed at smart data 
acquisition systems capable to store and present measured 
data wirelessly. The paper depicts a CPS design approach 
stemming from generic requirements on domain 
applications, state-of-the-art review, and discussing initial 
ideas on the proposed design and development tools 
interconnected to form a development environment. 

II.  REQUIREMENTS 
The CPS research program aims to develop a unifying 

theory for the design and implementation of integrated cyber 
and physical resources that can be applied across multiple 
domains [12]: “... Currently, unrelated methods are used to 
separately develop cyber and physical subsystems. The 
differences between the two sides are manifest at the most 
fundamental levels: computer science builds upon discrete 
mathematics, whereas engineering is dominated by 
continuous mathematics. Even within the broad fields of 
engineering and computer science, multiple sub-disciplines 
use dissimilar concepts and tools. The lack of a unifying or 

composable theory makes it impossible to guarantee safety 
and performance by design. System validation requires 
extensive testing — an approach that is becoming intractable 
as systems become more complex. Despite progress in the 
development of increasingly more powerful technologies for 
networked embedded sensing and control, today’s embedded 
computing systems are point solutions for specific 
applications. Current approach to hardware and software 
design, systems engineering and real-time control needs to 
be rethought in the unifying context of cyber-physical 
systems. For example, open, flexible, and extensible 
architectures for cyber-physical systems would enable and 
better influence advances in hardware and software 
components and subsystems. They should be analyzable and 
should support principled composition or integration. Run-
time operation should exploit information-rich environments 
to enhance performance and reliability. In some applications, 
these systems should be context aware, with the ability to 
modify their behaviors to accommodate changing 
configurations, adapt to variations in the environment, 
sustain safe operation, and improve performance over time. 
For many applications, cyber-physical systems must be 
certifiable, i.e. new approaches are needed for the 
specification, verification, and validation of tightly integrated 
cyber and physical elements.” 

As is generally agreed, the effective design of cyber-
physical systems requires research advances in methods and 
tools that support multiple views of integrated cyber and 
physical components. New programming languages are 
needed to handle complex interactions between cyber and 
physical resources and to deal with unstructured data and 
stringent requirements for responsiveness. Algorithms for 
reasoning about and formally verifying properties of 
complex integrations of cyber and physical resources are 
needed. Tools for implementing algorithms to support off-
line and run-time optimization and control are also needed. 
Tools should support concurrent engineering of physical 
systems with sensing, communication, and control 
architectures. Methods and tools should enable new forms of 
analysis, testing, and validation of integrated discrete and 
continuous dynamics at multiple temporal and spatial scales 
and different levels of resolution. Tools should be open, 
interoperable, and highly expressive to enhance productivity 
and enable community use. They should also be extensible to 
leverage new results from the foundations research and 
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accommodate new technologies and capabilities as they 
become available. 

III. STATE OF THE ART 
Many of the embedded systems-related studies and 

efforts in the past have focused on the challenges the 
physical environment brings to the scientific foundations of 
networking and information technology, see [2] and [4]. 
However, the full scope of the change enabled by 
introducing CPS as a new branch of science and technology 
provides much more than restructuring inside this domain. 
The new approach can turn entire industrial sectors into 
producers of CPS. Actually, CPS is about merging 
computing and networking with physical systems to create 
new capabilities and improve product quality [11]. 

Cyber-physical systems denote a new modeling paradigm 
that promotes a holistic view on real-world – and therefore 
complex – systems. These systems have been studied before 
from various particular perspectives using paradigms like 
ubiquitous and distributed computing or embedded and 
hybrid systems. The above mentioned facts require also 
another approach to the design of such systems respecting 
from the beginning of design process the application domain 
that influences quality-of-service requirements such as real-
time behavior, safety and security [17], [18], [14] and [15], 
but also precision, reliability and other non-functional 
properties affecting attributes specified usually by official 
standards [9]. 

In a CPS application, the function of a computation is 
defined by its effect on the physical world, which is in this 
case not only a system environment, but evidently also a 
component of the designed application system. Therefore, 
proper design environments should be used to improve or at 
least to enable efficiency of the design process. In cyber-
physical systems the passage of time becomes a central 
feature — in fact, it is this key constraint that distinguishes 
these systems from distributed computing in general. Time is 
central to predicting, measuring, and controlling properties 
of the physical world: given a (deterministic) physical 
model, the initial state, the inputs, and the amount of time 
elapsed, one can compute the current state of the plant. This 
principle provides the foundations of control theory. 
However, for current mainstream programming paradigms, 
given the source code, the program’s initial state, and the 
amount of time elapsed, we cannot reliably predict future 
program state. When that program is integrated into a system 
with physical dynamics, this makes principled design of the 
entire system difficult. Instead, engineers are stuck with a 
prototype-and-test style of design, which leads to brittle 
systems that do not easily evolve to handle small changes in 
operating conditions and hardware platforms. Moreover, the 
disparity between the dynamics of the physical plant and the 
program seeking to control it potentially leads to errors, 
some of which can be catastrophic. 

IV. DESIGN FRAMEWORK 
Perri and Kaiser [13] formulate a model of development 

environment employing three tool types: (1) structures in the 
role of reusable components embodied into developed 

systems; (2) mechanisms in the role of proper development 
tools used for development process but not included into 
developed systems, and (3) strategies as design and 
development methods.  The design framework’s concepts 
can stem from verifiable formal specifications of CPS as a 
launching paradigm and from reusability paradigm 
supporting all phases of the design process ranging from 
specification to implementation and testing. 

The basic terms, excerpted originally from [24] and 
adapted according to [21] for computer-based systems and, 
particularly, for embedded systems application area purpose 
can be restated as follows:  
• The environment is the portion of a real world relevant 

to the design project. 
• The embedded system is a computer-based artifact that 

will be constructed and connected to the environment, as 
a result of the design project. 

• A requirement is an embedded system’s property 
intended to express the desires of the customer 
concerning the design project. 

• A statement of domain knowledge is an environment’s 
property intended to be relevant to the design project. 

• A specification is an embedded system’s property, 
intended to be directly implementable and to support 
satisfaction of the requirements. 
Let S be the set of specifications, R be the set of 

requirements, and K be the relevant domain knowledge for a 
design project. Then S and K must be sufficient to guarantee 
that the requirements R are satisfied. The primary role of 
domain knowledge, K, is to bridge the gap between 
requirements, R, and specifications, S. Requirements that 
are not specifications are always converted into 
specifications with the help of domain knowledge. 
Application patterns, which embody domain knowledge, 
deal both with specifications and implementations.  

It would seem, that the framework can be with no 
trouble reformulated for CPS and, after that, it can offer a 
starting point for specification and design. Evidently, such 
framework has to be refined to be useful for real 
applications. On the other hand, it should be general-enough 
to support broad application domains. The next section 
presents some experience based on completed CPS 
applications developed without special design environment, 
but demonstrating typical design cases. 

V. LESSONS LEARNED 
Starting with [23], [8], we collected some experience 

with designs of deeply imbedded CPS in frame of the 
following research outcomes: (1) mobile temperature data 
logger based on RFID system [17], (2) optoelectronic 
pressure and temperature sensory system based on dedicated 
Bluetooth network [17], and  (3) optoelectronic pressure 
sensor system based on distributed architecture with Intranet 
TCP/IP [18]. After reviewing basic design concepts 
deployed, main attention is focused in all cases on the CPS 
artifacts’ specification, design with respect to application 
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domain requirements, assembly, and appropriate 
communication services.  

The paper [17] describes two CPS designs in more detail 
using two original research outcomes: mobile temperature 
data logger based on RFID system, and optoelectronic 
pressure sensory system based on dedicated Bluetooth 
network. The presented temperature data logger stands for an 
example of flexible, mobile and intelligent appliances fitting 
various industrial or medical applications. Similarly, the 
discussed sensor network represents a system architecture 
stemming from wireless smart pressure sensors connected by 
Bluetooth and from a network concentrator, which is based 
either on PDA personal digital assistant or on GSM 
SmartPhone.  

The paper [18] describes a CPS example using an 
optoelectronic pressure sensor system based on distributed 
architecture with Internet/Intranet TCP/IP structure 
exploiting Ethernet 10/100 Mbps. After reviewing basic CPS 
concepts deployed, main attention is focused on a concrete 
optoelectronic pressure sensor design, assembly, and 
communication services in frame of the multi-sensor system 
fitting the application requirements. The networking 
configuration exemplifies in this case a real solution of a 
more complex networked embedded system application 
based on the IEEE 1451 family of standards and on actual 
software and hardware components developed by the authors 
and collaborators for a class of sensing and measurement 
embedded applications. 

Both above mentioned papers strive to demonstrate 
application-driven designs of deeply embedded CPS cases 
that differ substantially in technology used. On the other 
hand, those cases enable also to identify typical 
commonalities in detailed CPS designs and, hence, to derive 
general requirements on design tools. 

VI. CYBER-PHYSICAL SYSTEMS DESICN CONCEPTION 
Design and development systems, see e.g. [4], [9], [5], 

[7], [22], have to support important concepts and methods by 
their tools for complete design and development life cycle of 
applications belonging to considered application domains. 
The toolset related to the discussed design framework will 
necessarily include also original methods and tools. At the 
beginning, the development means will target predominantly 
front-end parts of specification and design, namely formal 
specification, verification and rapid prototyping. 

Conventional verification techniques to be used in the 
development environment have high memory requirements 
and are very computationally intensive. Therefore, they are 
unsuitable for real-world CPS systems that exhibit complex 
behaviors and cannot be efficiently handled unless we use 
scalable methods and techniques [20], which exploit fully the 
capabilities of new hardware architectures and software 
platforms [8]. High-performance verification techniques 
focus on increasing the amount of available computational 
power. These are, for example, techniques to fight memory 
limits with efficient utilization of external techniques that 
introduce cluster-based algorithms to employ aggregate 
power of network-interconnected computers, or techniques 
to speed-up the verification on multi-core processors. 

Researching CPS models consist of capturing 
characteristics of CPS. We plan to study existing and to 
propose new models for common architectural and 
behavioral artifacts and communication patterns of the CPS 
domain.  

To be more explicit, at the beginning we define models 
using Ptolemy II framework (see [14], [10]) extended by 
existing formal tools and we will study the possibility to 
integrate the formal verification methods for these hybrid 
models. It would require examining carefully the semantics 
bound in different models and define precise transformations 
to extract verifiable models from design models. 

Domain specific modeling languages (DSML), contrary 
to the universal modeling languages, are specifically 
customized to the area of problems being solved. Using 
DSML approach, the modeling of a system is itself preceded 
by the phase of meta-modeling of the application domain. 
We plan to propose a DSML for the reliable real-time 
embedded devices in smart sensor and control networks 
domain and provide formal semantics for this language that 
should enable applications of formal methods for 
transformation and verification of CPS properties. 

We will research possibility to apply existing formal 
methods to the models generated from the specifications 
written in CPS-DSML. The models describe the system 
being developed at different levels and views. Automated 
tools should support inter-model validation. Thus our 
primary concern is to demonstrate how tools based on formal 
methods can proof the inter-model consistency and property 
preservation. For instance, model of software components, 
which behavior is driven by discrete means of computing 
should be in consistency with lower level model of hardware 
processing units and also with same level model of abstract 
environment behavior. The difficulty and novelty lies in 
consideration that different models obey different means of 
computing. 

Designed development environment prototype will 
include tools and methods that can be used to approach 
demonstration and experimenting with the selected 
application area. We assume that various methods will be 
experimentally implemented as software tools to show the 
capability of the approach on non-trivial use cases. New 
design patterns and components will be created and verified 
in frame of case studies. These case studies will serve to 
gather experience in development of CPS. The work should 
conclude by critical evaluation of the proposed approach, 
showing the strength aspects of considered method and 
revealing drawbacks that deserve further research. 

VII. CONCLUSIONS 
The paper deals with principles of a launching research 

focused on CPS design environment. It refers to completed 
real-world application projects aimed at smart data 
acquisition systems capable to store and present measured 
data wirelessly. The paper depicts a CPS design approach 
stemming from generic requirements on domain 
applications, continuing with brief review on state-of-the-art, 
and completed by initial ideas on the proposed design and 
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development tools interconnected to form a development 
environment. 

This paper utilizes as model demonstrations three CPS 
designs rooted in original research outcomes: mobile 
temperature data logger based on RFID system, 
optoelectronic pressure sensory system based on dedicated 
Bluetooth network, and optoelectronic pressure sensory 
system based on Ethernet/IP/TCP network, published in 
more detail in frame of previous ICONS conferences.  

Our research group is currently launching a related 
continuation research that aims at the formal tools support of 
CPS design [17], [18], [19]. Evidently, this new research 
domain requires not only formal specification and 
verification techniques extensions and modifications, but 
also novel approaches and adaptations of such general 
methods as model checking and proving, see e.g. [1], [2], [3], 
[9], [10], [16] and [22]. 
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Abstract— Enterprise information modeling is one of the major 
challenges for system integration in Factory Automation. 
Different standards exist to model information. This paper 
describes ISA-95 Tool that is developed based on 
internationally-used industrial standard ANSI/ISA-95. The 
tool makes it easier to automatically integrate product 
information with a production system. Up to the knowledge of 
authors, so far only ad hoc solutions were developed following 
ISA-95, which were failing to support in general the modeling 
of manufacturing systems. The tool can be used for production 
order specifications. An overview on ISA-95, B2MML 
(Business to Manufacturing Mark-up Language) and 
structures as SIIS (Software Intensive Industrial System) are 
described in the paper, which are followed by tool description 
and case study.   

Keywords- B2MML; ISA-95; Enterprise modeling. 

I.  INTRODUCTION 
The information flow in industrial systems grows in 

terms of amount and structural complexity. At the moment 
factory information system implementation follows ad hoc 
solutions that may be based on some of the standards, i.e. 
ISA-95 or CAMX [1], but lack to have an adequate tools 
support for information modeling. The developing tendency 
of industrial systems shifts towards SIIS where software 
essentially influences to the design, construction and 
deployment  of  these  systems.  GAO,  known  as  U.S.  
Government Accountability Office, attributes the poor 
success degree [2] of building software intensive systems to 
the management [3], in detail, ERP (Enterprise Resource 
Planning) and MES (Manufacturing Execution System) 
levels. From modules to methodologies, from languages to 
services, during last two decades an extensive research is 
performed to interconnect different enterprise systems and 
refine the SDLC (System Development Life Cycle).   

For example, SOA (Service-Oriented Architecture) is a 
paradigm developed for organizing and utilizing distributed 
capabilities under different ownership domains [4]; OPC 
was designed to provide a common bridge for Windows 
based software solutions and process control hardware; the 
mechanism of loose coupling keeps different part of one 
system maintained own functionalities with communicating 
through well-defined interfaces [5]. 

ISA-95 developed by the Instrumentation Systems and 
Automation Society (ISA) defines a complete functional 

model for enterprise-control use as a reflection of an 
organizational structure of functions which can be replaced 
addressing different demands of the enterprise.  

Following ISA-95 standard, this paper presents a tool 
that allows modeling of enterprise information. The tool can 
be used to allow adaptation to any specific demands of the 
enterprise. The models can be extended. The tool is 
demonstrated on manufacturing line producing mobile 
phones, where it is used to represent order information. 

The paper is organized as follows: next section gives 
short introduction to ISA-95 standard and B2MML that 
provides XML representation for ISA-95, which is important 
for interoperability of IT systems at factories. Third section 
describes the tool. The use case is presented in fourth section 
that is followed by conclusions. 

II. THE ISA-95 STANDARD & B2MML 

A. The ISA-95 Standard 
ISA-95 is originally a US standard which has been 

adopted as an international one under IEC/ISO 62246. As 
currently envisioned, the ANSI/ISA-95 series will consist of 
the 5 parts under the general title, Enterprise-Control 
System Integration: 

 Part1:Models and terminology 
 Part2:Object model attributes 
 Part3:Activity models of manufacturing operation 

management 
 Part4:Object models and attributes of manufacturing 

operations management 
 Part5:Business to Manufacturing transactions 

The  latest  versions  of  Part  1,  2  and  3  are  released  on  
2010 while part 4 and part 5 are still under standardization. 
In this article, second latest version of ISA-95 and B2MML 
(v4010) were selected as a stable combination for their 
compatibility. 

As a structured standard, ISA-95 includes 3 main 
information areas of producing products, capabilities, and 
actual production. Besides, the standard provides a reference 
model for system organizing, allocating business to the 
different systems and information flow between systems [6].  

UML (Unified Modeling Language) models are used in 
the development of the tools following ISA-95. The 9 object 
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models, 86 objects and a whole set of attributes defined in 
ISA-95.00.02 are extensions to the information models 
defined in ISA-95.00.01.  

The structure and the frame allow users of addressing 
own information inheriting the relationship between 
information blocks (known as classes in Object Models). 

 

 
Figure 1.  Part of Equipment Object Model for FASTory Line. 

In an example of Equipment Object Model for the case 
study (Section IV), FASTory Line, the information of  
problem domain concepts such as “State Buffer”, “Pen 
Feeder”, “Conveyor” is well classified and the 
generalization between “Equipment Class” and them is also 
kept.  In order words, standard UML models can be 
extended to fit the problem domain (Fig. 1). 

The tool to be introduced in next part - “ISA-95 Tool” 
serves as an interface with all the classes beyond and under 
problem domain defined in ISA-95.00.02. In majority of the 
industrial systems, the problem domain consists of 4 
models:  

1) The personnel object model describes human 
resources defining different classes of personnel. 

2) The equipment object model is structured 
similarly--the object model supports specifying 
requirements for different equipment classes.  

3) The material model describes raw materials, 
intermediate products, and finished products.  

4) A process segment is one step/task/unit of work 
that must be performed to complete a product. 

The five other object models defined in ISA-95.00.02 
beyond problem domain are production capability model, 
process segment capability model, product definition 
information model, production schedule model, production 
performance model. 

 

B. B2MML 
With  a  set  of  XML  schemas  written  using  the  World  

Wide Web Consortium's XML Schema language (XSD), 
B2MML is treated as a complete XML implementation of 

ISA-95. The .xsd templates implement the data models in 
the ISA-95 standard. The final information carrier of ISA95-
Tool will be an .xml file following B2MML’s .xsd template 
[7]. 

From the perspective of an SDLC, the link of support 
phase [8] in ISA-95 is still weak. This is reflected in the lack 
of tools and platform based on the standard. This stage of 
conceptualization greatly demands specific visualization to 
increase engineers’ efficiency on familiarizing and using this 
standard. Part III of this article depicts “ISA-95 Tool” as one 
solution addressing this demand. 

III. INTRODUCTION TO ISA-95 TOOL  
As mentioned in the previous part, there is a lack of 

visual-operating software as support phase for practical 
application of ISA-95`. The acknowledge degree still stays 
in the combination of models and attributes, which increases 
extremely the difficulty of application of the standard. 

As one solution to the problem, “ISA-95 Tool” defines 
”order” as the core concept and information carrier 
functioning in Manufacturing, Operation and Control level 
(level 3 in ISA standard family) and Business Planning and 
Logistics  level  (level  4  in  ISA  standard  family)  [9].  The  
process starts when the order is received from a customer 
and then transferred between system managers, analysts and 
operators. The process ends up with creating and 
transferring an .xml file to line controller that based on 
product needs should generate a production recipe. The 
recipe can be formalized in Business Process Execution 
Language (BPEL) [10]. 

However, system demands may vary from factory to 
factory and so not all models are necessary to keep the 
process running in a practical industrial use.  

The  first  phase  presented  as  a  frame  allows  users  to  
select models by their demands (Fig. 2).  

 

 
Figure 2.  Model-selection phase of ISA-95 Tool. 

The tool will list attributes and text fields under selected 
models (Fig. 3). The definitions of the attributes in the 9 
models come from a minimum set of industry-independent 
information. The attributes are extensions to the object 
information model defined in ISA-95.00.01 and thus are 
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part of the definition of terms. The attributes and models 
define interfaces for enterprise-control system integration. 

 
Figure 3.  Attributes information phase of ISA-95 Tool. 

An order list with information as Order ID and 
production start time can be created in third phase. A single 
cycle for all the operations in an order can be completed by 
pressing “Start” button (Fig. 4).  

 

 
Figure 4.  Order-checking phase of ISA-95 Tool. 

After the operations cycle, an .xml file collecting inputs 
will be created by the tool and transferred to controllers at 
the production line level.  

This is done by adding values to an existing .xml file 
template. As mentioned, from v02 of B2MML, .xsd files are 
available as part of the packages released by WBF (The 
Organization for Production Technology). The template here 
is created following .xsd file format. Little changes as adding 
root elements to .xsd files are required if the format 
transformation is completed by an xml software. 

IV. CASE STUDY: FASTORY LINE 

A. FASTory Line 
FASTory-Line is an assembly line used for research 

purposes in FAST Lab, Tampere University of Technology 
(Fig. 5). In order to simulate the production (due to costs 
reasons), drawings of components and products are created 
by robots. The main advantage is that, different drawings of 
components are used to simulate parts of the assembly and 
different colors for increasing the complexity of the systems 
as well as production customization. As a result, there is no 
need disassemble ready products, however the actual robots 

need to perform pick and place operation and follow unique 
sequence depending of the variant of the product. 

 
Figure 5.  FASTory Line 

The drawing consists of 3 components: frame, screen 
and keyboard, 3 different formats for each component and 3 
different pen colors (red, green and blue) for each format 
thus the product has 729 variants altogether. All the drawing 
robots can take the task of drawing any part. It is also 
possible to make the complete mobile phone or finish only 
one part to bring larger flexibility of the line. The material 
to be used in the production will be paper and pens.  

 
Figure 6.  Cell-phone simulation. 

B. Modified version of “ISA-95 Tool”—“FASTory GUI” 
FASTory line is a typical production line with strong 

demands on models in problem domain, mainly for 
equipment model, personnel model and material model. The 
traditional solution with “ISA-95 Tool” is to choose 
problem domain models in first phase, to fill attributes 
forms in second phase before final order is created. 
However, a different scenario is presented below as an 
alternative solution.  

“FASTory GUI” is developed as a modified version of 
“ISA-95 Tool” being optimized for FASTory Line. Starting 
from the action flow, the user set input by choosing radio 
button groups and making selections in combo boxes in the 
first phase (Fig. 7).  

Instead of text-fields, the material information is 
represented directly in the form of component formats. The 
volume of the ink in different colors changes as the user 
chooses different cell phone formats and colors. The product 
segment information in accordance with the choice will be 
displayed in a table simultaneously. 
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Figure 7.  Cell-phone format selection phase of FASTory GUI. 

After confirmation, the user can check the information 
as production segment rules, production schedules and even 
a preview of the cell-phone product (Fig. 8). The user adds 
orders list after the correction of the mistakes (if any). 

 

        
Figure 8.  Production Segment Information phase of FASTory GUI. 

The same as with “ISA-95 Tool”, if the order does not 
reach the requirement, the user can delete unwanted order in 
monitoring tab or exit the procedure by cancelling the 
orders. 

Also, an .xml file collecting user’s choices and carrying 
order information will be created and transferred to line 
level controllers. Again, here an alternative method is 
presented instead of feeding values to .xml templates.   

In an SIIS as FASTory Line, not all data are in top level 
of importance, which means only part of information can 
keep the system processes running. Another reason on 
reducing the amount of the information is that irrelevant 
elements, null elements and long headers increase workload 
and difficulty for line controllers on information analysis. 
Here a minimum set of elements are chosen from the 
template artificially and an example of this has been tested 
on FASTory GUI. An example of a part of the .xml code 
looks as follows:  
 
<amount>99</amount> 
<time>Tue Sep 20 12:58:58 EEST 2011</time> 

 <Formats> 
 <frameFormatColor="1">1</frameFormat> 
 <screenFormatColor="0">0</screenFormat>  
<keyboardFormatColor="1">1</keyboardFormat> 
</Formats> 

 
As depicted in this scenario, the formats and colors are 

represented by integers in elements and attributes; the 
programming solution reduces the time needed analyzing 
and extracting information from files. 

V. CONCLUSION 
The ISA-95 standard is an important basis for the 

development connecting control system and enterprises. 
B2MML is selected as implementation language for the 
standard to allow interoperability of industrial IT systems. 
“ISA-95 Tool” allows visualization of the models and 
attributes staring from abstract concepts, refining and 
placing them into practical industrial use. FASTory tool is a 
specialized version based on “ISA-95 Tool” taking 
FASTory Line as a study case. It is also a good example of 
how “ISA-95 Tool” can be extended to fit factories, 
enterprises in different size and types as separate solutions, 
though it is already sufficient and powerful enough working 
as an independent tool. 

The further development and research can focus on the 
modeling of production performance that can be checked 
after at least one single process segment and return 
information back to ISA-95 models. Thus an .xml file 
containing performance model information is needed and 
can be generated as a result of feedback information coming 
from line and low-level controllers. This addition will 
require some changes on current web service interface 
between the tool and the controllers of the line.  

Another issue is that majority of targeted users of current 
software products on ISA-95 application are “solution 
architects”, “analysts”, and “engineers” but not the managers 
who do not have flexibility to update the model or change 
the schedule. This indirectly increases the operating 
requirement even if there are no problems other than the 
format and the access of the information. Thus an extra step 
could be added transferring created .xml file to .xls file. The 
format of an Excel table which avoids the specific 
knowledge requirements of B2MML is considered for the 
future work. 
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Abstract—Incorporating web services at the device level is 
expected to improve many aspects of automated manufacturing 
systems, including scalability, reusability, reconfigurability, 
compatibility between equipment from different vendors, and 
cross-layer integration. There is much ongoing research into 
architectural issues and enabling technologies for service-
oriented automation, but the body of knowledge surrounding 
service identification and optimal orchestration schemes needs 
improvement. In this project, the performance of a test system, 
consisting of conveyors with embedded web service-enabled 
devices, with three different orchestration schemes is evaluated. 
The three schemes have similar message exchange patterns, but 
differ in terms of the degree of involvement of a central 
orchestrator. The schemes are compared in terms of pallet 
transfer timing, and communications load. Performance is 
similar for the small test system, but the results predicted 
scalability problems for the schemes with high reliance on a 
central orchestrator. 

Keywords-SOA; orchestration; control schemes. 

I. INTRODUCTION 
The case for applying Service Oriented Architecture 

(SOA) to  industrial  control  systems has  been made in  many 
previous research projects [1,5,10]. The benefits that Service 
Orientation at the device level is expected to bring to 
industrial applications include increased business agility, 
easier and less costly equipment reusability and 
reconfigurability, and improved cross-layer integration. In 
addition, building systems around open standards reduces a 
business' reliance on proprietary protocols, systems, and data 
formats, and can drastically decrease the effort with which 
systems from multiple vendors can be integrated, allowing 
factories to choose the best-of-breed components for all 
systems, without worrying about interoperability. 

Much of the research into service orientation in industrial 
automation has focused on architectural issues, and the 
enabling technologies and standards.  Still missing, however, 
are the practical implementation details, best practices, and 
system design methodologies that can help bridge the gap 
between systems theory and a working SOA deployment that 
exhibits some or all of the benefits touted by SOA advocates. 

Although the benefits of service orientation have been 
established, additional research is required to expand the 
body of knowledge surrounding the field.  Specific issues that 
still need to be addressed are:  

 
 

 

 How to combine scan-based and event-based 
systems? 

 Down to what level is it reasonable to have web 
services? 

 How best to compose services over a number of 
distributed devices to execute business processes? 

 How to integrate legacy equipment into a SOA-
based system? 

This paper proposes and evaluates some possible 
orchestration schemes for handling pallets on a system of 
conveyors, in an attempt to provide some answers to the 
following questions:  

 What is the best approach for composing atomic 
services into a more complex task? 

 How can we combine event- and scan-based SOA 
manufacturing systems? 

A. Orchestration and Choreography 
When discussing SOA in automation, orchestration 

typically refers to the practice of composing a set of exposed 
services, with a pre-defined interaction pattern that defines a 
business or manufacturing process [1]. The process can be 
described using a language such as Web Services Business 
Process Execution Language (WS-BPEL). The orchestration 
engine executes the application logic, sequencing and 
synchronizing service invocations to reach the business goal 
[15]. 

The focus of orchestration is on a high-level view of the 
process workflow, whereas choreography considers the lower 
level rules that define the message exchange sequences. The 
W3C candidate recommendation Web Service Choreography 
Description Language v1.0 (WS-CDL) [8] can be used to 
describe peer to peer collaboration by defining their globally 
observable behavior, where business goals are realized by 
peer to peer message exchange. 

B. Previous Research 
EU project SODA [16] investigated the eco-system 

required to build, deploy, and maintain a SOA application in 
many domains.  The SIRENA [17] project demonstrated the 
feasibility of extending SOA to the device level, and 
produced some proof-of-concept device-level services [10]. 
FP6 SOCRADES [18] evaluated a number of solutions for 
SOA at the device level, and demonstrated a SOA solution 
for automating electronics assembly.  

Much research has been done on system modeling, 
control, and decision making at higher levels, with Petri Net-
based approaches [2,4] and Timed Net Condition/Event 
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Systems (TNCES) [3]. Other research presents designs for 
orchestration engines for controlling systems composed of 
web service-enabled embedded devices [3,11].  

Some software engineering approaches to combining, 
modeling, and optimizing service orchestration and 
choreography have been proposed [6,7], but the focus has 
been on eliminating redundant data transfers to minimize 
process execution time in IT systems. Time-consuming data 
transfers between devices are not the primary concern on the 
factory floor. 

This paper describes some preliminary research into 
optimal strategies for composing device-level, fine-
granularity, atomic services, to synchronize device 
interactions to efficiently complete manufacturing processes. 
This research aims to find a balance between device-to-device 
interactions, and master-slave control schemes, with long-
term goal of providing an easier transition path  

Sections II and III introduce the test system, and describe 
the control schemes. Section IV analyzes the data, and 
Section V presents conclusions and future work. 

II. SYSTEM DESCRIPTION 
For this study, three different pallet transfer control 

schemes are tested using a varying number of pallets on the 
system shown in Fig. 1.  

The  system  consists  of  21  conveyor  segments.  An  

intelligent Web Services-enabled device controls each 
segment. This line uses the InicoTech S1000 Smart RTU 
[13]. The main loop is made up of the middle and lower lines, 
connected at either end by a lifter, 13 segments in total. The 
continuously moving loop acts as a buffer for the robot and 
manual workstations off the main line. Pallets can be 
introduced to the system at loading stations in the branches 
off the main loop. 

Each pallet has a unique RFID code, read when a pallet is 
loaded at a loading station. To transfer a pallet from one 
conveyor segment to the next, the following message 
exchange takes place, independent of the control scheme. 
This pattern is shown in Fig. 2.  

 1) Reservation Request/Response: A message containing 
the  pallet  ID  and  input  transfer  direction  is  sent  to  the  
conveyor or lifter. The reservation status, and the ID of the 
pallet holding the reservation are returned. If the pallet IDs 
match, and the status is “RESERVED,” the transfer can 
safely proceed.  If the device is not in a position to accept a 
pallet at the requested input position (e.g., reservation is 
requested at the upper end of a lifter while the lifter is down), 
the reservation status is “PENDING.” Reservation Requests 
are sent until the reservation is successful. 

 2) Transfer In Request/Response: A message containing 
the pallet ID and the input transfer direction are sent. If they 
match the reservation information, “ACCEPTED” is returned. 

 
Fig. 1.  System of conveyor segments used for testing pallet flow control schemes. 

  

 
Fig. 2.  Master-Slave Control Scheme 
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III. CONTROL SCHEME DESCRIPTIONS 
For this study, varying numbers of pallets are added to the 

main loop, driven by different control schemes. The three 
schemes chosen for comparison represent different balances 
between device-to-device interaction, and top-down 
orchestration. 

A. Master-Slave: All interactions through Orchestration Engine 
Each remote device is a DPWS server, and a single master 

DPWS client controls the pallet flow by invoking actions on 
all remote devices.  The remote devices themselves do not 
autonomously invoke actions on other remote devices. Each 
remote device supports the same set of operations: 

1) Reserve: A reservation request message is sent, 
containing a unique  RFID (Radio Frequency IDentification) 
Code to identify the pallet, and the input transfer direction. 
Direction codes supported by each device can be determined 
from metadata in the WSDL read from the device in the 
discovery phase. This operation returns the reservation state 
(free, pending, reserved), and the ID of the pallet that the 
conveyor is reserved for, if any.  

2) TransferIn: The transfer-in request message contains 
the same data as the reservation request. The operation is 
accepted if the request message matches the reservation data, 
or rejected if it does not.  

3) GetConveyorState: After the TransferIn action is 
invoked, the conveyor state is polled at some interval. The 
operation is complete when the conveyor state request returns 
"occupied."  

4) TransferOut: When a downstream conveyor is reserved, 
the transfer-out operation is invoked. The request message 
contains the pallet Id and the output direction code. 

5) ReadRfidTag: Certain devices have an RFID tag reader, 
which is used to read the unique RFID code of the pallet 
when it is first loaded, and for consistency-checking during 
operation. 

One  process  is  required  on  the  master  PC  running  the  
Orchestration Engine for each pallet. The message exchange 
pattern is shown in Fig. 2. This exchange pattern can be 
described in WS-BPEL. 

B. Peer to Peer: Devices handle pallet transfer autonomously 
The devices cooperate autonomously with each other to 

achieve common goals. Each remote device acts as a 
combined DPWS client and server, each with the ability to 
invoke actions on other remote devices. Each device supports 
the same set of services, and follows the same interaction 
pattern to allow for collision-free pallet flow. At startup, a 
supervisory control system dynamically discovers the devices 
present in the network, and based on some layout map, and 
invokes a configuration service on each device, containing 
the following information: 

 Output transfer direction code 
 Service Address of the downstream peer device 
 Input transfer direction to the downstream peer 

device 
When pallet is introduced to the system at a loading 

station, neighboring devices negotiate pallet transfer with the 
message exchange pattern shown in Fig. 3, containing the 
same Reserve and TransferIn operations as the Orchestrator 
control scheme. No TransferOut, GetConveyorState, or 
ReadRfidTag operations are required. 

C. Hybrid Approach: Peer to Peer with Decision Request 
Notifications 

In this approach, lower-level pallet transfer control 

Fig. 3.  Peer to Peer Control Scheme, using TransferPattern from Fig. 2. 
  

Fig. 4.  Combined Control Scheme, using TransferPattern from Fig. 2. 
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messages (ReservationRequest, TransferIn) are exchanged 
peer to peer, as in the previous scheme, but the device 
receives transfer instructions (downstream peer service 
address, output transfer direction, peer input transfer 
direction) from the master after the device publishes a 
notification that a pallet has been received (DecisionRequest). 
This exchange pattern is shown in Fig. 4. 

When the system is stared, the master PC dynamically 
discovers all devices, and subscribes to the DecisionRequest 
notifications. When a notification is received, some logic 
executed on the master PC determines the appropriate next 
step, and sends the appropriate transfer instructions. 

IV. EXPERIMENT AND RESULTS 

The tests were conducted as follows:  
1) A configuration file describing the layout of the 

conveyor system is loaded in the control software running on 
the  master  PC.   The  master  PC  subscribes  to  the  
“PalletInformation” notifications on each device, used for 
logging purposes, common to all control schemes. 

2) A single pallet is transferred from conveyor to 
conveyor around the loop. 

3) After fifteen minutes, a new pallet is placed at a 
loading station, and introduced into the main loop with the 
existing pallets 

4) Additional pallets are introduced at approximately 
equal intervals for 90 minutes 

A. Average Pallet Lap Time 
The average time for a pallet to complete one lap of the 

main  loop  for  the  three  schemes  is  shown  in  Fig  5.   The  
results are plotted relative to the data from the Peer to Peer 
test, because it had the fastest lap times, on average. These 
results are not surprising. Although all control schemes use 
the same interaction pattern for reservation and pallet transfer 
(i.e. polling at a 500ms interval for reservation), the Master-
Slave scheme has an additional, approximately 350ms polling 
cycle to determine when the TransferIn operation is complete. 
With thirteen devices in the loop, we would expect the lap 
time to be approximately 13×(350/2)ms = 2.275s longer for a 
single pallet. 

The performance bottlenecks in the system were the 
lifters, because of time taken to transfer a pallet between the 
upper and lower lines. While fewer than four pallets are in the 
loop, transfer times stay constant, because the pallets do not 
interfere with each other. For four pallets, the marginally 
faster performance of each transition using the Peer to Peer 
approach results in noticeably faster average times for four 
pallets, but the advantage fades for five or more pallets. This 
behavior is coincidental, not inherent to the control scheme, 
and would likely change if the conveyor line layout were 
changed. 

We can conclude that the orchestration scheme chosen has 
a negligible impact on the timing of pallet transfers.  

B. Communication Load 
Access to network statistics for the devices was limited to 

the number of packets sent and received since startup. 
Although this is not useful as an absolute measure, it  can be 
used to compare relative performance. Fig. 8 shows a typical 
data set for one test for one device. There is a spike in activity 
when a new pallet is introduced, and then it stabilizes. 

Fig. 6 and Fig.7 show the average load for devices before 
and after the lifter bottleneck. For lower pallet numbers, the 
communication load is lower devices operating under the peer 
to peer and hybrid schemes.  This is likely because there is no 
polling taking place.  Reservation requests are event-based 
(i.e. sent when a pallet is received). When the pallets start to 
interfere with each other, the peer to peer and combined 
approaches create communication loads almost twice that of 
the orchestrator approach. However, it is important to note 
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that the orchestration engine running on the PC is 
experiencing a load roughly equivalent to the difference, 
because the devices are not communicating directly with each 
other. This raises scalability questions, because the 
communications load from all devices is concentrated at the 
orchestrator. 

For  devices  after  the  bottleneck,  as  in  Fig.  7,  
communication load remains lower for the event-driven peer-
to-peer and combined control strategies.  

V. CONCLUSIONS AND FUTURE WORK 
This research shows that for small systems, timing of 

physical operations, such as pallet transfers, are not very 
sensitive to the choice of orchestration scheme. However, 
analysis of the communication loads on the remote devices 
and the orchestrator (or master PC) suggests that performance 
will degrade with increasing system size for schemes that rely 
heavily on a central orchestrator. Additional research is 
required into the scalability of these methods. 

This research lays the groundwork for designing and 
testing more complex systems. A system with autonomous 
devices interacting requires robust supervisory control and 
monitoring. Implementing Complex Event Processing (CEP) 
for monitoring and decision support for orchestration can be 
also considered. Complex Event Processing, used in 
conjunction with various formal system modeling methods 
[2,12], is a promising approach for providing detailed 
information about the state of the system, as well as fault 
prediction, prevention, and detection, and deadlock 
prevention in flow control. 
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Abstract—Software systems need to be agile in order to
continuously adapt to changing business requirements. Nev-
ertheless, many organizations report difficulties while trying
to adapt their software applications. Normalized Systems (NS)
theory has previously been able to introduce a proven degree
of evolvable modularity into software systems, based on the
systems theoretic notion of stability. In this paper, we explore
the applicability of this other fundamental property of systems
(i.e., entropy) to the issues of software maintenance and
evolvability. The underlying concepts in entropy definitions will
be explained and applied to software systems and architectures.
Further, the considerable complexity of running multi-tier
multi-threading software systems and the relation with entropy
concepts is discussed and illustrated. Finally, the concordance
of design rules for controlling that entropy with previously
formulated NS principles is explored.

Keywords-Normalized Systems, Entropy, Systems engineer-
ing, Evolvability

I. INTRODUCTION

Current organizations need to be able to cope with in-
creasing change and increasing complexity in most of their
aspects and dimensions. As a consequence, all constructs
and artifacts of an organization have to be able to swiftly
adapt to this agile and complex environment, including its
business processes and organizational structure, as well as
its supporting information systems. Indeed, also the software
applications an organization employs, should be able to
evolve at an equivalent pace as the business requirements
of the organization they are embedded in.

However, many indications are present that most mod-
ular structures in software applications do not exhibit this
required evolvability, flexibility, etcetera. One very early
indication of this phenomenon was expressed by the for-
mulation of Manny Lehman’s Law of increasing complex-
ity, stating that “As an evolving program is continually
changed, its complexity, reflecting deteriorating structure,
increases unless work is done to maintain or reduce it.” [1,
p. 1068]. Interpreting entropy as a measure for uncertainty
or the degree of absence of structure (i.e., disorder) in a
system, one could conceive Lehman’s law as referring to
the irreversable tendency of software applications to build
up entropy (i.e., structure deterioration and degradation)

troughout their lifecyle and hence become more and more
complex while being less and less maintainable as time
goes by. Indeed, Lehman himself initially proposed his law
as an instance of the second law of thermodynamics [1].
Therefore, the law can also be interpreted as describing ever
increasing entropy or disorder in the structure of software
systems, unless effort is done in order to reduce the amount
of entropy. In a similar way, Frederick Brooks stated that
program maintenance is an inherently entropy increasing
process, and that even its most skilfull execution is only
able to delay the subsidence of the system into unfixable
obsolescence [2]. In practice, manifestations of this ever
increasing difficulty in maintaining software is for instance
reflected in terms of ever growing IT departments and rising
IT maintenance costs [3], [4].

Specifically focusing on these issues of software main-
tenance and evolvability, Normalized Systems (NS) theory
has recently proven to introduce a degree of proven ex-
ante evolvability at the level of software systems. To start
with, the theory states that the implementation of functional
requirements into software constructs can be considered as
the transformation of a set of requirements R into a set
of software primitives S [5], [6], [7]. In order to reach
evolvable modularity, NS theory demands that this transfor-
mation should exhibit systems theoretic stability. Mannaert
et al. have formally proven in [6] that this assumption
implies that the modular software structure should strictly
and systematically adhere to four design principles as a
necessary condition. In this paper, our goal is to explore
the applicability of this other fundamental property of sys-
tems, i.e. entropy, to software maintenance and evolvability.
Therefore, we propose a more precise definition of entropy
in software systems, and explore how this notion of entropy
might provide guidance to the software engineering process,
in order to control the amount of entropy continually built
up during the lifecyle of a software application. As an initial
step towards design rules, we attempt to relate this guidance
to the design principles of NS theory.

The remainder of this paper is structured as follows. In
section II, we briefly discuss some related work. A concise
overview of Normalized Systems Theory is presented in a
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third section. In section IV, an attempt is made to derive an
unambiguous definition of entropy in software architectures.
Next, the feasibility of controlling the entropy in software
systems is discussed in a fifth section, and the implications
for software design are related to NS design principles.
Finally, we present some conclusions and future work in
Section VI.

II. RELATED WORK

Entropy as expressed in the second law of thermodynam-
ics, is considered to be a fundamental principle. There are
many versions of this second law, but they all have the same
intent, which is to explain the phenomenon of irreversibility
in nature [8]. Moreover, mathematical derivations of the
principle of entropy start in general from a formula de-
scribing the number of possible combinations. In statistical
thermodynamics, entropy was defined by Boltzmann in 1872
as the number of possible microstates corresponding to the
same macrostate [9]. In information theory, entropy was
defined in 1948 by Shannon as the number of possible com-
binations or uncertainty associated with a random variable
[10].

It has been attempted in many areas to apply and oper-
ationalize the concept of entropy, both inside and outside
engineering sciences. In [11], Janow has studied organiza-
tions and productivity based on entropy. Janow concluded
that entropy offered an interesting means to explain why
organizations tend to become gradually more slow in their
decisionmaking processes, as well as lose productivy and
speed as they become larger over time. In the computing
area, entropy is defined as the randomness collected by
an operating system or application for use in cryptography
or other uses that require random data [12], [13]. This
randomness is often collected from hardware sources, either
pre-existing ones such as mouse movements or specially
provided randomness generators [14].

In software engineering, earlier attempts have been made
to apply entropy concepts to software. For example, Harrison
argued for an entropy-based metric for measuring the com-
plexity of software applications, based on the information
theory perspective on entropy [15]. Based on an analysis of
existing complexity metrics for software, Bianchi et al. [16]
propose a class of metrics aimed at assessing the amount of
software degradation as an effect of continuous change.

Further, Manny Lehman considered his law of increasing
complexity as an instance of the second law of thermo-
dynamics [1]. Therefore, the law can also be interpreted
as describing ever increasing entropy or disorder in the
structure of software systems. This disorder or structure
degradation hampers future adaptations of the software sys-
tem, unless effort is done in order to reduce the amount
of entropy [1], [17]. In a similar way, Frederick Brooks
related the severe complexities of software engineering to the
concept of entropy, and stated that program maintenance is

an inherently entropy increasing process [2]. Consequently,
as the theory on Normalized Systems [5], [6], [7] is aimed
at understanding and controlling the law of increasing
complexity, it can also be interpreted as an approach to
controlling entropy, as will be further highlighted below.

III. NORMALIZED SYSTEMS THEORY

Specifically focusing on the issues of software main-
tenance and evolvability, Normalized Systems (NS) theory
has recently proven to introduce a degree of proven ex-
ante evolvability at the level of software systems. To start
with, the theory states that the implementation of functional
requirements into software constructs could be regarded as
a transformation of a set of requirements R into a set of
software primitives S [5], [6], [7]:

{S} = I{R}

In order to limit the complexity of the evolvability anal-
ysis, it is argued in [6] that it is not a conceptual limitation
to limit the software constructs to those of procedural
programming languages, distinguishing data structures Sm

and processing functions Fn. However, in order to study the
evolvability, an additional variable needs to be introduced to
represent the version of the programming constructs, both
for data structures Sm,i and processing functions Fn,j .

Further, in order to obtain evolvable modularity, NS theory
demands that this transformation should exhibit systems
theoretic stability, meaning that a bounded input function
(i.e., bounded set of requirement changes) should result in
a bounded output values (i.e., a bounded impact or effort)
even if an unlimited time period and systems evolution is
considered (in which the number of primitives and their
dependencies becomes unbounded). Applied to information
systems, this means that the impact of a change can only
be dependent on the nature of a change itself. Alternatively,
changes having impacts also depending on the size of the
system are called combinatorial effects and thus should be
avoided in order to obtain a stable software architecture. In
fact, one could observe that the behavior of combinatorial
effects seems to be very similar to the ever increasing
complexity issue as coined by Lehman: a continuously
growing number of changes including combinatorial effects,
each of them exhibiting an ever increasing impact of N,
would contribute to the ever increasing complexity. As
such, Mannaert et al. [6] have formally proven that this
implies that the modular software structure should strictly
and systematically adhere to the following principles as a
necessary condition:

• Separation of Concerns, enforcing that each change
driver becomes seperated;

• Data Version Transparency, enforcing that communica-
tion between data is performed in a version transparant
way;
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• Action Version Transparency, requiring that action com-
ponents can be updated without impacting their calling
components;

• Separation of States, enforcing that each action of a
workflow becomes seperated from other actions in time,
by keeping state after every action.

These design principles show that current software con-
structs, such as for example functions and classes, by them-
selves offer no real mechanisms to accomodate anticipated
changes in a stable way. Moreover, as the systematic applica-
tion of these principles results in very fine-grained modular
structures, NS theory proposes to build information systems
based on the aggregation of instantiations of five higher-
level software elements, i.e., action elements, data elements,
workflow elements, trigger elements and connector elements
[5], [6], [7]. The internal structure of every of these elements
has been described in a very fine-grained way, proven to be
free of combinatorial effects. Hence, by building normalized
software applications based on an aggregation of instances
of the different elements, the stable software structure of an
application can be expanded, based on the internal structure
of the elements.

While NS theory thus originally originated from ap-
plying the concept of systems theoretic stability on the
transformation of (elementary) functional requirements into
constructional software primitives, it seems reasonable to
expect that the NS theory concepts can also be related to
entropy, and that the principles can be interpreted as a means
of controlling the amount of entropy built up during the
lifecyle of a software application.

IV. TOWARDS A DEFINITION OF SOFTWARE ENTROPY

In this section we will first discuss some underlying
concepts in general entropy definitions. Next, we will apply
these concepts on software systems by proposing a definition
for their macrostates and microstates.

A. Underlying Concepts in Entropy Definitions

Consider in more detail the statistical perspective on
entropy as introduced by the Austrian physicist Ludwig
Boltzmann. In statistical thermodynamics, the aim is to
understand and to interpret the measurable macroscopic
properties of materials – the macrostate – in terms of the
properties of their constituent parts – the microstates – and
the interactions between them. In Boltzmann’s definition,
entropy is a measure of the number of possible microstates
of a system, consistent with its macrostate. It is basically the
number of possible combinations of individual microstates
that yield the same macrostate [18]. This notion of entropy
can be seen as a measure of our lack of knowledge about
a system. Consider for example a set of 100 coins, each
of which is either heads up or tails up. The macrostates are
specified by the total number of heads and tails, whereas the
microstates are specified by the facings of each individual

coin. For the macrostate of 100 heads of 100 tails, there
is exactly one possible configuration, so our knowledge
of the system is complete. At the opposite extreme, the
macrostate which gives us the least knowledge about the
system consists of 50 heads and 50 tails in any order, for
which there are 1029 possible microstates. It is clear that
the entropy is extremely large in the latter case because
we have no knowledge of the internals of the system. An
obvious mechanism to decrease the entropy or complexity,
is to increase the structure and therefore knowledge of the
internals. Suppose we would have 10 groups of 10 coins,
each with 5 heads and 5 tails, the number of possible
combinations or microstates would only be 2520 [18]. In
summary, structure can be used to control entropy, in the
sense that the microstates are known, which leads to less
uncertainty and therefore, a kind of determinism.

Another example which is often suggested is that of a con-
tainer with a boundary in the middle and containing a gas in
the left part of the container. The macrostate is characterized
by observable variables such as pressure and temperature,
while the microstate is the union of the position, velocity,
and energy of all gas molecules in the container. Once
the boundary division is removed, the gas molecules will
spread out over the entire container, increasing the number
of possible microstates and therefore the amount of entropy.
In summary, entropy increase is typically related to a process
of spreading out, and intermediate boundary structures are
a typical mechanism to avoid the increase of entropy.

B. Macrostates and Microstates in Software Systems

Starting from the generic definition of entropy as the
number of microstates for a given macrostate, we first need
to propose a definition for the concepts of macrostate and
microstates. As a macrostate is in general an observable
state of the system, and all source code is observable in
a transparent way, it seems more promising to apply the
concept of entropy to the run-time analysis of a software
system, than to the compile-time analysis of the source code.
Therefore, the observable macrostate seems to be related to
information that is visible in output streams such as loggings,
or observable system states such as database entries.

Concerning microstates, they could be defined in terms
of the elementary instructions and data registers of the
processor. However, as our purpose is to establish principles
to guide the software engineering and architecture process,
we propose to define the concept of microstates at the level
of the constructs of the programming languages. As the
correct and faultless execution of software programs is in
general considered to be a worthwhile pursuit, we propose to
define microstates as binary values representing the correct
or erroneous execution of a construct of a programming
language. However, it is important to clearly specify the
molecules at this level, and to define clear boundaries
between them. For instance, the run-time execution of a
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Figure 1. Synchronous pipelines.

procedural function can be defined as the execution of a
specific procedural function operating on specific instances
of the argument data structures, and resulting in a specific
instance of an output data structure.

Moreover, these boundary divisions are not only needed
between the various programming constructs at a certain
point in time, but should also avoid coupling or leakage
in the temporal dimension. For instance, the operations of
a specific function could also be influenced by the values
of global variables that each have received their specific
value from other functions, or influence other functions by
assigning values to such variables. Only when avoiding these
effects, this function will not influence any other software
molecule in any other way than through the specified output
data arguments. In an object-oriented programming environ-
ment, all class member variables behave like global variables
for the various methods of the class.

Consider Figure 1, representing an action entity A calling
action entities B and (indirectly) C in a stateless way. Each
of the seperate action entities A, B and C will generate a
correct (0) or erroneous (1) outcome. In our representation,
the seperate action entities can be regarded as the ‘software
molecules’. The correct or erroneous outcome of each of the
subparts is defined as their microstate. The final outcome of
action entity A, after executing B and C, can be regarded as
the macrostate. Interestingly, one can note that the boundary
division between the individual modules exhibits leakage in
the temporal dimension. Indeed, action entity B (A) can only
be succesfully completed after the execution of action entity
C (B) and are hence interdependent. This inherently results
in an increase in the amount of entropy: suppose for example
that an error has occured as final outcome of A. This
situation generates an uncertainty effect regarding where the
actual error did occur. Did the returned final value originate

in one of the two genuine parts of A, one of the two genuine
parts of B, or C (or possibly a combination of them)? In
other words, multiple combinations of microstates (correct
or erroneous execution of the different (sub)activities) might
generate the same macrostate (the resulting error as a final
outcome of activity A), causing an increased degree of
entropy or uncertainty.

In accordance with the evolvability analysis in [6], we
only distinguish data structures Sm,i and processing func-
tions Fn,j . However, in order to represent the run-time state
of the system, an additional variable k needs to be introduced
representing the actual instance or value of the data structure
Sm,i,k, and a variable l representing the program thread
that is executing the processing function Fn,j,l. In order
to control the complexity, which is widely accepted to be
related to the concept of entropy, it seems reasonable to
adhere to the straighforward extension of this model to an
object-oriented programming environment, as proposed in
[6], [7]. This means that a dedicated class is defined for
every processing function, which is then the central method
of this class, and for every data structure, which fields are
the member variables of this class. Moreover, it is proven
in [6], [7], in accordance with the Separation of Concerns
principle, that no other functionalities should be added to
those classes.

V. TOWARDS ISENTROPIC SOFTWARE ARCHITECTURES

In the previous section we discussed by means of a
pedagogical example how entropy (and the according micro
and macrostates) can be defined in the context of software
systems. In this section, we will extend our analysis by
illustrating the degree of possible entropy in real-life running
software systems and which design rules might be formu-
lated in order to control this entropy.

A. Entropy in a Running Software System

In order to illustrate the complexity of running software
systems and its relation to our attempts in defining entropy,
we start from the programming patterns for basic data entry
operations in a multi-tier JEE (Java Enterprise Edition)
architecture, as described and elaborated in [19], [20], [7].
Every data element or table Obj uses the same simple
patterns for the various operations manipulating data, such
as create, update, retrieve, delete, and search. For instance,
in order to create a new instance, the webtier MVC (Model
View Controller) framework calls the method act on an
ObjEnterer class. The call is related to the application
tier through a method create in an ObjAgent class,
calling remotely through RMI (Remote Method Invocation)
the create method in an ObjBean class residing in the
application server. The various calls pass to each other
instances of a serializable ObjDetails class, that contains
the actual values of the various fields or attributes.
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Figure 2. 3D visualization of a state space representing a running data entry system.

While this programming pattern is quite straightforward
at compile-time, it is much more complicated at run-time
in a multi-tier and multi-threaded system. Figure 2 shows a
3D visualization of the state space of such a running system,
distinguishing three dimensions:

• The functional dimension horizontally, representing the
various data objects (Order, User, ...) and operations
(create, retrieve, delete, ...).

• The multi-tier dimension vertically, representing the
various tiers: the webtier controlled by the MVC, the
application tier called through RMI, and the data tier.

• The multi-thread dimension in the depth, representing
the various threads of the incoming calls.

The drawing also represents the thread instantiation pattern
of this simple software pattern for data entry. Every incom-

ing thread leads to the creation of a new and separate in-
stance of the appropriate action class, like OrderEnterer.
The agents, like OrderAgent, are designed as singletons,
and are a single point of access for that data element to
relay the calls to the application tier. In the application tier,
every call leads again to the creation of a new and separate
instance of a bean class, like OrderBean, though the same
class groups the various operations on a single data element
or table.

The aim of this section in general and this drawing in
particular is not to present a high quality pattern that should
be preferred over other existing or conceivable patterns. Its
goal is to explain that the run-time state of a software system
in general and a programming pattern in particular, has many
facets that are in general not explicitated in a compile-
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time software pattern. And it is this complicated run-time
statespace that needs to be analyzed and mastered, in order
to control the number of possible microstates, and therefore
the entropy of the software system.

B. Design Rules for Controlling Entropy

As our aim is to use the concept of entropy as guidance
for software engineering and architecture, we have proposed
to use the instantiations of programming constructs, such
as functions or class methods, as the molecules or basic
building blocks representing the microstates of the system.
Knowing that local variables cease to exist after the process-
ing function has been completed, and assuming that we do
not allow hidden coupling or information leakage through
all sorts of global variables, the microstate of such a function
— being a correct or erroneous execution — can be studied
in isolation from the rest of the system.

The synchronous pipelines that exist in Figure 2 in re-
laying the calls through the various tiers of the architecture,
seem to pose a problem. Indeed, as the act method of the
OrderEnterer is only completed after the calls to the
other tiers, its microstate cannot be studied in isolation from
these other processing methods. Splitting the method in its
two parts, before and after the remote call, would introduce
coupling between those parts through all the local variables
of the method. Therefore, the Separation of States principle,
as derived in [6], [7], seems to be in accordance with the
concept of software entropy control. Indeed, if seperation
of states is not adhered to (e.g., synchronous pipelines),
it is not clear or uncertain where exactly a certain error
or exception has occured in the modular structure. In such
architectures, the macrostate (i.e., an error has occured) can
be explained through many possible microstates (i.e., many
possible causes related to many possible atomic tasks which
are not seperated by keeping state) and by definition the
amount of entropy in the software system increases. Of
course, the use of synchronous pipelines in this example
is quite innocent, as it is limited to relaying a simple data
entry call through the various tiers of the architecture.

Also, because the essence of controlling entropy is the
reduction of uncertainty, and the operations of a software
system are described in terms of the various tasks or
concerns, the Separation of Concerns principle (as derived
in [6], [7]) seems to be in full accordance with the proposed
concept of software entropy as well. Indeed, encapsulating
every task or concern in a separate programming construct,
would allow us in general to externalize the state of every
task. Exporting every such microstate — through detailed
loggings for instance — to the observable macrostate, would
avoid the creation of multiple microstates for the same
macrostate, and would by definition avoid the creation of
entropy. Finally, while from a stability point of view the
identification of concerns should be based on so-called
change drivers, the identification of concerns from an en-

tropy point of view should be based on so-called uncertainty
drivers. While theoretically, concerns identified from one
point of view or the other might turn out to be different,
we anticipate that generally both perspectives will lead to
the identification of the same concerns in practice.

Two other principles derived in [6], [7], Data Version
Transparency and Action Version Transparency manifest
themselves at compile-time, and therefore seem less relevant
in this run-time analysis. However, the isentropic require-
ment demanding the ability to study every microstate of a
processing function in isolation of the rest of the system,
calls for the export of all microstate details to an observable
macrostate. More specifically, this implies the following
rules.

• Data Instance Traceability: the actual version and
values of every instance of a data structure serving
as an argument, need to be exported to an observable
macrostate.

• Action Instance Traceability: the actual version of every
instance of a processing function and the thread it is
embedded in, need to be exported to an observable
macrostate.

These observable macrostates may be implemented through
a wide range of possibilities, ranging from simple loggings
to more elaborate database entries.

VI. CONCLUSION AND FUTURE WORK

Triggered by the identified need for evolvable software ap-
plications, Normalized Systems theory has previously been
able to introduce a proven degree of evolvable modularity
into software systems, based on the systems theoretic notion
of stability. In this paper, we explored the applicability of
this other fundamental property of systems, i.e. entropy, to
the issues of software maintenance and evolvability. First,
the underlying concepts of the statical perspective on entropy
were applied to and defined specifically in the context of
software systems. More specifically, the macrostate was
related to observable output streams of the software system,
and the microstates were defined as a set of binary values
representing the correct or erroneous execution of program-
ming constructs. Next, the complexity of real-life multi-tier
software applications in terms of entropy was illustrated. In
order to control the amount of entropy, some design rules
were explored and related to the existing design principles of
NS theory. This suggested an initial concordance regarding
principles for software maintainability based on applying
concepts from (1) systems theoretic stability and (2) entropy
from thermodynamics.
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Abstract—This paper sets out a framework for real-time 

database management systems (RTDBMS) model design 

integrating QoS management. We use a Model Driven 

Engineering (MDE) approach based on model transformation 

techniques. The aimed systems apply the feedback control 

scheduling for QoS management which gives a robust and 

controlled behavior of the system even in transient overloads. 

The framework provides metamodels and processes to extend, 

reuse and transform RTDBMS models for different QoS 

requirements and different real-time applications. A RTDBMS 

design tool has been developed based on EMF (Eclipse 

Metamodeling Framework) and Kermeta metamodeling and 

transformation language. 

Keywords-real-time database management systems; QoS 

management; feedback control scheduling; MDE; model 

transformation ; Kermeta. 

I.  INTRODUCTION 

The real-time database management systems 

(RTDBMS) are database management systems 

manipulating real-time data and real-time transactions with 

time constraints [4, 15].  

The real-time data must be updated periodically by real-

time update transactions to reflect the real world state at any 

time, otherwise they become unfresh which may cause a 

disaster. 

The real-time user transactions which have to access 

real-time data, must be executed within a deadline otherwise 

they become useless for the application. 

Recent works in RTDBMS [1, 2, 3, 8, 9, 10, 16] propose 

QoS management architectures and QoS management 

algorithms based on the Feedback Control Scheduling 

Architecture (FCSA) to give a robust and controlled 

behavior of the RTDB even during transient overloads and 

when we have inaccurate run-time estimates of the 

transactions [12].  

We propose a model design framework for RTDBMS 

using FCSA, which is based on the MDE (Model Driven 

Engineering) approach. This new approach for software 

systems engineering is centered on the models and not on 

the implementation [11]. 

Our aim is to support designers to easily set up the 

appropriate model of the RTDBMS with a QoS 

management approach based on the Feedback Control 

Scheduling. Moreover, to satisfy new real time 

requirements, persistent RTDBMS models can be easily 

reused, extended and combined based on model 

transformation techniques. 

The framework provides metamodels and processes for 

RTBDMS model and code generation. 

This paper begins in Section 2 with an overview of the 

MDE (Model Driven Engineering) approach. Section 3 sets 

out the Feedback Control Scheduling Architecture (FCSA) 

for QoS management in RTDBMS. The metamodel of 

Feedback Control Loops is presented in Section 4. Section 5 

gives a metamodel of QoS management approaches in 

RTDBMS. Section 6 illustrates the proposed MDE-based 

framework for RTDBMS development. The Model 

transformation to integrate the QoS management to basic 

RTDBMS is explained in Section 7. We conclude this paper 

by a summary of contributions and perspectives. 

II. MODEL DRIVEN ENGINEERING 

The model-driven engineering (MDE) approach has 

allowed several significant improvements in the 

development of complex systems by putting the focus on a 

more abstract concern than the classical programming. It is 

a form of generative engineering in which (all or part of) an 

application is generated from models [5, 6].  
Modeling allows the generation of parts of an application 

instead of implementing the source code manually. This 
increases the development speed and even more importantly, 
it increases the implementation quality. Models can be 
checked for consistency before source code is created from 
them. If an application evolves, changes only have to be 
applied in the model, while the source code can be re-
generated automatically. 

Models provide a higher level of abstraction than source 
code. Developers can focus on key aspects of an application, 
instead of dealing with the complexities inherent in a 
programming language. The creation of custom models, so-
called Domain-Specific Languages (DSL), can make the 
application understandable without a background in 
programming.  

The Eclipse Modeling Top-Level Project facilitates MDE 
for Eclipse and is one of the biggest and most active areas in 
the Eclipse ecosystem. The Eclipse Modeling Framework 
(EMF) builds the foundation for a variety of modeling 
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technologies such as the Graphical Modeling Framework 
(GMF) or textual modeling (XText), and has become a 
widely used standard for modeling worldwide. 

 

III. FEEDBACK CONTROL SCHEDULING ARCHITECTURE  

The Feedback Control Scheduling Architecture (FCSA) 

as visualized in Figure 1, gives a robust and controlled 

behavior of the RTDBMS even during transient overloads 

and when we have inaccurate run-time estimates of the 

transactions [12].   

 This architecture is based on the following principle: 

"observation then auto-adaptation". The database 

administrator defines some parameters and their thresholds 

to give the QoS specification. For instance the Miss Ratio 

(MR) is a QoS parameter which measures the percentage of 

user transactions that missed their deadlines (MR  20%). 

The observation consists on measuring periodically the QoS 

parameters to compute the system performance.  

The auto-adaptation consists on adjusting the system 

behavior, using control loops, update policies and QoS 

management algorithms. 

The Figure 1 shows the FCSA as proposed in [10]. It 

consists of several main components: 

Sources generate user transactions to be submitted to 

the system. Each Update Stream periodically submits an 

update transaction for a certain temporal data object (real-

time data). Admission control is applied to user 

transactions.  

Transaction handler consists of a concurrency 

controller (CC), a freshness manager (FM) and a basic 

scheduler. 

Update transactions with highest importance are 

scheduled in the high priority ready queue while user 

transactions and Update transactions with lowest 

importance are scheduled in the low priority queue. In each 

queue, transactions are scheduled in EDF (Earliest Deadline 

First) manner. A transaction can be aborted and restarted by 

CC. It can also be preempted by a higher priority 

transaction. Freshness manager (FM) checks the freshness 

of real-time data before the initiation of a user transaction. 

FM blocks the corresponding transaction if an accessing 

data is currently stale. The blocked transaction(s) will be 

transferred from the block queue to the ready queue as soon 

as the corresponding update commits. 

Monitor periodically measures QoS parameters (miss 

ratio, utilization, and perceived freshness) and reports the 

statistics to the feedback QoS controllers (MR/Utilization 

Controllers) and QoD manager. QoS controllers compute 

the control signals U based on the current performance 

error using the PID control (Proportional Integral 

Derivative control) [14, 15].  

QoD Manager adapts the update policy, if necessary. It 

informs the admission controller of the new control signal 

U (Unew) after potential QoD adaptations. Update 

scheduler decides whether or not to schedule an incoming 

update depending on the selected update policy.  

 

IV. THE FEEDBACK CONTROL LOOPS METAMODEL  

 

An important step in designing the FCSA of an 

RTDBMS is to decide the following concepts: controlled 

variables, performance reference, control signal, 

manipulated variable, control loop and control function.  

1. Controlled variables are the performance metrics 
controlled by the scheduler. Controlled variables of 

a real-time system may include the deadline miss 

ratio M(k) and the CPU utilization U(k) (also called 

miss ratio and utilization, respectively), both 

defined over a time window ( (k-1)W, kW ), where 

W is the sampling period and k is called the 

sampling instant.  The miss ratio M(k) at the kth 

sampling instant is defined as the number of 

deadline misses divided by the total number of 

completed and aborted tasks in a  sampling window 

((k-1)W, kW). Miss ratio is usually the most 

important performance metric in a real-time 

system. 

The utilization U(k) at the kth sampling instant is the 

percentage of CPU busy time in a sampling window 

((k-1)W, kW). CPU utilization is regarded as a 

controlled variable for real-time systems due to cost 

and throughput considerations. CPU utilization is 

important because of its direct linkage with the 

deadline miss ratio [1, 3, 10].  

2. Performance reference is a target value specified by the 

DBA for a specific controlled variable. Each controlled 

variable must converge to its performance reference 

(reference). For instance: in steady state, the controlled 

variable MR must be less than 30% so its reference is 

MRr =30%. An overshoot noted Mp is allowed in 

transient overloads; so that  

                    

Figure 1 : Feedback Control Scheduling Architecture (FCSA) 
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3. Control loop is a closed loop using a control function to 

generate a performance adjusting signal called a control 

signal. The entry of the control loop is the error e(t) 

between the target value of a controlled variable and its 

current value. There is a control loop for each controlled 

variable. The unique control signal generated by the QoS 

Controller is derived from all control signals generated 

by its control loops.  

 
                                  

                                
 

4. Control signal (generally noted ΔU) is provided 

periodically by control loops of the QoS Controller. It is 

computed by a certain control function based on the 

error e(t) between the target values of the controlled 

variables (performance reference) and their measured 

values. In [1], the control signal ΔU which is the 

requested CPU utilization adjustment is computed as 

follows. 

 

                            
 

 
   

     

  
   

                                           

               

 

5. Control function represents the relation between the 

control signal   (t) and the controlled variable error 

e(t).   

               
             ; V is the controlled variable 

 

6. Manipulated variable is a QoS parameter which has an 

impact on the performance of the system and the 

controlled variables. Its value must be adjusted 

dynamically to guarantee QoS specification and so 

system robustness. For instance, the data freshness has 

an impact on the miss ratio MR, so, it can be considered 

as a manipulated variable. In fact, decreasing the number 

of update transactions will degrade data freshness. 

Consequently, the number of completed user transaction 

will increase and so the average miss ratio MR will 

decrease.  

 

Auto-adaptation consists on adjusting (decreasing 

or increasing); by a certain function; the value of the 

manipulated variable depending on the value of the 

control signal ΔU which is computed from Controlled 

variables errors (based on PID function or other control 

function).  

The QoS management algorithm makes, at each 

sampling period, the Auto-adaptation. It is running on 

the QoD Manager which is considered as the QoS 

regulator. Regulation orders come from QoS controller 

which sends him the control signal. 

We propose a metamodel to design feedback 

control loops for QoS management in RTBDMS 

presented in Figure 2. This metamodel establish 

relations between the different concepts explained in 

this section.  

From this metamodel, different models can be generated 

for specific requirements. 

 

 

V. QOS MANAGEMENT APPROACHES METAMODEL 

All studied works [1, 2, 3, 8, 9, 10, 16] use the Feedback 

Control Scheduling Architecture. However, we notice many 

differences on their QoS management approaches. 

They propose different QoS metrics. The specification of 

feedback control loops in the QoS controller varies from an 

approach to another. They are applying the PID control 

(Proportional Integral Derivative Control) [14, 15] as a 

control function, but there are some differences in their 

formula. 

Each approach use only two kinds of transactions: user 

transactions and update transactions with firm deadlines (if 

they miss their deadlines, they will simply be rejected from 

the system). 

Compared approaches use different transaction models. 

In [1, 7], they propose the milestone model where a 

transaction is decomposed into one mandatory sub-

transaction which must obligatory meet its deadline and 

many optional sub-transactions which can be rejected in 

overload situations without affecting QoS specification.  

However, in [8, 12] they use a service differentiation. 

They don’t decompose transactions, they classify them in 

three service classes regarding to an importance factor.  

All approaches consider only base data which hold the 

view of the outside environment, in opposition to derived 

data which are derived from other base or derived data.   

Each approach uses a specific Data model and update 

policy [8, 9, 12].  

Even transactions queues are configured differently. 

Queues configuration depends on transactions model.  

In these approaches, are applied different update policies 

(adaptive policy, MDE policy) and different scheduling 

Figure 2 : Feedback Control Loops metamodel 
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algorithms (EDF: Earliest Deadline First, HEF: Highest 

Error First, HEDF: Highest Error Density First). 

Many QoS management algorithms are proposed such as: 

FCS-IC1(Feedback Control Scheduling-Imprecise 

Computation-1) [1]; FCS-IC2 (Feedback Control 

Scheduling-Imprecise Computation-2) [1]; FCS-HEF 

(Feedback Control Scheduling-Highest Error First) [13]; 

FCS-HEDF (Feedback Control Scheduling- Highest Error 

Density First) [13], QMF1 (QoS-sensitive approach for 

Miss ratio and Freshness guarantees 1) [10] and QMF-Diff 

(QoS-sensitive approach for Miss ratio and Freshness 

guarantees with Differentiated Services) [10]. 

However, these algorithms are little similar. These 

algorithms try to balance the system load between user 

transactions and update transactions. For example, in 

overload situations, the QoD is decreased applying the 

corresponding QoS management algorithm until steady state 

reaching, where QoD will be increased without QoT 

violating. When the system is saturated, all arrived 

transactions are discarded by the admission controller [3, 9]. 

  An evaluating study of these approaches and 

algorithms is detailed in [17]. 

We propose a metamodel of QoS managements approachs 

as shown in the following figure. Based on this metamodel 

we can derive any QoS management approach model for 

specific QoS requirements.  

 

 

VI. PROCESSES FOR RTBDMS DEVELOPMENT 

 
Existing QoS management approaches are very 

interesting. However, it is difficult to reuse them or a part of 
them. Furthermore, it is very difficult to develop a new 
RTDBMS architecture from scratch, to extend or to 
reconfigure an existing architecture, to modify the QoS 
management algorithm or to add other QoS parameters and 
QoS specification. 

The proposed framework tries to answer these issues. We 
are interested only in RTDB management systems with 
feedback control scheduling, because they are complex 

systems but at the same time, they are robust systems 
offering QoS constraints specification and management.  

Our first aim was to design a metamodel for QoS 
management loops and then a metamodel for QoS 
management approaches.  

Metamodels will be transformed to generate abstract 
component based models for QoS management in 
RTDBMS: Component based model of  QoS management 
policy and Component based model of  QoS management 
approach. 

The component based models resulting from the Y-
process are the entry to the second process (as shown in 
Figure 7) which allows the reuse of these models to build 
new ones and to generate the implementation into a specific 
language.  

We built a three-layered database (Figure 7) for QoS 
models reuse and code generation. Component based models 
of QoS management approaches and policies are stored in 
the "Models level" of the database with platform models 
(J2EE…). Models are decomposed and components are 
stored separately in the "Component level".  The data about 
metamodels, models, components and bindings are stored in 
the "Metadata level".  

 

VII. FRAMEWORK IMPLEMENTATION  

Every real time database management system can be 

modeled using our metamodels. The QoS management layer 

can be added through models transformation as shown in the 

following figure. We used the Eclipse Modeling Framework 

tool to implement different metamodels conformant to the 

Ecore metametamodel and to generate models in the XMI 

(XML Metadata Interchange) format. The Kermeta langage 

is used to load and transform models.    
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Figure 3 : QoS management Approachs metamodel 

Figure 4 : Y-process for model generation 

Figure 5: Model reuse process 
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A graphical user interface with the java language is under 

development to facilitate the RTDBMS model design and 

transformation for designer not expert at EMF and Kermeta.  

 

VIII. CONCLUSION 

This paper focused on the real-time database 
management systems (RTDBMS) using the Feedback 
Control Scheduling Architecture (FCSA) for QoS and time 
constraints management. Studied architectures are interesting 
but can’t be easily reconfigured, extended or reused. To 
answer these issues, we proposed a model driven framework 
for QoS-aware RTDBMS development based on the Model 
Driven Engineering principles and the Model Driven 
Architecture standards. It provides processes, metamodels, 
component-based models, models transformation and models 
repository.  It is possible to generate new approaches and 
QoS policies from stored ones or from scratch. Generated 
models are component based for two reasons: (1) make easy 
the reuse and reconfiguration of models (2) generate a code 
for component oriented platforms (J2EE).  Object-oriented 
or aspect-oriented code may be generated through mapping 
between considered metamodels. 
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Abstract—The adoption of IT Infrastructure Library (ITIL)
framework is a challenging task for many IT service provider
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types of challenges exist in the IT service provider’s customer
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I. INTRODUCTION

Many IT service provider organizations consider the im-
provement of IT service management processes as a difficult
and challenging task. Typically, the process improvement is
based on the processes and methods of the IT Infrastructure
Library (ITIL). ITIL is the most widely used IT service
management framework consisting of a set of best practices
for managing IT services.

The service management section of the ITIL version
2 consists of two parts [1]: 1) Service Delivery (Service
level management, IT financial management, availability
management, capacity management, IT service continuity
management) and 2) Service Support (service desk function,
incident management, problem management, change man-
agement, configuration management and release manage-
ment). The ITIL version 3 emphasized the service lifecycle
thinking and introduced five core books: Service Strategy
[2], Service Design [3], Service Transition [4], Service
Operation [5] and Continual Service Improvement [6]. The
recent update 3.1 did not introduce very radical changes to
Service Operation processes. However, the Service Strategy
book was completely rewritten.

There are several factors that might prevent an effective
process improvement. First, the companies have to use
external ITIL consultants in providing training for their
employees. These consultants know the ITIL framework and
IT service management concepts very well but have lim-
ited knowledge on the existing business concepts, methods,
tools, services, and the structure of service desk groups.
Second, inadequate or too complex IT service management
tools shall slow down any IT service management process
improvement initiative. Third, lack of process culture and
process thinking is very common phenomenom among IT
companies. ITIL is a process oriented framework. Thus, the

ITIL implementation team should be well-trained and have
excellent process improvement and change management
skills. Finally, lack of management support for ITSM project
may cause that an organization do not allocate enough re-
sources for the process/tool improvement. Besides allocating
enough resources for improvement work, the management
has to motivate and reward people who pass ITIL certificate
exams and participate in IT service management work.

Sharifi et al. [7] have explored why ITIL implementations
fail. They list at least the following factors: Spending too
much time on complicated process diagrams, Not creating
work instructions, Not assigning process owners, Concen-
trating too much on performance, being too ambitious,
allowing departmental demarcation, ignoring or eviewing of
the ITIL every time, and not memorizing ITIL books self.
Mohamed et al. [8] have integrated knowledge management
elements to the IT service management. Moreover, Lahtela et
al. [9] have explored how to measure IT service management
processes ín practices.

Peppard categorizes information system and technology
(IST) services into four categories [10]: Application ser-
vices are services that are delivered via software applica-
tions. Operational services maintain the IT environment
including installation services for hardware and software,
change management, and problem shooting services. Value-
enabling services increase the value of of information assets
(e.g. consulting, system design, and help desk). Finally,
infrastructure services focus on creating an effective IT
infrastructure including, for example, security and capacity
issues. Bardhan et al. [11] state that IT services have aspects
such as the high degree of involvement by people in delivery
and that they are more or less intangible.

In order to improve IT service management processes,
organizations can use various IT service management frame-
works, such as the Control Objectives for IT and related
Technology (COBIT) framework [12], Microsoft Operations
Framework (MOF) [13], Kapella’s Framework for Incident
Management and Problem Management [14], IT Service
Capability Maturity Model [15] or IT service management
standard ISO/IEC 20 000 [16].

More and more academic studies are being published
in the field of IT service amanagement, such as incident
management problem management [17], success factors in
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ITIL implementations [18]. The main contribution of this
paper is to describe the challenges regarding IT service
support and maintenance of Finnish Tax Administration.

The results of this study might be useful for service man-
agers, service desk managers and IT service management
process managers. The remainder of the paper is organized
as follows. In Section II, the research methods of this study
are described. In Section III, challenges in service desk tool
and processes are presented. Section IV is the analysis of
findings. The discussion and the conclusions are given in
Section V.

II. RESEARCH PROBLEM & METHODOLOGY

This case study is a part of the results of KISMET
(Keys to IT Service Management and Effective Transition
of Services) project. The research problem of this study is:
What types of challenges exist in the IT service provider’s
customer support?

According to Yin [19], a case study is "an empirical
inquiry that investigates a contemporary phenomenon within
its real-life context". Eisenhardt [20] defines a case study
research as "a research strategy focusing on understanding
the dynamics present within single settings". The settings in
this paper mean the customer support environment of Tax
Administration. A case study research method with a single
case was used to answer the research problem. Figure 1
describes the research settings of the case study. The study
was carried out in Finnish Tax Administration’s Kuopio unit.

Figure 1. The research settings of the case study

A. The Case Organization and Data Collection Methods

In Finland, taxation is carried out mainly by four orga-
nizations: Ministry of Finance, Tax Administration, Cus-
toms Finland and TraFi (Traffic safety agency). Our case
organization is the Information System Management unit of
Finnish Tax Administration that provides IT services (e.g.
desktop services, service desk) to the tax administration
staff. The organization had 5336 fulltime employees in 2010.
The organization used a phased approach for implementing
service management processes. In the first phase, the focus
was on incident management and the ITIL-based service
desk service was launched in Spring 2011.

The case study was carried out in August-October 2011.
In order to increase the quality of the case study, case
study researchers can use three important principles of data
collection: 1) using multiple sources of evidence: three re-
searchers participated in data collection from several sources
2) creating a case study datastore (a case study diary) 3)
maintaining a chain of evidence (linking observations to data
sources). The following sources of evidence were used:

• Documentation from the case organization (e.g. inci-
dent management process description, service support
metrics, ITSM tool user guide, service catalogue, ser-
vice area, event management material, error handling
guide).

• Archives (service classification schema, incident and
service request records)

• Interviews/discussions (discussions in work meetings
between a research team and the case organization,
informal coffee table discussions with service support
workers, email conversations with process managers)

• Participative observation (proces improvement meet-
ings and workshops (CSI workshop 27 September) and
ITSM process trainings (45 minutes ITSM Introduction,
3 hour Basics of ITSM) organized by the KISMET
research team)

• Fysical artefacts: Service desk tool, intranet

B. Data Analysis Method

A within case analysis technique [20] was used to analyze
the collected case study data. Researcher triangulation was
used in data analysis. Three case study researchers partic-
ipated in the data collection and analysis. The within-case
analysis focuses on examining cases carefully as stand-alone
entities before making any generalizations.

III. CHALLENGES IN IT SERVICE DESK

We used KISMET (Keys to IT Service Management
Excellence Technique) model as a process improvement
tool. The model consists of the following seven phases:
Create a process improvement infrastructure, Perform a
process assessment, Plan process improvement actions, Im-
prove/Implement the process based on ITSM practices,
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Deploy and introduce the process, Evaluate process improve-
ment and Continuous process improvement.

In this paper, we focus on the ’Perform a process assess-
ment’ phase and present the customer support challenges
that were identified during the phase:

• Challenge: Classification of support requests in the
service desk requires clarification Improvement sug-
gestion: Clarify the options in ’Reason for Contact
Request’ field of the incident record. Make the dif-
ference between service requests and incidents visible.
Service area and the type of of support requests should
be different fields. Collect concrete examples of both
incidents and service request for training purposes.

• Challenge: Customers are not able classify support
requests correctly Improvement suggestion: Remove
the classification option from sucustomers and simplify
the submission of support requests.

• Challenge: It is difficult to identify repeating inci-
dents from the service desk system. Improvement
suggestion: Mark the repeating incidents (for exam-
ple, create an additional ’check box’ type data field
to an incident record: Repeating incident = x). Use
the ’Relate Cases’ function to establish relationships
between similar cases. Create a problem record based
on a repeating incident.

• Challenge: The interface between incident manage-
ment and problem management does not work. People
do not understand the difference between incidents and
problems. Improvement suggestion: Train employ-
ees to open a problem record. Establish a simple-to-
understand guidelines for problem management includ-
ing triggers for problem management.

• Challenge: Service desk workers record several cases
under one incident. Improvement suggestion: Train
service desk workers to record cases in such a way
that one incident record includes only one issue.

• Challenge: Improvement ideas are not recorded sys-
tematically into the service desk system. Improvement
suggestion: Improvement ideas should be sent to a
Continual Service Improvement team or Change Man-
agement team.

• Challenge: Lack of Configuration Management
Database (CMDB). Improvement suggestion:
Establish a Configuration Management process that is
responsible for updating, maintaining and managing a
Configuration Management Database (CMDB).

IV. ANALYSIS

Regarding the service desk we observed during the study
that the service desk tool supports the implementation of IT
service management well. The organization had invested in
automatizing the handling of service requests and electronic
forms were well exploited in service request management.
Regarding incident management roles, we observed that

roles and responsibilities and incident management activities
were defined in the process description and they followed
the IT service management terminology. The organization
had assigned a well functioning team (2-3 persons) for con-
figuring the IT service management tool. Detailed process
descriptions had been created for ITSM processes. Regard-
ing the results, it has to be mentioned that the organization
had focused on service desk and incident management in
the first phase of process improvement cycle (starting from
Spring 2011). Therefore, the remaining ITSM processes,
such as change management and problem management, were
inmature.

Many of the challenges seemed to be related to classifi-
cation of support requests. Service desk workers indicated
that users and customers have problems in classifying re-
quests but nobody had measured the number of incorrectly
classified requests. Our research team reported to the case
organization that the service area requires changes and that
the using the service desk system should be as simple as
possible for customers.

It was not a surprise that the organization had problems
with problem management. This challenge has been noted
also in our previous studies. Some service desk workers had
classified the case as a “problem” when the problem was
one of the options in Reason for Contact field. Crucial for
problem management would be recording information on
which incidents are repeating incidents and thus sources of
problems.

Another challenging area was the continual service im-
provement that consists of three main areas: measurement,
reporting and management of improvement ideas. Organi-
sation needed a model how to handle service improvement
ideas in a more systematic way. One possibility would be
to assign development ideas to change management team
that would open a Request for Change. Interfaces between
processes seemed not to work wery well in practice, for
example, between incident management and configuration
management, change management, and event management.

V. DISCUSSION AND CONCLUSION

This paper aimed to answer the research problem: What
types of challenges exist in the IT service provider’s cus-
tomer support? The main contribution of this study was to
explore how a service desk tool and the support process
was improved in Finnish Tax Administration and describe
the identified challenges in incident management.

The key challenges we identified in service support were
related to classification of support requests both from ser-
vice desk workers’ viewpoint and customers’ viewpoint,
understanding the differences between incident and problem
management processes, identifying the sources of problems
and interfaces between service management processes.

This case study included certain limitations. First, data
were collected by using solely qualitative research methods.
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Quantitative methods could have provided a richer view on
the organization. However, the qualitative case study method
suits well to research business process related challenges
in organizational context. Second, the case organization
was a partner of the software engineering unit’s research
project and thus not randomly selected. Third, this study
included only one case organization’s one service area.
Further research could explore the IT service management
challenges in other service areas of the case organization.
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Abstract—The paper considers realization of logic functions by 
branching programs running on special purpose Decision 
Diagram Machines (DDMs). It is not the fastest way to 
implement logic, but it enables different versions and frequent 
modifications, e.g., in embedded systems. First, this paper derives 
upper bounds on the cost of multi-terminal binary decision 
diagrams (MTBDDs); the cost is directly related to the size of 
branching programs derived from MTBDDs. Second, 
optimization of heterogeneous branching programs is undertaken 
that makes a space-time trade-off between the amount of 
memory required for a branching program and its execution 
time. As a case study, optimal configurations of branching 
programs are found for a set of benchmark tasks. Beside DDMs, 
the technique can also be used for micro-controllers with a 
support for multi-way branching running logic-intensive 
embedded firmware.   

Keywords- Boolean functions; multi-terminal binary decision 
diagrams MTBDDs; branching programs; MTBDD complexity; 
decision diagram machines DDMs 

I. INTRODUCTION 

The popularity of programmable architectures is due to the 
savings in hardware development time and cost. Various 
methods exist to realize multiple-output logic functions by 
programmable architectures. The FPGAs are widely used; 
however, they require layout and routing in addition to logic 
design. Look-up table (LUT) cascades, i.e., a series connection 
of memories, are more flexible, since the architecture is simple; 
various classes of functions can be realized by LUT cascades 
efficiently [1], [11]. Finally, Decision Diagram Machines 
(DDMs) are special purpose processors that evaluate decision 
diagrams. Branching programs that evaluate single- or 
multiple-output Boolean functions on DDMs can be directly 
constructed from decision diagrams (DDs).  

A binary DD (BDD) represents a single Boolean function 
in a form of the directed acyclic graph with internal decision 
nodes controlled by input variables and with terminal nodes 
valued 0 or 1. Generalization to integer-valued terminal nodes 
leads to multi-terminal BDDs (MTBDDs) [1]. As the number 
of decision nodes in the ordered (MT)BDDs depends 
dramatically on the order of variables, we strive to find such 
variable ordering that reduces the node count as much as 
possible, and proportionally also the size of the branching 
program. As the optimal ordering belongs among NP-complete 
problems [1], heuristic methods have been suggested and used 
toward this goal. For example, the sub-optimal ordering of 
variables and (MT)BDD synthesis can be done simultaneously 

by the iterative decomposition of the original function, i.e., by 
repeatedly removing variables that minimize the node count at 
the current level of the diagram [2].  

Mapping of optimal (MT)BDDs to branching programs is 
straightforward; non-terminal nodes are mapped to branch 
instructions, whereas terminal nodes to output instructions. 
Branching programs run faster on a special purpose processor 
(DDM) than on a general-purpose CPU [3]. Optimization 
criteria for branching programs are the execution time, memory 
size (area) or the area – time product. Some parameters subject 
to optimization are: testing more than 1 variable at a time, a 
number of instruction addresses, and a number of parallel 
DDMs. With the help of above optimizations, the execution 
speed of branching programs can be even adjusted to achieve 
very high performance [4]. Among applications of DDMs, let 
us mention micro-program sequencers, logic simulators, 
industrial programmable logic controllers and recently packet 
filters [5].  

In this paper, we first analyze the MTBDD cost for general 
R-valued functions of Boolean variables. Then the class of    
sparse functions often used in real life is defined. The new 
results on upper bounds of MTBDD cost and profile of sparse 
functions are derived. This is generalization of results for 
single-output functions in [6]. In the second part, we show 
optimization of branching programs with respect to the area – 
time product. Heterogeneous MTBDDs for arbiters and 
controlled shift circuits serve to illustrate this optimization. 

The paper is structured as follows. Section II introduces   
related works, whereas Section III gives the preliminaries. 
MTBDD profiles and costs for sparse logic functions are 
derived in Section IV. Mapping MTBDDs to branching 
programs is dealt with in Section V and branching program 
optimization in Section VI. The experimental results and future 
research directions are commented on in Conclusion.  

II. RELATED WORKS 

Various DDMs have been proposed in literature for 
evaluation various types of decision diagrams - ordered BDDs 
and Quaternary Decision Diagrams (QDDs), quasi-reduced, 
BDDs and QDDs (QRBDDs and QRQDDs) and   ordered 
Heterogeneous Multi-valued Decision Diagrams (HMDDs) as 
well as Quasi-Reduced HMDDs (QRHMDDs). Six DDM 
architectures have been compared with respect to area-time 
complexity, throughput and compatibility to the existing 
memory [3].   

Area-time complexity is important for embedded systems, 
because DDM with low area-time complexity dissipates low 
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power. Since the instruction memory occupies the most area 
for the DDM, we assume that the area is proportional to the 
memory size. The QDD Machine was found the best for area-
time complexity [3]. Quasi-Reduced diagrams contain not 
only true decision nodes, but also degenerated nodes with one 
output edge only. This leads to higher memory consumption 
but enables pipelining and thus leads to the best throughput for 
QRQDD Machines [3].  

The main problem with the above DDM architectures is 
that multiple-output functions are implemented by partitioning 
into single output functions. That is why we study the direct 
use of MTBDDs for branching programs. In Section IV we 
formulate hypothesis 4.1 suggesting that for a multiple-output 
sparse logic function the cost and the memory area to store the 
MTBDD are much lower than those for r BDDs of its r single-
output component logic functions. Thus the architecture of the 
MTBDD Machine proposed in this paper should be superior. 

Six DDM architectures mentioned above all use fixed 
number (1 or 2) of control inputs at decision nodes. The 
MTBDD machine is more flexible - the number of tested 
variables can be varied from one node to another, e.g., 
between 1 and 4. This lowers memory requirements and 
power consumption even further.  

Code optimization for QDD Machines [10] has been 
achieved by means of 3 instead of 4 addresses in the 
instruction and by means of four types of branching 
instructions. In the other hand, in the MTBDD Machine we 
use only two instructions and only one base address that gets 
modified by the values of tested variables.  

Applications for DDMs include industrial process 
controllers and logic simulators. Also a parallel DDM with 
128 QDD Machines implemented on FPGA and running at 
100 MHz has been proposed [4], that is about 100 times faster 
at the peak performance than Intel´s Core2 Duo 
microprocessor (@ 1.2 GHz) and requires  a quarter of the 
memory. 

III.  BASIC DEFINITIONS AND NOTIONS  

To begin our discussion, we define the following 
terminology. A system of m Boolean functions of n Boolean 
variables, 

  fn
(i)

 : (Z2) 
n
  → Z2 ,  i = 1, 2, ..., m                                   (1)                                                      

will be described as a logic  function Fn with output values 
from ZR = {0, 1, 2, …, R-1}, 

Fn: (Z2) 
n
  → ZR ,                                    (2)  

where R is the number of distinct combinations of m output 
binary values enumerated by values from ZR. 

Function Fn is incomplete if it is defined only on set  
X ⊂ (Z2) 

n;   (Z2) 
n
 \ X  is the don’t care set. (We assume that all 

component functions (1) have the same don’t care set.) 
Definition 3.1 Under the sparse functions Fn: (Z2)

n
 → ZR 

we will understand functions with the domain (Z2)
n divided into 

two subsets X and D,  (Z2)
n
 = X ∪ D, | X | << 2n , if one of the 

following conditions hold: 
1) Fn is a fully specified function in (Z2)

n, 
     Fn: [X → ZR\{0}  , D → {0}] 

(without loss of generality, value 0 is  taken as the dominant 
value); 

2) Fn is an incomplete function in (Z2)
n, Fn: X → ZR and  

(Z2)
n
 \ X = DC is the don’t care set. 

In this second case we can artificially define mapping  
DC→{0}  and come back to the first case. Further on we 
therefore consider only the first case. 

Definition 3.2 The weight of function Fn, denoted by u, is 
the cardinality of  set X in Def. 3.1, u = |X|. 

Definition 3.3 Let Fn: (Z2)
n
 → ZR be the function of binary 

variables x1, x2,…, xn. Sub-function f(xn-k+1,…, xn-1, xn) of k 
variables is the function f = Fn (v1, v2,…, vn-k, xn-k+1,…, xn-1, xn) 
for any given combination of binary constants v1, v2,…, vn-k.  

Lemma 3.1 There are up to min (2n-k,
k

R2 ) sub-functions 
of k variables, k = 1, 2, …, n, but not all of them are 
necessarily distinct. 
(Proof) According to Def. 3.3, each k-variable sub-function 
(Z2)k →ZR is related to a particular binary vector (v1, v2,…,  
vn-k). There are 2n-k

 such vectors and related sub-functions. On 
the other hand, the number of k-variable sub-functions is 
limited by the number of function values R. Maximum number 
of single variable (k=1) sub-functions is the same as the 
number of distinct pairs of function values, i.e., R2. Two-
variable sub-functions (k=2) are 4-tuples of function values 

and there are up to
22R  of them. Continuing in the same way, 

we have up to 
k

R2 sub-functions of k variables (2k-tuples of 
function values). A lower value of the two limits gives the 
bound, QED. 

Definition 3.4 Let the order of variables in the MTBDD be 
x1, x2,…, xn and the set of nodes controlled by xj be the level j 
of the diagram. The local width wj of the MTBDD at level j,  
j = 1,2,…, n, is the number of all nodes at level j, i.e., the 
number of all distinct sub-functions of n-j+1 variables xn-(n-j), 
…, xn-j, xn. The width w of the MTBDD is the maximum 
width of the MTBDD among the levels (w is referred to as the 
C-measure in [1]).  

Note that k sub-function variables are counted from xn 
backwards, whereas local widths w1, w2, …, wj are indexed 
from  x1 onwards, i.e., the same way as are MTBDD levels. 
The relation between indices j and k is thus j = n-k+1. 

Definition 3.5 Let Fn:(Z2)
n
 → ZR be the function of binary 

variables x1, x2,…, xn. The profile  of the function Fn is the 
vector (w1, w2,…, wn). Note that always w1 = 1, w2 = 2. The 
total sum of all non-terminal nodes is W = w1+ w2 +…+ wn.                                     

Definition 3.6 The local cost cj of the MTBDD at level j is 
the number of true decision nodes (distinct non-constant sub-
functions) in that level. The cost C of the MTBDD is the sum 
C = c1+ c2 +…+ cn. 

The local cost cj is always less or equal the local width wj 

because cj includes only decision nodes with two output edges 
whereas wj is the number of all nodes at level j including those 
with a single output edge (depicted by black dots in the sample 
MTBDD at Fig 3.1).   

Example 3.1 A sample MTBDD is in Fig.1. The profile of 
the related function is {2, 3, 3, 4}. The number of true 
decision nodes is at the minimum (C =4); if the function is to 
depend on all its variables, at least one true node per variable 
is required.  Note that decision nodes with a single output edge 
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do not decide anything. We can shift terminal nodes up to the 
root over a sequence of such nodes and branch to terminal 
nodes not only in the last level. For example, the terminal 
node 2 is reached after testing variable x1 and x2 only. 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 1 An example MTBDD for the 4-valued function of 4 Boolean 
variables. 

Each of two characteristics, the profile and cost, is 
important in one of two different implementations of Fn. 
Whereas the profile, and especially the global width w, 
determine the LUT cascade configuration for Fn (hardware 
implementation, [11]), the size of the branching program is 
proportional to cost C; remaining W−C nodes just shrink to 
edges. 

Most often two parameters of MTBDDs are optimized: 
cost C and width w. For branching programs based on 
MTBDDs, the cost optimization is of interest. Minimization of 
two parameters, cost C and width w, cannot be strictly 
separated. In the bottom-up synthesis of MTBDDs using 
heuristics [7], we select the variable so as to minimize the 
number of nodes in the next higher level of the MTBDD. If 
two variables produce the same number of nodes, we take the 
one with a lower number of true decision nodes. This goes on 
iteratively level by level, from leaves to the root. We expect 
that the total cost will be close to the minimum total cost. This 
has been confirmed for functions of up to 10 variables by an 
exhaustive search [11].  

IV.  COMPLEXITY ISSUES 

Before analyzing complexity of sparse functions, we first 
review the complexity of general multiple-output Boolean 
functions. The knowledge of a function profile is essential for 
complexity analysis. By summing up local costs and by 
inspecting local widths of a MTBDD, we can arrive at global 
cost and width given in the following  

Theorem 4.1 Cost C and width w of the MTBDD for 
function Fn: (Z2) 

n
  → ZR are upper-bounded by                  

,1)2(min

),2(minmax

2

2

−−+≤

≤

−

−

RRC

Rw

k

k

kn

k

kn

k                   (3) 

where k = 0, 1, …, n-1.  
(Proof). The first relation follows directly from Lemma 3.1 

and Def. 3.4, if we include sub-functions of k=0 variables 
(terminal values). In the case of cost C we must subtract 

constant sub-functions (nodes with a single output edge), see 
Lemma 3.1:   
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By computing the sum and taking the minimum we arrive at 
the total cost C:   
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QED. 
Example 4.1 The profile of a general 4-valued function of 

12 variables is according to Lemma 3.1 limited by 
2, 4, 8, 16, 32, 64, 128, 256, 512, 256, 16, 4. 
The MTBDD cost is  
        C ≤ (1+2+4+… +512) + (256-16)+(16-4) = 1275    
and width w ≤ 512. These bounds are too weak for real-life 
functions which have typically low values of w.  
Random functions (Z2) 

n
  → ZR, R = 2r = 2n are the most 

difficult functions to implement. Their MTBDDs have a form 
of the full binary tree and the number of all sub-functions is 
 W = C = 1+2+4+…2n-1 = 2n-1. 

TABLE 1  UPPER BOUNDS ON MTBDD COST 
 
 
 
 
 
 
 

                   

 

 

Binary n-bit multipliers with 2n binary inputs and 2n outputs 
have  R close to 22n.                                       (End of Example)  

   The upper bounds for cost C for selected classes of 
multiple-output logic functions are summarized in Tab.1. They 
were calculated from (3), except for two items marked by 
asterisk which should have been 9 and 17, see Theorem 4.2 
and Corollary 4.1 below. Separate regions in Tab.1 are 
interpreted as follows:  
- the top region: minimum in (3) occurs at i = 2,   
- the middle region: minimum in (3) occurs at i = 1,    
- the bottom region: minimum in (3) occurs at i = 0. 

Theorem 4.2 The cost of the BDD of the arbitrary logic 
function of 4 variables is C ≤ 7. 

(Proof by construction) There are 65536 functions of 4 
variables. Under the group of negations and permutations, we 
can reduce this count to only 222 equivalence classes. Now it 
is sufficient to prove the theorem for one representative out of 
each equivalence class. This was done by exhaustive search 
considering all 24 variable orderings. The upper bound 7 was 
reached in only 8 cases (the average node count was 4.6), 
QED. 

R         n           

↓ 1 2 3 4 5 6 7 8 9 10 

2 1 3 5 7* 15* 29 45 77 141 269 

4   3 7 15 27 43 75 139 267 507 

8     7 15 31 63 119 183 311 567 

16       15 31 63 127 255 495 751 

32         31 63 127 255 511 1023 

64           63 127 255 511 1023 

 

x1 

 c1 = 1 

x2 

x3 

x4 
3 

2 

1 

0 

x=1 
Legend: 

x=0 

w2 = 2 
w3 = 3 w4 = 3 

 c2 = 1  c3 = 1  c4 = 1 
R= 4 

C= 4 

w1 = 1 

x 
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Corollary 4.1 The cost of the BDD of the arbitrary logic 
function of 5 variables is C ≤ 15. (The first decision node can 
fork to two BDDs of two 4-variable sub-functions.) 

The upper bounds on cost are too weak for most of 
functions in digital engineering practice. Very often the 
functions are defined only in a small fraction of all 2n binary 
input vectors. Therefore, from now on, we will consider sparse 
logic functions and will attempt to obtain stronger upper 
bounds for them. Such bounds on local values of wn-k, k = 2, 
3,…,6 are known [6] for single output Boolean functions 
(R=2). Here we will analyze multiple-output Boolean 
functions and generalize the previous results. 

Lemma 4.1 Let sparse function Fn: (Z2) 
n
  → ZR attains 

non-zero values 1, 2, …, R-1 in |X| = u << 2n  points,  
X ⊂ (Z2)

n. Consider distinct k-variable sub-functions of Fn. 
Such sub-functions are specified by column vectors of t = 2k 

elements (rows). The maximum number of distinct column 
vectors is                                                                                (5) 

where σ is the integer satisfying the relation 

2

1

11
1 )1()1( uR

i

t
iuR

i

t
iu i

i

i

i
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+

==

σσ
                (6) 

and q = (u-u1)/(σ+1).  
Note that λ(u) is piece-wise linear, monotone increasing 

for 0 < u < um. In the first interval 1 ≤ u  ≤ t(R-1) the value of 
λ(u) = u+1.  On the other hand, when u ≥ um, λ(u) takes up the 
constant value 

                              .)1(
0

i
t

i

R
i

t
−








∑

=

                                      (7) 

Theorem 4.3 Let λ(2k, u, R) be the number of distinct  
k-variable sub-functions for an n-variable sparse function  
(Z2)

n
 → ZR and with weight u. Then   

c n-k+1 ≤ λ (2k, u, R) − ε,     k = 1,..., n-1,     and  c 1= 1. 
This theorem is immediately derived from Lemma 4.1: 

local cost cn-k+1 ≤  wn-k+1, because of constant sub-functions. 
The upper limit on cn-k+1 is the upper limit on wn-k+1, i.e., λ (2k, 
u, R), decreased by ε, that is by the number of constant sub-
functions of k variables for the given u and R. In general, if u 

≥ um, λ attains the saturated value
k

R2=λ and we must 

subtract ε =
12 −k

R  constant sub-functions from λ to get the 
value of cn-k, as seen from (4). However, if u < um and 

,2k

R<λ  correction  ε depends on u, = ε(u); we must always 

subtract 1 (all zeros pattern) and incidentally some other 
constant patterns if they appear in the range of u, QED. 

Example 4.2 Let us have t = 2, R = 4, u = 10. All distinct 
sub-functions of a single variable are columns in the Table 2. 
Now, we can compare upper bounds on local costs cn and 
values of  λ (21, u, 4) for some values of u. 

 For u = 10, we have λ= 9, but cn = 8 only (all zero pattern 
does not count). For upper bound we have to consider the 
worst case when constant sub-functions are taken only if there 
is no other choice (see the last 3 columns in Table 2). So if  u 

= 18 we get λ= 13 and cn =12. This count does not grow any 
further, for u > 18 we get always cn =12.      (End of Example)   

Local costs are functions of three parameters t =2k, u and 
R. With some computations according to Lemma 4.1, one can 
figure out the upper bound on the cost of any given sparse 
function.   

Example 4.3 Cost profiles of sparse function of 13 
variables, (Z2)

13
 → ZR, R = 2, 4, 8, 16 and u = 100 are depicted 

in Fig. 2. For illustration, let us calculate λ(t, u, R) for u = 100, 
R = 8 and t = 2, 4, 8, 16, …: 
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The remaining local costs from c7 to c1 are 64, 32, 16, 8, 4, 
2, 1. (End of Example) 

 
TABLE 2 COMPUTATION OF λ(t, u, R) = λ(2, 10, 4) = 9 
 

0 1 2 3 0 0 0 1 1 2 2 3 3 1 2 3 

0 0 0 0 1 2 3 2 3 1 3 1 2 1 2 3 

1   6          9      
←     u=10       →        

 

 
Figure 2 Profiles of sparse functions of 13 variables (u = 100) 

From the inspection of Fig. 2, the following hypothesis can 
be formulated: 

Hypothesis 4.1 The cost of the MTBDD for multiple-
output sparse function Fn: (Z2) 

n
  → ZR, R = 2r and the memory 

area to store the MTBDD is much lower than the cost and 
memory area to store r BDDs for its r single-output 
component logic functions.   

V. MAPPING MTBDDS TO BRANCHING PROGRAMS 

Branching programs have typically two instructions: (multi-
way) branch and output instruction. Their format depends on 
the architecture of a DDM as well as on the type of the DD. 
For a multi-output function, a partition into single output 
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functions (BDDs) or into groups of functions (multiple 
MTBDDs) has been used [3].  Due to our hypothesis we will 
use partition into groups of functions. Our starting point will 
be the MTBDD with sub-optimal ordering of variables 
obtained by heuristic [7], that can be easily converted to a 2k-
valued DD with generally non-uniform k (heterogeneous 
DDs). The architecture of a suitable DDM is in Fig. 3. 

The code memory stores instructions that evaluate nodes 
of the DD. Each node is represented by a 2k-way dispatch 
table that starts at a node base address and its items are 
indexed by k-bit offset. Each item contains a code for input 
multiplexers (group id) and the mask which together specify 
the offset for the next node. Fig. 4 shows two instruction 
formats. The multi-way branch instruction evaluates a non 
terminal 2k-ary node, while the output instruction evaluates a 
terminal node: 
1) the jump to an address in the PC modified by BCU;  

Ln: branch  Lm@x1...xk; 
2) output and the unconditional jump to the specified address     

Ln: output, go to Lm . 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 3 Architecture of Decision Diagram Machine (DDM) 

 
branch instruction
FI group id mask node base address

output instruction
FI output data next address  

 
Fig. 4 Instruction formats for a DDM with the support for multi-way 

branching 

The multi-way indirect branch is executed in 1 clock cycle,  
the current base address in the PC gets modified by external 
variables (operator @), by up to 4 variables at a time, 
including 0 variable (no modification, the unconditional 
jump), by means of 16-way Branch Control Unit (BCU). Input 
variables are selected by multiplexers, so that instructions 
contain MXs control field and a BCU mask. The task of the 
16-way BCU4 is to shift up to 4 active inputs, selected by a 4-
bit BCU mask, to the lowest positions of the 4-bit output 
vector and reset the rest of outputs. The output vector then 
serves as an offset from the base address of a dispatch table. 

This way the dispatch tables can be stored in code memory in 
a compact form; the bits of the base address supplied by the 
BCU must be reset to 0 if wired-OR is used for modification. 
Tri-state outputs of the BCU are wire-ORed to the address 
inputs of the code memory.  

The advantages of above architecture are:  
-  the word lengths for the multi-way branches are the same 
- relatively short word lengths for instructions (single base 
address only)    
- easy extension for other instructions and addressing 
(incrementing PC for longer output sequences, support for a 
return address stack, etc.)  

Example 5.1 Let us implement the Round Robin Arbiter 
(RRA) with 4 input requests r0, r1, r2, r3. The priority register 
[p0, p1, p2, p3] points to the requester i, currently with the 
highest priority (one-hot encoding). Priority decreases for 
subsequent inputs:    

g3 = p3r3 + p0!r0r3 + p1!r1!r0r3 + p2!r2!r1!r0r3  
g2 = p2r2 + p3!r3r2 + p0!r0!r3r2 + p1!r1!r0!r3r2  
g1 = p1r1+ p2!r2r1+ p3!r3!r2r1 + p0!r0!r3!r2r1  
g0 = p0r0 + p1!r1r0+ p2!r2!r1r0  + p3!r3!r2!r1r0. 

The quaternary MTBDD for this RRA obtained by means of 
HIDET tool [2] is at Fig. 5. The sample of a branching 
program with inspection of two binary inputs at a time is 
shown at Fig. 6. The symbolic program is composed of 9 4-
way and of 2 2-way dispatch tables. The base addresses of 
dispatch tables shown in Fig. 6 as L1 to L11 correspond to the 
same labels in the MTBDD in Fig. 5. The total number of 
instructions is 

9×4 + 2×2   = 40.                                     (End of example) 

VI.  BRANCHING PROGRAM OPTIMIZATION  

 The most important parameters that are usually subject of 
optimization are memory size, execution time, and power 
consumption. Since code memory occupies the most area for 
the whole DDM, we assume that the area is proportional to the 
memory size. Area-time complexity, or the product of 
memory size and performance, is important for embedded 
systems. In this section, we will focus on optimizing the area-
time product only. As a by-product, a processing with low 
area (time) means low dissipation of static (dynamic) power, 
too.  

There are two possibilities for optimization, ordering of 
input variables (not discussed in this paper) and their 
grouping. Whereas variable ordering influences the size of a 
MTBDD and required code memory, grouping of input 
variables impacts the speed of processing. Testing several 
input variables simultaneously can also be visualized as 
converting the MTBDD into a multi-valued DD (MVDD), [8] 
– [9]. Very often the nodes of such MVDD are degenerated in 
a certain degree, i.e., not all the output edges are distinct. The 
DDM architecture at Fig. 3 can utilize this fact for 
minimization of memory requirements; it can vary the number 
of variables tested in each step according to the local structure 
of the MTBDD on the followed path. For example if we test 
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three variables at a time, the complete tree of 7 nodes could be 
converted to a single 8-valued node. However, there are 

∑
=

=
7

0

72),7(
i

iC  

possible configurations of i = 0, 1, …. 7 degenerate nodes and 
if they occur in the same level of the diagram, we can skip 
their testing and reduce the size of a dispatch table. Fig. 7 
shows all possible sub-graphs rooted at a local node subject to 
such reduction. An extreme case is that there are no true 
decision nodes on the path and a dispatch table is eliminated 
completely. If we test k variables at a time, then there are 
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Fig. 5 MTBDD of the 4-input RR arbiter. 
 
 

 

RRA:   exit L1@r3r2 
L1@00:  exit L2@r1r0 
L1@01:  exit L4@p1p3 
L1@10:  exit L5@p1p3 
L1@11:  exit L5@p1p3 
L2@00:  no_g exit Next 
L2@01:  exit L6@p3 
L2@10:  exit L3@p1p3 
L2@11:  exit L3@p1p3 

….. 
L10@00:  g4 exit Next 
L10@01:  g1 exit Next 
L10@10:  g3 exit Next 
L10@11:  g3 exit Next 
L11@0:  g4 exit Next 
L11@1:  g1 exit Next 
Next: 
 

 
Fig. 6 A symbolic microprogram for the RRA. 

 

sub-graphs leading to dispatch tables of reduced size. 
Simplifying nodes with 2k outputs wherever possible leads to a 
heterogeneous MVDD with nodes controlled by k or less 
variables.  

Example 6.1 Continuing in Example 4.1, we can apply 
various grouping of input variables and then reduction of 
multi-valued nodes to the smaller ones. If we create groups of 
2 input variables, we will do with 7 4-way nodes (7 dispatch 
tables of size 4) and 4 binary nodes (4 dispatch tables of size 
2), altogether 36 instructions. Had we used only single 
variable tests (a binary program with 2-way branching), we 
would need 17 dispatch tables of size 2, i.e., 34 instructions in 
total. However, the performance would be 2- times lower due 
to execution of a chain of 8 instructions, one in each level of 
the MTBDD.  Processing in three steps could test 2, 3, 3 or 2, 
2, 4 decision variables, but the area-time product would get 
worse. The fastest execution tests 4 decision variables at a 
time (16-way branching). The features of various options are 
summarized in Table 3. The area × time product is a figure of 
merit of quality of the implementation. It gets its best (lowest) 
value for testing two and four variables at a time. 
(End of Example) 

 
 

 

Fig. 7 MTBDD sub-graphs with 0, 1, 2 and 3 decisions on each path 

TABLE 3 VARIOUS MICROPROGRAM OPTIONS 
 

 tested  total micro- execution space x 

 variables: instructions time time 

 8 x 1  34 8 272 

 4 x 2 36 4 144 

 2, 3, 3 52 3 156 

 2, 2, 4 64 3 192 

 2 x  4 72 2 144 

 8 256 1 256 

     
Similar optimization has been carried out by a home-made 

software tool for a number of logic modules such as branch 
control  units (bcu),  round  robin  arbiters (rra), least-recently- 
served arbiters (lrs) and priority encoders (pe) with a various 
number of inputs. 

 MTBDDs of these logic modules have been obtained and 
optimized by HIDET tool from cube specification [2]. 
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MTBDD parameters (cost c, size s, and width w) for these 
modules are listed in Table 4, together with optimal grouping 
of input variables ordered by HIDET and resulting area × time 
(a×t)  product. This product is calculated as the aggregate 
number of all instructions in dispatch tables (a dispatch table 
for a k-ary node has 2k instructions) multiplied by the number 
of dispatch tables from the root to leaves. 

  The results show that the best area-time complexity is 
obtained for k = 3 or 4 variables tested simultaneously. This 
does not corresponds to the result in [6], where quaternary (k = 
2) DDs were found best with respect to this figure of merit in a 
different set of benchmarks. The reason for this may be not 
only in benchmarks, but also in our different DDM 
architecture supporting variable multi-way branching. 

VII.  CONCLUSIONS AND FUTURE WORKS 

In this paper, we have proposed a new MTBDD machine 
that could outperform known DDM architectures. The size of 
the branching programs and the maximum required code 
memory for this machine can be estimated using derived upper 
bounds on the cost of MTBDD for logic functions specified in 
u input vectors and attaining only a single value (0) for other 
input vectors. The bounds are not limited to sparse functions 
with u << 2n, but are valid generally.  The case of incomplete 
functions can be treated similarly, replacing don´t - cares by a 
dominant function value (0).   

TABLE 4  OPTIMUM BRANCHING PROGRAM CONFIGURATIONS 

 n m s c w groups a×t 
bcu4 8 4 45 30 16 2x4 160 
bcu6 12 6 189 126 64 3x4 1008 
bcu7 14 7 381 254 128 4,4,4,2 2368 
bcu8 16 8 765 510 256 4x4 5440 
rra4 8 4 37 17 8 2x4 144 
rra6 12 6 91 40 11 3x4 438 
rra8 16 8 179 75 22 4x4 1248 

rra12 24 12 489 189 44 8x3 4688 
lrs4 10 4 39 17 6 3,3,3,1 168 
lrs6 21 6 119 36 9 7x3 742 
pe8 8 4 8 8 2 4x2, 2x4 64 

pe12 12 5 12 12 2 4x3 128 
pe16 16 5 16 16 2 8x2, 4x4 256 

 

Firmware implementation of a MTBDD is usually a matter 
of trade-off between performance and the size of memory 
storing the code. The memory size can be derived as an 
aggregate size of all dispatch tables, and the performance is 
given by the number of dispatch tables on the path from the 
root to leaves of the MTBDD. The area-time complexity has 
been optimized for the MTBDD machine that supports multi-
way branching in one clock cycle with variable number of 
ways (0 to 16). On the given set of benchmarks the optimum 
area-time product has been reached for DDM for k-ary nodes 

with k = 3 and 4, what is in contradiction to finding QDD (k = 
2) as optimal in [3]. 

Future research should compare the MTBDD Machine to 
other published DDMs on the common set of benchmarks and 
thus verify hypothesis 4.1 and implied superiority of MTBDD 
Machines. The library of optimal MTBDDs for a such a 
benchmark suite should be created first, it is not available as 
yet. Another optimization problem is to pack dispatch tables 
of all MTBDD nodes into as small memory as possible. The 
final step would be a hardware implementation of the 
MTBDD machine and also of its parallel version in FPGA. 
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Abstract—Mobile agent software provides a programming 
paradigm which allows reconfiguration during runtime. 
Because code migration is a basic concept, software 
architecture becomes more important. Classically, the lifecycle 
of distributed application starts with specification description. 
Several facets have to be specified: agent behavior, message 
exchange, service composition, but also architecture. This 
description has also two levels: software and hardware. We use 
formal specifications because our objective is to define 
properties about our application. Also, process algebra, like Pi-
Calculus, is a formal language, which allows us to provide a 
formal description of architecture. We can then combine agent 
behavior and reason to define minimal constraint set of future 
runtime context. Our work provides a process from formal 
specification of distributed applications to a skeleton of BPEL 
script. 

Keywords-mobile agent; architecture specification; service 
composition. 

I.  INTRODUCTION 
Mobile agent application is a kind of distributed 

application where software can react with its environment 
and react to external events. Also, this is particularly useful 
in case of unstable runtime context or when architecture 
changes during execution. For instance, grid computing 
needs large set of computing resources. But, if a resource is 
missing or fails, the whole computation has to continue until 
its end. In that context, the result is more important than the 
performance, also mobile agents are able to move 
computation to a node where computing resources is free [1]. 
Without mobile agent, it is not possible to adapt a distributed 
application to its runtime context because placement is 
defined at load time. This limit is suppressed with mobility. 

Mobile agents are useful in other domain such as 
software administration or code instrumentation. Software 
administrator needs to deploy new distributed applications 
with adapted configuration for security, underlying services, 
etc. A first solution is to replicate a static image from one 
node of the network to the others, but the strategy becomes 
complex when the nodes are not similar. If location involves 
a specific behavior then mobile agent is a solution. It can 
adapt its mission to the precise location where it incomes. 
This can mean select specific permissions depending to a 
resource location, or choose between several persistence 
services, etc. [2]. 

Code instrumentation is another domain where context 
adaptation is essential. Software instruments can observe 
runtime properties such as time measure of methods, 
memory allocation of data structure or state of threads into a 
thread group. If the analysis is done after an execution, a 
classical approach can be applied, but if actions have to be 
done depending on features which are observed then only 
mobile agents can react and adapt their actions to a specific 
context [3] [4]. For instance, several threads are blocked 
because there is a gridlock. Also, a mobile agent can change 
state of one of the threads to force a specific execution. 

We have presented the role of one agent into a distributed 
application but these examples are useful for understanding 
the concept of software adaptation based on code migration. 
Into a case study, there are a large number of mobile agents 
and all have a common objective, for instance data collection 
for a performance analysis. Coordination between agents is 
crucial to insure that all contributions will be used in a 
suitable manner. This means writing coordination 
specification. It plays the role of master description where 
each agent is a piece of software like a rugby player into his 
team. The whole objective is to win a match, but depending 
on his role into the group, his own behavior will be to adapt 
his actions to the context and his partners. 

Our experience into software specification was about use 
of formal language like CCS [5] or Unity [6]. Agent 
migration needs a higher order language and Pi-Calculus 
possesses such kind of construction. Also, we used this 
formal language for writing our formal specifications. Pi-
Calculus [7] has operational semantics, which allows us to 
evaluate terms and transform our specifications into other 
representations useful for reasoning. In this document, we 
present how we write coordination description of mobile 
agent group or agency. Then, we explain how this 
specification can be used to provide a more executable 
representation. Finally, we propose an approach to specify 
architecture and a way to exploit it by an agency. By the end, 
we sum up through an example that illustrates main concepts 
of agent migration with message definition. 

II. COORDINATION SPECIFICATION 
Coordination can be considered as a road book for an 

agency or group of mobile agents. It contains start state and a 
final state and between them a succession of steps. A step is 
realized by a mobile agent. Also, this action step is defined 
with a location where it has to be done, initial information 
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for the launch and eventually final information for observing 
results. This means that only one description is not enough 
but several descriptions are built concurrently.  

Two specification approaches are observed. First, a top 
down specification approach needs to build all descriptions 
into a coherent manner. This starts with step definition; for 
instance, the objective to achieve and then the migration 
(from where to where); finally, the data format of the input 
message is defined. These descriptions can be completed by 
some more details about local resources and output message. 
This formal language has a syntax which allows designer to 
express mobility as term. Channels are used to exchange not 
only data but also agents which are specified as first order 
term. First, we present quickly higher order Pi-Calculus 
language. 

A. Formal specification language 
The descriptive ability that Pi-Calculus offers, emerges 

from the concept of naming, where communication links, 
known as channels, are referenced using a naming 
convention. Hence, mobility arises by having processes 
communicating the channel names. Some extensions are 
added by R. Milner himself to allow specification writers 
with higher order term [8]. Then, agent migration can be 
expressed through a communication of a first order term [9]. 

The Pi-Calculus notation (Fig. 1) models distributed 
agent into a system, which can perform input or output 
actions through channels, thus allowing the agents to 
communicate. The message which is sent from one agent to 
the other is a name, which gives a reference to a channel or a 
first order term which gives a reference to a local mobile 
agent. 

 

 
Figure 1. Syntax of Pi-Calculus language. 

When a term is received by an agent host, term 
unification algorithm is applied to propagate names into 
agent host definition. Operational semantics [9] is useful to 
build evaluation tree of the agent host term. As an example, 
we provide a specification of SLP protocol. The Service 
Location Protocol (SLP) is an Internet Engineering Task 
Force (IETF) standard track protocol [10] that provides a 
framework to allow networking applications to discover the 
existence, location, and configuration of networked services 
in enterprise networks. 

SLP can eliminate the need for the user to know the 
technical features of network hosts. With the SLP, the user 
needs only to know the description of the service he is 
interested in. Based on this description, SLP is then able to 
return the URL of the desired service. SLP is a language 
independent protocol. Thus, the protocol specification can be 
implemented in any language. The SLP infrastructure 
consists of three types of agents: 

1. UserAgent (UA) is a software entity that is looking for 
the location of one or more services; its role is client, 

2. ServiceAgent (SA) is a software entity that provides the 
location of one or more services; its role is mobile agent, 

3. DirectoryAgent (DA) is a software entity that acts as a 
centralized repository for service location information; its 
role is registry. 

 
Figure 2. Main term of SLP specification. 

 
The subterms UA, SA and DA (Fig. 2) are detailed into 

annex. This grammar is useful for writing specification by 
hand but is quite complex to use into a workflow system 
also, we have translated this grammar into an XML schema. 
Also, this allows us to write specification in a more rigorous 
manner. Our XML schema stresses the structure of an agent 
based on the composition operators: sum, parallel, match, 
restriction, etc. A higher order Pi-Calculus specification 
becomes a well formatted XML description, which can be 
transformed into an object easily. It is the pilot of an activity 
of mobile agents. 

B. Coordination of an agency 
In the previous example, all components are independent 

and each has its own behavior. But, the problem is to 
describe relation between these behaviors. Coordination of 
software component is not a new challenge. Solutions have 
been already given by web project architects. Reo project 
forms a paradigm for composition of software components 
based on the notion of mobile channels [15]. This project 
defined its own coordination language which is a channel-
based exogenous coordination model. The specification 
writer defines complex coordinators, called connectors, 
which are built out of simpler ones [16]. Of course, the Reo 
coordination language provides, pleasant features such that: 
loose coupling among components and services or support 
for distribution and mobility of heterogeneous components 
or compositional construction. But this language is not 
become a standard. Also, it is not easy to inter operate with 
other coordination model. But, Reo language stresses which 
are the key concepts into coordination. First, a composition 
of agents has two kinds of observation [14]. On one side, an 
external observer is not able to distinguish the structure of 
the composition. On the other side, an internal observer can 
follow the precise evaluation of the composition. Secondly, 
the better coupling is asynchronous and exchanges are 
considered as message passing [13]. 

We considered these requirements to select a language 
for defining coordination of agents. An obvious solution 
could be to declare a master agent which contains the 
scheduling of coordination. But this approach has 
drawbacks. If the description is inside an agent, a new 
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coordination cost becomes another development and there is 
no standardization of the approach. When an agent pilots 
coordination programmatically, the state of the evaluation is 
difficult to observe. Also, the definition of coordination 
should be external and then its interpretation can be done by 
an agent or another engine.  

Because of our past experience on Web service design, 
we studied several existing coordination languages such as 
WSCI (Web Services Choreography Interface), BPML 
(Business Process Modeling Language), WSCL (Web 
Services Conversation Language), BPEL4WS (Business 
Process Execution Language for Web services) [12]. 

WSCI is a description language based on XML, which 
aims at describing the messages exchanged between agents 
into coordination. BPML is a high level language which is 
used to describe business process as a sequence of simple, 
complex activities including the interaction between 
participants in order to achieve a common objective. WSCL 
language is used to describe the business logic or public sub 
processes based on the definition of a web service. BPEL 
[11] language (Business Process Execution Language) 
replaces previous specifications of Microsoft XLANG and 
WSFL (Web Services Flow Language) from IBM. BPEL is 
used to model two types of processes 

• Abstract process: specifies the messages exchanged 
between the partners, without specifying the internal 
behavior of each. 

• Executable process: specifies the execution order of 
activities constituting the process, the partners 
involved in the process, the messages exchanged 
between the partners, and processing of errors and 
exceptions specifying the behavior in case of errors 
or of exceptions. 

An external observer can consider a process as a mobile 
agent if this agent has a formal declaration. In the context of 
BPEL language, this description is provided as WSDL 
format.  

BPEL is a language for describing orchestration of Web 
services. But inside an orchestration services are composed 
and often a transaction is created for the execution. We 
consider that BPEL specification can describe the execution 
order between a numbers of agents constituting the process 
definition, the partners involved in the process, the messages 
exchanged between these partners. Next, we need to define a 
mapping between higher order Pi-Calculus and BPEL 
language. It means a transformation from a formal language 
into a more operational language. 

C. From HOPi calculus to BPEL 
Some works already exist about mapping between Pi-

Calculus and BPEL. Faisal Abouzaid uses a first version of 
Pi-Calculus based on monadic expressions and first order 
term definitions [18], [19]. We extend this work and adapt it 
to our framework of mobile agent system. Two main features 
are taken into account: polyadic expression and higher order 
term which are used for communication description. Because 
BPEL language is verbose and contains a lot of technical 
details, we have developed a strategy to generate BPEL 
skeleton. The choice of BPEL language involves that each 

component can be considered through its WSDL description. 
This one contains several parts such as types, messages or 
port type, etc. Also, we consider Pi-Calculus specification as 
an input source for filling not only BPEL skeleton but also 
WSDL declaration.  

Because our input specifications are written into XML 
format, each step of our strategy is an elementary 
transformation belonging to a more global chain called 
BPEL generation. We use the structure of specifications to 
enrich all our artifacts (WSDL and BPEL). 

III. TRANSFORMATION INTO BPEL SCRIPT 
As we presented in Section 2.A, a Pi-Calculus 

specification contains a main term, called System into Figure 
2. This pi-calculus process is composed by parallel and 
synchronizing actions. So, the underlying rules of the 
mapping are correspondences between Pi-Calculus terms and 
BPEL blocks. Identifiers are essential to propagate data and 
refactoring is necessary as a pre statement for preparing 
future generation. The first part of our transformation chain 
is described as follows into figure 3: 

 
Figure 3. Pre statement from a specification to an enriched description. 

A. Structural transformation 
We use a top down approach; this means that we exploit 

the structure of a higher order Pi-Calculus specification. 
First, we consider the main term as a main BPEL sequence. 
The definitions of each sub term are considered first as 
partners of the script. 

Process calls can contain typed arguments. Abstract data 
types can be specified with Pi-Calculus language as a 
process. Such a definition is converted into types in the 
WSDL description. Of course, this declaration is included 
first into the WSDL flow where agent is declared. But, data 
types are shared between several process declarations, also, it 
is useful to create XML schema which contains complex 
type. Then, XML schemas are imported into WSDL 
definitions of associated agent. We build a dependency graph 
of the definitions (data and behavior). The edges represent 
definition importation and communication relation (I/O). 
This relation is used to enrich first XML representations with 
annotations. These ones are about oriented actions such as 
input message, output message, call of agent, etc. 

B. Annoted XML flow 
Each transformation is built with XSL-T language. This 

means that we use a standard language dedicated to graph 
transformation. Because each XML flow can be considered 
as a graph, we can use a set of rules for the basic 
construction of Higher Order Pi-Calculus language and a 
rule engine to select closest rules. A rule is a template based 
on specific patterns of XML from the input source.  

Then, an XML output is computed based on the input. 
Our schema allows us to check the structure of agents before 
and to map Pi-Calculus structure on to BPEL blocks. For 
instance, a sequence of actions is mapped as a BPEL 
sequence. More complex is the transformation of data 
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exchange. An input of data means a message output; this 
involves not only a type definition for the message, but also a 
call to an operation of another agent.  

 
Figure 4. From a higher order Pi-Calculus into an annoted graph. 

The previous figure (Fig. 4) shows an XML view of the 
Pi-Calculus specification of UA agent (SLP protocol). After 
enrichment, we obtained another graph where each node is 
an XML tag with new attributes and process annotations. 
More precisely, we save into annotations technical 
information useful for the construction of the final BPEL 
script and WSDL script. 

C. BPEL and WSDL attributes 
We have defined two main schemas; one is about useful 

details of WSDL language and another about useful details 
of BPEL language. So, we can label a node with attributes 
called: partnerLink, variable, portType, etc. For instance, if 
we consider a part of the specification of UA agent (complete 
definition is given in annex): an emission (1) on channel 
SrvRqst, then the corresponding labeled node is presented (2) 
below and the BPEL skeleton is displayed as (3): 

 (1) 
Previous parsing of input XML sources provides that 

SrvRqst channel is a link between UA agent and DA agent. 
Also send tag is transformed as follows,  

<hopi:send gate=”SrvRqst” (2) 
  bpel:partnerLink=”DA” bpel:portType=”ns1:DA”> 
     <hopi:message name=”msg1” type=”Msg1Type”/> 
</hopi:send> 
During the synthesis of all tagged graph, a part of the 

BPEL action is given as follows. 
<bpws:reply name="Reply"   (3) 
operation="SrvRqst" partnerLink="DA" portType="ns1:DA"  
wpc:displayName="Reply" wpc:id="3"> 

  <wpc:input> 
    <wpc:parameter name="msg1" variable="msg1"/> 
  </wpc:input> 
</bpws:reply>   
Receive and reply activities go hands in hand in a 

request-response flow. After this output message, UA agent 
receives detail about Print service. We follow the same 
approach as before, first the Pi-Calculus term, then the 
tagged node and finally BPEL action. 

   (4) 
As before, the dependency graph provides that the input 

channel is a link between UA agent et IdleDA agent. 
<hopi:receive gate="SrvRply" (5) 
  bpel:partnerLink=”IdleDA”  
  bpel:portType=”ns1:IdleDA”> 
  <hopi:message name="name" type="Any"/> 
</hopi:receive> 
Finally, a BPEL action is: 
<bpws:receive createInstance="yes"  (6) 
name="Receive" operation="SrvRply" partnerLink="IdleDA"  
portType="ns1:IdleDA" wpc:displayName="Receive"  
wpc:id="2"> 
  <wpc:output> 
    <wpc:parameter name="Name" variable="Name"/> 
  </wpc:output> 
</bpws:receive> 

Receive activity is known as blocking activity as in Pi-
Calculus. This means it will wait till any message received. 
And it will create a new process instance. Inside the receive 
activity an output element is specified which refer to the 
request variable. The request variable data can be used in 
other activity in the business process. 

Then the definition of the agent ends with a call to UA 
definition. We follow the same approach as before, first the 
Pi-Calculus term, then the tagged node and finally BPEL 
action. 

  (7) 
The dependency graph offers a lot of metrics such as 

scope and depth. Also we can label the XML tags as follows: 
<hopi:call process="UA"   (8) 
  bpel:partnerLink=”UA”  
  bpel:portType=”ns1:UA” 
  bpel:operation=”process”> 
  <hopi:argument value="SrvRqst"/> 
  <hopi:argument value="SrvRply"/> 
</hopi:call> 
The depth of this call corresponds to a distance 

computation in dependency graph. The closest definition is 
considered as a solution. 

<invoke partnerLink="UA" portType="ns1:UA" (9)  
operation="process" inputVariable="UARequest"  
outputVariable="UAResponse" /> 

UARequest and UAResponse are declared as local 
variable of the process definition. Their type is automatically 
computed from the input XML source. In our case, 
UARequestType is a couple of information and 
UAResponseType is a Boolean value as acknowledgment. 
We could detail all the primitive of the syntax presented 
before but the size of the document does not allow us to give 
more details about them. We have presented these three 
actions because they support higher order feature of the 
formal language. In definition (2), the Msg1Type can be the 
definition of another agent. This means that the message is 
linked to the port type of the mobile agent. So, the agent host 
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can then invoke all operations presented into the description 
of this port type. 

D. Synthesis and control 
After creating the upper part of the WSDL definition of 

agent, controls have to be applied to validate relations 
between the agents of the agency. This means that BPEL 
skeletons are used to check partner link definition and also 
their role into the main script. Type checking is also applied 
on variable used as parameters or as local data. The objective 
is to provide XML definitions as good as possible to 
specifiers. 

 
Figure 5. Information synthesis. 

Previous diagram (Fig. 5) depicts the last part of our 
approach. As mentioned in the last section, a labeled graph is 
synthesized to obtain a couple of description (bold lines). 
Next controls are done by the use of type definition as XML 
schema and agent definition as WSDL definition.  

IV. ARCHITECTURE DESCRIPTION 
Because mobile agent system exploit network and is 

deployed over a set of computers, it is necessary to have a 
specification language that can model computers at a higher 
level of abstraction and enable analysis of description. The 
language should be powerful enough to capture high-level 
description of software architecture. On the other hand, the 
language should be simple enough to allow correlation of the 
information between the specification and the architecture 
manual. 

Architecture Description Languages (ADL) enables 
design automation of embedded processors [21]. The ADL 
specification is used to generate various executable models 
including simulator, compiler and hardware implementation. 
This language is a reference in the architecture specification 
domain but it is not natural to compose such a specification 
with other process algebra specification. 

A. Agent host and neighboring 
We consider each node of our network as a future host 

for receiving mobile agents. Also, it is essential to describe 
which the local services available are for an incoming agent. 
More precisely, this can be viewed as a first security layer 
where local services are callable under condition on the role 
of the caller. 

We need a description language for our software 
architecture which can be composed with HIGH ORDER 

(H.O.) Pi-Calculus. Matthew Hennessy proposes a process 
algebra called SafeDPi, which is based on Pi-Calculus. This 
is an extension used to type processes depending on their 
location [22]. Also, this is precisely what is important in our 
context of partner link and end point definition. If a unique 
resource location (URL) is used to call a Web service. We 
need to express this uniqueness into our specifications and 
define migration of agent based on this feature. Moreover, 
SafeDPi language is defined to embed higher order Pi-
Calculus definition of agent host [23]. 

So, software architecture takes the form: 

 (10) 
Where there are two agents UA and DA, which are on the 

same location host1, and the agent SA is running on another 
location called host2. The agents DA and SA share 
information called SrvReg which is the gate to publish a 
service into the registry. The agents UA, SA and DA are 
defined with H.O. Pi-Calculus language. 

We use this language to provide a formal description of 
all nodes which can host mobile agents. New location can 
also be taken into account as a new configuration of the 
network. So, our case study use 3 agents on 2 distinct nodes 
called host1 and host2. 

 (11) 
The type of the locations defines which kind of agent can 

be deployed on it. (12) 
 

This definition stresses that a node of type Host1 can 
support an agent which exploits a couple of resources called 
SrvRqst for sending a message to DA and SrvRply for 
receiving a message from IdleDA. The location definition 
should be completed to support also a DA agent. The Host2 
definition is defined with the same approach. We use such 
specification as a set of constraints for the deployment step. 
When an agent is deployed or installed initially on a node 
which is specified as previously; we can checked whether the 
communication services are compatible.  

As in Section 2, we have defined an XML schema for 
SafeDPi-Calculus language. A deployment specification is 
an XML flow and we compare provided services of a node 
like host1 with the required services used by UA. This is done 
importation of an XML flow into another one and the control 
of invoke, receive and reply actions. 

B. Local resources access and migration 
Previously, we specified message types. Also, channel 

can also be types. For instance, a link between host1 and 
host2 can only support message of type Document. Also, we 
have added type on communication link. Now, we restricted 
the definition (12) into (13) to limited value on gate. 

 (13) 
Now, we can check message type from agent 

specification and possible message type into deployment 
specification. But we need to have more control about the 
definition of node. Also want to express that from node 
host2, it is possible to move to host1 but not from another 
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node. Also, we place oriented links between nodes. So, 
location declaration can be enriched as follows: 

 
This expresses that on host1 the agent UA can be placed 

in parallel with a mobile agent with the ability to move 
towards host2. Then, after the migration, each code can 
continue its evaluation on two separate nodes. A constraint is 
added on the migration statement: this will occur though the 
port type called pt on host2. This allows us to add new 
deployment restrictions. Because these restrictions can be 
checked into agent specification, we can raise anomalies if a 
rule is not respected.  

C. SLP case study 
As presented before, this protocol is suitable for our 

presentation. It simulates the need of a print service by a 
client called UA. The service print is published by an agent 
called SA into a registry called DA.  In nominal scenario, 
when UA agent asks the registry to know where the print 
service is, then it receives the service on the node where it is. 
Thus, we have to express code mobility and agent moves 
from host2 to host1. The data to be printed do not move on 
the network. This part of the description is just specified but 
the use of one specification level called software 
specification. Then, physical constraints are described 
through another level of specification called deployment 
specification. Because the formats of these specifications are 
compatible, we are able to combine them and check is 
software constraints are satisfied through physical 
constraints. 

V. CONCLUSION 
Through this paper, we have described a process to 

generate executable representation from formal specification. 
Of course, this work is currently prototyped through several 
examples and we need to complete our BPEL generator to 
help designer into his business process definition.  

We think that design of distributed application can 
evolved by the use of mobility feature. Engineer has to 
separate the concerns: a level for software component and 
another for the deployment. With mobile agent, placement is 
not frozen from load time. But depending on runtime, mobile 
agents can move component and adapt initial placement as a 
new configuration for continuing the execution. Next 
direction is to provide our work to project partner for deeper 
validation. The extensions of Pi-Calculus language are as 
rich as extensions of BPEL language, also we are confident 
in our approach to assist business analyst in a more formal 
approach and check business property of his whole system. 
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Abstract—The growing amount of electronic components in 

vehicles requires an increasing communication load between 

these components and hence an increasing load on the vehicles 

communication buses. Both aspects entail an increasing work 

load for the test engineer developing and executing test cases to 

verify the required system behaviour in the vehicle. This paper 

considers a way to automate and reduce the workload for in-

vehicle testing by augmenting the functionality of current data 

loggers. The idea is to use the data logger for supporting the 

testing process for test drivers. The introduced implementation 

shows a way to verify the test cases’ execution on the fly in 

order to avoid finding erroneously executed test cases at a later 

point in time. Additionally, the presented implementation 

seamlessly includes the test environment for in–vehicle testing 

into the tool chain which is already used on lower integration 

levels. This allows the test engineer to reuse test cases from the 

lower integration levels in vehicle tests and to compare the 

results from test runs on different integration levels. The paper 

ends with a summary of the feedback collected in a case study 

with a prototypical implementation. 

Keywords-automotive; data logger; intelligent data logger; 

test case development; test case monitoring 

I.  INTRODUCTION 

Many data loggers in the automotive industry are 
designed to record the communication between Electronic 
Control Units (ECUs) [1]. In more advanced systems, the 
data content of the RAM (Random Access Memory) of the 
ECUs is additionally recorded [10]. These data loggers 
become more and more important to the test engineers 
because the number of the networked ECUs and hence the 
testing efforts in a vehicle is continuously increasing. From 
each requirement on vehicle level the test engineers have to 
derive test cases to ensure that the ECUs in a vehicle are 
performing the correct action within correct time constraints. 
To check this in an in-vehicle test it is necessary to record 
the bus traffic and the data content of the ECUs’ RAM while 

executing a test case manoeuvre with a car. The result of the 
test is determined by evaluating the recorded data. 

The amount of collected data can turn the evaluation of 
the recorded test case data into a time consuming challenge. 
The result of the evaluation can be classified as “valid”, 
“failed” or “not valid”. In case of a “passed” classification 
the recorded data show that the System under Test (SuT), 
e.g., an ECU, exhibited the expected behaviour described by 
the requirements. The classification “failed” shows a 
deviation of the measured data from the expected values and 
hence from the expected test result. The “error” case 
indicates a significant mistake during the test case execution 
that makes an evaluation of the recorded data impossible 
with respect to the test case’s definition. 

To minimize the error cases, and therefore the time for 
the test case execution and evaluation, the data logger can be 
augmented with additional functionality to monitor the 
correct execution of the test case. The necessary conditions 
are to be defined by the test engineer. The data logger can be 
extended with instructions supervising relevant signals. For 
these signals boundaries may be defined. A test case can, 
e.g., be successfully accomplished if the signal stays within 
these boundaries. However, the goal is not to test the driver’s 
behaviour as mentioned in [2]. The goals are to give 
instructions to the test case executor, which may be a driver, 
a robot or a test automation tool, and to additionally 
supervise the execution’s correspondence to the conditions 
predefined by the test engineer. Especially for a human 
driver being in the light of our experiences, the biggest error 
source in a vehicle during a test case execution the 
augmented data logger can help to avoid unnecessary work 
by immediately indicating erroneous test runs. For example, 
the augmented data logger can supervise an Antilock 
Braking System (ABS) manoeuvre where the driver speeds 
up to 60km/h and does a full brake without turning the 
steering angle. 

Figure 1 shows an example of a system development 
process according to the V-Model as shown in [3]. In this 
example, the test on vehicle level is the last level of testing 
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within the integration process. Before this stage many other 
tests have already taken place on lower integration levels. 
For efficiency reasons, it would be helpful if the test 
engineer could reuse test cases developed on lower 
integration levels, e.g., test cases from Hardware in the Loop 
(HiL) tests [4]. The reuse of these test cases minimizes the 
work for the test engineer to adopt the test cases to the 
desired test platform. The reuse also enables the 
comparability of the test results with the lower integration 
levels. For guaranteeing the reusability of the test cases it is 
essential to specify the test cases platform independently. 
This format is interpreted by certain testing platforms.  
 

 
Figure 1.  Commonly used application of the V-Model in the 

automotive industry 

This paper describes a solution to reuse test cases from 
lower integration levels by adding information to guide the 
driver through the test case and to supervise the actions of 
the driver on the basis of the test case implementation of the 
test engineer. It starts with the description of the software 
and hardware components that extend the data logger to an 
augmented data logger. The paper ends with a summary of 
the feedback collected in a case study using a prototypical 
implementation. 

II. STATE OF THE ART 

Today in-vehicle tests are usually executed without the 
support of a software tool for giving feedback on the quality 
of the test execution or a tool that guides the driver through a 
test case. The test cases are often written in plain human 
readable text which describes what a tester has to do in the 
vehicle to fulfill the test case. These textual test cases are 
stored for example in a database. For taking a set of test 
cases to the car, they are either printed out or downloaded to 
a robust handheld computer. In both cases, they are read 
before or during a driving manoeuvre. The quality of the 
execution of the manoeuvre thus depends on the skills of the 
test driver. Details of the execution quality can be 
determined offline on a parking lot or by evaluating the 
information on the data logger. Especially if test driver and 
test engineer are not the same person, this process is error 
prone and time consuming. Since the test cases are in natural 
language there is enough room for misunderstandings 
between a test manager who writes the test cases and a test 
driver who has to execute the manoeuvre. This fact tends to 

result in multiple iterations of in vehicle tests of the same test 
case. 

There are several solutions that have the aim to optimize 
in vehicle tests and to minimize the time overhead. A touch-
display can be used in vehicles for check lists. A more 
advanced system is shown in [12] which comprises of a 
driver guidance system and a feature to immediately evaluate 
if the test is passed or failed. 

For testing driver assistance functions, manoeuvres have 
to be executed very precisely by the test driver. That means 
in a significant number of tests the tests are failed not 
because the system is not working correctly but the test 
driver has made a mistake. To minimize this number of 
invalid tests this paper describes a way to detect deviations 
of the given test case during the execution. This avoids a 
usually time consuming evaluation of invalid test cases. 

III. AUGMENTED DATA LOGGER 

Current data loggers [10] are designed for recording data 
and neither for interpreting it nor for participating in the 
measurement process. This section describes a way of 
augmenting the functionality of the data logger in order to 
support the testing process and to seamlessly integrate the 
vehicle tests in the system integration and testing process. 

A. Basic Data Logger System Design 

A data logger to record digital information in vehicles 
might be designed in the way described in [5]: i.e., a host 
computer is connected via a network interface, e.g., Ethernet, 
to the data logger. Over this connection, the data logger can 
be controlled and configured. The configuration defines 
which signals are stored in the data storage and on which bus 
interface the signals can be received. The host computer is 
mainly used to start and stop the data logger and to visualize 
an excerpt of the recorded data on the fly. The data logger 
hardware is responsible for the real time processing of the 
data. A commonly found feature might be a trigger that starts 
a measurement when a predefined condition becomes true as 
it is described in [6]. 

For evaluating the trigger conditions the data logger 
needs information about the connected data buses and the 
data that is transferred over a particular data bus. Usually, 
this information is available in form of configuration and 
signal files that are interpreted by the host computer and 
transferred to the data logger. 

In some parts of a data logger execution in real-time is 
mandatory. This is necessary because the test engineer needs 
to know exactly when some data have been transmitted on a 
particular bus. A common solution is that the communication 
on a bus system is recorded together with timestamps which 
indicate the time instance when a message is transferred over 
a bus [9]. Figure 2 shows the procedure of recording a 
message from a bus. If the data logger receives a message a 
timestamp is taken. For the evaluation of the recorded data it 
is possible to correlate in time the different recordings with 
the help of the timestamps, which means that the more 
precisely the timestamp is taken the more precisely the 
situation can be reproduced and evaluated. 
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Figure 2.  Schematic procedure of measuring a message on the bus 

The example in Figure 2 shows a host computer which is 
connected over a communication interface with the 
measurement control unit within the data logger. The host 
computer is commonly a PC or a notebook with an operating 
system that does not support real time tasks. Via the host 
computer the engineer has access to and control over the data 
logger. Additionally, the host computer can access 
measurement data and visualize them to the user. Evaluating 
this data while conducting a manoeuvre is almost impossible 
since, in this case, the driver would have to fully concentrate 
on the monitor instead on his driving task.  

B. Current Testing Process on Vehicle-Level 

In the common testing process the test engineer starts 
looking at the requirements for the SuT. Based on these 
requirements the test engineer creates the corresponding test 
cases. How the test engineer writes down these test cases for 
in-vehicle tests is normally not defined. In some way, the test 
cases have to be readable by the driver while he is executing 
the manoeuvre in the vehicle. After finishing writing a test 
case, the test engineer has to hand over the test case to the 
driver who executes the manoeuvre specified in the test case 
in the vehicle. The role of the test engineer and of the driver 
might be taken by the same person or by different ones. If 
the test engineer and the driver are different persons who 
write and execute a test case the test case must be well 
defined to prevent misunderstanding. If the test case 
specification is not complete and therefore the driver does 
not execute the test case as intended by the test engineer, the 
following work might be unavailing. 

After having recorded the data of the manoeuvre that is 
specified in the test case the driver hands over the recordings 
to the test engineer. Afterwards the test engineer evaluates 
the data. Usually this is done manually. The test engineer has 
to search through a database of signals with probably more 
than 10,000 entries. If the result of the test case is “passed”, 
the test case will be documented and closed. In case the 
result is “failed”, the test engineer has to find the exact 
reason. The SuT can either have a bug or the test case has not 
been executed accurately which means that the test is “not 
valid”. If the test case was executed within all defined 
constraints by the test engineer the test case is “valid”. Both 
cases generate lots of work of analyzing and documentation 
for the test engineer. Especially, the work for the second case 

can be minimized by finding out the validity of the test case 
in an earlier stage of the process. 

Generally, the biggest drawback of finding invalid test 
runs late in the process is the time that the test engineer 
spends on one test case. It must be considered that the 
number of test cases that must be performed for each major 
release can be up to several hundred test cases. As a 
conclusion two main issues can be identified that can be 
possibly optimized: 

• The time for evaluating the test results by avoiding 
invalid test cases 

• The numbers of times moving from the office to the 
vehicle and to the test track for repeating invalid 
test cases 

The introduced testing process on vehicle level is very 
different from the test processes on lower integration levels 
of the development process shown in Figure 1. In the lower 
levels, i.e., HiL or SiL, a test case is written in a defined 
way. The test case can be reused and usually returns a 
reproducible result. Another point is that the test result is 
directly available after the test has been finished. It can be 
said that the processes on different levels have mainly five 
important parts [7]: 

• Environment simulation that simulates the 
environment of the SuT 

• Test case execution system 

• The System under Test itself 

• Measurement and data logging system 

• Evaluation system 
 
The evaluation system compares the measured values 

with the ones that are specified in the test case for the SuT. 
The test case execution system reads the test case and 
controls the environment simulation that affects the SuT. In a 
vehicle, the parts for the test process are different. The test 
case execution system in a vehicle is the test driver. The test 
driver has control over the environment of the SuT. The 
evaluation system in a vehicle test is the test engineer who 
evaluates the measurements. 

The measurement and data logging system might be the 
same as the one used in the vehicle. For the in-vehicle test, 
an environment simulation is not necessary because the 
vehicle is used in a real environment. Sometimes both 
environments are mixed for the vehicle tests, e.g., foot 
passengers are simulated with synthetic dolls or imaginary 
sensor information. 

C. New Testing Process Supported by the Augmented Data 

Logger 

To reduce the time for testing and evaluating of in-
vehicle testing a new approach for the testing work flow 
should be considered. The first aspect is the form how the 
test case is written. A uniform platform independent 
language (see Section III C. for more detailed information) is 
used to define the test cases. With this uniform language, the 
test engineer can precisely describe the test case. The test 
case is now not only human readable but also machine-
readable and can be interpreted by a programme. The 
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additional code extends the abilities of the data logger. The 
system now knows about the manoeuvre which has to be 
executed for a particular test case. With the knowledge of 
how a test case must be performed, driving errors can be 
detected directly and time can be saved. 

The new work flow has a strict separation between the 
office work and the work in the vehicle. Right after 
performing a test case, the driver gets a result if the test case 
was executed accurately. The feedback also includes the 
information why the test failed. This information depends on 
the test case description from the test engineer. If the test 
engineer describes the test case in many details more driving 
errors and failures can be detected without looking at the 
whole measured data back in the office. The advantage of 
this new approach is that the driver: 

• Is guided through the test case execution process 

through a unified notification 

• Gets a response directly after the manoeuvre if the 

test is executed correctly 

• Gets the reason why a test case was classified as 

“not valid” 
This reduces the evaluation work and the test case 

execution work. Since the data logger instructs and checks 
the manoeuvre it makes the execution more precise. 

For this new approach parts of the evaluation system and 
the test case execution system are moved into the data 
logger. The schematic of a data logger shown in Figure 2 can 
be extended to execute additional code given by the test 
engineer that controls the data logger and guides the test 
driver through the manoeuvre. Figure 3 shows a simplified 
version of the extension of a measuring system. The CPU 
has to fetch the messages from the bus, add a timestamp to 
each message and extract the relevant signals with its values. 
The values of the signals are internally updated and provided 
for the test case code. 

 

 
Figure 3.  Schematic measuring system extended with the test case code 

To control and configure the data logger the test case 
code needs a connection to the measurement control module. 
It starts or stops the test case and gets commands from the 
test case code to control, e.g., the data logging. All 
information that is known in the data logger can be used 
inside the test case code. The measurement control module 

has also the task to route the instructions for the test driver to 
the host computer or a connected display. 

IV. TEST CASE IMPLEMENTATION AND EXECUTION IN A 

VEHICLE 

In this section, the test case implementation and 
execution is shown using the following example: The driver 
starts the engine and accelerates the car to 60km/h. When 
60km/h are reached, the driver performs a full braking. In 
this manoeuvre it is important that the driver keeps the 
steering wheel straight. 

Such a manoeuvre is used, e.g., to measure data of an 
ABS and to evaluate if it has performed accurately during its 
intervention. A possible criterion for a "not valid" ABS-test 
execution is defined by looking at the steering angle. If the 
data show that the car did not drive straight, the test case has 
not been executed accurately. The manoeuvre can be 
described in a state chart manner represented by an XML file 
[8]. 

The example in Figure 4 shows the ABS-manoeuvre in 
XML code. The definition of the XML code is described by 
Ruf [11] for Hardware in the Loop tests. The test case is 
composed of states, actions, events and one rule. The rule 
checks the steering wheel angle for the whole test case. The 
states are following in chronological order. Each state has 
one or more actions that have to be performed by the test 
driver. If the condition of an event is fulfilled the state 
machine enters the next state. 
 

<?xml version="1.0" encoding="UTF-8"?> 

<Testcase xmlns="http://www.it-designers.de/adl" 

xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance" 

xsi:schemaLocation="http://www.it-designers.de/adl 

http://www.it-designers.de/adl"> 

 

  <Rule SteeringAngle_deg_eqal="0" Tolerance_deg="5"/> 

 

  <State num="1"> 

    <Action text="Get ready to start the manoeuvre"/> 

    <Event wait_seconds="5"/> 

  </State> 

   
  <State num="2"> 

    <Action text="Start the engine"/> 

    <Event wait_seconds="5"/> 

  </State> 

 

  <State num="3"> 

    <Action text="Accelerate to 60km/h"/> 

    <Event velocity_kmh_equal ="60"/> 

  </State> 

 

  <State num="4"> 

    <Action text="Full braking"/> 

    <Event velocity_kmh_equal ="0"/> 

  </State> 

 

  <State num="5"> 

    <Action text="Turn-off engine"/> 

    <Event wait_seconds="5"/> 

  </State> 

 

  <State num="6"> 

    <Action text="Manoeuvre finished"/> 

    <Event wait_seconds="3"/> 

  </State> 

 

</Testcase> 

Figure 4.  Listing o f a test case in XML 

The “wait_seconds” events are needed to give the test 
driver time to perform the actions. The data logger is able to 
interpret the XML code and guide the test driver through the 
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described manoeuvre. To start the manoeuvre in the vehicle 
the test driver has to start the data logger. 

In summary, the test cases that are written for lower 
integration levels using this XML language can be reused for 
in vehicle testing. 

V. CASE STUDY 

A case study has been performed to determine the 
benefits of the augmented measurement system for test 
drivers. The case study was conducted with a group of 
eleven candidates. The group consisted of team leaders, 
developers and testers. In the first step the content of the 
executed XML test case was explained to the candidates. 
With this knowledge the candidates were guided by the 
augmented measurement system to execute the test case in 
the role of a test driver. 

The vehicle for the case study was equipped with an 
extra display that is attached to the windscreen. The setup in 
the vehicle looks similar to an external navigation system 
attached to the windscreen. In this setup the display shows 
the instructions and the current state of the running test case.  
The execution of the test case was done on a locked test 
track. This assures a save environment and that the 
candidates are not disturbed by surrounding vehicles. 

After executing the test cases multiple times the 
candidate was interviewed about the experience with the 
augmented measurement system. The collected feedback is 
summarized in Figure 5.  

Most candidates are confused and distracted by the 
display driving the test case for the first time. The reason 
might be that the candidates do not yet intuitively follow the 
instructions on the display. As soon as the instructions are 
known to the candidate he can concentrate less on the display 
and more on his driving task. After a short learning curve the 
confidence and sureness working with the augmented data 
logger raised. In summary, 7 candidates are seeing a benefit 
of such a system to speed up and assist them in their daily 
work. 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.  Case Study feedback results 

Furthermore, the feedback also includes suggestions for 
improvements. The four mostly mentioned suggestions were: 

• Additional speech output for instructions 

• Direct connection to quality and lifecycle 

management tools 

• More detailed information in case of a “not valid” 

result 

• Using LCD glasses instead of a display attached to 

the windscreen 
The feedback of the case study indicates that the 

augmented data logger helps to speedup the testing process 
for in-vehicle testing.  

VI. CONCLUSION AND FUTURE WORKS 

This work shows an approach how the process of in-
vehicle testing can be improved. The introduced approach 
shows a way to reduce the costs for the testing process by 
reusing test cases from other testing platforms and by 
optimizing the workflow of in-vehicle testing. A major part 
in the optimized workflow is the possibility for declaring a 
test case “valid”. 

The extended classification of a test case enables an early 
feedback about the quality of the executed test case and 
hence makes sure that only valid test cases are evaluated. In 
the introduced approach a test case can be classified as 
"passed", "failed", "valid" and "not valid". The first two 
classifications are based on the requirements for the SuT 
while the other two classifications reveal if the test case was 
executed within defined constraints that are based on 
additional testing requirements. The test engineer has only to 
look at the measurements of the test cases that are classified 
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as "valid". This helps to reduce the evaluation time 
especially if the test case manoeuvre is very complex or time 
critical. 

A tool chain supports the test engineer during the test 
case development process. He can use test case descriptions 
from lower integration levels and use them as a basis for the 
in-vehicle test. The test engineer needs no knowledge in 
programming languages for implementing and running a test 
case on the introduced augmented data logger. Several test 
cases can be downloaded to the data logger and are 
automatically executed. 

While driving a test case the test driver has precise 
instructions on his current tasks and is guided through the 
test case manoeuvre. The test driver has immediate feedback 
if the constraints of the test case added by the test engineer 
are fulfilled. The augmented data logger observes the 
execution and the driver gets a response if the manoeuvre is 
“valid” or if the test driver has made a mistake during the 
execution. It is then up to the test driver to decide if he wants 
to immediately repeat the manoeuvre or continue with the 
next test case. 

To further improve the system it is planned to work on 
the interface between the augmented data logger and the test 
driver. The visualization of the manoeuvre can be optimized 
by using intuitive icons, by using speech output or even by 
an augmented reality display.  

Another benefit of the introduced augmented 
measurement system is to being able to reuse identical test 
case descriptions in XML on several test platforms. It is left 
for future work to investigate on comparing the results of e.g. 
a Hardware-in-the-Loop platform with the results from an in-
vehicle test which is guided by the augmented measurement 
system. 
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Abstract — We introduce a low-cost open platform to provide 
services targeted to disabled people and their families. This 
system is deployed using mainstream consumer electronics 
equipment and is specifically designed to provide services at 
home. The proposal goes beyond state-of-the-art tele-assistance 
to implement the broader concept of socio-sanitary care. Thus, 
the final objective of this platform is to assist disabled people 
having specific care necessities, but considering, at the same 
time, their social integration and their quality of life. This is 
achieved through a wide range of services that are dynamically 
adapted to users’ specific conditions and environments. The 
proposed solution significantly improves the quality of life at 
home of disabled people. 

Keywords – Teleassistance; socio-sanitary care; eHealth; 
disabled people; interactive television. 

I.  INTRODUCTION  
In the past years, improvements in quality of life and life 

expectancy [1] and advances in Information Technologies 
have fostered the deployment of solutions targeted to 
disabled and elder people. Indeed, society urgently demands 
tele-assistance systems to address the needs of this 
population sector, to facilitate their integration and, 
eventually, to develop an efficient socio-sanitary system 
adapted to the present-day demographical and social 
situation. The term tele-assistance [2] refers to a wide range 
of systems used to provide remote care to old and/or 
physically challenged people to facilitate living in their own 
homes.  

This paper discusses the development of a service 
platform that deals with a new way of understanding tele-
assistance that also considers solutions to provide challenged 
and elder people better ways to become more integrated in 
society, to communicate with their families and caretakers, 
and to attend all their specific needs. Potential users of this 
platform are elderly and/or disabled people who are in a 
care-dependence situation. Because of the characteristics of 
its potential users, the system has been designed to be simple 
to use and adaptable to specific physiological user needs.  

A standard TV set was selected as the presentation and 
users’ interaction device. This decision was based on several 
reasons, including the existence of a TV set in most if not all 
potential users’ homes, which contributes to stress the low-
cost design principle and to limit users’ reluctance due to the 
introduction of a new technological system into their daily 
routines. Other relevant reason for this choice is that elderly 

and handicapped people are usually quite familiarized with a 
TV set’s mode of operation, which contributes to reduce 
adaptation and learning time. 

A further aspect taken into account when designing the 
system was the present-day economic scene and the average 
financial capabilities of this population sector. For this, we 
tried to keep implementation and deployment costs as 
reduced as possible.  

In order to design the most suitable architecture and 
software platform, we made an exhaustive analysis of several 
technologies. After this analysis, we selected a Linux-based 
Home Theater PC (HTPC) [3] as the main component at 
home connected to a standard TV set, complemented with an 
open-source media center solution,. This architecture was 
chosen because of its availability, its limited cost, and its 
support to the seamless integration of interactive services and 
the Internet, fulfilling all initial system requirements, namely 
low-cost, acceptance by potential users, modular structure 
enabling service personalization, reusability and 
extensibility. 

Regarding communications, the platform captures all 
relevant data from users and sends it through the Internet to a 
central server, which is also accessible through a web-based 
management interface. Since users utilize the TV set and a 
common interface to access the provided platform services, 
they are configured and deployed using a common remote 
management platform. To increase the range of users, the 
system integrates additional interfaces to facilitate service 
access to a wide range of physically challenged users.  

To sum up, the potential users of this innovative platform 
are elderly people or people with some kind of disability, 
who in most of the cases are in dependence situation. Users 
are provided with access to a wide range of socio-sanitary 
services through a low-cost, open, adaptable and extensible 
platform. 

Section II introduces the proposed system’s architecture, 
that is, the technical framework adopted when designing and 
integrating the various hardware and software components. 
Section III is devoted to discuss the selected service 
provision mechanisms and standards. Section IV discusses 
additional details on interface design, as this topic is 
instrumental to provide an adequate solution to our target 
audience. Finally, Section V collects the most relevant 
conclusions of this work. 
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II. SYSTEM ARCHITECTURE 
In the next paragraph, we discuss the components that 

configure our service platform and their interactions. Figure 
1 outlines the basic structure of the platform. 

A. User Hardware Platform 
To provide the TV set with the desired interactivity, 

several hardware devices were considered during the design 
phase. Among them, those that could be easily integrated in a 
living-room atmosphere were taken into account. Initially, 
game platforms were considered due to their low price, ease 
of use, wide acceptation, and the availability of next-
generation interfaces like Nintendo WiiMote or Sony Kinect 
[4][5]. However, they were discarded because of the 
difficulties faced when trying to integrate off-the-shelf and 
open components or specifically designed interface devices 
for physically challenged people.  

 
 

 
Figure 1.  System Architecture outline 

 
Other devices considered were intelligent set-top boxes 

(STB) [6], that is, devices whose primary purpose is the 
reception and decoding of multimedia signals to be displayed 
in a TV set. Every state-of-the-art STB includes some kind 
of middleware that supports the development of hardware- 
and software- independent applications. However, this class 
of systems was also discarded due to the complexity of the 
software development tools available and their limited 
support for general-purpose software applications. 

The device eventually selected to be part of the final 
system is the Home Theater PC or HTPC, which is a 
personal computer specifically designed to be used as a 
multimedia reproduction device at home, using a standard 
TV set as the display unit. These devices can be defined as 
small full-fledged personal computers that give up 
processing power in favor of a noiseless, small and attractive 
system design. The main advantage of HTPC regarding our 
goals is their PC architecture, which supports system’s 
extensibility through widely available standard interfaces. 
Besides, any conventional operating system may be installed 
in an HTPC, which contributes to facilitate its extensibility 
through new applications, and they provide native support 
for remote control devices. When compared to other 
solutions, HTPC provide more features at the same cost, 
higher connectivity, and a more complete and accessible 
software development environment. In addition, advanced 
interfacing devices like Microsoft Kinect for Xbox or 
Nintendo WiiMote could also be supported by the final 

system taking advantage of the HTPC’s personal computer 
architecture. 

 

B. User Software Platform 
The software platform is based on an open source Linux 

distribution. This choice was made due to its usability, and 
the free, low-cost and open source orientation of the final 
system. 

Since final users will operate the HTPC using a typical 
TV remote, we also introduced a media center to enable full 
interactivity between the remote interfaces and HTPC 
content. Four media center solutions were examined to 
choose the most suitable one fulfilling the requirements of 
the final system, namely MythTV, Moovida, LinuxMCE and 
Xbox Media Center (XBMC). 

Moovida was dismissed due to its lack of maturity and 
the absence of a TV watching functionality or a back-end, 
and LinuxMCE was ruled out because of its complexity. 
Thus, the final choice was made between XBMC and 
MythTV. These are very similar systems, MythTV having 
outstanding TV functionalities and XBMC having greater 
extensibility. Taking this into account, and due to the fact 
that one of the main features of the final system should be its 
extensibility, XBMC was the final selection. XBMC 
supports extensibility through two mechanisms, namely 
plugins and scripts. Plugins are used exclusively to add new 
multimedia sources to the media center, while scripts allow 
the addition additional functionalities. Both MythTV and 
XBMC are supported by a large community of developers, 
and provide a comprehensive and clearly organized 
documentation, but XBMC provides an easy to use 
programming interface for developing new services written 
in Python [7], and has an intuitive and user-friendly user 
interface. Unlike MythTV, XBMC doesn't provide any 
Internet browser or a native feature to watch TV. However, 
watching TV was easily solved thanks to a MythTV script 
that can be easily integrated in XBMC, and thus used as a 
front-end for the MythTV back-end.  

Once the software and hardware components at home 
were selected, the next step consisted on their integration to 
provide a functional system supporting interactivity with the 
final user. Interconnection of the HTPC with the display 
device, i.e., the TV set, was easily supported through high-
definition multimedia interfaces (HDMI), already integrated 
in both devices. Then, we had to select and implement the 
services that will turn this platform into a socio-sanitary 
services platform. Before going further on this topic, it is 
important to remark some relevant aspects of the platform 
itself. As mentioned above, the TV set is used as the final 
presentation and interaction device. Thus, the platform is not 
a system itself, but a module of a larger distributed system 
extending the classical TV set with a portfolio of services. 
From the hardware point of view, the platform is a modular 
system extending a TV set with additional devices required 
by the services provided (e.g., web-cams, microphones, 
movement sensors, blood pressure monitors, etc.) using 
existing communication solutions like Bluetooth adapters, 
USB ports, or infrared sensors. This modular approach is a 
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key feature of the system, and contributes to limit the final 
cost of the system, as the only peripherals needed will be off-
the-shelf components in most cases. It also enables the 
possibility of adapting the final platform to any specific 
user’s needs. This is a very important aspect taking into 
account the fact that potential users of the system range over 
a wide range of situations insofar dependence is concerned. 
Another key feature of the final system is its adaptation 
capabilities to the specific needs of potential users. 

C. Network Structure 
In order to support user interaction both with the services 

provided and the outside world, to collect and retrieve 
content, and to manage user data, a typical three-tier service 
architecture was implemented and deployed. Figure 1 above 
outlines the main components of this architecture, which are 
outlined below: 

 
• Business logic: It is composed of a Login Server and 

an Extensible Messaging and Presence Protocol-
compliant server (XMPP server) [8]. The Login 
Server provides user authentication and system 
adaptation. Users contact the Login Server to sign in 
the system. According to users’ credentials and 
profile information, access is granted to the 
appropriate services while user interfaces are 
adapted to the specific needs of each user. Other 
actions supported by this server are new users’ 
registration or service availability assessment. The 
XMPP server works as an adaptation layer to 
provide access to the actual user-oriented services 
available at the platform, both internal and external. 
The behavior of this element depends on the type of 
service accessed, as discussed in Section III below. 

• Client: Users access the socio-sanitary services 
offered by the system using the hardware/software 
platform discussed above. Client equipment provides 
an adapted user interface that includes the required 
interaction devices according to each service and 
user profile (e.g., TV remotes, sensors, actuators, 
biomedical equipment, etc.). Note that the platform 
is designed for disabled or elder people that may 
present any kind of disability and typically spend a 
lot of time at home watching TV. Users may access 
any service provided to them according to their 
profile. The system also provides a Web 
management interface to administrators, that is, an 
interface enabling service and system managers to 
perform their tasks and to access to all the relevant 
information about the system. 

• Back-end: This is an information server that 
manages data about users and service profiles. 
Relevant data may be distributed among several 
physical servers. For example, a central server linked 
to the login and XMPP servers may collect al 
relevant information needed by these servers, and 
additional servers may host the data needed by final 
services (e.g., content server in a streaming service, 

or communications management server in a 
videoconference service). 

 

III. SERVICE PROVISION 
Once the main structure of the system has been 

introduced, we will discuss along the next paragraphs how 
different users get access to the different services provided, 
and how they interact with each other. Different service 
provision schemes will require different communication 
methods. This is due to the fact that each service has an 
associated server, which may present specific characteristics 
that differ from the others. In order to facilitate to the reader 
the comprehension of all the communication procedures, the 
three basic service provision methods are illustrated below.  

 

 
Figure 2.  XMPP server communication 

 
The platform was designed according to a quite simple 

but functional structure. On top of this structure all kind of 
services are inserted, including monitoring, communication, 
social integration, entertaining, rehabilitation, and 
educational services. After being developed, services may be 
added to the platform in a pretty simple way. The only 
requirements for service integration are that they have to be 
written in a Python language version supported by XBMC, 
and use libraries that are compatible with XBMC. These 
services may interact with a wide range of user devices, as 
long as they communicate through a standard protocol 
implemented in the PC platform (e.g., infrared, Bluetooth, 
USB, etc.). 

Once the user has been signed in, an Extensible 
Messaging and Presence Protocol-compliant client (XMPP 
client) is automatically launched at the XMBC. The XMPP 
client requests an XMPP specific token from the login 
server, which contains the needed user information to login 
into the corresponding XMPP server.  

The User Session Management Service (USMS) is a basic 
service that is included in every platform regardless of the 
actual user needs. This service handles authentication and 
personalization, that is, it has the responsibility of checking 
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the user's identity as well as requesting the central server 
each user’s initial configuration. This information is used, for 
example, to provide a personalized graphic user interface, or 
to identify specific interaction devices needed by specific 
users. Upon users’ logout, USMS notifies every running 
service that the current user session has ended.  

 
 

 
Figure 3.  External server communication. Interactive services. 

Once the user is logged into the XMPP server, service 
providers (e.g., videoconference server, medical monitoring 
equipment) and XMPP clients in other designated users’ 
premises (e.g., friends, family members, caretakers) are 
notified.  Other examples of services that require XMPP 
server notification reporting about the user's presence are 
presence control or every communication service that relies 
on the XMPP protocol to remotely communicate with other 
users. Figure 2 above outlines this scenario. 

In case the user requires access to a third-party service 
provider (e.g., Facebook or Twitter), the system provides 
direct access to the corresponding external authentication 
facilities once initial sign-in has been completed as discussed 
above (c.f. Figure 3). Once the user has completed the access 
requirements of the external service, the corresponding 
access tokens are handled over to XBMC, and further 
communication takes place directly between XBMC and the 
external server, according to the provided Application 
Programmers’ Interfaces (e.g., Facebook API). 

In case the service accessed involves the provision of 
multimedia content (e.g., a broadcast or streaming service), 
the access tokens obtained after user authentication are 
handled over both to XBMC and to the multimedia content 
server (e.g., streaming server). Thus, when the user requests 
a multimedia content, XBMC will send the previously 
collected system token to the external server to authenticate 
itself and start the exchange of information. Then, the 
multimedia server will check the validity of the token and 
initiate multimedia content transfer. Figure 4 summarizes 
this process. 

IV. INTERFACE DESIGN 
Due to the profile of potential users, there were some 

relevant aspects related to interface design that were taken 
into account: 

• People with visual deficiencies.  Most elderly people 
have some kind of sight impairment. To overcome 
this situation, special care has been taken when 
designing the look and feel of the visual interface, 
and more specifically subtitles and other textual 
information [9]. Apart from that, eye-catching colors 
were used for active elements (e.g., clickable 
buttons) as well as easily identifiable images. 

• People with lack of experience in the use of 
Information and Communication Technologies 
(ICT). Other common characteristic of the target 
population is that they are not accustomed to deal 
with new technologies. In most of the cases the use 
of this platform means their first contact with ICT. 
To address this issue, simple buttons rather than 
complex menus with many options have been used.  

• People with cognitive difficulties. This platform is 
oriented to provide services both to elderly people 
and people with any kind of disability, including 
cognitive ones. Thus, it is possible that some users 
have difficulties to understand and reason about 
what is shown in the interface. Text content in 
interfaces has been carefully designed using simple 
straightforward expressions, avoiding for example 
complex or very long words. 

The presently implemented interfaces are: 
• A general common interface, where buttons are 

displayed following a 4x4 grid pattern, which are 
accessed using the four arrow keys of a standard TV 
remote. Apart from these four elements, OK/confirm 
and cancel/return buttons have also been included 
and mapped to the corresponding standard remote 
keys. In this interface, buttons are statically 
displayed and is the user the one that navigates using 
them.  

• A scanning interface, which is specifically targeted 
to people with movement disabilities that make 
precise hand/arm movements difficult or impossible. 
In this case, every action and service can be accessed 
using a single button in the remote. This is achieved 
by moving buttons that rotate around the screen, 
being only one selected button at any time.  The user 
waits for the button he or she wants to activate to 
have the focus. When this interface is operated 
through a movement-sensing device (e.g., Nintendo 
WiiMote), movements of the remote are mapped to 
instructions to move the focus of the active selection 
at the screen. 

• Pointing interface: This interface is used in 
combination with the two interfaces discussed 
above, and is supported by the Nintendo WiiMote. It 
takes advantage of the pointer included in the 
WiiMote, which allows the selection of elements on 
the screen just by pointing at them. 

Other options are scheduled to be implemented in the 
near future, as color-intuitive interfaces based on colored 
physical switches, eye tracking interfaces, or scanning-aided 
interfaces.  
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V. DISCUSSION 
Elder and disabled people’s functional limitations often 

entail, among others, limited mobility, poverty, or inadequate 
medical treatment related to over- or under-subscription.  
The solution discussed above contributes to address this 
situation in a cost-effective way. First, it helps to overcome 
limited mobility by providing communication tools with both 
family and caretakers, and users’ social environment. 
Besides, providing tools to supervise treatment or even to 
monitor users’ health status facilitates the health control of 
this population sector. Note that the service architecture 
described above enables the integration of existing remote 
monitoring solutions or online services. 

However, there are some challenges to overcome to 
guarantee the deployment of this solution. These challenges 
are technological, organizational and social. Connected 
products and services targeted to disabled or elder people 
proliferate but, apart from basic industry communication 
standards (e.g. Internet protocols, USB, Bluetooth, etc.), 
there are not standard interconnection higher-level 
procedures to enable the interaction among these systems 
and products. The system described above proposes a basic 
communication model based on application-layer standards, 
but the integration of specific services or product may 
require the development of the corresponding wrapper or 
adaptation layer. 

On the other side, to guarantee service availability and a 
reasonable level of functional quality, supporting personnel 
with different profiles is needed. Part of the roles intended 
for system administrators or administrators of specific 
products and services may be provided by technical 
personnel in service providers or even the social environment 
of users, but in some cases specific personnel may be 
required (e.g. a health professional to monitor the intake of 
prescription medicines for users of a remote medication 
control system). 

Finally, the introduction of these service platforms 
should not imply the further isolation at home or at nursing 
homes of users. These solutions may be seen as convenient 
technical approaches to replace the care of humans, but its 
ultimate function is to complement existing human-based 
care solutions by contributing to minimize the drawbacks of 
this kind of care (e.g. limited availability, human errors, 
fatigue, etc.) 

VI. CONCLUSION 
We have outlined the basic structure and organization of 

a socio-sanitary service platform that uses the TV set as the 
basic interaction element. We have introduced its 
architecture, and discussed its basic operation. 

Tele-assistance is a very active market. In a scenario 
where new projects and products proliferate, the platform 
discussed in this paper presents relevant innovative features. 
First, it successfully integrates the traditional TV experience 
with interactive services and Internet. Besides, it is a product 
that can be classified as real low-cost requiring under 300 € 
investment per home. On the other hand, the platform has 
been designed to facilitate its market introduction, since the 

only requirements needed to operate at home are a standard 
TV set and an Internet connection. These aspects contribute 
to its acceptance by potential users. An original aspect that 
differences the developed system from other similar ones is 
its architecture. The hardware configuration has a clear 
modular structure, which favors its simple extension using a 
broad range of external devices. This structure also enables 
the system to be completely customizable and re-usable. 
Indeed, both services and interfaces are automatically 
configured according to the profile of the user accessing the 
platform. Another relevant characteristic of this platform is 
its original approach to service provision, as the solution has 
been conceived as a base system on top of which diverse 
types of services can be easily deployed. The base system 
may be extended with new services and new interfaces 
specifically designed to fulfill specific user needs. 

 

 
Figure 4.  External server communication. Multimedia. 

Apart from this, the developed platform uses open 
standards and widely available devices and software 
components. To sum up, with this system we show that it is 
possible to bring new technologies closer to people that are 
not used to them, and also to utilize new technologies to 
improve the quality of life of people that is usually 
disconnected from the rest of the society. 
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Abstract — Food waste or food loss is food that is discarded or 

lost uneaten. The work presented in this paper is related to 

our researches in the field of pervasive and ubiquitous 

computing. Our “Pervasive Fridge” prototype allows users 

to be notified proactively, when a food arrives to its 

expiration date. Speech and image recognition are also 

integrated in our prototype. This system combines various 

resources in order to scan barcode, identify and store data 

related to products, with a smartphone. Later, notifications 

are sent freely to consumers by mail, SMS (with no charge) 

and pop-up, to avoid uneaten food loss. 

Keywords-Application-oriented system; pervasive 

computing; ubiquitous computing; ambient intelligence; 

fridge; barcode scanner; voice interaction; SMS; android. 

I.  INTRODUCTION 

Food waste or food loss is food that is discarded or lost 
uneaten. Currently, in the world, according to the Food and 
Agriculture Organization of the United Nations (FAO), 
consumers waste about 1.3 billion tons of food annually. 
Consumers in rich countries waste about 222 million tons of 
food products [1]. People buy foods that are kept in fridge or 
cupboard and when products arrive at their deadline, they are 
thrown. 

The work presented in this paper is related to our researches 
in the field of pervasive and ubiquitous computing. We are 
particularly trying to find some ways to help consumers avoid 
wasting food. Nowadays, the consumers, generally less 
attentive than by the past, often do not interpret correctly the 
dates of consumption, and/or do not care about the organization 
of the refrigerator and so, do not have the time to manage their 
products. Obviously, this leads to important food losses. Our 
goal is to reduce this waste of food. As this is mainly due to 
problems of “memory”, we decided to work on solutions that 
provide easy and usable ways of doing this reminder's task, 
thanks to new technologies. We have decided to tackle two 
main parts of this problem by providing: (a) multiple ways to 
enter into the system data concerning the products, and (b) 
various notifications in order to remind important deadlines to 
users. 

We believe that smartphones can be efficiently used in this 
fight against food waste. Indeed, they are natively equipped 

with hardware (camera, microphone) and software (barcode 
reader, automatic speech recognition, etc.) that can be 
combined and easily employed in order to collect data and also 
remind important deadlines to consumers. 

The document is structured as follows: background and 
motivation of this project are explained in section two. Section 
three presents the related work on that domain. Section four 
gives an overview of our approach in order to tackle the 
emerging problems encountered. Section five describes a case 
study and our results using our developed prototype. Then, we 
conclude this paper and give our roadmap for future work. 

II. BACKGROUND AND MOTIVATION 

One quarter of the food produced on an international scale is 
discarded without being consumed, while more than 800 
million people suffer from hunger in the world. To the 
question “Why does so much food that could have been 

eaten get thrown away?”, the “Love food, Hate Waste” web 
site answers :  “The main reasons for throwing away food 
can be grouped in to "cooking or preparing too much" (for 
example cooking too much rice or pasta and it gets left in 
the saucepan or on the plate) or "not using food in time" - 
for example having to throw out fruit and vegetables 
because they have gone off in the fruit bowl or in the fridge, 
or not eating food before it goes past its use-by date. We 
know that there are lots of potential reasons why food might 
not get eaten in time – our plans change, we forget what 
food we have in the cupboards, we forget to freeze or chill 
something to use at a later date, we lack the confidence or 
knowledge on how to use up our leftovers – which is where 
our website can help!” [2]. 

Loss and wastage occurs on all steps in the food supply 
chain. In low-income countries most loss occurs during 
production, while in developed countries much food – about 
100 kilograms per person and year – is wasted at the 
consumption stage. 

Our research interests include human-computer 
interaction in the context of ambient intelligence. The main 
goal of our research is to find a way to model, design and 
implement computer systems to facilitate human activities.  
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Currently, our purpose is to cross these aspects with the 
notion of "green IT", allowing the user/consumer to obtain 
relevant information in order to take adapted decisions. 

In this context, our motivation for this work is to look 
for solutions that can help consumers in avoiding the loss 
of uneaten food thanks to new technologies and smart 
devices. Thus, our research area is here clearly related to 
the field of application-oriented systems. 

III. RELATED WORK 

Trying to reduce the food waste is not a new idea. In the 
world, there are many applications that allow users to manage 
their food. In this section, we give some information about 
existing systems oriented toward this objective. We analyze the 
capabilities of each system, encountered during our study of the 
literature. We have listed below some characteristics of those 
applications.  

“Consume Within” (Iphone, 2.99$) is an application that 
helps households to reduce the amount of food they waste. 
Food items can be added to three different locations – fridge, 
freezer or cupboard – and their expiration dates set 
individually. Each entry can be accompanied by a photograph 
to identify when removed from storage. The application alerts 
users daily of the foods that are about to expire within the next 
3 days and displays them by location or as a single list [3]. In 
the same way, “Food Reminder” (Iphone, free) keeps tracks 
of food expirations and provides reminders [4]. 
“FoodScanner” (iPhone, 4.99 $) allows using the camera to 
scan UPC barcodes on foods in order to track how many 
calories are eaten throughout the day by users [5]. By using 
“Fridge Police” (iPhone, 2.99 $), it is possible to obtain, after a 
barcode scan, some information about the products (i.e., 
manufacturer, brand, size, etc.) that will be logged along with 
the “opened on” date.  The user is also prompted to take a 
quick photo of the item. Then, the item is placed in an alarm 
calendar, which can be accessed at anytime. As the items “use 
by” dates approach, users will get an automatic reminder [6]. 
“Rz Fridge Reminder” (Windows Phone 7, free) is an 
application available in English and Italian and could manage 
expire date of items stored in the fridge. Alerts are sent upon 
users choices (expire tomorrow, next week, next month, etc.) 
[7]. “Fridge Manager” is a Korean application (Android, 
free), that helps users in managing goods into their fridge with 
an alarm service [8]. With “Fridge Friend” (Android, 0.99 $), 
consumers can organize the groceries in their refrigerator and 
see which ones need to be used first. It is also possible to export 
data in a CSV (Comma Separated Value) file, which can be 
emailed to a particular destination [9]. “Fridgician” (Android, 
0.99 $) is the same kind of inventory tracking system for home 
refrigerator. It provides features such as multiple accounts on 
the same phone, or view food sorted by date, expiration, and 
name [10]. “LG smart Refrigerator” (Android, free) is an 

application that works with LG DIOS Smart Refrigerators. The 
application connected to the world's first Smart Refrigerator 
using wifi provides convenience food management. Some 
particular features related to this refrigerator are available, such 
as management food list, location management and marking 
the expiration date, remote checking system of food list, 
recommended recipes, shopping list checking and monitoring 
conditions of the refrigerator [11]. This monitoring feature is 
often used to qualify intelligent refrigerators: “An intelligent 

refrigerator is one which possesses self monitoring 

capability of food item or material with minimal or no 

human intervention.” [12]. 

Other smart systems are now embedded into refrigerators. 
For example, the “MMS Fridge” by Electrolux, the 
“Samsung's RF4289 WiFi smart fridge” (3499 $), which can 
be connected to Twitter, Pandora, Gmail, Epicurious, etc. 
and the South Korea’s “LG smart fridge” (4124 $), that 
suggest recipes, are available for consumers interested in those 
technologies.  

Numerous studies were conducted around the notion of 
smart fridge. Some researchers are focusing on the ability to 
enhance health and enable better nutrition [13] while some 
others prefer focusing on the communication matters between 
the user and the device [14]. Among the main shortages of 
current smart fridges systems, listed by [13], we particularly 
agree with the following: “The technology is too complex 

for most household users, needing more user-friendly 

interface for general users who have little or no experiences 

of using computer.” and “There is no uniformed bar code to 

record information such as expire date of the food.”  

Moreover, concerning the notification about expired 
goods, we noticed that all the systems that we have studied 
are conceived on a reactive mode. When the user asks the 
system for expired dates, it replies with a list of products. 
Obviously, if the user does not ask, he/she will never be 
notified. We are studying other ways to inform users about 
important events, and we are deeply convinced that smart 
systems have to be modelized on a proactive mode.  

It is the system itself that has to push the relevant 
information to the users, by various ways, and not the 
opposite. But according to Mike Kuniavsky, “Reviewing the 

history of the commercial fridge computer demonstrates 

both the idea's tenacity and its lack of commercial success.“ 
[15]. Indeed, it is not necessarily a good idea to propose 
always more capabilities if they do not match the user’s 
needs. For instance, “The intelligent fridge ordering food (M 

= 3.63, SD = 1.19) and the intelligent TV ordering products 

(M = 3.63, SD = 1.07) were found to be the least 

attractive.” in a study presented in [16]. 

 

136Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-184-7

ICONS 2012 : The Seventh International Conference on Systems

                         147 / 239



 

 

         

Figure 1: Scanning the barcode and obtain information about the product with Pervasive Fridge 

IV. OUR APPROACH 

The main subject of this work is the modeling and 
implementation of a timely reminder of deadlines and 
validity of food stored in the fridge or cupboards. To avoid 
waste, we want to have a (“green”) computer system to 
notify a smart home of the input and output of products into 
the fridge, via barcode, voice recognition or RFID tag, for 
instance. The system will also manage other aspects such as 
suggestion of recipes, depending on the ingredients 
available, allergic alerts, dietary advices, assistance to 
improve the conservation of food, etc. 

One important difference between our system and the 
ones discussed in the related work part of this paper is that 
the database used by our system is managed externally (see 
Prixing) and takes advantage of a large community of 
consumers, that can add and comment a large set of 
products. 

Our primary objective is to provide a useful, usable and 
low-cost system. We think that it is a good idea to use the 
capabilities of smartphones already daily manipulated by the 
consumers. Indeed, modern mobile phones and smartphones 
are equipped with barcode scanner, automatic speech 
recognition systems, SMS and instant message capabilities 
and could access the Internet network. So, we argue that the 
proactive mode of interaction that is predominant in our 
approach could be reached by the use of a pervasive system, 
in which the smartphone will be the core, for entering 
information and receiving notifications. 

A. Entering data about the product 

Our project name code is “Pervasive Fridge”. It refers to 
the paradigm of pervasive computing and ambient 
intelligence, but does not mean that we are working on an 
intelligent fridge. The fridge of the users remains the same 
(i.e., classic, and not connected to Internet, without barcode 
reader, etc.). It is the application that we provide for 
smartphones that leads to the notion of pervasive and 
ubiquitous computing. Our system can be used in the 
supermarket, during the shopping or, at home, during the 
storage of the products in cupboards and fridge. The 
entering data task consists in giving to the system, for each 
food, relevant information for their future management. 
Thus, name, location, category, number of items, expiration 
date, and some optional data are asked to the user for each 
product and saved in a database. 

This manipulation can be done, as traditionally, with the 
classic text/keyboard manner, but also with some more 
convenient ways with barcode/scanner, and 
voice/microphone of the mobile device.  Figure 1 presents 
some screen captures of our prototype: (a) the user actives 
the camera of the device by a simple touch on the “scan” 
button, (b) the barcode of a product is scanned and detected, 
(c) the corresponding product is searched on an external 
database, available on Internet. Once the product is 
identified, the related fields of the form are automatically 
filled and the user enters the number of items, the category 
and the deadline (i.e., the expiration date). This could be 
done textually or vocally. On Android, the Google voice 
tools are used to do so. 
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One of the key problems in such project is to choose 
between internal or external tools, in order to retrieve 
information based upon barcode data. EAN-Search [17] and 
UPCDatabase [18] are available on Internet, but they do not 
provide API (Application Programming Interface). So we 
decided to choose Prixing [19] as an external database. 
Prixing is a powerful system that retrieves the price of a 
product (not only food) according to its EAN code/barcode.  

The API of Prixing is freely usable for developers and 
currently limited to 500 requests per day, per account. The 
database contains around 180.000 food references among 
2.000.000 products. More than 700.000 products have been 
added in seven months by the people of the Prixing 
community; it represents almost 4000 products added each 
day. 

In Pervasive Fridge, the deadline of the product can be 
entered by different means: directly by text or voice, or 
indirectly, with an estimated date, depending on the 
category of the product. 

 

Figure 2: Identifying product by a photo 

As illustrated on Figure 2, with Pervasive Fridge, it is 
possible to identify a product by taking a photo of it. This 
feature is helpful in situations where foods are not marked 
with barcodes (fruits & vegetables, some bread, etc.). 

B. Notifying users about deadlines 

As we can see classically on others applications, with 
Pervasive Fridge it is possible to display, on request, the list 
of the stored products and to mention the remaining days 
before expiration.  

For example, we can see on Figure 3 that the Coca-Cola is 
still consumable within the next 9 days. The red color is 
used to indicated the expired foods (“original Collection” – 
Haagen Dasz – and “Ice cream smoothie” in our example) 
while green or orange colors indicate respectively products 
that are still eatable and products that have to be eaten very 
soon (see the colors used in Figure 4) . 

An internal reminder is also activated each day at a 
parameterized hour, while a vibration is activated on the 
device, and a pop-up invites the user to see what products 
are expired. 

 

Figure 3: List of managed products 

Moreover, we decided to propose a more proactive 
notification that can be pushed to the user, even if his/her 
mobile device is not active. This is done thanks to reminders 
programmable via Google Calendar Agenda, as illustrated 
on Figure 4. Therefore, pop-up, Email, but also SMS 
notifications can be used with Pervasive Fridge, in order to 
push to the user important food deadline messages, every 
time it is necessary, everywhere on the planet, on a 
multichannel manner. 

 

Figure 4: Google Agenda notification used with pervasive fridge 
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V. RESULTS 

In order to test and evaluate the capabilities of our 
system, we used Pervasive Fridge within the following 
scenario. Thirteen different products were bought in a 
supermarket.  

These products were composed of foods and beverages. 
We tried to use barcode, voice, photo and text to identify 
products and to enter expirations dates. Thirteen products 
have been bought the 21th of September 2011. Here is the 
list of these goods, sorted by expiration deadline: a piece 
of pork (23/09/2011), a Pack choy vegetable (25/09/2011), 
a pack of Kiwis (27/09/2011), a Chinese cabbage, some 
tomatoes and bananas (28/09/2011), 4 chocolate creams 
(29/09/2011), 6 eggs (13/10/2011), a bottle of milk 
(17/12/2011), a large bottle of Coca-Cola (30/12/2011), a 
pack of beer (25/10/2012), a bottle of mineral water 
(01/03/2013) and a rice pack (06/08/2013). Five products 
have been successfully identified by scanning their 
barcode and thanks to the Prixing database: the bottles of 
water and milk, the eggs, the beers and the rice. One 
product has been successfully identified by pronouncing 
its barcode: the Coca-Cola. This operation was a little bit 
longer because it worked after a few tries and by 
pronouncing the barcode numbers, three by three such as, 
for instance: 317 – 478 – 000 – 043 – 1. 

 

Figure 5: Kiwis, identified by a photo of the product 

One product has been successfully identified by taking a 
picture of it: the pack of kiwis, as illustrated in Figure 5. 
The image recognition took a long time (around 40 
seconds) compared to the barcode scanner method (around 
2 seconds). After this image recognition phase, the system 
proposes a list of possible matching products and the user 
chooses among them the more representative, compared to 
the targeted one. The field “barcode of the product” is not 
filled, but the other fields of the form such as the name of 
the product, the category or the estimated relative deadline 
are automatically filled, if available. The six others 
products have been entered in the system by typing their 
barcode with the virtual keyboard of the Android device.  

In the following lines, we give some information about 
the reactive and proactive received notifications in this 
experiment. The reactive notification way is traditional in 
this kind of applications. It means that the user ask 
voluntarily the system about the expirations date of the food 
stored in the system. In reply, the application indicates to 
the user, with a graphical internal reminder message (see 
Figure 6) and a vibration of the device. 

 

Figure 6: Internal reminder of Pervasive Fridge 

For instance, in our tests, the 22th September of 2011, the 
Pervasive Fridge indicated two products to be eaten soon: 
the piece of pork (23/09/2011) and the Pack choy vegetable 
(25/09/2011). We see with this example that the system uses 
a notification parameter of 3 days for the vegetable 
category. The user can freely change all the notification 
parameters, and this will indicate to the system how many 
days before the expiration date he/she like to be notified. 

Figure 7 is an example of proactive notification event 
created automatically by our system in the consumer's 
Google Calendar. We used the Google Calendar Agenda 
API to indicate the channel (window pop-up, Email and/or 
SMS reminder) and the timing chosen by the user.  
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Figure 7: A Google Agenda reminder event created by Pervasive Fridge 

Thus, we provided the possibility to push some important 
information to the user, even if the Pervasive Fridge 
application is not activated at the appropriate moment. 
Finally, Figure 8 presents a screen capture of a SMS 
notification received freely by the user on his/her phone. We 
strongly believe that these kind of proactive messages, 
emanating from our Pervasive Fridge system, are very 
useful in the fight against uneaten food loss. 

  

Figure 8: SMS Notification for Coca-Cola, Ice Cream and Kit Kat 

VI. CONCLUSION AND FUTURE WORK 

The goal of this paper was to describe the Pervasive 
Fridge system, and to explain how we can facilitate the 
fight against uneaten food loss by using ambient 
computing strategies and technologies. Our results shown 
that a proactive system is technically feasible, and that it 
can freely and easily push appropriate reminders to the 
consumers. Pervasive Fridge is an application-oriented 
system that can be used in a multimodal way (keyboard or 
voice) and with different technologies (camera barcode 
scanner, voice and image recognition). We tested our 
system with an experiment. It showed that Pervasive 
Fridge helped in (a) entering products information into the 
database, and (b) receiving relevant reminders across 
multiple channels of interaction. Our future work will be 
oriented toward the possibility to propose recipes 
according to the foods managed by our system. We are 
envisaging to propose relevant manners (with augmented 
reality for instance) to measure the necessary quantities of 

food to buy and cook, in order to avoid loss and wastes of 
uneaten food. 
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Abstract—Historically, researchers have developed large-
scale Earth System Model (ESM) applications under the 
monolithic software development practices that seriously 
hamper further innovation in complex, highly integrated 
simulations. Earth System Modeling Framework (ESMF) 
which organizes applications as discrete components is built 
to achieve the loose coupling of model and component reuse. 
Yet it is a big challenge for earth researchers to develop, 
maintain and share the component code due to the absence 
of the system software development training and Integrated 
Development Environments for ESM. To overcome these 
disadvantages, in this paper we propose an Earth System 
Model Component Description Language (ESMCDL) which 
describes not only the interface of component but also the 
inner behavior of the interface. At the same time, based on 
this language a graphical development tool is designed to 
help researchers encapsulate, release components and build 
templates which consist of these components. Results show 
that the tool based on the ESMCDL significantly reduces the 
time required to develop models. 

Keywords-component description language; Earth System 
Model(ESM); ESM Framework. 

I.  INTRODUCTION 

With the development of Earth System Science, the 
scale of the software systems for Earth System Model 
(ESM) becomes increasingly huge. In addition, under 
monolithic software-development practices, the structure 
is also becoming more and more complex and there exist a 
large number of reusable modules as well as their 
combinations. For example, Community Earth System 
Model [1], which has nearly 1 million lines of source code, 
is a coupled climate model for simulating Earth’s climate 
system and composed of one central coupler component 
and five separate models that simultaneously simulate the 
Earth’s atmosphere, ocean, land, land-ice, and sea-ice, 
what’s more, each model is composed of a serial of 
physical processes and calculation processes. 

NASA with other research institutions has built 
standards-based open-source software -- Earth System 
Modeling Framework (ESMF) [2], which defines a 
component architecture and aims to reduce the coupling 
between each module and increase Earth System Modeling 
software reusability. 

However, on one hand, researchers who generally lack 
the system software development training have to consider 
about  plenty of the essential framework code not related 
with the business logic; on the other hand, there is no 
unified platform which helps researchers from different 
institutions share component code. What’s more, at present, 
no matter from general or professional perspective, there is 
still no widely adopted Integrated Development 
Environments (IDE) [3] [4] for ESM. Therefore, 
developing, maintaining and sharing the component code 
put extra pressure on researchers, which limit the 
widespread use of ESMF.  

 In order to solve these problems, this paper firstly 
introduces the Earth System Model Component 
Description Language (ESMCDL). The research on 
component description language can be traced back to the 
1980’s. The most representative works includes the OBJ 
[5] and LIL [6] developed by Gougen. In the 1990’s, most 
efforts were spent on how to enable CDLs to describe 
component, as well as component sub-system. Main works 
include CIDER [7], RESOLVE [8], and etc. [9] presents a 
visual Coupling Description Language, but it only focus 
on hydrology domain. Our ESMCDL, as a kind of 
metadata describing language, describes not only the 
interface of the component defined in the ESMF but also 
the inner behavior of the interface. Moreover, based on 
this language we develop a graphical development tool 
which helps researchers not only encapsulate existing 
modules to form the general earth system component 
library through the ESMF and parallel technology, but also 
analyze and summarize the common combinations of 
components to form the general template library. 

This ESMCDL helps the tool with the following 
functions to achieve the support of rapid development of 
software.  

1) Interface Reuse: ESMCDL separates component 
code from the abstract definition layer and the specific 
implementation layer, like the concept of generality. Based 
on the identical abstract definition, different researchers 
can adopt different logic realizations. 

2) Code Generating: one *.esmcdl file, the context of 
which follows the ESMCDL format, can be automatically 
mapped to FORTRAN source code by the tool we provide. 
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3) Specification Definition: ESMCDL defines one 
unified programming standard, based on which researchers 
will realize the encapsulation and release of all 
components. It can favor code’s maintenance and sharing. 

4) Template verification: templates could be verified 
by validating the links between components at the 
beginning of the design. 

The remainder of the paper is organized as follows. 
Section II gives a short introduction to the ESMF. The 
syntax structure of the ESMCDL is presented in Section 
III. Section IV introduces an ESMCDL-based graphical 
development tool. In Section V, we demonstrate how the 
tool assist the researchers in developing ESM components 
as well as templates with a case study of Parallel Ocean 
Program (POP) [10] and give the preliminary result of it. 
Finally, we conclude with Section VI. 

II. ESMF OVERVIEW 

As illustrated in Figure 1, the ESMF comprises a 
superstructure and an infrastructure. The role of the 
superstructure layer is to provide a shell that encompasses 
user code and a context for interconnecting input and 
output data streams between components. Classes called 
gridded components, coupler components, and states are 
used in the superstructure layer to achieve this objective 
[11]. The infrastructure layer provides a standard support 
library that researchers can use to speed up construction of 
components and ensure consistent, guaranteed component 
behavior. It contains a set of data classes such as Array, 
Field, and utility classes (including Time, Config). This 
paper focuses on description for all superstructure classes 
and data classes.  

 
Figure 1.  Architecture of the ESMF 

Following the principles of loose coupling, we divide 
the code for each component into Registration, Init, Run, 
and Final methods as follows: 

1)  Registration: components register all INF (Init, 
Run, and Final) methods which can be multi-phase and 
create all sub-components and States. 

2) Init: components allocate the key data structures 
used to pass persistent states in and out. Coupler 
components allocate ESMF_RouteHandl Objects. 

3) Run: during the run phase, data should be accepted 
at the beginning of the method and updated after 
computing in the gridded components. Complex type data 

transfer occurs by ESMF_RouteHandl Objects in the 
Coupler components. 

4) Final: applications shut down components cleanly 
in the Final method. For example, Gridded Components 
destroy sub-components, States and Complex type data, 
Coupler components destroy ESMF_RouteHandl Object. 

Particular emphasis is given to the Sub-component’s 
INF methods, which will be called recursively in each INF 
method of Gridded Component. 

III. THE ESMCDL 

In this section we will make rules for the coding 
behavior of users before introducing the ESMCDL, which 
simplify the complexity and is also beneficial to the 
realization of language engine. 

1) All the Complex data such as Array, Field, 
ArrayBundle and FieldBundle should be created in the Init 
method of which the phase is 1 and destroyed in the Final 
method. 

2) Each State object created in the parent Gridded 
Component is associated with only one child Gridded 
Component. It means if one Import State object is passed 
to any method of one child Gridded Component as 
parameter, another child Gridded Component couldn’t 
take in it as input.  

3) The name of Registration method adopts uniform 
format “*_setServices”, which can be identified by tool. 

4) State object (import or export) can only be added 
into the same type of State object. 

5) A Gridded Component contains one Coupler 
Component at most. 

A. Gridded Component 

We adopt XML instead of other textual, graphical or 
binary formats to define ESMCDL as meta–language, 
since it has many advantages such as scalability, platform-
independence and readability. Figure 2 shows the structure 
of the Gridded Component Description Language. 

 GridComp denotes an ESMF_GridComp Object. 
Each GridComp element has name, location and 
variable property.  

 CplComp denotes an ESMF_CplComp Object. 
Each CplComp element has name, location and 
variable attributes. 

 State denotes an ESMF_State Object. Parent 
Gridded Component needs to assign Import State 
and Export State to its child components. Each 
State element has a name, variable and type 
attributes. Type is ESMF_STATE_IMPORT or 
ESMF_STATE_EXPORT. 

 Init denotes Gridded Component registers an 
ESMF_SETINIT type of method in the 
*_SetSevice subroutine. It consists of four 
subelements: InitializeComp, StateAdd and 
AttributeGet, and AttributeSet, whose order of 
appearance is the same as the order of being called 

ESMF Superstructure 
AppDriver 

Component Classes: GridComp, CplComp, State….

ESMF Infrastructure 
Data classes: Array, Field, ArrayBundle, FieldBundle

Utility classes: Clock, LogErr, Time, Config

User Code 
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in the source code. InitializeComp indicates that 
this Gridded Component will initialize its 
subcomponents. StateAdd and AttributeSet 
indicate that the Gridded Component creates data 
and adds them into state object. 

 

Figure 2.  Core Structure of the Gridded Component Description 
Language 

 Run denotes Gridded Component registers an 
ESMF_SETRUN type of method in the 
*_SetSevice subroutine. It consists of four 
subelements: RunComp, StateGet, AttributeGet 
and AttributeSet. RunComp. RunComp indicates 
that this Gridded Component will run its 
subcomponent. StateGet and AttributeGet indicate 
that the Gridded Component needs the data which 
is necessary to execute. 

 Final denotes Gridded Component registers an 
ESMF_SETFINAL type of method in the 
*_SetSevice subroutine. &∈ {ESMF_GridComp, 
ESMF_State, ESMF_Array, ESMF_ArrayBundle, 
ESMF_Field, ESMF_FieldBundle}.  

B. Coupler Component 

A Coupler Component (or ESMF_CplComp) arranges 
and executes the data transformation between the Gridded 
Components. It takes in one or more import ESMF states 
as input and maps them through spatial and temporal 
transformation onto one or more output export ESMF 
states. The structure of the Coupler Component 
Description Language is given in Figure 3. 

 AttributeCopy describes the mapping 
relationship of metadata between the Gridded 
Components. Scope property (may be one or all) 

denotes the scope of exchanging. The sub-
elements from and to describe where the attributes 
are from and which to be copied to. 

 &: There are ESMF_Array, ESMF_Field, 
ESMF_ArrayBundle, ESMF_FieldBundle on 
complex data types that have all versions of the 
data communication methods: Halo, Redist, 
Regrid, SMMS. Therefore, & can be any of all the 
16 transformation methods 

 RouteHandle denotes an ESMF_RouteHandle 
Object which identifies those stored 
communication patterns mentioned above which 
can be precomputed during an initialization phase 
and then later executed repeatedly. 

 
Figure 3.   Core Structure of the Coupler Component Description 

Language 

IV. THE GRAPHICAL DEVELOPMENT TOOL  

To uniformly build, share components and templates, 
we created a graphical development tool. This tool is 
based on ESMCDL which consists of graphical modeling, 
components publishing and sharing, code generating and 
data validation. It is built on the Eclipse platform and 
adopts Photran [12], GMF [13] plug-in technology to 
strengthen the extensibility. The technical details are 
beyond the scope of this paper. As shown in Figure 4, the 
system is composed of four parts. 

 
Figure 4.   Overview of the graphical tool 
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1) Graphical editor: application based on the ESMF is 
executed in a top-down, recursive method mentioned in 
the section 2. In contrast, with the help of the graphical 
editor, the application can be built in a bottom-up, iterative 
method. In the Graphical editor, researchers can do the 
following things. 

a) Building a Gridded Component (including leaf 
component and parent component or from a *.esmcdl file 
directly). 

b) Building a Coupler Component. 
c) Building a template: Researchers can drag and 

drop components which have been in the components 
library into the graphical editor and then organize them to 
build the whole template. 

2) Code editor: It contains some IDE features such as 
syntax-highlighting, content assist, code version control 
and so on. 

3) Component and template library: similar to 
database. It is used to manage ESM templates and 
components as well as corresponding ESMCDL interface 
files published by different researchers, including 
registering, deleting, searching and other functions. The 
principle that issued once and used many times is followed 
to provide component providers and consumers with a 
uniform platform, which make their sharing model code 
convenient and flexible. 

4) ESMCDL engine: ESMCDL needs one 
corresponding language engine which involves converting 
ESMCDL documents to Component objects when dragged 
into the graphical editor or standard FORTRAN code as 
well as parsing source code of Components to generate 
ESMCDL files if rule validation is passed. 

We present a case study next that ties everything 
together. 

 
Figure 5.  Structure of the components-based POP 

V. CASE STUDY 

To illustrate the power of our ESMCDL, we now give 
a complete example, Parallel Ocean Program (POP), one 
of the most representative models in ESM field. Figure 5 
displays the structure of the components-based POP 
bringing in superstructure and infrastructure for ESMF and 
following the partitioning strategy mentioned in section 2 
as well as programming rules referred in section 3. The 
Components-based POP is divided into two major parts: 
Dynamic GC processing data and Physical GC providing 
date. POPAppDriver is the entry point of the application.  

As illustrated in Figure 6 we demonstrate how to create 
the POP in the bottom-up approach via our graphical 
software development tool. 

First of all, we build those six leaf Gridded 
Components one by one, including heat fluxes GC, 
atmospheric pressure GC, wind stress GC, Interior 
potential GC, fresh water flux GC, interior salinity GC. It 
includes a series of steps: 1) drag a new component into 
the graphical editor and configure its information such as 
the name and interface functions. 2) Based on the 
configuration information, the standard framework code is 
generated with the help of the EMCDL engine. 3) After 
that, researchers can fill the INF’s internal logic code of 
each child component In the Code editor. 4) EMCDL 
engine checks the component code according to the rules 
to determine whether the code is correct. 5) If no problem, 
one *.esmcdl file is generated with which every child 
component will be released to the component library. In 
addition, our tool also supports interface reuse, for 
instance, based on the same interface different researchers 
can realize the different calculation processes. 

Now those six leaf components have been in our 
component library. Researchers can drag them into the 
graphical editor to form the Forcing Gridded Component 
and then release it into our component library in the same 
way stated in the previous paragraph. It is necessary to 
specially emphasize that ESMCDL engine will parse the 
code of the Component when generating the 
corresponding *.esmcdl file. We take the forcing Gridded 
Component and CC1 Coupler Component as an example 
to explain what the engine analyzes. Figure 7 and 8 
illustrate that code is divided into many parts by ESMCDL 
engine. The code on the left will be mapping to the xml on 
the right. 

Lastly, when all the type components (there may exist 
different ones based on the same interface) have been 
prepared in the component library, we can choose some 
components and drag them into the graphical editor and 
then link them to build a new POP template or modify an 
existing POP template saved in template library. Before 
generating model application code, ESMCDL engine will 
validate the legitimacy of the link between components 
recursively from the root node POPAppDriver.  
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Figure 6.  Process of creating one Earth System Model application. (a)Drag and drop components. (b)Configure components’ information. (c)Validate the 
template and generate its code (d)Check the code of the new component and generate its *.esmcdl file. (e)Release the components into the component library 

(f) Release the template into the template libraray 

 

Figure 7.  Mapping between ESMCDL and code for forcing Gridded Component 

(a) 

   
 

 
(c) 

(d) 

(e) 

 
(b) 

(e) 

(f) 

<Comp name="surfaceCompMod"  imp="surfaceComp.F90"> 
<GridComp name="sfwf_Comp" location="surface_sfwfCompMod"varaible="sfwf_Comp" /> 
……………………………… 
<CplComp name="surfaceCplComp" location="surfaceCplCompMod"variable="surfaceCplComp"/> 

 
<State name="surface_ws Import" statetype="ESMF_STATE_IMPORT" variable=" wsimp "/> 
<Init name="my_init" phase="1" importState="importState" exportState="exportState"> 

<InitializeComp type="Grid "comp="ws_Comp" importState="wsimp" exportState="wsexp" phase="1"/> 
………………………. 
<StateAdd> 

 <state>exportState</state> 
<item type="ESMF_Array" name="FW">FW_array</item> 

</StateAdd> 

</Init> 
<Run name="my_run" phase="1" importState="importState" exportState="exportState"> 

 <AttributeGet> 
     <object> 
  exportState 
     </object> 
     <name>lsmft_avail</name>  
     <value type="log_kind"> 
  lsmft_avail 
     </value> 

 </AttributeGet> 
<RunComp type="Grid "comp="ws_Comp" importState="wsimp" exportState="wsexp" phase="1"/> 

…………………….. 
 </Run> 

<Final name="my_final" phase="1" importState="importState" exportState="exportState"> 
<ArrayDestroy> 

<state>exportState</state> 
     <Array name="FW"> 

FW_array 
</Array> 

</ArrayDestroy> 
……………………………… 

.</Final> 
</Comp> 

//call child component’INF procedures  
call ESMF_GridCompRun (ws_Comp, importState=wsimp, 
exportState=wsexp, clock=parentclock, rc=rc) 

//get date from sfwfexp object  
call ESMF_AttributeGet(exportState, name=" lsmft_avail ", 
value= lsmft_avail, rc=rc) 

//create all the State objects in register phase 
Sfwfimp=ESMF_StateCreate(statetype= 
ESMF_STATE_IMPORT, name="surface_sfwf Import") 

//create all child components in register phase 
sfwf_Comp=ESMF_GridCompCreate(name=”sfwf_name”,
grid=parentgrid, rc=rc) 

//add date in to state object in the Init method 
call ESMF_StateAdd(exportState, FW_array, rc=rc) 

// Register INF method 
call ESMF_GridCompSetEntryPoint (gcomp, ESMF_SETRUN, 
my run, rc=rc)

//destroy all date created in Init method 
callESMF_StateGet(exportState,"FW",FW_array,rc=rc)
call ESMF_ArrayDestroy(FW_array, rc=rc) 
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Figure 8.  Mapping between ESMCDL and code for CC1 Coupler Componen 

We simulated the results of the original POP and the 
component-based POP. Tests were run on the quad-core 
Intel(R) Xeon(R) CPU/2.40GHz. The environment of the 
platform is: RedHat 5.4, MPI: OpenMPI-1.4.1, 
FORTRAN Compiler: ifort-10.1.022. 

We assume that if the K.E. diagnostic and tracer 
diagnostic in the output log file specified by the name list 
flag “log _filename” are congruent to both types of POPs; 
the reconstructed result for the component-based POP is 
true. The result of the experiments is shown in Table 1. 

TABLE I.  COMPARISON FOR THE COMPONENT-BASED POP AND 
ORIGINAL POP AT THE SAME PARALLEL DEGREE. 

Parallel 
Degree 

Original 
POP 

Component-based 
POP 

K.E Tracer

1 7482s 7856s true true 
2 4042s 4243s true true 
4 1981s 2083s true true 

 

VI. CONCLUSIONS AND FUTURE WORKS 

With the development of Earth System Science, 
Software scale becomes increasingly large. In order to 
improve the earth system researchers' development 
efficiency, this paper proposes an Earth System Model 
Component Description Language and then based on this 
language introduces a graphical development tool which 
has been widely used by the earth system researchers from 

China. We have presented a case study that demonstrates 
the process of creating one earth system model application 
by using our graphical development tool. We conclude 
that the ESMCDL–based graphical development tool not 
only improves development efficiency for ESM 
application but also accumulates plenty of reused 
components and templates which will offer help to other 
researchers. 

In the future, we will continue our research in the 
following directions: 1) improving the performance of the 
component-based POP by introducing the parallel 
technology; 2) expanding the ESMCDL to describe more 
complex behaviors of a component and logical 
relationships between components; 3) applying the 
ESMCDL and the tool to other earth system models to 
cumulate much more reusable components into our 
component library. 
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Abstract—Image processing in biomedical applications is an 

important developing issue. Many methods and approaches for 

image preprocessing, segmentation and visualization were 

described. It is necessary to choose a suitable segmentation 

method to create a correct three-dimensional model. The 

accuracy of reconstruction depends on precision of regions 

boundary determining in magnetic resonance slices. A 

frequent application is detection of soft tissues. To obtain 

images of the soft tissues mentioned, tomography based on 

magnetic resonance is usually used. Ideally, several tissue slices 

in three orthogonal planes (sagittal, coronal, transverse) are 

acquired. Following reconstruction of shape of examined 

tissues is the most accurate. In case of acquired slices only in 

one plane, the high spatial information lost occurs by image 

acquisition. Then it is necessary to reconstruct the shape of 

tissue appropriately. At first the images are segmented and 

with use of particular segments the three dimensional model is 

composed. This article compares several segmentation 

approaches of magnetic resonance images and their results. 

The results of segmentation by active contour, thresholding, 

edge analysis by Sobel mask, watershed and region-based level 

set segmentation methods are compared. The results for 

different values of parameters of segmentation methods are 

compared. As the test image, slice of human liver tumour was 

chosen. 

Keywords-magnetic resonance; biomedical image processing; 

image segmentation; level set; active countour; edge analysis; 

noise suppression; volumetry  

I.  INTRODUCTION 

Image processing in biomedical applications is an 
important developing issue. Many methods and approaches 
for signal/image preprocessing, segmentation and visualizing 
were described. On the basis of segmented images, it is 
simple to describe the boundaries of the objects sought; these 
boundaries serve further processing aimed at calculating the 
perimeter, area, surface, volumetry or even 3D 
reconstruction of the object being imaged. To obtain images 
of the soft tissues mentioned, tomography based on magnetic 
resonance (MR) is usually used. It is necessary to reconstruct 
the shape of tissue appropriately. The shape is reconstructed 
via its segmentation in several slices. The reconstructed 
model has staggered shape. There are several methods for 

smoothing the shape. In this article the methodology for 
shape smoothing is discussed. The results of volumetry with 
use of several smoothing levels are compared. Impact of 
shape smoothing to quality of reconstruction is discussed. It 
is shown that high level of smoothing suppresses the 
staggered shape but the edge information is lost. With 
increased smoothing level the staggered shape of the model 
comes to be suppressed, with the transitions between 
individual model segments suppressed. 

For a comparison of the segmentation properties of the 
methods, two sets of real medical images were chosen: MR 
images of the human liver with a tumour visible in several 
slices, MR images of the human head for the processing of 
the region of temporomandibular joint (TMJ). The 
segmentation of the mandibular disc is made difficult not 
only by the low contrast and the presence of noise but also 
by the fact that in most of the images obtained the region of 
the mandibular disc is represented by a very small number of 
pixels. The liver region exhibits homogeneous distribution of 
intensity, which is lower than in the surrounding area of the 
liver. The topicality of the selected topic of liver tumour 
segmentation is attested by the diverse conferences held and 
papers published [1] [2] [3] [4] [5] [6]. 

In the paper, an image segmentation method is described, 
which reduces the requirements for image pre-processing 
(elimination of noise) and yields good results also when 
segmenting a noisy image [7][8][9]. This is of much 
advantage when processing images exactly by the MR 
method. State of the art is mentioned in the next chapter. 
Some publications in the area of liver tumour segmentation 
are mentioned. It is followed by describing used 
mathematical models in the next chapter. Implementation 
problems, results and their comparison with other 
segmentation methods are shown in rest of the paper. 

 

II. STATE OF THE ART 

Extensive research was conducted in the area of 
processing MR images of tumours in the human liver in the 
past. The liver region exhibits homogeneous distribution of 
intensity, which is lower than in the surrounding area of the 
liver. 
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The topicality of the selected topic of liver tumour 
segmentation is attested by the diverse conferences held and 
papers published. Evidently, the greatest impulse to 
investigate methods for processing liver images was the 
workshop “3D Segmentation in the Clinic: A Grand 
Challenge II” [1], which was part of the conference “Medical 
Image Computing and Computer Assisted Intervention 
2008”. The aim of holding the Conference was a) to define 
the input data (64 or 40 slices in each set of images obtained 
by computer tomography were available, slice thickness 1 – 
1.5 mm), and b) to define the criteria for the evaluation of the 
methods In [4], a chain of processing CT images of the 
human liver is described which, in brief, consists of image 
pre-processing – histogram-based segmentation of the 
region, multimodal thresholding, maximum a posteriori 
decision-making, and of the segmentation of the liver region, 
which is given by the basic local properties. The image 
processing chain gives very good results. A disadvantage can 
certainly be seen in the many degrees of freedom of this 
chain. A simpler approach is described in [3]. In the 
proposed methodology, the pre-processing of images is 
eliminated. Prior to the segmentation using the level set 
method the images are pre-segmented by fuzzy cluster 
algorithms. The author demonstrates the segmentation 
function on several selected CT images. But, the results are 
not discussed and there is no mention of important 
parameters such as segmentation speed or differences in 
comparison with the actual/real division of tissues, for 
example by tracing manually the tumour edges. A similar 
approach, segmentation of liver tumour area by the level set 
method, is described in [4]. The level set segmentation is 
preceded by the initialization method, which pre-processes 
the image prior to its segmentation proper. This initialization 
method is the so-called spiral-scanning method with 
supervised fuzzy pixel classification. The paper describes the 
segmentation of the liver tumour area in images produced by 
computer tomography. We can also come across methods 
that are based on segmentation approaches that are today 
considered traditional, e.g. the watershed method [5], 
thresholding method [6] and region growing method [7]. The 
development of the method for the segmentation of liver 
tumours follows from the previously published work [8], in 
which region-based level set segmentation was used. 

The greatest disadvantage of the methods described 
above can be seen in that either a greater interaction of the 
physician in the segmentation of the liver tumour in 
tomographic images is required or it is necessary to choose a 
large number of segmentation parameters or to pre-process 
the images. 

 

III. MATHEMATICAL MODELS 

The selected segmentation methods are based on the 
solution of partial differential equations. These are iterative 
algorithms with initial conditions whose solution is used to 
shape the curve placed in the image. The steady-state 
solution is a curve delineating the image regions, which 
satisfies the sought minimum of the energy function of the 
mathematical model of a given method. The problem is to 

delineate by a smooth closed curve only the tumour region 
such that the curve does not delineate any other tissues. This 
can happen in the comparatively frequent case when the 
tumour is at the liver periphery; it is then important not to 
exceed the liver boundary. Better results were obtained using 
the edge-based analysis, which satisfied the above condition 
of delineating the tumour region alone.  

The edge-based segmentation is described by this energy 
functional [9]: 

      d d d dF g x y gH x y      
 

      

where the first term means the length of the zero level curve 
of Φ (level set distance function) and the second term is 

called weighted area of 

 .  and  are the weighted 

coefficients of the mentioned terms,    is the Dirac 

function and H is the Heaviside function. The g function is 
the edge indicator defined by [10] 
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where I is the original image and G is the Gaussian kernel 

with standard deviation . By calculus of variation, the first 
variation of the functional in (2) can be written as [9] 
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This gradient flow is the evolution equation of the level 
set function Φ. The second and third term in the equation (3) 
correspond to the length and area energy functional. The first 
term penalizes the deviation of the level set function from a 
signed distance function during its evolution. 

The region-based segmentation method is of greater 
advantage when segmenting an image in which there are no 
sharp transitions or in the case when the extraction of an 
object in the image is required when the statistical properties 
of intensities at the site of the object sought are known. With 
this approach the principle is that no edges are sought in the 
image – regions in the image are viewed according to the 
local intensity statistics and, according to the given 
properties, the image is subdivided into two or more regions. 
The model of which is given by the energy functional [10]: 
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and for the two-phases result the general energy functional 
(4) is in shape [10]:  
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where the first two terms divide the area   of the original 
image u0 to two subareas with the mean values of intensity c1 
and c2. The third term minimizes the length of the resultant 
contour. It can be used for suppression of noise in the image 
and the final contour is smoother. This term is weighted by 

the coefficient . H is the Heaviside function. This function 

recognizes where the level set function   is positive, 

respectively negative. 
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This gradient flow [10] is the evolution equation of the 
level set function Φ. The first term in the brackets (6) 
corresponds to the length functional. 

Thresholding - the simplest segmentation method is 
defined as: 
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The biggest disadvantage of this method is that it is very 
sensitive to noise, but it is very often used in medical 
practice in manual processing. It is very simple and fast. 

Image segmentation based on Sobel mask convolution is 
defined by convolution kernel: 


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IV. IMPLEMENTATION 

The algorithm was implemented in Matlab 7.0. The 
equation (3) was approximated by central and forward 
difference schemes and solved by iterative process. The 
Dirac function was approximated by [10]: 
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V. RESULTS, LIVER TUMOUR SEGMENTATION 

The aim of processing is to segment the tumour in all 
slices, reconstruct the obtained segments back to a 3D image 
and calculate the tumour volume so that the tumour 
evolution in time can be monitored (Fig. 1) In the case of 
liver tumour, a correct diagnosis is very important as it is 
decisive in determining the treatment procedure. The main 
drawbacks of traditional segmentation methods include, in 
the first place, the necessary individual pre-processing of 
images in order to suppress their unfavourable properties 
(presence of noise in images, blurred edges, low contrast), 
the necessity of individually adapting the segmentation 
method according to the number of image subregions sought 
(segmentation into two (background/object) or more 
subregions), etc. The aim was to simplify as much as 
possible the image processing chain, i.e., to find a method by 
means of which it would be possible in ideal case to segment 
the regions sought, without the necessity of image pre- and 
post-processing. For the segmentation of liver tumours the 
edge-based segmentation method was selected [9][10]. Good 
results were obtained using the edge-based analysis, which 
satisfied the above condition of delineating the tumour 
region alone.  

 

 
Figure 1.  Example of MR slice through human liver; the tumour sought is 

in the delineated region. 

Fig. 2 shows the results of segmenting a liver tumour by 
the active contour method based on the edge-based analysis 
of image. The contour smoothness is given by the filtering 
properties of the method itself, which thus does not require 
any pre-processing of the image (smoothing, filtering, 
focussing) and which delineates only the region of the 
tumour proper and, in spite of the very similar mean value of 
brightness does not evolve in time towards delineating some 
narrow regions connected with the tumour.  
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Figure 2.  Results of segmenting a liver tumour by the active contour 

method based on edge-based analysis; 6 chosen slices. 

VI. RESULTS, MANDIBULAR DISC SEGMENTATION 

The aim of processing is to segment the mandibular disc 
in all slices and reconstruct the obtained segments back to a 
3D image (Fig. 3). In the case of TMJ disorder in the disc 
area (rupture, dislocation) a correct diagnosis is very 
important as it is decisive in determining the treatment 
procedure. . The main drawbacks of traditional segmentation 
methods are similar to the previous one. The aim was to 
simplify as much as possible the image processing chain, i.e. 
to find a method by means of which it would be possible in 
ideal case to segment the regions sought, without the 
necessity of image pre- and post-processing. The MR slices 
with visible mandibular discs were segmented by edge-based 
level set segmentation method. This level set approach gives 
very good results in segmentation of noised MR images with 
low contrast and smooth edges so that it is not necessary to 
preprocess the image before the segmentation of image.  

 

 
Figure 3.  Example of MR image of human head for diagnosing TMJ, with 

delineated region of temporomandibular disc. 

The results of segmentation without any kind of 
preprocessing are given in Fig. 4. 

 

  

  

Figure 4.  Result of segmentation of TMJ in four selected slices by edge-

based segmentation active contur method. 

VII. COMPARISON OF RESULTS WITH OTHER METHODS 

In this section, a comparison is shown of the 
segmentation of a selected image (MR, human liver) and 
other traditional segmentation approaches. The first to be 
chosen was the simplest segmentation method, which is used 
very often in medical practice and is supported by the 
majority of professional software applications designed for 
MR images that are processed by physicians. This method is 
thresholding. Fig. 5 gives the result of segmenting the image 
of a slice through liver tumour by the thresholding 
segmentation method with two different thresholds, which 
were established empirically (100, 150). A mere subjective 
assessment is enough to conclude that in spite of its 
simplicity and speed, this method cannot be used to process 
such an image. With a low threshold level the darker regions 
inside the tumour were segmented while with a higher 
threshold level a contour was found that delineates the 
tumour region and goes through the tumour “edge” but this 
curve is not closed and penetrates farther into the liver 
region, out of the tumour. It is obvious that in the case of 
processing a large set of images the search for a suitable 
threshold would be demanding and the segmented images 
would have to be further processed in order to obtain a 
complete segmentation result. 

 Fig. 6 gives the result of the Sobel mask edge-based 
analysis [1, 2] with two different levels of thresholding the 
edge-based analysis image (0.05, 0.15).The edge-based 
analysis yields results similar to those of the segmentation 
thresholding method. Choosing a low threshold value gives 
an oversegmented image while a higher threshold will yield 
information only on very pronounced edges in the image. 
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The other edge analyzers give similar results; the result of 
edge-based analysis must be additionally processed and can 
be used, for example, as additional information for another 
segmentation method. Practically, never does this method 
give a closed curve representing the edges of the region of 
interest sought. 

 

  

Figure 5.  Result of segmenting the image of a slice through liver tumour 

via thresholding with thresholding levels a) 100, c) 150, within a brightness 

intensity range of 0 – 255. 

Fig. 7 shows the result of image segmentation of a slice 
through liver tumour using the water shed segmentation 
method [1]. This segmentation method gives good results 
and is frequently used in practice. It has, however, one great 
disadvantage – the result of segmentation without prior 
image processing is oversegmented and the image must 
practically always be adapted in an appropriate way. Fig. 7 
b) gives the result of watershed image segmentation after 
prior processing of the grey-tone image by thresholding 
(with automatic threshold search) and by transforming the 
binary image into a grey-tone image representing the 
Euclidean distance of every single pixel of the binary image 
from the background. The watershed image segmentation 
with prior image processing gives very good results. 
However, the method is dependent on an appropriate 
determination of the threshold of primary segmentation and 
the segmented region of the tumour reaches into the liver 
region since the method responds to any tiny interruption of 
the edge by merging the regions. 

 

  

Figure 6.  Result of edge-based analysis of a slice through liver tumour 

using the Sobel mask, with threshold values a) 0.05, c) 0.15. 

  

Figure 7.  Result of image segmentation of a slice through liver tumour 

using the watershed segmentation method; a) oversegmented result without 
pre-processing, b) with pre-processing. 

VIII. SUMMARY 

Results of image processing show that the active contour 
method based on the level set principle is very appropriate 
for the segmentation of both low-contrast images and regions 
with interrupted edges. An example of the first type of task, 
namely the segmentation of regions in low-contrast images, 
was demonstrated on the processing of MR images in the 
TMJ region, specifically the TMJ disc. The segmentation of 
regions with interrupted edges, on the other hand, is 
demonstrated by the application of active contours in the 
processing of MR images of human liver. In contrast to other 
traditional segmentation methods, the active contour method 
was always able to segment the given region of interest. The 
segmentation result is always a closed curve delineating the 
tissue sought. 

 

IX. CONCLUSIONS AND FUTURE WORKS 

The segmentation of regions of interest in MR images is 

an important part of the image processing chain. The quality 

of separating the region of interest from the background 

determines the quality of further processing. This may 

include the quantification of the delineated regions such as 

establishing the dimensions, area and volume or three-

dimensional reconstruction and visualization of objects. 

The future work will be concerned with registration of 

segmented images and creation of the 3D model of the 

region of interest and its visualization.  
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Abstract—This article is focused on the principles of the 
magnetic susceptibility measurement of the non-ferromagnetic 
substances using NMR tomography. Magnetic susceptibility is 
calculated from changes of the magnetic field close to the 
cylinder shaped specimen. Changes of the magnetic field in the 
3D vicinity of the specimen were integrated. Before integrating 
of the magnetic field changes it was necessary to filter, unwrap 
and detect the accurate position of the specimen. Magnetic 
susceptibility calculated from measured data is in comparison 
to theoretical value, as well as model value, only slightly 
different.  

Keywords-NMR; magnetic susceptibility; reaction field; 3D 
vicinity of specimen 

I.  INTRODUCTION 

An inhomogeneous static magnetic field (B0 filed) 
generates distortion in magnetic resonance images. 
Measuring the spatial variation of B0 is essential for 
automatic shimming. The domain source of field 
inhomogeneity in many MRI experiment is the variation of 
magnetic susceptibility of both the tissues of the human 
body and the implant materials. 
 Magnetic susceptibility provides information on the 
tissue relative iron concentration that is useful for diagnosis 
and treatment of a number of diseases such as sickle cell 
disease, aplastic anaemia, thalassemia, haemochromatosis 
and Parkinson´s disease. In magnetic resonance imaging, the 
susceptibility effects have Essentials relevance for imaging 
contrast and artifact correction, functional brain imaging, 
molecular imaging and the measurement of blood 
oxygenation. Thus, it is highly significant to develop 
methods that can measure arbitratry susceptibility 
distributions.  
 The knowledge of the magnetic susceptibility of tissues 
or various implants can help us to minimize the effect of 
magnetic susceptibility in MRI images via modification of 
pulse sequences, i.e. to correct artifacts in MRI images. 
These artifacts are manifested by the loss of signal, and new 
artifacts appear in the vicinity. For example, functional 
brain imaging using the gradient-echo planar imaging is 

based on blood oxygenation level-dependent (BOLD) 
susceptibility effects, which are believed to be dependent on 
neuronal activity in specific regions of the brain, as a result 
of cognitive tasks of human subjects (as well as animals) [1, 
2]. Depending on the location of the cortical areas that are 
involved in an fMRI study, the BOLD effect is strongly 
influenced by local field inhomogeneities created by 
differences in magnetic susceptibility – between air and 
tissue for example, and results in severe image distortion 
and signal loss. Signal loss is a major problem in fMRI 
studies [3, 4]. The measurement of magnetic susceptibility 
of magnetically compatible materials (the NMR measuring 
method enables obtaining a signal even inside the specimen) 
has been the subject of study undertaken by Lin, who 
calculates susceptibility using a delineated area inside the 
specimen [5, 6].  
 In this paper, we deal with magnetic susceptibility 
measurement of non ferromagnetic materials in macroscopic 
view. For calculating of magnetic susceptibility we used 3D 
(three dimensional) mapped reaction filed in the vicinity of 
specimen. Chapter II and III the basis of method of 
magnetic susceptibility measurement is described. Our 
experimental measurements and signal processing are 
mentioned in chapter IV. The conclusions and discussions 
about our results are presented in chapter V. 

II. METHODS 

This method of susceptibility measurement is based on the 
assumption of constant magnetic flux in the working space 
of superconducting magnet. Inserting a specimen with 
magnetic susceptibility s causes local deformation of 
previously homogeneous magnetic field – for illustration see 
Fig. 1. 
 The magnitude of these deformations depends on the 
difference of magnetic susceptibility of the specimen χs and 
of its vicinity v, on the volume and shape of the specimen, 
and on the magnitude of basic field B0.  
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Figure 1.  Magnetic flux density field deformation due to paramagnetic 

specimen. 

III. THEORETICAL ANALYSIS 

The method was verified via an experiment with a number 
of specimens on a 4.7 T/76 mm MR tomograph in ISI AS 
Brno (1H ≈ 200 MHz). The specimens to be measured were 
of different materials in the shape of cylinders 3 mm in 
diameter and 10 mm in length (No. 2 in Fig. 2). They were 
placed in a glass container in the shape of a 40 x 40 x 40 
mm cube (No. 1 in Fig. 2) filled with a solution of water 
with this concentration: 1 liter deionized water, 1.2 gram 
NiSO4 and 2.6 gram NaCl in order to shorten the relaxation 
times to T1 = T2 = 130 ms. Magnetic susceptibility of this 
solution was χv = –13.0·10-6. When measuring materials 
with nearly the same susceptibility, the reaction field will 
not be induced. 

 
 

Figure 2.  Configuration of system – vicinity with specimen. 

One of the MR measurement methods – the Gradient echo 
(GE) method is very sensitive to inhomogeneities of the 
static magnetic field and this can be useful for susceptibility 
measurement [5]. Because the reaction field is generated 
proportionally to material susceptibility, it is possible to use 
the GE method for its measurement. The GE sequence 
depicted in Fig. 3 with the parameters: echo time TE =17 ms, 
repetition time TR = 5 s, was used to obtain an MR image of 
the reaction field in the vicinity of the measured specimen.  

 

Figure 3.  Diagram of the Gradient echo measurement sequence used. 

The MR image obtained using the GE technique is 
phase-modulated by the magnetic induction change and, on 
condition of proper experiment arrangement we can obtain 
the image of magnetic field distribution in the specimen 
vicinity. For the calculation of the reaction field ΔB we can 
give the following relation: 

 0B B B    

which is the material’s own field caused by magnetization. 

Transversal magnetization M  is for the GE method 

described by the equation: 

    
E
*
2 Ej

E 0 E e e
T

T BTM T M T 


 
   

where 0M  is the transversal magnetization obtained 

immediately after excitation, which has been exponentially 

decreased in time by 
*

E 2/e T T . Here T2
* is effective 

relaxation time. The term Eje BT   describes the phase 
modulation of magnetization, induced by reaction field B. 
It is evident that the phase part of complex image can be 
used to obtain the spatial distribution of reaction magnetic 
field flux density B (see [7, 8]): 


ET

B







 

where  is the gyromagnetic ratio of reference substance,  
is the phase image, and TE is the echo time of the GE 
measuring sequence. From (2) we can see two opposite 
requirements for the echo time: with longer time TE we have 
a magnetization which is more sensitive to the reaction 
field, but due to relaxation time T2

* we also have a lower 
signal-to-noise ratio. 
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IV. EXPERIMENTS AND RESULTS 

From magnetic resonance system we obtain two 
dimensional data (image matrix 128 x 128 px). An example 
of 1 slice you can see in Fig. 2 point 3. The measurement 
was made for 64 slices. These data were further processed in 
the Marevisi and Matlab programs. To remove the effect of 
the inhomogeneities of magnetic field background we used 
two measurements – with embedded specimen and blind 
measurement (without specimen). The procedure of 
processing data from the two measurements is indicated in 
Fig. 4. Both data matrices were transformed using FFT in 
the Marevisi program. Marevisi is a program for data 
processing and visualization for MRI [9]. The program was 
developed by Jana and Zenon Starcuk and Piotr Kozlowski. 
Further processing continues in the Matlab program, using 
the algorithm created. From the complex 3D data points, 
only the phase component was further used. Because the 
phase image was periodically wrapped (this means 
discontinuities in the phase change between – and ), the 
next operation was unwrapping. To map the reaction field, 
measuring with the GE pulse sequence for two echo times 
TE can be employed [10,11]. The blind phase image was 
subsequently subtracted from the one with specimen to 
eliminate the inhomogeneity of the basic tomograph field. 
The differential phase image was converted to the reaction 
field magnetic flux density using (3). Inside the specimen 
are any hydrogen atoms. Therefore we obtain any inside the 
specimen any useful signal, but only noise. For calculation 
of magnetic susceptibility we use only vicinity of the 
specimen and we replace the measured data inside in 
specimen with zeros.  
 















Figure 4.  Diagram of image processing of obtained MR GE phase images. 
Input data are two complex matrices (MR image with and without 

specimen). 

Fig. 5 is the graphical representation of the distribution 
of reaction magnetic field ΔB in a section through the 
aluminum specimen measured (the section corresponds to 
point 3 in Fig. 2). The picture was created in Matlab 
program from the measured values of reaction field in the 
vicinity of measured specimen. In the picture you can see 
the zeros place, there was measurement. Magnetic 
susceptibility was calculated from 3D distribution of the 
reaction magnetic field by relation (4).   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5.  Distribution of reaction magnetic field ΔB in a section through 
plane x,y in the centre of aluminium cylinder measured. 

 
The last step is susceptibility calculation. For discrete 

processing of the data measured will lead to equation (4). 
This equation will be used to calculate differential magnetic 
susceptibility . To obtain magnetic susceptibility of the 
specimen s we substitute the value into equation (5). 

  



  


ss1 1 1z

xyz

11
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B
V

B
PNM

  

where Vs is the volume of the measured specimen in the 3D 
image.  

 
 By relation (5), magnetic susceptibility of the 

specimen χΔ can be calculated from the differential value of 
magnetic susceptibility: ). 

  
1

12 v
s 









  

where v is magnetic susceptibility of water in the cylinder 
vicinity. 
 

The results of our measurement you can see in the 
Table I. There, the known values of susceptibility are 
denoted χk and the values obtained by measuring and 
data processing are denoted χm.  
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TABLE I.   RESULTS OF MAGNETIC SUSCEPTIBILITY OF SPECIMEN 

Material 
Purity 

[%] 
Shape Size [mm] 

χk  
[x 610 ] 

χm  
[x 610 ] 

Al 99.50 
Cylindrical 

bar 
d=4.00;  
ls=10.00 

22.00 22.71 

Cu 99.91 
Cylindrical 

bar 
d=2.70;  
ls=10.05 

-9.60 -9.72 

 

V. CONCLUSION 

The calculation of magnetic susceptibility by relations 
(4) and (5) was verified experimentally on an MR 
tomography system and via processing the data 
measured as shown in Fig. 4. The specimens were a 
copper and an aluminium cylinder, of known magnetic 
susceptibility and purity (see Table I). In comparison 
with the known magnetic susceptibility values the 
measuring error is in both cases less than 3.23 %.  
However, there are some limitations to the proposed 
method. A disadvantage of the proposed method 
consists in that the accuracy of magnetic susceptibility 
calculation depends on the shape of specimen (have to 
be cylinder or block). In the future, the measuring 
method can be used to establish the susceptibility of 
tissues or implants in the human body and, thanks to 
this knowledge; it will be possible to attenuate the 
artifacts in MRI images produced by these materials. 
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University of Salzburg

hroeck@cs.uni-salzburg.at

Abstract—Thread-local allocation buffers (TLABs) are
widely used in memory allocators of garbage-collected systems
to speed up the fast-path (thread-local allocation) and reduce
global heap contention yet at the expense of increased memory
fragmentation. Larger TLABs generally improve performance
and scalability but only up to the point where more frequent
garbage collection triggered by increased memory fragmen-
tation begins dominating the overall memory management
overhead. Smaller TLABs decrease memory fragmentation
but increase the frequency of executing the slow-path (global
allocation) and thus may reduce performance and scalability.
In the Hotspot JVM a complex, TLAB-growing strategy imple-
mented in several thousand lines of code determines the TLAB
size based on heuristics. We introduce hierarchical allocation
buffers (HABs) and present a three-level HAB implementation
with processor- and core-local allocation buffers (PLABs,
CLABs) in between the global heap and TLABs. PLABs
and CLABs require low-overhead OS-provided information on
which processor or core a thread executes. HABs may speed
up the slow-path of TLABs in many cases and thus allow using
smaller TLABs decreasing memory fragmentation and garbage
collection frequency while providing the performance and scal-
ability of otherwise larger TLABs. Our implementation works
with or without the TLAB-growing strategy and requires two
orders of magnitude less code. We evaluate our implementation
in the Hotspot JVM and show improved performance for a
memory-allocation-intensive benchmark.

Keywords-memory management, garbage collection, virtual
machines, scalability

I. INTRODUCTION

Memory management in runtime systems like Java vir-
tual machines (JVMs) may be a scalability bottleneck in
applications with multiple threads accessing the global heap
frequently. Thread-local allocation buffers (TLABs) reduce
global heap contention by preallocating large pieces of
memory from the global heap. The preallocated memory is
stored thread-locally to handle allocation requests of a given
thread. This approach does not only reduce contention on
the global heap but also allows a fast-path for memory allo-
cation that does not require any synchronization or atomic
operations since the TLAB of a thread is not shared with any
other threads. However, larger TLABs introduce additional
memory fragmentation that depends linearly on the number
of threads since large blocks of memory are committed to
thread-local use only. High memory fragmentation may re-
sult in more frequent garbage collection which may decrease
application throughput. To trade-off scalability and memory

global 
heap

processor 
local

thread 
local

P1 P2

T2T1 T4T3

obj obj obj

obj obj obj

obj obj obj

obj obj obj

obj obj pbj

obj objobj

obj obj obj

obj

PLAB PLAB

TLABTLAB TLAB

TLAB

obj

obj

Figure 1. Hierarchical allocation buffers (HABs) with three levels: on the
highest level is the global heap, in the middle are the PLABs or CLABs
P1 and P2, and on the lowest level are the TLABs T 1−T 4.

fragmentation in modern JVMs complex TLAB-growing
strategies incorporate different factors like allocation rate,
number of threads, heap size and feedback from the garbage
collector to determine TLAB sizes for all threads. The
implementation of such a strategy in the garbage collector
of the Hotspot JVM [7] requires several thousand lines of
code and thus significantly contributes to its complexity.

We introduce hierarchical allocation buffers (HABs),
which consist of multiple levels of allocation buffers where
an allocation buffer on a given level preallocates memory
out of an allocation buffer on the next higher level. The
traditional approach with TLABs is thus a two-level HAB
system with the global heap on top and TLABs below.
For recent multi-core architectures with several cores per
CPU and several CPUs per machine we propose to use a
three-level HAB system with one more level in between as
depicted in Figure 1. In our implementation this level uses
processor- or core-local allocation buffers (PLABs, CLABs)
which require low-overhead OS-provided information on
which processor or core a thread executes. PLABs and
CLABs speed up the slow-path of TLABs in many cases and
thus allow using smaller TLABs decreasing memory frag-
mentation and garbage collection frequency while providing
the performance and scalability of otherwise larger TLABs.
We show in experiments that a statically configured HAB
system may provide similar performance as a TLAB-only
system using a TLAB-growing strategy.

Our three-level HAB implementation reflects the under-
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lying processor architecture of a server machine with four
Intel Xeon E7 processors where each processor comes with
ten cores and two hardware threads per core. The allocation
buffers of the middle level can be configured to be PLABs
or CLABs. The TLABs on the lowest level allocate from
the PLABs or CLABs associated with the processor or
core on which the allocating thread is currently running
on. We evaluate the performance of our three-level HAB
implementation integrated into the Hotspot JVM and show
performance improvements due to better cache utilization
and less contention on the global heap.

We summarize the contributions of this paper: (1) the
notion of hierarchical allocation buffers (HABs), (2) the
three-level HAB implementation with processor- or core-
local allocation buffers (PLABs, CLABs), and (3) an exper-
imental evalulation of HABs in the Hotspot JVM.

In Section II, we present the design of HABs. In Sec-
tion III, we discuss the implementation of HABs in the
Hotspot JVM and the required operating system support.
Related work is discussed in Section IV, our experiments are
presented in Section V, and conclusions are in Section VI.

II. PLABS, CLABS, TLABS

TLABs are an architecture-independent concept for im-
plementing allocation buffers. Each thread maintains its
private allocation buffer for fast allocation of memory.
However, allocation buffers may also be implemented in
an architecture-dependent fashion. For example, allocation
buffers can be assigned to processors, i.e., a thread run-
ning on a processor may use the allocation buffer of the
processor for its allocation requests [3]. We study the use
of processor-local allocation buffers (PLABs) as well as
core-local allocation buffers (CLABs) situated in between
TLABs and the global heap. A PLAB is assigned to a given
processor which may comprise of multiple cores. Threads
running on different cores but on the same processor share
the same PLAB. A CLAB is assigned to a given core.
Threads running on the same core share the same CLAB.
Using PLABs may increase parallelism and cache utilization
and thus reduce contention. On multicore machines using
CLABs over PLABs may increase parallelism and cache
utilization even further. Note that the size of PLABs and
CLABs should be multiples of the TLAB size to avoid
additional internal memory fragmentation.

Access to PLABs and CLABs is done in two steps. First,
the processor or core on which a given thread currently
runs is determined (selection). Then, the actual allocation
in the selected PLAB or CLAB is performed atomically
(allocation). Selection and allocation is done non-atomically
for better performance and scalability. Thus a thread may
migrate to another processor or core in between selection
and allocation resulting in what we call a foreign allocation.
Note that the probability of foreign allocations is low and we

show in experiments that foreign allocations indeed rarely
happen.

III. IMPLEMENTATION

In this section, we discuss the implementation of HABs
in the Hotspot JVM and present simplified pseudo-code of
the core algorithm. Garbage-collection-specific details were
removed for simplicity. We modified the heap implementa-
tion of Hotspot’s parallel garbage collector for the upcoming
JDK7. The modifications are limited to the code path of
allocating new and refilling existing TLABs. Additionally,
we disallow direct inlined access to the global heap. In
our benchmarks we did not observe any slow down when
removing inlined access to the global heap.

Listing 1 shows the method for allocating a TLAB of a
given size. If a thread’s TLAB is full the thread invokes
this method to allocate a new memory region for its TLAB.
TLABs larger than PLAB size are directly allocated from
the global heap. For smaller TLABs, we try to allocate
them in a PLAB with preference to the PLAB of the current
processor. We iterate over all PLABs starting at the PLAB
of the current processor and try to allocate a new TLAB. As
soon as a TLAB is successfully allocated it is returned to
the caller. If a TLAB could not be allocated in any PLAB,
we fall back to allocate memory from the global heap. If
this also fails the method returns NULL, and eventually a
GC cycle will be triggered.

Listing 2 shows the method for allocating a TLAB of
a given size on a dedicated processor (or core), and if the
PLAB is full how it is refilled. If an allocation request cannot
be handled the method returns NULL. The implementation
uses an optimistic non-blocking approach to avoid expensive
locking. The access to a PLAB is synchronized using the
PLAB’s top variable. The top variable indicates where the
free memory in the PLAB starts or whether the PLAB is
currently being refilled. If a thread detects that the PLAB is
currently being refilled by another thread it returns NULL
indicating to the caller that no allocations are currently
possible in this PLAB. The top variable is always modified
using a compare-and-swap operation.

If top is a valid pointer, the thread attempts to allo-
cate the new TLAB in the PLAB. The allocation in the
PLAB advances the top pointer by the size of the new
TLAB using a compare-and-swap retry cycle. If the new
TLAB does not fit into the PLAB it returns NULL, and
the protocol to refill the PLAB with a new memory re-
gion is started. The refill protocol starts by setting top
to PLAB REFILL IN PROGRESS. The succeeding thread
allocates a new memory region from the global heap and
reinitializes the PLAB with the new memory region. If the
allocation fails at any step, for example, when trying to set
top to PLAB REFILL IN PROGRESS or when trying to
allocate a new PLAB, the method returns NULL. As men-
tioned in the previous section we tolerate context switches in
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1 HeapWord* allocate_new_tlab(size_t size) {
2 if (size <= PLAB_SIZE) {
3 int hw_id = get_hw_id();
4 for (int i = 0; i < PLABS; i++) {
5 HeapWord* tlab = allocate_on_processor(size , (hw_id + i) % PLABS);
6 if (tlab != NULL) {
7 return tlab;
8 }
9 }

10 }
11 return allocate_in_global(size);
12 }

Listing 1. TLAB allocation

1 HeapWord* allocate_on_processor(size_t size , int id) {
2 HeapWord* top = plabs_[id].top();
3 if (top == PLAB_REFILL_IN_PROGRESS) {
4 return NULL;
5 }
6 HeapWord* tlab = plabs_[id].allocate(size);
7 if (tlab == NULL) {
8 HeapWord* result = cmpxchg(plabs_[id].top_addr(), top, PLAB_REFILL_IN_PROGRESS);
9 if (result == NULL) {

10 return NULL;
11 }
12 tlab = allocate_in_global(PLAB_SIZE);
13 if (tlab == NULL) {
14 plabs_[id].reset();
15 return NULL;
16 }
17 plabs_[id].init(tlab , size);
18 }
19 return tlab;
20 }

Listing 2. TLAB allocation on a given processor (or core)

between reading the processor ID and performing the actual
allocation, which may result in foreign allocations. More-
over, a foreign allocation may also be performed by a thread
that encounters that the PLAB REFILL IN PROGRESS
flag has been set. Note that this is a completely lock-free
implementation for avoiding lock-related complications with
system invariants in the stop-the-world garbage collector.

A. Operating System Support

Our current implementation requires that the underlying
operating system provides a mechanism for threads to look
up the processor and core they are running on. In recent
Linux kernels the getcpu() system call is optimized to
provide a low-overhead mechanism for determining the CPU
on which the invoking thread runs. However, it is not
guaranteed that the thread is still executing on the CPU
after the call returns. Therefore, allocation in PLABs and
CLABs have to be synchronized and could even result in
foreign allocations where a thread on processor A allocates
memory assigned to processor B.

In order to reduce the additional overhead when accessing
PLABs or CLABs or even allow unsynchronized access to
CLABs we would require additional support of the OS.
For instance, a notification when the thread is preempted
would suffice to detect possible migrations and context
switches. If a thread detects that it was preempted in between
determining the current processor and the actual allocation
in the PLAB it could restart the operation. In [2] the authors
introduce multi-processor restartable critical sections (MB-
RCS) for SPARC Solaris, which provide a mechanism for
user-level threads to know on which processor they are
executing and to safely manipulate CPU-specific data.

IV. RELATED WORK

Several JVMs already provide specific support for differ-
ent processor architectures. For example, the latest version
of the Hotspot JVM already supports NUMA architectures
where the heap is divided into dedicated parts for each
NUMA node.

PLABs were previously discussed in [3]. The imple-
mentation is based on a special mechanism called multi-
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processor restartable critical section which allows to manip-
ulate processor-local data consistently and guarantees that a
thread always uses the PLAB of the processor it is running
on. In our implementation we do not provide that guarantee.
If there is a context switch between determining processor
and PLAB operation and the thread is scheduled after that on
a different processor we tolerate that. Moreover, just using
PLABs eliminates the fast-path provided by TLABs. In our
work we combine the benefits of both PLABs and CLABs
with TLABs.

Thread- and processor-local data is not only relevant in
allocators of JVMs but also in explicit memory management
systems. Multi-processor restartable critical sections are
used in [2] to implement a memory allocator that holds
allocator-specific metadata processor-locally to take advan-
tage of the cache and to reduce contention. McRT-Malloc [4]
is a non-blocking memory management algorithm, which
avoids atomic operations on typical code paths by accessing
thread-local data only. Hoard [1] is a memory allocator that
combines, in more recent versions, thread-local with non-
thread-local allocation buffers.

V. EXPERIMENTS

For our experimental evaluation we used a server machine
with four Intel Xeon E7 processors where each processor
comes with ten cores and two hardware threads per core,
24MB shared L3-cache, and 128GB of memory running
Linux 2.6.39. We ran the SPECjvm2008 memory-allocation-
intensive javac benchmark [5] with 80 threads on the Hotspot
JVM in server mode [6]. Each benchmark run was config-
ured to last six minutes with two minutes of warm-up time in
the beginning. We repeated each experiment seven times and
measured the performed operations per minute. The default
generational garbage collector of the JVM is configured with
a maximum heap size of 30GB and a new generation size
of 10GB. Parallel garbage collection is performed in the old
and new generation.

For the data in Figure 2 we removed the maximum and
minimum from the seven runs and calculated the average
of the remaining five runs. On the x-axis are TLAB sizes
of increasing but fixed size, except where it says “growing”
indicating that the TLAB-growing strategy of the unmodified
Hotspot JVM is used. Note that with the TLAB-growing
strategy the TLAB size settles at around 2MB. On the y-
axis the speedup over the corresponding TLAB-only con-
figurations of the unmodified Hotspot JVM (baselines) is
depicted. In Figure 2(a) the results using HABs with PLABs
and in Figure 2(b) the results using HABs with CLABs
are depicted. For smaller TLABs a higher speedup can be
achieved since the slow-path is triggered more often. How-
ever, performance also improves with the TLAB-growing
strategy. In the presented results CLABs perform on average
slightly better then PLABs.
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Figure 2. Speedup of using HABs with different TLAB and PLAB/CLAB
configurations over the corresponding TLAB-only configurations of the
unmodified Hotspot JVM.
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Figure 3. The data of Figure 2 but using the unmodified Hotspot JVM
with the TLAB-growing strategy as common baseline.

161Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-184-7

ICONS 2012 : The Seventh International Conference on Systems

                         172 / 239



PLAB
TLAB 4MB 8MB 16MB 32MB 64MB

No 0.32% 0.33% 0.51% 0.94% 1.93%
1KB 0.11% 0.06% 0.09% 0.05% 0.15%
4KB 0.11% 0.06% 0.06% 0.06% 0.19%
8KB 0.13% 0.10% 0.08% 0.10% 0.29%

16KB 0.10% 0.08% 0.11% 0.08% 0.12%
32KB 0.11% 0.08% 0.08% 0.11% 0.30%
64KB 0.22% 0.15% 0.16% 0.29% 0.45%

128KB 0.52% 0.47% 0.63% 1.31% 2.60%
growing 0.55% 0.47% 0.64% 1.10% 2.23%

Table I
PERCENTAGE OF FOREIGN ALLOCATIONS WITH DIFFERENT PLAB AND

TLAB CONFIGURATIONS.

CLAB
TLAB 512KB 1MB 8MB 16MB

1KB 0.00% 0.01% 0.05% 0.07%
4KB 0.01% 0.01% 0.06% 0.15%

16KB 0.01% 0.02% 0.07% 0.13%
64KB 0.03% 0.03% 0.10% 0.17%

128KB 0.06% 0.05% 0.15% 0.26%
growing - - 1.42% 2.81%

Table II
PERCENTAGE OF FOREIGN ALLOCATIONS WITH DIFFERENT CLAB AND

TLAB CONFIGURATIONS.

Figure 3 is based on the same data as presented in
Figure 2 but the y-axis depicts the speedup over the TLAB-
only configuration of the unmodified Hotspot JVM using
the TLAB-growing strategy, which is the default setting of
the JVM. The results confirm that for smaller TLAB sizes
than with the TLAB-growing strategy (around 2MB) similar
or even better performance can be achieved. Figure 3(a)
shows the results using HABs with PLABs and Figure 3(b)
shows the results using HABs with CLABs. In particular,
the results show that HABs with a small TLAB size provide
similar performance as the original TLAB-growing strategy
of the Hotspot JVM. In this case, a statically configured
HAB implementation may thus replace a significantly more
complex implementation of a TLAB-growing strategy.

In Table I and Table II, the amount of foreign alloca-
tions using different PLAB and CLAB configurations with
different TLAB sizes are presented. The amount of foreign
allocations increases with increasing PLAB or CLAB size.
Overall, however, the amount of foreign allocations is low,
which shows that allowing allocations in PLABs or CLABs
that do not match the current processor or core the thread
is running on can be tolerated here. For the 512KB and
1MB CLAB sizes the TLAB-growing strategy immediately
determines to use TLABs larger then the given CLAB
size, so CLABs are not used at all. Evaluating different
synchronization strategies and allocations policies remains
future work.

VI. CONCLUSION

We introduced hierarchical allocation buffers (HABs) for
improving performance and scalability of memory manage-
ment on state-of-the-art multiprocessor and multicore server
machines. We implemented and evaluated three-level HABs
in the Hotspot JVM and showed performance improvements
in a memory-allocation-intensive benchmark due to better
cache utilization and less contention on the global heap.
The results show that taking the underlying hardware ar-
chitecture of general purpose machines into account even
more than before may require significantly less complex
code than architecture-oblivious solutions without a loss in
performance. The concept of HABs is just a first step. In the
future we plan to consider a cooperative thread scheduling
mechanism for executing threads that share a significant
amount of data on the same processor to further benefit from
caching. Moreover, we plan to integrate the HABs architec-
ture into the TLAB-growing strategy of the Hotspot JVM
for tuning not only TLAB sizes but also PLAB or CLAB
sizes automatically. Considering other HABs configurations
may also be beneficial, e.g., a four-level system with TLABs,
CLABs, PLABs, and the global heap.
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Abstract - In today’s society purchasing goods through web 
shops has become habitual. Some years ago only a few 
products like books, computer games and music CDs were 
intensely sold by online retailers. Today’s internet shops are 
offering almost every imaginable product and service. This 
also leads to an increasing competition for traditional 
retailers offering products in stationary retail stores. Losing 
more and more customers stationary retailers need to think 
of new approaches for customer retention. Since customer 
retention is based on knowledge about the customers and 
their behavior store managers have to come up with new 
concepts for gaining and using customer knowledge to 
compete with bargain prices and 24/7 availability. In order 
to gain this knowledge without using vague customer surveys 
or short-time observations an automated solution is 
desirable. In this paper an approach is introduced, which 
allows to track and analyze customer movements through the 
store. Person tracking is accomplished by using aerial 
mounted cameras and a set of computer vision algorithms. 
Based on the captured movement data customer behavior 
analysis is performed by applying the dbscan algorithm and 
Markov models. The approach is illustrated by a test 
environment showing considerable differences in customer 
behavior for two settings. 
 

Keywords - Customer tracking; video analysis; behavior 
analysis; retail; point of sale.  
 

I. INTRODUCTION 
 

Low prices, short delivery periods and 24/7 availability 
are only three of the greatest advantages of web shops 
over stationary retailers. Moreover, highly exchangeable 
products like books need no physical experience and 
therefore lack reasons for buying them in a stationary 
shop. Consequently, stationary shop operators need to 
come up with sophisticated, individual approaches for 
attracting and retaining customers. This requires 
knowledge about the customers, their actual context as 
well as their on-site buying behavior. 

Stationary retailers lack sources of information about 
their customers and their individual context, while click 
paths, bounce rates and page impressions as well as time 

spent on websites are common key figures for internet 
shops [1-3]. Sales figures and product combinations 
recorded by electronic checkout counters don’t reveal 
individual customer behavior.  Approaches like the one 
described by Underhill [4] try to overcome this knowledge 
shortage by manually conducted observations. However, 
these strategies are limited. Continuous observation  over 
a longer period of time like weeks or months require too 
expensive human resources. Besides that, an objective 
documentation  of results by the observing persons cannot 
be guaranteed. 

The approach presented in this paper aims at detecting 
customer behavior patterns by analyzing movements of 
customers within retail environments. Therefore, customer 
movement data is extracted by cameras recording raw data 
and computer vision algorithms extracting movement 
information. Subsequently, the discrete movement 
datasets are analyzed regarding frequently attended areas 
and the customers’ movements between them. Finally, the 
hotspots and movements between them are used for 
customer behavior analysis. 

 
II.  RELATED WORK 

 
Extraction and analysis of location data is strongly 

discussed in the field of ubiquitous computing (see [5-7]). 
The approaches described in those papers apply cell 
phone compatible technologies like GSM or GPS for 
location tracking in outdoor environments. The presented 
approach requires position determination inside a store. 
That means, it has to be more accurate than GSM and in 
contrast to GPS available indoor.  

Data recorded by GSM and GPS are mainly used for 
location based services which are a surplus for the service 
users but not for companies. The approach presented here 
uses historic customer movements in order to gain 
valuable insights into customer behavior and to predict 
future actions. Thus, it is especially interesting for retail 
managers. 
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The prediction and analysis of movement data derived 
from GPS is among others addressed by Stauffer and 
Grimson [8], Andrienko et al. [9] or Ashbrock and Starner 
[10]. The presented approach is used to predict peoples’ 
movements by location data collected from mobile 
devices. Highly frequented places are extracted and 
matched with well-known points of interest in their 
surrounding area. Prediction is based on first-order 
Markov models. Gutjahr [11] extends the work of 
Ashbrock and Starner [10] by a greater variety of methods 
for location capturing. These authors consider static points 
of interest like buildings or squares. However, due to 
continuing structural changes (e.g., bargain bins, seasonal 
products) such approaches cannot be applied to retail 
environments. Points of interest are only recognized 
during a limited period of time. In addition, there is no 
consideration of behavioral information that can be 
revealed from movement patterns. 
 

III.   MOVEMENT TRACKING 
 

Person detection and tracking approaches are part of 
the field of computer vision. Algorithms are among others 
proposed by Bischop [12], Wang et al. [13] and Perl [14]. 
Fields of application are mainly the surveillance of places 
and facilities. Little attention is being paid to customer 
behavior within retail environments yet. The overall 
concept presented in this work is inspired by Fillbrandt 
[15]. In his doctoral thesis he introduces an approach for a 
modular single or multi camera system tracking human 
movements in a well-known environment. Fillbrandt’s 
approach is applied for tracking people in airplanes. 
Persons are detected on images by a set of computer 
vision algorithms and position estimation is executed.  

Camera based person tracking can be accomplished by 
two similar settings. The lateral approach uses cameras 
being mounted edgewise [16] whereas the aerial approach 
utilizes cameras mounted on the ceiling. While lateral 
mounted cameras enable the observation of larger areas, 
approaches using aerial mounted cameras reveal more 
accurate results. Therefore, an aerial approach is chosen.  

By using aerial mounted cameras the size of the 
observed area depends on the camera’s focal distance and 
altitude. For the detection and tracking of persons within a 
dedicated area a set of algorithms is applied. First, 
background differencing (among others described by 
Piccardi [17] and Yoshida [18]) is used for object 
detection in single frames being captured by a camera.  

In a first step, a reference image is needed which shows 
the captured areas without any objects. Comparing the 
reference image with the actual considered frame excludes 
all similarities between the two pictures. Differences are 
highlighted (see Fig. 1, upper right area). After that, image 
noise is reduced. Eliminating objects that are smaller than 
the average human shape reveals all objects that could be 

considered as persons. This step is mostly accomplished 
by using a template or contour matching algorithm as 
described by Hu [19] or Zhang and Burckhardt [20]. 
However, this is not feasible for the presented approach. 
Contour or template matching algorithms are not able to 
detect human shapes with high reliability as a result of the 
varying distance and view of the camera. Besides that, 
people carrying bags or driving shopping carts as well as 
disabled people using wheel chairs would not be 
recognized as humans by the algorithm. Therefore, the 
detected shapes are filtered by a minimum area.  

 
Figure 1. Aerial person tracking 

 
This leads to significantly better results, i. e., persons 

can be recognized correctly in most cases.  
Subsequently, the continuously adaptive mean shift 

(camshift) algorithm presented by Bradski [21] is applied 
for tracking the detected persons. The algorithm is based 
on the mean-shift algorithm originally introduced by 
Fukunaga and Hostetler [22]. The approach was originally 
invented for face tracking. Thenceforth, it has been 
applied for a great variety of tracking purposes. 

 The mean-shift algorithm is used to track motions of 
objects by iteratively computing the center of mass of the 
HUV (hue, saturation, value) vectors within a defined 
window [23]. For every frame of a video stream the 
centers of mass are calculated and consequently defined as 
new centers of the corresponding windows (see Fig. 2). 
By connecting subsequently occurring centers of windows 
a trajectory of the movement is obtained. Defining 
windows as smallest rectangle areas covering shapes of 
persons extracted by the background differencing 
approach enables to apply this concept for person tracking 
purposes. 

While the mean-shift algorithm considers windows of 
static size, the camshift implementation adapts the 
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window size dynamically. This is especially important for 
the presented application because persons moving away 
from or to the center of the observed area occur in 
different sizes. Using the mean-shift algorithm would lead 
to an increasing amount of vectors from areas around the 
considered person. If the amount of these vectors becomes 
too high, the scope on the person will be lost and errors 
occur. 

To come to better results, especially for crowded 
places the good features to track algorithm by Shi and 
Tomasi [24] and the optical flow algorithm by Lucas and 
Kanade [25] are applied. The good features to track 
algorithm uses corner detection to find pixels, which differ 
from those in their surrounding area.  
 

 
 

Figure 2. Mean-shift: window shifts 

 
The optical flow algorithm compares sequential images 

regarding noticeable changes. So, prominent pixels are 
obtained from the good features to track algorithm. 
Subsequently, the algorithm tries to find these pixels in 
the following frame within the surrounding area of their 
original location on the image. 

The combination with a color constancy algorithm 
(e.g., Barrera et al. [26]) enables to track persons across 
several cameras and therefore several corridors. This 
implies that persons leaving one camera area to another 
one have to be handed over while crossing an overlapping 
area (see Fig. 3). 

Due to the fish eye effect of the camera’s lens 
especially the locations of persons being further away 
from the camera are perspectively distorted. That means, 
they cannot be used for true to scale calculations yet. In 
consequence a perspective transformation by calculating a 
3x3 warp matrix based on four source and four destination 
points is executed. The points have to mark equal 
positions on the image and on a true to scale map to 
calculate the factor of distortion. An evaluation study was 
performed for a test environment including one corridor 
and two shelves. The corridor between these two shelves 

has a width of 2.0 m and a length of 4.0 m. The width 
compares with the typical scales of a small grocery store. 
The camera is placed 3.0 m aboveground. The sample 
footage consists of 16,000 frames showing 30 different 
people with a maximum of three people walking through 
the observed area at the same time. Lossless tracking is 
obtained for ~82% of the observed walks. The average 
deviation between the real and the automatically 
determined position is 0.11 m. 
 

 
 

Figure 3. Camera hand-over 

 
IV.  MOVEMENT ANALYSIS 

 
A. DBScan 
 

The algorithm called ‘density-based spatial clustering 
of applications with noise’ originally proposed by Ether et 
al. [27] was developed to distinguish between clusters and 
noise in spatial databases. Clusters are defined as areas 
with a considerable higher density than outside of the 
cluster. To distinguish clusters from noise the following 
steps have to be accomplished. First, an arbitrary point p 
is selected. All points that can be reached from p are 
retrieved. If p turns out to be a core point of a cluster a 
new cluster is formed. Limitations are made regarding the 
minimum points (minPts) to be reached by p as well as the 
distance between p and the considered neighboring points. 
If one of the constraints is not met no new cluster is 
formed and another point is considered.  

The overall datasets of all trajectories extracted by the 
movement tracking approach are analyzed by the dbscan 
algorithm using a minimum threshold (minPts) of 5 points 

165Copyright (c) IARIA, 2012.     ISBN:  978-1-61208-184-7

ICONS 2012 : The Seventh International Conference on Systems

                         176 / 239



and a maximum real world distance of 0.02 m. The 
analysis reveals an amount of 551 clusters. 

For further processing all clusters including points 
from less than 60% of the trajectories are eliminated. This 
reveals 3 clusters comprising points of between 60% and 
90.5% of the trajectories within the test environment (see 
Fig. 4). The areas covered by the clusters are considered 
as hotspots that are significantly higher visited than other 
areas of the test retail environment. 

 

 
Figure 4. Clusters revealed by DBScan algorithm 

 
B. Markov Chains 
 

A first-order Markov model includes states of a system 
as well as transition probabilities between them [28]. A 
transition probability is defined as the probability of a 
system change from one state to another one. In the 
presented approach probabilities describe the chances of 
moves between two clusters. Recursive transitions are 
neglected because for the presented approach only the 
succession of movements between different states (i.e. 
clusters) is relevant. That means, a transition between two 
hotspot clusters exists when two temporally succeeding 
points of a customer trajectory belong to two different 
clusters. The points do not have to be temporally 

succeeding points in the database but all of the 
intermediate points must not be part of another hotspot.  

Regarding the movements between clusters, the 
datasets resulting from the computer vision algorithms 
described in section III are taken into account. Points that 
are not part of one of the three considered clusters are 
ignored. 

 
V. BEHAVIOR ANALYSIS 

 
Considering the clusters and the movements between 

them allows a closer look on how customers act within a 
retail store. As use cases two shopping scenarios within a 
prototypical retail environment have been analyzed. The 
test environment comprises eight product categories (see 
Fig. 5). 

The first scenario describes a regular product setup 
without any advertisements and signs and therefore 
observes the regular behavior of customers. The second 
one is based on the findings of the first scenario and 
includes advertisements for selected products. Both of the 
scenarios are compared eventually. 

For the first scenario three clusters exceeding the 60% 
threshold are found. One of them covers the area with 
shelves containing dairy products. The second, smaller 
one is located near shelves with crisps ad chocolate. The 
third one covers the area in front of the shelves with 
consumer electronics. 

Fig. 5 shows these three clusters as well as the 
transitions between them. The percentage values describe 
the percentage of transitions been made between two 
clusters compared to the total transitions. Transition paths 
below the limit of a 5% share are ignored. 

 
 

 

Dairy products Canned goods Pasta and rice Crips and chocolate

Cleaning products Hygiene items Consumer electronics Beverages
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Figure 5. Prototypical retail environment – Scenario 1 
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For the given scenario the majority of customers enter 
the corridor from the left side heading for the first hotspot 
(dairy products). Afterwards they are more likely moving 
on to the second one (crisps and chocolate). Then, either 
they go back to the area of cluster 1 (dairy products) or go 
on to the one of cluster 3 (consumer electronics). After 
that, the customers are most likely leaving the observed 
area. Besides showing hotspots within the retail 
environment the graph of Fig. 5 also reveals typical paths 
customers use to move through the store. Looking at 
visited products it is apparent that products located on the 
lower left (cleaning products and hygiene items) are less 
of advertisements near frequently used paths to call 
attention for these products. 

This idea is seized for the second scenario (see Fig. 6.). 
The prototypical retail store is extended by two 
promotional signs for cleaning and hygiene products. This 
leads to notable changes of the customers’ behavior. 
While the first scenario leads to three hotspots the second 
one includes four hotspots. An additional hotspot covers 
the area between cleaning and hygiene products.  

Considering the transitions customers still enter the 
observed retail environment most likely from the left side 
attending the area near dairy products first. Consequently, 
they are most likely moving on either to crisps and 
chocolate or the area in front of the shelves containing 
consumer electronics. 

While most of the consumers move from crisps and 
chocolate back to the area of dairy products there is also a 
notable percentage of customers walking to an area in 
front of cleaning and hygiene products. This could mean 
that the promotion campaign was successful. But this 
approach cannot only be used for advertisement 

evaluation. Furthermore, it is possible to evaluate the 
entire structure of a retail environment regarding product 
placement or shelf structure. 
 

VI.  CONCLUSION 
 

This paper introduces an approach for the analysis of 
customer behavior on the basis of video recordings of 
customer movements within a real-world shopping 
environment. Surveillance cameras produce large amounts 
of video data. Intelligent methods for processing this data 
are crucial in order to gain customer insight especially 
over a longer period of time. Therefore, a method for 
capturing and extracting movements using network 
cameras and algorithms from the field of computer vision 
is provided. The resulting data is used for customer 
behavior analysis. Analysis is done using the dbscan 
algorithm. Finally, the extracted clusters and the 
movements of customers between them are represented as 
Markov chains. Both, the cluster areas and the transitions 
are used to assess the quality of the retail environment. 
The transitions reveal possibilities for marketing 
campaigns considering highly frequented paths. On the 
one hand, this enables retailers to advertise products with 
locations away from the main paths as described in the 
preceding section. On the other hand, retailers can 
promote additional products located near previously 
visited hotspots. Moreover, based on the tracked 
trajectories next customer movements can be predicted 
and individualized messages posted on advertisement 
screens in real-time. 

 

 

 
Figure 6. Prototypical retail environment – Scenario 2 
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Considering longer periods of time might reveal 
different customer behavior not only for different setups 
but also for different times of a day, for different days of 
the week or for different seasons. In addition to that, 
comparative studies of different stores of the same chain 
are possible. Information gained from these analyses is the 
basis for planning dynamic product placements or 
seasonal offers. This knowledge about customers is also 
an additional source for management information systems. 
It helps to identify rarely visited areas or products and 
therefore enables retail store managers to analyze and 
optimize their shopping environment. New settings can be 
evaluated by considering the ex-ante and the post change 
status.  
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Abstract—Modeling for wireless sensor networks is very 
challenging because the modeling needs to adapt 
network dynamics and find out multiple optimizing paths from 
the microscopic point of view. In this paper, we propose a 
cellular automata model that focuses on dynamic network 
topology, multipath data transmission mechanism and energy 
overhead. Each node in a network is represented by a cell, and 
any permutations and combinations that represent any links 
between two cells constitute the cellular space. A wireless 
sensor network is modeled by related cell states and 
cell evolution rule. A cell transmission model is derived 
for multipath transmission of information. All these aim to 
ensure network reliability with the minimum resource 
requirements. Presented analytical work is proved validly by 
simulations.  

Keywords- Cellular Automata; Microscopic mode; Modeling; 
Wireless Sensor Networks.  

I.  INTRODUCTION  
With rapid development of the Internet of Things (IOTs) 

[1], Wireless Sensor Networks (WSNs) [2] play an more and 
more pivotal role in bridging the gap between the physical 
and virtual worlds, which can enable things to respond to 
changes in their physical environment. Therefore, with 
WSNs technology improving, a new model that could adapt 
various application environments is needed to describe 
characteristics and goals of WSNs exactly. Concerning IOTs, 
the model must be applied to a wide range of WSNs. 

Tarik et al., [3] analyze some methods about WSNs 
modeling, and currently, these models have been explored  
with different features. It examines this emerging field to 
classify wireless micro-sensor networks according to 
different communication functions, data delivery models, 
and network dynamics. A service-centric model focuses on 
services provided by a WSN and views a WSN as a service 
provider [4]. The service-centric model only provides a 
holistic approach to measuring and presenting WSNs 
effectiveness. There is no description from the 
microscopic point of view in this model. The methodology 
for the modeling and the worst-case dimensioning of cluster-
tree WSNs shows the fundamental performance limits of 
cluster-tree WSNs [5]. Although it presents a general and 
flexible framework, the node function in such model is 
hierarchical. The Cluster Head nodes that are used for 
transmitting data packets will consume more energy. Then 
nodes inequality will reduce the network life systematically. 
Yet some routing protocols use another model that is based 

on data-centric [6], and this model depends on data 
identifiers and specified locations, therefore, it isn’t 
appropriate to the dynamic and randomly-deployed WSNs, 
and it have no strong convergence.  

Cellular automata (CA) is the dynamical system that 
evolves in the discrete time dimension according to 
some local rules, which is essentially defined in a cell space 
constituted of cells with discrete and finite state [7][8]. The 
composition of cellular automata is shown in Fig. 1.  

 

 
Figure. 1  Cellular automata schematic diagram 

In this paper, a cellular automata modeling view is 
proposed for WSNs. Our basic goal and idea are to ensure 
WSNs continuing and effective work by using some 
simple parameters, connection and operation rules, and 
finally simulate complex and rich applications of WSNs.                   
Such a model does not only guarantee equality 
of nodes within the network, and ensure the energy 
balance distribution, but also guarantee strong convergence 
under conditions of dynamic network topology. It provides a 
flexible multipath data transmission mechanism to ensure 
network reliability. Just as importantly, the cellular automata 
model describes WSNs characteristics from the microscopic 
point of view.   

The remaining organization of the paper is as follows. 
Section II presents the cellular automata model, which 
includes network model and data traffic model. Section III 
provides a simulation analysis based on this cellular 
automata model. Finally, Section IV concludes the paper and 
proposes the future work.  

II. THE CELLULAR AUTOMATA MODEL FOR WSNS 
 WSNs have many challenges compared with traditional 

wireless networks, and communication in WSNs differs from 
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that in other types of networks. More specifically, WSNs 
energy is often limited since it is impossible to recharge 
sensor nodes if the networks are deployed in the 
uninhabited areas. This paper uses the following models to 
evaluate the performance of WSNs, including the 
dynamic network topology and data transmission reliability, 
and finally realize energy saving and prolong 
networks lifetime, which could keep the model practicality 
and simplicity.  

A. Network model 
In order to describe the model better, the following 

definitions are given firstly. 
Definition 1: The set of all the nodes C = {c1, c2, … , cn}, 

Then  any permutations and combinations L in set C 
constitute the cellular space, where L = {Lk = (c1, … , ci, … , 
cj, … cn)| ci, cj∈C, ci≠cj, i, j = 1, 2, … , n, k∈Z}, and each 
node is a cell (The cellular space is a two-dimensional grid).  

Definition 2: Let S represents limited and discrete states 
set of cells, where S = {s1, s2, s3}, s1: information 
transmission state, s2: wait state, s3: idle state, and three 
states represent three types of cells respectively: center 
cell(CC), neighbor cell(NC) and idle cell(IC). 

Definition 3: Let N represents cell link neighborhood, 
where N = {Lk*|difference(Lk1 - Lk2)≤d, Lk1, Lk2∈Lk}, 
difference(Lk1 - Lk2) is the difference between two 
permutations and combinations, d is the degree of difference. 

Fig. 2 shows the relationship diagram of cell parameters. 
Cell [52] has eight cell neighbors, including cell [44], cell 
[45], cell [46], cell [51], cell [53], cell [58], cell [59], cell 
[60]. When cell [52] requires communication with cell [0], 
the state of cell [52] is s1, its neighbors’ states are s2, and 
cells out of this local space keep idle state. As shown in Fig. 
2, the difference of two links Lk1 and Lk2 between cell [44] 
and cell [0] represent link neighborhood.   

 

 
Figure. 2  The relationship diagram of cell parameters 

Based on above definitions, the paper uses the 
following rule to update model in parallel. 

Rules 1:  tt SSF : 
Step 1: Initialize the parameters and define cell state,  

C = {c1, c2, … , cn}, S = {s1, s2, s3}. 
Step 2: Assuming that In is the number of idle cells, Nn is 

the number of neighbor cells, then determine the 
next hop link by judging the states of different 
types of cell. 

 Case (1): If CC has In idle cells(ICs) around(In≤6), it 
forwards the data packets to the next hop by 
cell transmission model(described in the next 
section), which uses an IC.  

Case (2): If CC has no ICs but has Nn neighbor cell(NCs) 
around, it forwards the data packets to the 
next hop by cell transmission model, which 
uses a NC. 

Case (3): If CC has no ICs and NCs around, that is, 
its neighbor cells are all in information 
transmission state, then this CC stores the data 
packets into the cache, and once it receives 
cell release message, it chooses this cell to 
forward the data packets.  

Step 3: With the dynamic changes in topology, establish 
a number of transmission links, and use  

                N = {Lk*|difference(Lk1 - Lk2)≤d, Lk1, Lk2∈Lk} 
to compare neighborhood of links, then choose the 
most effective link for related information 
transmission.  

Step 4: Update link, store the multiple link information.   
The network model is  constructed by cellular automata. 

The aim of this cellular automata model is to group cell 
nodes that have similar processing needs into unit cell 
families and sink node that meet these needs into each cell in 
the network. 

B. Cell dynamic rate 
To verify convergence of the model in a dynamic 

environment better, this paper defines the concept of cell 
dynamic rate that is represented by n , and using simulation 
tool OMNeT++, we identify the range of the dynamic rate n . 
The dynamic rate is defined as follow: 

Definition 4: the dynamic rate n  represents average 
moving rate of all the cells in cellular space. In addition, let 

n  express dynamic topological properties of cellular space. 
OMNeT++ is an object-oriented modular discrete event 

network simulation framework. It has a generic architecture, 
OMNeT++ itself is not a simulator of anything concrete, but 
it rather provides infrastructure and tools for writing 
simulations.  

One of the fundamental ingredients of this infrastructure 
is a component architecture for simulation models. We use 
wireless network simulator model by OMNeT++, where 
network protocol is IEEE 802.15.4. In this paper, we only 
consider the two-dimensional space situation, therefore, 
cells are laid out randomly in a 50m×50m two-dimensional 
area, and the cell network topology schematic diagram is 
illustrated in Fig. 3.   
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Figure. 3  The topology of mobile cells 

The mobile model of cells is random waypoint mobility. 
The paper verifies the WSNs allowable dynamic range by 
simulation experiments, and n  is divided into four cases, 
as shown in Table I. When sm /6 , the network is 
hardly able to establish. However, When dynamic 
rate smn /6 , it is divided into three levels. According to 
different n , we give networks convergence time step in 
different networks scales. From Fig. 4, as n  varying, the 
network set-up time of the cellular space is almost no 
differences in the same network size. Also with increasing 
of the network size, the network set-up time has increased a 
little. Therefore, we come to the conclusion that the cellular 
automata model in the dynamic case for WSNs has better 
convergence. 

TABLE I.   THE DEFINITION OF DYNAMIC RATE 

Dynamic 
Rate 

Cell Average Speed 
(m/s) 

Whether Impact 
Network formation 

δ1 0 ~ 2.5 no 
δ2 2.6 ~ 4.4 no 
δ3 4.5 ~ 5.9 no 
δ∞ ≥6 Yes 

 

 
Figure. 4  Networks convergence time step 

 

C. Cell transmission model 
The following assumptions are adopted for simplifying 

the model: 
 Communication radius of the center cell (CC) is 

its six neighbor cells. 
 Except Sink cell, each cell has the same initial 

energy. 
 Communication is symmetric. 
 Each cell keeps static or movement according to the 

dynamic rate n . 
For facilitating the model description, we define the 

following variables: 
fl :data frame length; 
lc :channel length; 
ve:transmission rate of electromagnetic waves in the  

channel;  
vi(t) :data rate of the cell i at time t; 
Di,j :time delay, from cell i to cell j; 
Bi,j :highest data rate in unit time that could be reached 

from cell i to cell j; 
qi,max(t) :max upstream data flow of the cell i at time t;  
hi,j :hops, from cell i to cell j; 
ni,j :the number of links, from cell i to cell j. 
In order to describe flow relationship between CC and 

neighbor cells, firstly, the metrics delay that we consider 
mainly between two cells can be formulated as  
                                    Di,j = dt + dp                                                    (1) 

where dt is transmission delay, dp is propagation delay. 
Typically, we have  
                                    dt = fl / vi(t)                                   (2) 
                                   dp = lc / ve                                                         (3) 

Secondly we consider another metrics delay-bandwidth 
product,  
                                   jiji BD ,,                                   (4) 

It represents the number of bits that this cellular link could 
accommodate. Thirdly, the data flow direction is divided 
into upstream and downstream. Normally, most event-
driven messages in WSNs are forwarded from individual 
cell to the sink in upstream direction, thus in this paper we 
focus on the max upstream data flow of cell i at time t , 
qi,max(t). Therefore, based on vi(t),  and qi,max(t), we define 
maximum carrying capacity of cell i, Ni, and we have  

                     Ni = balance { vi(t), , qi,max(t)}                (5) 
Then each CC determines the next link by comparing Ni 
value among the neighbor cells. 

We consider 

                                    



jih

i
iji NQ

,

1
,                                 (6) 

it represents the total  maximum carrying capacity of one 
link from cell i to cell j. Then the mean value of variable Ni 
can be calculated as 

T
hi ji

NENENENE ])[,],[],[(][
,21 


            (7) 

From (7), cell transmission equation of multipath selection 
is given by 

 P = {max )(n

  (n≤ni,j), min hi,j }              (8) 
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Given such a cell transmission model, we 
address multipath transmission of the information for WSNs 
compared with other forwarding strategy [9], and aim to 
ensure the network reliability with the minimum resource 
requirements. 

III. SIMULATION RESULTS 
Setting 60 sensor nodes and a sink node in an area of 

50m×50m to certify the effectiveness of the network model, 
where the simulation setting parameters are shown as Table 
II.We use IEEE 802.15.4 as the Physical layer and Data link 
layer protocol. The maximum datagram size of each cell is 
127-bytes.The maximum transmission distance that cells 
can be reached is 12m, and the network range is 
50m×50m.In addition, data flow style is CBR. 

TABLE II.   SIMULATION  PARAMETERS 

Parameters Set Value 
PHY/MAC IEEE 802.15.4 

Maximum Datagram Size 127 bytes 
Max Transmission distance 12m 

Network Range 50m×50m 
Data Flow CBR, 100bytes 

 
The simulation results is verified by three models, which 

is including service-centric model (SCM) [4], cluster model 
(CM) [5], and our cellular automata model (CAM). SCM 
focuses on services provided by a WSN and views a WSN 
as a service provider. A WSN is modeled at different levels 
of abstraction. For each level, a set of services and a set of 
metrics are defined. Services and their interfaces are defined 
in a formal way to facilitate automatic composition of 
services, and enable interoperability and multitasking of 
WSNs at the different levels. CM provide a fine model of 
the worst-case cluster-tree topology characterized by its 
depth, the maximum number of child routers and the 
maximum number of child nodes for each parent router.  

The first experiment is the comparison 
of models conver- gence. We apply the classical LEACH 
(Low Energy Adaptive Clustering Hierarchy) [10] protocol 
to CM and CAM. Fig. 5 shows the simulation result of 
convergence, which is measured by the metrics of 
Energy*Delay [11] with changing of time step. 
Energy*Delay model, introduces a great energy-effective 
solution to the communication from source nodes to 
destination nodes and significantly simplifies the topology 
of networks. From the research and simulation results that 
described in [11], an significant effect on determining the 
increment of pheromones by minimizing the Energy*Delay 
model was obtained.  

In the initial stage, there is a huge fluctuation about the 
metrics of Energy*Delay in the CAM, CM and SCM, this 
becauses the initiation of cellular automatas. After such 
processing, the Energy*Delay tends to a fixed value. As 
shown in Fig. 5 (a) and (b), CAM gradually converges to 10, 
however, CM gradually converge to 80. In addition, as we 
known that, SCM is a macro-model, then from Fig. 5 (c), 
we can find that SCM has a huge fluctuation almostly all the 

time by the metrics of Energy*Delay, so it has the worst 
convergence during three models. Therefore, it is concluded 
that CAM that use cellular automata scheme has better 
convergence performance than CM and SCM. 

 

 
Figure. 5  (a) CAM Convergence  

 
Figure. 5  (b) CM Convergence  

 
Figure. 5  (C) SCM Convergence  
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Secondly, we simulate the network on different models 
for comparing the number of paths between two cells. From 
Fig. 6, CAM take less time to forward the data packets 
through the network than the other two models. The reason is 
that CAM has the characteristic of multi-path transmission 
by cells auto selection method. And as shown in Fig. 6, 
althought CAM finds less paths in local time slot, the 
tendency of finding more paths about CAM is increasing 
step by step compared with the other two models. 

 

  
Figure. 6  Paths Comparison of Models 

Finally, Fig. 7 presents the overhead results of the three 
models in dynamic environment described in Section II. A 
global analysis shows that CAM gives the best performance 
with the increasing of the dynamic rate n , which is almost 
independent of n . This is because that CAM uses the 
cellular evolution rules to optimize the network formation 
process, and decrease the number of messages exchange. 

 

 
 Figure. 7  Overhead Comparison of Models 

All these simulation results ensure network reliability 
with the minimum resource requirements by the cellular 
automata model. 

IV. CONCLUSION AND FUTURE WORK 
In this paper, a cellular automata model is devised for 

WSNs application research. The key issues considered in this 
model are dynamic network topology struture, 
multipath data transmission, and WSNs network energy   
efficient. Simulation results by the comparison of 
convergence, multi-path transmission and overhead, verify 
the effectiveness of the related work. 

 However, there are much uncertainty for popularization 
of the IOTs, and many technical aspects based on WSNs that 
need to be broken through [12]. In the future work, we plan 
to apply this model to research WSNs routing algorithm and 
time synchronization strategy for solving WSNs localization 
problems [13] [14]. Moreover, these researches will provide 
a foundation that achieves the integration between WSNs 
and Internet of things. 
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Abstract—A paraconsistent logic program called Extended
Vector Annotated Logic Program with Strong Negation(abbr.
EVALPSN) has been developed for dealing with defeasible
deontic reasoning and plausible reasoning, and also applied
to various kinds of intelligent safety verification and control.
Moreover, in order to deal with before-after relation between
processes (time intervals), another EVALPSN called bf(before-
after)-EVALPSN has been developed recently. In this paper, we
review the reasoning system for before-after relation between
processes based on bf-EVALPSN and introduce how to apply
the reasoning system to real-time pipeline process order safety
verification and control with an example.

Keywords- before-after relation; paraconsistent logic pro-
gram; safety verification; pipeline process order; reasoning
system.

I. INTRODUCTION

It has already passed over two decades since paraconsis-
tent annotated logic and its logic programming have been
developed [3], [4]. Based on the original annotated logic
program, we have developed four kinds of paraconsistent
annotated logic program, ALPSN (Annotated Logic Pro-
gram with Strong Negation), VALPSN (Vector ALPSN),
EVALPSN (Extended VALPSN) that can deal with defeasi-
ble deontic and plausible reasonings, and bf (before-after)-
EVALPSN that can deal with before-after relation between
processes (time intervals) [9]. We note that “before-after”
is abbreviated as just “bf” hereafter. Those annotated logic
programs have been applied to various kinds of intelligent
control and safety verification such as pipeline valve control
based on safety verification [7] and real-time process order
control based on safety verification [10], and so on. More-
over, it has been shown that EVALPSN can be implemented
on microchips as electronic circuits, which implies that
EVALPSN is suitable for real-time control [8].

In this paper, we review the reasoning system for process
before-after relation in bf-EVALPSN [10] and show how to
apply it to the safety verification for process order with an
example. The before-after relation reasoning system based
on bf-EVALPSN consists of two groups of inference rules
called basic bf-inference rules and transitive bf-inference

rules, both of which can be represented in bf-EVALPSN.
In bf-EVALPSN, a special annotated literal, ����� ��� �� �

���� ��� �� called bf-literal whose non-negative integer vector
annotation ��� �� represents the before-after relation between
processes �	� and �	� at time � is introduced. The integer
components � and � of the vector annotation ��� �� represent
the after and before degrees between processes �	� and
�	�, respectively, and before-after relations between two
processes are represented in vector annotations.

In the bf-EVALPSN reasoning system, the basic bf-
inference rules are used for determining the vector anno-
tation of a bf-literal in real-time according to the start/finish
time information of two processes; on the other hand, the
transitive bf-inference rules are used for determining the
vector annotation of a bf-literal in real-time based on the
vector annotations of two related bf-literals as follows.
Suppose that there are three processes, �	�, �	� and �	�
starting in sequence, then the before-after relation between
processes �	� and �	� can be determined from the before-
after relation between processes �	� and �	�, and that
between processes �	� and �	�. Such process before-
after relation reasoning is also formalized as transitive bf-
inference rules in bf-EVALPSN. The transitive bf-inference
system can contribute to reduce the frequency of basic bf-
inference rules and it is a unique feature of our system.

This paper is organized as follows: first, EVALPSN is
reviewed briefly and bf-EVALPSN is defined in details;
next, it is shown how to reason before-after relations in bf-
EVALPSN with a simple example of process order control,
and basic bf-inference rules and transitive bf-inference rules
are introduced; furthermore, a simple practical process order
verification system is provided as an example; last, a related
work of treating before-after relation of time intervals in a
logical system and our future work are introduced.

II. EVALPSN

In this section, we review EVALPSN briefly [5]. Gener-
ally, a truth value called an annotation is explicitly attached
to each literal in annotated logic programs [3]. For example,
let � be a literal, � an annotation, then � � � is called
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Figure 1. Lattice ����� and Lattice ��

an annotated literal. The set of annotations constitutes a
complete lattice. An annotation in EVALPSN has a form
of ���� ��� �� called an extended vector annotation. The first
component ��� �� is called a vector annotation and the set of
vector annotations constitutes the complete lattice,

���
� � � ��� ���� � � � 
� � � � � 
�

�� �� 
 are integers �

in Fig. 1. The ordering(��) of ���
� is defined as : let
���� ���, ���� ��� � ���
�,

���� ��� �� ���� ��� iff �� � �� and �� � ��


For each extended vector annotated literal � � ���� ��� ��,
the integer � denotes the amount of positive information
to support the literal � and the integer � denotes that of
negative one. The second component � is an index of fact
and deontic notions such as obligation, and the set of the
second components constitutes the complete lattice,

�� � ��� �� �� �� 	�� 	�� 	��
�


The ordering (��) of �� is described by the Hasse’s diagram
in Fig. 1. The intuitive meaning of each member of �� is

� (unknown)� � (fact)� � (obligation)�

� (non-obligation)� 	� (fact and obligation)�

	� (obligation and non-obligation)�

	� (fact and non-obligation)� 
 (inconsistency)


Then the complete lattice ���
� of extended vector anno-
tations is defined as the product ���
� � ��. The ordering
(��) of ���
� is defined: let ����� ���� ���, ����� ���� ��� � ��,

����� ���� ��� �� ����� ���� ��� iff

���� ��� �� ���� ��� and �� �� ��


There are two kinds of epistemic negation (�� and ��)
in EVALPSN, both of which are defined as mappings over
���
� and ��, respectively.

Definition 1 (epistemic negations �� and �� in EVALPSN)

������� ��� ��� � ���� ��� ��� 
� � ���

������� ������ � ���� ������ ������� ��� ��� � ���� ��� ���

������� ��� ��� � ���� ��� ��� ������� ��� ��� � ���� ��� ���

������� ��� 	��� � ���� ��� 	��� ������� ��� 	��� � ���� ��� 	���

������� ��� 	��� � ���� ��� 	��� ������� ���
�� � ���� ���
�


If we regard the epistemic negations as syntactical oper-
ations, the epistemic negations followed by literals can be
eliminated by the syntactical operations. For example,

���� � ���� ��� ��� � � � ���� ��� �� and

���� � ��	� ��� ��� � � � ��	� ��� ��


There is another negation called strong negation (�) in
EVALPSN, and it is treated as well as classical negation.
Definition 2 (strong negation �) (see [4]) Let � be any
formula and � be �� or ��.

� � ���� � � ��� � � � � ��� � � ��


Definition 3 (well extended vector annotated literal) Let �
be a literal.

� � ���� ��� �� and � � ���� ��� ��

are called well extended vector annotated literals, where
�� � � �	� �� � � � � 
�, and � � � �� �� � �.
Definition 4 (EVALPSN) If ��� � � � � �� are weva-literals,

�� � � � � � ��� � ���� � � � � � � �� � ��

is called an EVALPSN clause. An EVALPSN is a finite set
of EVALPSN clauses.

Here we comment that if the annotations � and � repre-
sent fact and obligation, notions “fact”, “obligation”, “for-
biddance” and “permission” can be represented by extended
vector annotations, ���� ��� ��, ���� ��� ��, ������� ��, and
������� ��, respectively, in EVALPSN, where � is a non-
negative integer.

III. BEFORE-AFTER EVALPSN

In this section, we review bf-EVALPSN. The details
are found in [10] The reasoning system in bf-EVALPSN
consists of two kinds of inference rules called basic bf-
inference rule and transitive bf-inference rule, which will be
introduced with some simple examples of real-time process
order control in the following sections.

In bf-EVALPSN, a special annotated literal ����� ��� �� �
���� ��� �� called bf-literal whose non-negative integer vector
annotation ��� �� represents the before-after relation between
processes �	� and �	� at time � is introduced. The integer
components � and � of the vector annotation ��� �� represent
the after and before degrees between processes �	�����
and �	�����, respectively, and before-after relations are
represented paraconsistently in vector annotations.
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�� ���

�� ���

Figure 2. Bf-relations Before(be)/After(af)

�

�� �����
�

�� �����

Figure 3. Bf-relations Disjoint Before (db)/After (da)

Definition 5(bf-EVALPSN)
An extended vector annotated literal ����� �� � �� � ���� ��� �� is
called a bf-EVALP literal or a bf-literal for short, where ��� ��
is a vector annotation and � � ��� �� ��. If an EVALPSN
clause contains bf-EVALP literals, it is called a bf-EVALPSN
clause or just a bf-EVALP clause if it contains no strong
negation. A bf-EVALPSN is a finite set of bf-EVALPSN
clauses.

We provide a paraconsistent before-after interpretation for
vector annotations representing bf-relations in bf-EVALPSN,
and such a vector annotation is called a bf-annotation.
Exactly speaking, bf-relation has fifteen meaningful kinds
according to bf-relations between each start/finish time of
two processes in bf-EVALPSN. Let us start from the most
basic bf-relations in bf-EVALPSN.
Before (be)/After (af)
are defined according to the bf-relation between each start
time of two processes. If one process has started before/after
another one starts, then the bf-relations between them are
defined as “before/after”, which are represented in Fig. 2.

We introduce other kinds of bf-relations as well as before
(be)/after (af). The original idea of the classification of
process before-after relations has introduced in [1].
Disjoint Before (db) /After (da)
are defined as there is a time lag between the earlier process
finish time and the later one start time, which are described
in Fig. 3.
Immediate Before (mb)/After (ma)
are defined as there is no time lag between the earlier process
finish time and the later one start time, which are described
in Fig. 4.
Joint Before (jb)/After (ja)
are defined as two processes overlap and the earlier pro-
cess had finished before the later one finished, which are
described in Fig. 5.
S-included Before (sb), S-included After (sa)

�

�� ��

���
�

�� �����

Figure 4. Bf-relations Immediate Before(mb)/After(ma)

�

�� �����

�

�� �����

Figure 5. Bf-relations, Joint Before/After

�
xs xfPri

�
ys yfPrj

Figure 6. Bf-relations S-included Before(sb)/After(sa)

are defined as one process had started before another one
started and they have finished at the same time, which are
described in Fig. 6.
Included Before (ib)/After (ia)
are defined as one process had started/finished before/after
another one started/finished, which are described in Fig. 7.
F-included Before (fb)/After (fa)
are defined as the two processes have started at the same time
and one process had finished before another one finished,
which are described in Fig. 8.
Paraconsistent Before-after (pba)
is defined as two processes have started at the same time
and also finished at the same time, which is described in
Fig. 9.

The epistemic negation over bf-annotations, be, af, db,
da, mb, ma, jb, ja, ib, ia, sb, sa, fb, fa, pba is defined
and the complete lattice of bf-annotations is shown in Fig.
10.
Definition 6 (Epistemic Negation �� for Bf-annotations)
The epistemic negation �� over the bf-annotations is ob-
viously defined as the following mappings :

������ � ��� ������ � ��� ������ � ���

������ � ��� ������ � ��� ������ � ���

������ � ��� ������ � ��� ������ � ���

������ � ��� ���	�� � 	�� ���	�� � 	��

������ � ��� ������ � ��� ���
��� � 
��


�

�� �����

�

�� �����

Figure 7. Bf-relations Included Before (ib)/After (ia)

�
xs xfPri

�
ys yfPrj

Figure 8. Bf-relations F-included Before(fb)/After(fa)
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�
xs xfPri

�
ys yfPrj

Figure 9. Bf-relation, Paraconsistent Before-after

Therefore, each bf-annotation can be translated into vector
annotatations as bf� ��� 
�, db� ��� 	��, mb� �	� 		�, jb�
��� 	��, sb� ��� ��, ib� �
� 
�, fb� ��� ��, pba� ��� ��.
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Figure 10. The Complete Lattice �������� of Bf-annotations

IV. REASONING SYSTEM IN BF-EVALPSN

In this section, we introduce the bf-relation reasoning
system in bf-EVALPSN, which consists of two kinds of
inference rules called basic bf-inference rules and transitive
bf-inference rules.

A. Basic Before-after Inference Rule

In order to represent basic bf-inference rules in bf-
EVALPSN, we newly introduce two literals:
������ ��, which is intuitively interpreted that process �	�

starts at time �, and
������ ��, which is intuitively interpreted that process �	�

finishes at time �,
which are used for expressing process start/finish informa-
tion and have one of the vector annotations, ��� ��, t�	� ��,
f��� 	�, �	� 	�, where annotations t and f can be intuitively
interpreted as “true” and “false”, respectively.

Here we introduce the first group of basic bf-inference
rules to be applied at the initial stage, which are called ��� ��-
rules.

(0,0)-rules
Suppose that no process has started yet and the vector
annotation of bf-literal ����� �� � �� is ��� ��, which shows
that there is no knowledge in terms of the bf-relation

between processes �	� and �	� .
��� ��-rule-1 If process �	� started before process �	� starts,
then the vector annotation ��� �� of bf-literal ��� �� �� � ��
should turn to bf-annotation be��� 
�.
��� ��-rule-2 If both processes �	� and �	� have started at
the same time, then the vector annotation ��� �� of bf-literal
����� �� � �� should turn to ��� ��.

Basic bf-inference rules ��� ��-rule-1 and 2 can be trans-
lated into the bf-EVALPSN clauses,

����� �� � �� � ���� ��� �� � ������ �� � ��� ��� � ����� � �� � ��� ��

� ����� �� � �� � ���� 
�� ��� (1)

����� �� � �� � ���� ��� �� � ������ �� � ��� �� � ����� � �� � ��� ��

� ����� �� � �� � ���� ��� ��
 (2)

Next, suppose that one of basic bf-inference rules ��� ��-
rule-1 and 2 has been applied, then the vector annotation of
bf-literal ����� �� � �� should be ��� 
� or ��� ��. Therefore, we
have the following two groups of basic bf-inference rules to
be applied after basic bf-inference rules ��� ��-rule, which
are called ��� 
�-rules and ��� ��-rules.

(0,8)-rules
Suppose that the vector annotation of bf-literal ��� �� �� � ��
is be��� 
�. Then we have the following bf-inference rules
to be applied after basic bf-inference rule ��� ��-rule-1.
��� 
�-rule-1 If process �	� has finished before process
�	� starts, and process �	� starts immediately after process
�	� finished, then the vector annotation ��� 
� of bf-literal
����� �� � �� should turn to mb�	� 		�.
��� 
�-rule-2 If process �	� has finished before process
�	� starts, and process �	� has not started immediately after
process �	� finished, then the vector annotation ��� 
� of bf-
literal ����� �� � �� should turn to db��� 	��.
��� 
�-rule-3 If process �	� starts before process �	�
finishes, then the vector annotation ��� 
� of bf-literal
����� �� � �� should turn to ��� 
� that is the greatest lower
bound of the bf-annotations, jb��� 	��, sb��� ��, ib�
� 
�.
Basic bf-inference rules ��� 
�-rule-1,2 and 3 can be trans-
lated into the bf-EVALPSN clauses,

����� �� � �� � ���� 
�� �� � ������ �� � ��� �� � ����� � �� � ���

� ����� �� � �� � ��	� 		�� ��� (3)

����� �� � �� � ���� 
�� �� � ������ �� � ��� ��� � ����� � �� � ���

� ����� �� � �� � ���� 	��� ��� (4)

����� �� � �� � ���� 
�� ��� � ������ �� � ��� �� � ����� � �� � ��� ��

� ����� �� � �� � ���� 
�� ��
 (5)

(5,5)-rules
Suppose that the vector annotation of bf-literal ��� �� �� � ��
is ��� ��. Then we have the following bf-inference rules to
be applied after basic bf-inference rule ��� ��-rule-2.
��� ��-rule-1 If process �	� has finished before process
�	� finishes, then the vector annotation ��� �� of bf-literal
����� �� � �� should turn to sb��� ��.
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��� ��-rule-2 If both processes �	� and �	� have finished
at the same time, then the vector annotation ��� �� of bf-
literal ����� �� � �� should turn to pba��� ��.
��� ��-rule-3 If process �	� has finished before process
�	� finishes, then the vector annotation ��� �� of bf-literal
����� �� � �� should turn to sa��� ��.

Basic bf-inference rules ��� ��-rules-1,2 and 3 can be
translated into the bf-EVALPSN clauses,

����� �� � �� � ���� ��� �� � ������ �� � ��� ��� � ����� � �� � ��� ��

� ����� �� � �� � ���� ��� ��� (6)

����� �� � �� � ���� ��� �� � ������ �� � ��� �� � ����� � �� � ��� ��

� ����� �� � �� � ���� ��� ��� (7)

����� �� � �� � ���� ��� ��� � ������ �� � ��� �� � ����� � �� � ��� ��

� ����� �� � �� � ���� ��� ��
 (8)

If one of basic bf-inference rules ��� ��-rule-1,2 and 3,
and ��� 
�-rule-1 and 2 has been applied, then complete bf-
relations such as jb��� 	��/ja�	�� �� should be inferred.
On the other hand, if basic bf-inference rule ��� 
�-rule-
3 has been applied, no complete bf-annotation could be
inferred. Therefore, a group of basic bf-inference rules called
��� 
�-rules should be considered after basic bf-inference
rule ��� 
�-rule-3.

(2,8)-rules
Suppose that the vector annotation of bf-literal ��� �� �� � ��
is ��� 
�. Then we have the following bf-inference rules to
be applied after basic bf-inference rule ��� 
�-rule-3.
��� 
�-rule-1 If process �	� finished before process �	�
finishes, then the vector annotation ��� 
� of bf-literal
����� �� � �� should turn to jb��� 	��.
��� 
�-rule-2 If both processes �	� and �	� have finished
at the same time, then the vector annotation ��� 
� of bf-
literal ����� �� � �� should turn to fb��� ��.
��� 
�-rule-3 If process �	� has finished before �	�
finishes, then the vector annotation ��� 
� of bf-literal
����� �� � �� should turn to ib�
� 
�.

Basic bf-inference rules ��� 
�-rule-1,2 and 3 can be
translated into the bf-EVALPSN clauses,

����� �� � �� � ���� 
�� �� � ������ �� � ��� ��� � ����� � �� � ��� ��

� ����� �� � �� � ���� 	��� ��� (9)

����� �� � �� � ���� 
�� �� � ������ �� � ��� �� � ����� � �� � ��� ��

� ����� �� � �� � ���� ��� ��� (10)

����� �� � �� � ���� 
�� ��� � ������ �� � ��� �� � ����� � �� � ��� ��

� ����� �� � �� � ��
� 
�� ��
 (11)

The application orders of all basic bf-inference rules are
summarized in Table I.

B. Transitive Before-after Inference Rule

Here we introduce another kind of bf-inference rules,
transitive bf-inference rule.

Table I
APPLICATION ORDERS OF BASIC BF-INFERENCE RULES

vector rule vector rule vector rule vector
rule-1 ��� ���
rule-2 ��� ���

rule-1 ��� �� rule-1 ��� ���
��� �� rule-3 ��� �� rule-2 ��� ��

rule-3 �	� ��
rule-1 �
� ��

rule-2 �
� 
� rule-2 ��� ��
rule-3 ��� 
�

Suppose that there are three processes �	�,�	� and �		
starting sequentially, then we consider to reason the vector
annotation of bf-literal ����� �	� �� from those of bf-literals
����� �� � �� and ���� � �	� �� transitively. First of all, we will
show a simple example for forming transitive bf-inference
rules as introduction.
Example 1
Suppose that both processes �	� and �	� have already
started at time � but process �		 has not started yet as shown
in Fig. 11, then we have obtained the vector annotation
��� 
� of bf-literal ����� �� � �� by basic bf-inference rule
��� 
�-rule-3 and the vector annotation ��� 
� of bf-literal
���� � �	� �� by basic bf-inference rule ��� ��-rule-1. Then
obviously the vector annotation of bf-literal ��� �� �	� �� is
reasoned as bf-annotation be��� 
�. Thus, we may obtain the
following bf-EVALP clause as a transitive bf-inference rule,

����� �� � �� � ���� 
�� �� � ���� � �	� �� � ���� 
�� ��

� ����� �	� �� � ���� 
�� ��� � � ��� �� ��


���

�

� ��

���

Figure 11. Process Time Chart Ex-3

Here we list all transitive bf-inference rules. The details
of how to construct transitive bf-inference rules are in [10]
For simplicity, we represent a transitive bf-inference rule,

����� �� � �� � ��
�� 
��� �� � ���� � �	� �� � ��
�� 
��� ��

� ����� �	� �� � ��
�� 
��� ��

by only vector annotations and logical connectives, � and
�, as follows: �
�� 
�� � �
�� 
�� � �
�� 
�� in the list of
transitive bf-inference rules.

Transitive Bf-inference Rules

��� ��� �� � ��� �� � ��� ��
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��� ��� 
� � ��� ��� ��� 
�

���� � ��� 	�� � ��� ��� ��� 	��

���� � �	� 		� � ��� 
�� ��� 	��

���� � �	� 		� � ��� ��� �	� 		�

���� � ��� 
� � ��� 
� � ��� 
�

���� �� � ��� 	�� � ��� 
�� ��� 	��

���� �� � �
� 
� � ��� 	��� ��� 
� (12)

���� �� � ��� 
� � ��� 
� � ��� 
�

���� �� �� � ��� 	�� � ��� 
� � ��� 	��

���� �� �� � �
� 
� � ��� 	��� ��� 
� (13)

���� �� �� � ��� 
� � �
� 
�� �
� 
�

���� �� �� � ��� �� � ��� 	��� ��� 	��

���� �� �� � ��� 	�� � �
� 
� � ��� ��

���� �� �� 	 �
� 
� � ��� ��� �
� 
�

���� �� �� 
 ��� �� � ��� ��� ��� ��

���� �� � ��� �� � ��� 	��� ��� 	��

���� �� � ��� 	�� � ��� 
�� �	� 		�

���� �� 	 �
� 
� � �	� 		�� ��� 
� (14)

���� �� 
 ��� �� � �	� 		�� �	� 		�

���� � ��� 
� � ��� �� � ��� 
�

���� �� � �
� 
� � ��� �� � ��� 
� (15)

���� �� � ��� 
� � ��� �� � �
� 
�

���� �� � ��� �� � ��� �� � ��� 	��

���� �� � ��� 	�� � ��� ��� ��� ��

��� ��� �� � ��� 
�� ��� 
�

���� � ��� �� � ��� 
� � ��� 	��

���� � ��� �� � ��� 	��� ��� 
� (16)

���� � ��� �� � ��� 
� � ��� 
�

���� �� � ��� �� � ��� 
� � ��� 	��

���� �� � ��� �� � ��� 	��� ��� 
� (17)

���� �� � ��� �� � �
� 
� � �
� 
�

���� �� � ��� �� � ��� �� � �
� 
�

���� � ��� �� � ��� 
� � �	� 		�

���� � ��� �� � �	� 		�� ��� 
� (18)

��� ��� �� � ��� ��� ��� ��

���� � ��� �� � ��� �� � ��� �� (19)

���� � ��� �� � ��� �� � ��� ��

Note : the bottom vector annotation ��� �� in the list
of transitive bf-inference rules implies that any bf-EVALP
clause ���� � �	� �� � ��
���� �� satisfies it.

Here we indicate two important points in terms of transi-
tive bf-inference rules.
(I) The number chain 1-4-3 of transitive bf-inference rule
TR1-4-3 show the rule applicable order, that is to say, rule

TR1-4-3 should be applied after rule TR1-4 and rule TR1-4
should be applied after TR1, if they are applicable.
(II) Transitive bf-inference rules, TR1-4-2 (12), TR2-2
(16), TR1-4-3-2 (13), TR2-3-2 (17), TR1-4-6 (14), TR2-5
(18), TR1-5-1 (15), TR3-1 (19) have no following rule to
be applied at the following stage, even though they cannot
derive the final bf-relations. For example, suppose that rule
TR1-4-3-2 has been applied, then the vector annotation
��� 
� of the bf-literal ����� �	� �� just implies that the final
bf-relation between processes �	� and �		 is one of three
bf-annotations, jb��� 	��, sb��� �� and ib�
� 
�. Therefore,
if one of the eight transitive bf-inference rules has been
applied, one of basic bf-inference rules ��� 
�-rule, ��� 
�-
rule or ��� ��-rule should be applied for deriving the final bf-
annotation. For instance, if rule TR1-4-3-2 has been applied,
basic bf-inference rule ��� 
�-rule should be applied at the
following stage.

V. APPLICATION OF BF-EVALPSN TO PIPELINE

PROCESS ORDER VERIFICATION

In this section, we present a simple example for applying
the bf-relation reasoning system in bf-EVALPSN to process
order verification.

�

�� ��

��

���

�

�� ��

��
�

��� �

�� ��

��

�

�� ��

��
�

��� �

��

�

���

���

��

�

Figure 12. Pipeline Network

PIPELINE-1

PIPELINE-2

�� �� �� �� ��

�
���

�
���

�
���

�
���

Figure 13. Pipeline Process Schedule

Example 2
We consider a simple brewery pipeline network in Fig. 12,
which consists of four tanks, ���,��,��,���; five pipes,
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����,���,���,���,����; two valves, ���� ���. Two kinds
of pipeline cleaning processes by nitric acid and cold water,
respectively, are supposed to be processed after brewery
processes, and the following four processes in the brewery
pipeline network are scheduled according to the time chart
in Fig. 13:

� process �	� (brewery process 1), beer is transfered in
the pipeline,

�� � ��� � �� � ��� � ���

� process �	� (cleaning process 1), the pipeline,

�� � ��� � �� � ��� � �� � ����

is cleaned by nitric acid;
� process �	� (cleaning process 2), the pipeline,

�� � ��� � �� � ��� � �� � ���

is cleaned by cold water;
� process �	� (brewery process 2), beer is transfered in

the pipelines,

�� � ��� � �� � ��� � ���

�� � ��� � �� � ��� � �� � ��� � ��

with mixing beer at valve ��.

Moreover the pipeline system has four safety properties
��� � ��� � �� 	� �� �� to be strictly secured in terms of
process order.
SPR-0 process �	� must start before any other processes,
and process �	� must finish before process �	� finishes.
SPR-1 process �	� must start after process �	� starts.
SPR-2 process �	� must start immediately after process
�	� finishes.
SPR-3 process �	� must start immediately after processes
�	� and �	� finish.

Our safety verification system consists of the following
three steps:
STEP 1 in order to verify the safety of process order, the
safety properties should be translated into bf-EVALPSN and
stored.
STEP 2 the before-after relations between processes at
each time should also be translated into bf-EVALP clauses
and added to the stored bf-EVALPSN in the previous step.
STEP 3 the safety of starting a process is verified as bf-
EVALPSN logic programming at each time.

We introduce the above safety verification steps with the
pipeline process order. First of all, the safety properties are
translated. Safety property SPR-0 can be translated into

the bf-EVALPSN clauses,

� ����� ��� �� � ���� 
�� �� � ������ �� � ��� ��� (20)

� ����� ��� �� � ���� 
�� �� � ������ �� � ��� ��� (21)

� ����� ��� �� � ���� 
�� �� � ������ �� � ��� ��� (22)

������ �� � ��� �� � ������ �� � ��� �� � ������ �� � ��� ��

� ������ �� � ��� ��� (23)

� ������ �� � ��� �� � ������ �� � ��� ��� (24)

where bf-EVALPSN clauses (20),(21) and (22) declare that
if process �	� has not started before any other processes,
it should be forbidden to start processes �	��� � 	� �� ��;
the bf-EVALPSN clause (23) declares that if each process
�	��� � 	� �� �� is forbidden from starting, it should be
permitted to start process �	�; and the bf-EVALPSN clause
(24) declares that if there is no forbiddance from finishing
process �	�, it should be permitted to finish process �	�.

Safety property SPR-1 can be translated into the EVALP
-SN clauses,

� ������ �� � ��� �� � ������ �� � ��� ��� (25)

� ������ �� � ��� �� � ������ �� � ��� ��� (26)

where EVALPSN clauses (25) and (26) declare that if there
is no forbiddance from starting and finishing process �	 �,
respectively, it should be permitted to start and finish process
�	�.

Safety property SPR-2 can be translated into the bf-
EVALPSN clauses,

� ����� ��� �� � ��		� ��� �� � ������ �� � ��� ��� (27)

� ������ �� � ��� �� � ������ �� � ��� ��� (28)

� ����� ��� �� � ��	�� ��� �� � ������ �� � ��� ��� (29)

� ������ �� � ��� �� � ������ �� � ��� ��� (30)

where bf-EVALPSN clause (27) declares that if process
�	� has not finished before process �	� starts, it should
be forbidden to start process �	�; the vector annotation
�		� �� of bf-literal ����� ��� �� is the greatest lower bound
of the set ����	�� ��� ���		� 	��, which implies that process
�	� has finished before process �	� starts in either way;
EVALPSN clauses (28) and (30) declare that if there is
no forbiddance from starting and finishing process �	 �,
it should be permitted to start and finish process �	�,
respectively; and bf-EVALPSN clauses (29) declares that if
process �	� has not finished before process �	� finishes, it
should be forbidden to finish process �	�.

Safety property SPR-3 can be translated into the bf-
EVALPSN clauses,

� ����� ��� �� � ��		� ��� �� � ������ �� � ��� ��� (31)

� ����� ��� �� � ��		� ��� �� � ������ �� � ��� ��� (32)

� ����� ��� �� � ��		� ��� �� � ������ �� � ��� ��� (33)

� ������ �� � ��� �� � ������ �� � ��� ��� (34)

� ������ �� � ��� �� � ������ �� � ��� ��� (35)
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where bf-EVALPSN clauses (31),(32) and (33) declare that
if none of processes �	��� � �� 	� �� has not finished, it
should be forbidden to start process �	�; and bf-EVALPSN
clauses (34) and (35) declare that if there is no forbiddance
from starting and finishing process �	�, it should be per-
mitted to start and finish process �	�, respectively.

Now we show how the process order verification in bf-
EVALPSN is carried out at time ��, � � � , time �� accord-
ing to the process schedule in Fig. 13. Five bf-relations
between processes �	�, �	�, �	� and �	�, which are repre-
sented by bf-literals, ����� ��� ��, ����� ��� ��, ����� ��� ��,
����� ��� �� and ����� ��� �� are verified based on safety
properties SPR-0, SPR-1, SPR-2 and SPR-3 in bf-EVALPSN.
Stage 0 (at time ��) no process has started at time ��, thus,
the bf-EVALP clauses,

����� ��� ��� � ���� ��� ��� (36)

����� ��� ��� � ���� ��� ��� (37)

����� ��� ��� � ���� ��� �� (38)

are obtained; also the bf-EVALP clauses,

����� ��� ��� � ���� ��� ��� (39)

����� ��� ��� � ���� ��� �� (40)

are obtained by rule TR0; then bf-EVALP clauses (36)
and (39) satisfy each body of bf-EVALPSN clauses (20),
(21) and (22), respectively, therefore, the forbiddance from
starting each process �	��� � 	� �� ��,

������ ��� � ��� ��� (41)

������ ��� � ��� ��� (42)

������ ��� � ��� �� (43)

are derived; moreover as bf-EVALP clauses (41), (42) and
(43) satisfy the body of bf-EVALP clause (23), the permis-
sion for starting process �	�,

������ ��� � ��� ��

is derived; therefore, process �	� is permitted to start.
Stage 1 (at time ��) process �	� has already started but
all other processes �	��� � 	� �� �� have not started yet; then
the bf-EVALP clauses,

����� ��� ��� � ���� 
�� ��� (44)

����� ��� ��� � ���� ��� ��� (45)

����� ��� ��� � ���� ��� �� (46)

are obtained, where bf-EVALP clause (44) is derived by
��� ��-rule-1; moreover the bf-EVALP clauses,

����� ��� ��� � ���� 
�� ��� (47)

����� ��� ��� � ���� 
�� �� (48)

are obtained by rule TR1; as bf-EVALP clause (44) does
not satisfy the body of bf-EVALPSN clause (20), the for-
biddance from starting process �	�,

������ ��� � ��� �� (49)

cannot be derived; then, as there is not the forbiddance (49),
the body of bf-EVALPSN clause (25) is satisfied, and the
permission for starting process �	�,

������ ��� � ��� ��

is derived; on the other hand, as bf-EVALP clauses (47) and
(48) satisfy the body of bf-EVALPSN clauses (27) and (31),
respectively, the forbiddance from starting both processes
�	� and �	�,

������ ��� � ��� ��� and ������ ��� � ��� ��

are derived; therefore, process �	� is permitted to start.
Stage 2 (at time ��) process �	� has just finished and
process �	� has not finished yet; then the bf-EVALP clauses,

����� ��� ��� � ��
� 
�� ���

����� ��� ��� � ��	� 		�� ���

����� ��� ��� � ���� 
�� ��

are derived by ��� 
�-rule-3, ��� 
�-rule-2 and ��� ��-rule-1,
respectively; moreover the bf-EVALP clauses,

����� ��� ��� � ���� 
�� ��� (50)

����� ��� ��� � ���� 	��� �� (51)

are obtained by rules TR1-4-6 and TR1-2, respectively; then,
as bf-EVALP clauses (50), (50) and (50) do not satisfy the
body of bf-EVALPSN clause (27), the forbiddance from
starting process �	�,

������ ��� � ��� �� (52)

cannot be derived; as there is not the forbiddance (52),
it satisfies the body of bf-EVALPSN clause (28), and the
permission for starting process �	�,

������ ��� � ��� ��

is derived; on the other hand, as bf-EVALP clause (51) sat-
isfies the body of bf-EVALPSN clause (31), the forbiddance
from starting process �	�,

������ ��� � ��� ��

is derived; therefore, process �	� is permitted to start,
however, process �	� is still forbidden from starting.
Stage 3 (at time ��) process �	� has finished, process
�	� has not finished yet, and process �	� has not started
yet; then the bf-EVALP clauses,

����� ��� ��� � ��
� 
�� ���

����� ��� ��� � ��	� 		�� �� and

����� ��� ��� � ���� 
�� ���
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which have the same vector annotations as the previous stage
are obtained; moreover the bf-EVALP clauses,

����� ��� ��� � ���� 	��� ��� (53)

����� ��� ��� � ���� 	��� �� (54)

are obtained, where bf-EVALP clause (53) is derived by
��� 
�-rule-1; then bf-EVALP clause (53) satisfies the body
of bf-EVALP clause (33), and the forbiddance from starting
process �	�,

����� ��� � ��� ��

is derived; therefore, process �	� is still forbidden from
starting because process �	� has not finished yet at this
stage.
Stage 4 (at time ��) process �	� has just finished and
process �	� has not started yet; then the bf-EVALP clauses,

����� ��� ��� � ��
� 
�� ��� (55)

����� ��� ��� � ��	� 		�� ��� (56)

����� ��� ��� � ��	� 		�� ��� (57)

����� ��� ��� � ���� 	��� ��� (58)

����� ��� ��� � ���� 	��� �� (59)

are obtained; the bf-EVALP clause (57) is derived by ��� 
�-
rule-2; moreover, as bf-EVALP clauses (55), (58) and (59)
do not satisfy the bodies of bf-EVALP clauses (31), (32) and
(33), the forbiddance from starting process �	�,

������ ��� � ��� �� (60)

cannot be derived; as there is not the forbiddance (60),
the body of bf-EVALPSN clause (34) is satisfied, and the
permission for starting process �	�,

������ ��� � ��� ��

is derived; therefore, process �	� is permitted to start
because processes �	�, �	� and �	� have finished.

VI. CONCLUSION

In this paper, we have introduced a logical reasoning
system for before-after relations between processes (time
intervals) based on a paraconsistent annotated logic program
bf-EVALPSN, which consists of two groups of inference
rules in bf-EVALPSN called basic and transitive bf-inference
rules.

As related work, an interval temporal logic has been pro-
posed for developing practical planning and natural language
understanding systems in Allen [1], [2]. In his logic, before-
after relations between two time intervals are represented in
special predicates and treated in a framework of first order
temporal logic. On the other hands, in our bf-EVALPSN
before-after reasoning system, before-after relations between
processes are regarded as paraconsistency and represented
more minutely in vector annotations of the special literal
����� �� � �� called bf-literal, and treated in the framework

of annotated logic programming. Moreover an efficient real-
time before-after relation reasoning mechanism called tran-
sitive bf-inference is implemented in our system. Therefore,
we would like to conclude that our bf-EVALPSN before-
after relation reasoning system is more suitable for dealing
with process order safety verification and control in real-
time, with considering its hardware implementation such as
on microchips.

Our system has a lot of applications though, our future
work focuses on its application to logical design for various
process order control systems based on the safety verifica-
tion.
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Abstract— In this paper, a secure communication system 

composed of four chaotic oscillators is proposed. Two of these 

oscillators are unidirectionally coupled and employed as 

transmitter and receiver. The other two oscillators are 

indirectly coupled and are employed as keystream generators. 

The novelty lies in the generation of the same chaotic 

keystream both in the transmitter and receiver side for 

encryption and decryption purposes. We show, in particular, 

that it is possible to synchronize the two keystream generators 

even though they are not directly coupled. So doing, an 

estimation of the keystream is obtained allowing decrypting the 

message. The main feature of the proposed communication 

scheme is that the keystream cannot be generated with the sole 

knowledge of the transmitted chaotic signal, hence making it 

very secure. The performance of the proposed communication 

scheme is shown via simulation using the Chua and Lorenz 

oscillators. 

Keywords- Chaotic communication systems; chaotic 

synchronization; Lorenz System; Chua System 

I.  INTRODUCTION 

The importance of chaotic synchronization for the 

development of secure communication systems is well-

understood by now [1-6]. In recent years, various chaotic 

synchronization methods have been proposed [3-5, 7, 8] 

together with a number of modulation methods for chaotic 

communication systems such as chaotic masking [1, 5], 

parameter modulation techniques [5], chaotic shift keying 

[2, 5], just to mention a few. Each of these methods requires 

chaotic synchronization for message extraction at the 

receiver side. On the other hand, different attacks methods 

have been derived in order to test the security of the 

modulation methods; namely the non-linear dynamics 

forecasting [9, 10], return maps analysis [11], artificial 

neural network analysis [12] and so on. As a result, methods 

like chaotic masking, parameter modulation techniques and 

chaotic shift keying were found not to be secure. Other 

proposed methods based on the projective synchronization 

[13], phase synchronization [14], generalized synchronized 

[15] were broken as well [16, 17]. Methods based on the 

time delay or the hyperchaos were also looked upon for 

increasing the security but they too were found not to be 

entirely convincing [18, 19]. Therefore, there is a need of 

developing a method which will resist all the attack 

methods. 

In [6], a method based on encryption technique was 

proposed, where a different output from chaotic transmitter 

which was transmitted in the channel was used as a 

keystream to encrypt the message signal. The encrypted 

message signal masked with another output of the chaotic 

oscillator was employed as the transmitted signal. It was 

claimed that since the intruder could not get hold of the 

keystream, it was impossible for the attackers to extract the 

message.  Unfortunately a later work done by Parker and 

Short [20] showed that it was still possible to extract the 

keystream from the transmitted chaotic signal since the 

keystream carried the information of the dynamics of the 

transmitter. In fact, since, both the carrier and keystream 

were the outputs of same oscillator; the carrier held the 

dynamics of the keystream as well. Therefore, it was 

impossible to hide the dynamics of the keystream from 

intruders, as a signal has to be transmitted from the 

transmitter to the receiver for synchronization and message 

transmission purpose. However, since the principle of the 

method proposed in [6] is nevertheless interesting, there is a 

real incentive for finding ways for improving the method by 

eliminating its shortcomings. 

In effect, in this paper, based on the spirit of the work in 

[6], we propose a new chaotic communication scheme 

composed of four chaotic oscillators. Two of those 

oscillators are uni-directionally coupled and employed as 

transmitter and receiver. The other two oscillators are 

indirectly coupled and are employed as keystream 

generators. The key idea therefore is to generate a chaotic 

carrier signal from one oscillator while a chaotic keystream 

is generated from another chaotic oscillator. A suitable 

encryption rule is employed in order to encrypt the message 

using the generated keystream. The encrypted message is 

then modulated with the chaotic carrier in order to generate 

the transmitted signal.  As a result, the transmitted signal 

does not contain the dynamics of the keystream oscillator, 

hence making it difficult for intruders to generate the 

keystream with the sole knowledge of the transmitted 

chaotic signal. At the receiver, the same keystream is 

generated and a decryption rule is applied to the recovered 
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encrypted message signal that has been obtained from 

chaotic synchronization.  However, this scheme gives rise to 

an interesting question: Is it possible to synchronize two 

independent chaotic oscillators such that they generate 

same required keystream? It will be shown in the next 

section that, under some assumptions, it is still possible to 

synchronize two chaotic oscillators even though they are not 

uni-directionally coupled.  

An outline of the paper is as follow:  In Section II, the 

main methodology of the proposed technique is explained. 

In addition, indirect coupled synchronization is proven for a 

class of chaotic systems. In Section III, the proposed 

synchronization and secure chaotic communication scheme 

are implemented using the Lorenz system and Chua's 

system. In Section IV, simulation is carried out and results 

are outlined to show the performance of the proposed 

communication scheme. Finally, in Section V, concluding 

remarks are made. 

II. THE PROPOSED COMMUNICATION SYSTEM 

The proposed chaotic communication scheme, based on 

cryptography, is shown in Fig. 1. The novelty here lies in 

the generation of the keystream. The chaotic transmitter (T) 

is first used to generate two output signals, y1(t) and y2(t). 

The signal y1(t) is used for modulation purpose while output 

y2(t) is used to drive chaotic oscillator (A) whose structure is 

different from the transmitter (T). The output k(t) of key 

generator (A) is used as a keystream to encrypt the  message 

m(t) using an  encryption rule     . The resulting encrypted 

signal         is masked using y1(t) yielding the 

transmitted signal yt(t). The output yt(t) is fed back into the 

transmitter in the form of an output injection with the aim of 

cancelling the effect of non-linearity while performing 

synchronization at the receiver side. The modulated 

transmitted signal yt(t) is sent through the channel to the 

receiver.  

At the receiver end, upon receiving the signal   
    , the 

chaotic receiver (R) - which is similar in structure to the 

transmitter (T) - permits to obtain an estimate  ̂     and 

 ̂    of the signals y1(t) and y2(t) respectively by 

synchronization. This can be done by using any techniques 

existing in the literature such as observers, etc [3, 4, 7, 8]. 

The signals  ̂     and   
     are used to generate an estimate 

 ̂       of the encrypted signal        . The estimate 

 ̂     is used to drive the chaotic key generator (B) - which 

is similar in structure to generator (A) – and which yields 

the keystream estimate  ̂ (t).  Consequently, the message 

m(t) can be recovered by using the decryption rule       . 

Note that since, the chaotic key generators (A) and (B) 

are driven by y2(t) and  ̂     respectively, an indirect 

coupled synchronization is required between these two 

chaotic oscillators. Also, y2(t) and  ̂     are outputs of 

chaotic transmitter (T) and receiver (R) respectively and 

will be equal once synchronization is achieved. Intuitively, 

one would expect this synchronization to take place. 

However, in what follows this will be proven 

mathematically for a class of chaotic systems.  

The important part of this method is the generation of the 

keystream. No information regarding the keystream is 

transmitted in the channel. In [6], it was possible to estimate 

the particular state which was used as keystream (as shown 

in [20]) since the state that was transmitted in the channel 

had some information of the dynamics of the keystream as 

they were the state variables of same chaotic oscillator.  

In contrast, in this method, the keystream is generated 

from a chaotic oscillator with a totally different structure. It 

will not be possible to estimate the dynamics of the chaotic 

key generator from the signal being transmitted in the 

channel by using the method mentioned in [20]. Even if the 

intruder manages to get hold of the encrypted signal from 

the transmitted signal, without the knowledge of keystream, 

the message signal can’t be decrypted back. Therefore, a 

secure communication link can be realized by implementing 

the proposed method. 

Based on the communication scheme illustrated by Fig. 1, 

we assume that the transmitter oscillator (T) described by a 

dynamical system of the following form:  




















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:)T(
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22
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kmeyy

xhy

xhy

ytgxyx

t

tt


 (1) 

where the state      with initial condition        . 

The outputs of the oscillator       and     . The 

matrix F is of appropriate dimension while h1 and h2 are 

analytical vector functions. The signal      is the 

transmitted signal where      is the encryption function 

using key k(t) and the function g is a smooth bounded 

function of time. 

The keystream k(t) is generated using another chaotic 

oscillator of similar form: 









),(

)(A
:)A(

22

zhk

t,ybzz
 (2) 

 which is driven by the output       . Here,      (q is not 

necessarily equal to n),     is the keystream, h is an 

analytical vector function and b2 is a smooth bounded 

function of time. It is assumed that the channel is perfect 

and that no distortion of the transmitted signal has taken 

place; that is      
 . 

The receiving chaotic oscillator (R) is given by:  















).ˆ(ˆ

)ˆ(ˆ

),(ˆ)(Fˆ

:)R(

22

11

xhy

xhy

ytgxyx tt
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 (3) 
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Fig. 1. Block diagram of the proposed chaotic communication based on cryptography. 

 

Finally, the key generator (B) is given by: 











).ˆ(ˆ

)ˆ(ˆAˆ
:)B(

22

zhk

yt,bzz
 (4) 

 

We shall make the following assumptions: 

A1) There exist symmetric positive definite (SPD) matrices 

P1, P2, Q1 and Q2 such that 

                     
             

A2) The output function       is globally Lipschitzian with 

respect to x. 

The objective is to show that the transmitter (T) and the 

receiver (R) synchronize as well as generators (A) and (B) 

are synchronized with each other even though there is no 

direct link between them. In effect, based on the above 

assumptions, we state the following: 

Theorem 1. Under the assumption A1), there exist two 

constants 0,   such that )0(ˆ)0()(ˆ)( xxetxtx t    

for all 0t . In other words, the receiver (R) synchronizes 

exponentially with the transmitter (T). 

Proof: Let ),(ˆ)()( txtxt   then the error dynamics 

between transmitter (T) and receiver (R) is given by:
 

.)(  tyF  

Owing to assumption A1), a candidate Lyapunov 

function of the above error dynamics can be chosen as: 

.)( 1 P
TV    

 

Differentiating )(V  with respect to time, yields:

  

  .0)()(
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111
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
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QAPPA

PP

T

tt

TT

TT

yy

V





 
Since Q1 is SPD, there exist, 1c , 02 c such that 

.12111  PQP
TTT cc   Consequently,

 
).()( 1  VcV   

Integrating the last equation results in:  

)).0(())(( 1  VetV
tc

  (5) 

Again, since P1 is SPD, there exist 1 , 02   such that 

.211  TTT  P Consequently:  

.)0()(
2

2
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1
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  

In other words: .)0()0()( 2

1

1

2 



 tt

eet
c


  

That is: 

.)0(ˆ)0()(ˆ)( xxetxtx t    

This means that )(ˆ tx  converges to )(tx  exponentially. In 

other words, the receiver (R) synchronizes exponentially 

with the transmitter (T). This completes the proof of 

Theorem 1. 

Theorem 2. Assume that system (A) and (B) satisfies 

assumption A1), then 0)(ˆ)(lim  tztzt . That is, the 

keystream generator (A) synchronizes asymptotically with 

the keystream generator (B). 

Proof: Set ),(ˆ)()( tztzt   then the error dynamics 

between the keystream generator (A) and generator (B) is 

given by:
 

)ˆ,(),( 2222 ytbytb   A  

Now consider the following candidate Lyapunov function 

 2P
TW  . Differentiating W with respect to time yields 
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Now,
  

.)(31 tWW    
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Therefore, 
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From the above inequality, we can see that when t

.0)( t  

This completes the proof of Theorem 2 and therefore (A) 

converges with (B) asymptotically. Once the 

synchronization is obtained between (A) and (B), the 

message can be decrypted by applying the keystream. 

III. APPLICATION OF THE PROPOSED TECHNIQUE USING 

THE CHUA AND THE LORENZ OSCILLATOR 

In this section, the performance of the proposed 

communication system is demonstrated using the Lorenz 

system as the transmitter (T) and the receiver (R). More 

specifically, (T) and (R) are chosen as: 
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(6) 

Again it can easily be seen that (6) are in the form (1) and 

(3) with )( tyF  given as: 
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For these systems Assumption A1 hold true for the 

following choice of matrices 1P  and 1Q : 

where  0,,,,, 321 rblll  , 34
1

2 ll   and 2
4

10 ll


 . 

Remark 1. Note that, at first sight one would expect the 

matrices 1P  and 1Q  to be time dependent since )( tyF  is 

time dependent. However, interestingly, due to the 

particular form of )( tyF  the matrices turn out to be 

constants. 

For the key generating oscillators A and B, the Chua’s 

system is adopted given as below:
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   (7) 

The non-linear function )(f  is a piecewise linear 

function given as: 

).11)((5.0)(   bab GGGf  

Note that 7 are in the form (2) and (4) respectively with 

A  and ),( 22 ytb  given as: 
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It can also be shown that Assumption A1) is satisfied for 

the following matrices 2P  and 2Q : 



















3

2

1

2

00

00

00

l

l

l

P ,

200

0

02

 &

3

21

11

2























l

ll

ll







Q  

where 0,,, 321 lll , ,0,0   32 ll   and .0 2
4

1 ll


  

Finally, it is obvious that A2) is satisfied. For the key 

generating oscillators A and B, the Lorenz system defined 

as is adopted: 

The encryption function (.)e  used is a n-shift cipher 

algorithm given as: (as used in [6]): 

),)()),...,()),(),((((...))(( 111
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tktktktmffftme
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 where (.,.)1f  

is a non-linear function given by:  
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with h being an encryption parameter which is chosen such 

that m and k lie within the interval ],[ hh . 

Once the keystream generator (A) synchronizes 

asymptotically with generator (B), the message )(tm  can be 

recovered using a decryption rule corresponding to the 

encryption rule and which is given by:

 

),)(ˆ)),...,(ˆ)),(ˆ),((ˆ(((...

))((ˆ()(

111

1

nn

r

tktktktmefff

tmeetm

  


 

where )(ˆ tk  is the 

estimated key stream and .ˆ))((ˆ 1yytme t   

In the next section, simulations are carried out using 

Matlab/Simulink and it will be shown that the proposed 

method is able to synchronize satisfactorily and extract the 

message successfully. 
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IV. SIMULATION RESULTS 

The parameters employed in equation (15,16,18 and 19) 

are as follows: 

.05.0,68.0,27.1,0

87.14,10,2.4,6.45,16

0 



dGG

br

ba



 
The encryption parameter h  is chosen to be 3.0  and the 

message ).2sin(1.0)( ttm  Also in encryption rule, a 30-

shift cipher is used. The initial conditions for each oscillator 

are chosen to arbitrarily different. 

Fig. 2 shows the autocorrelation function of the 

keystream signal )(tk . It is clear that the keystream is not 

similar to itself with any amount of time shift so its 

autocorrelation function has only a single spike at point of 

zero time shift. This means the keystream generated is 

chaotic in nature and therefore has limited predictability. 

Fig. 3 shows the encrypted message signal using (21) and 

signal )(tk  as keystream. Fig. 4 depicts the transmitted 

chaotic carrier and it can be seen that message signal is 

totally buried inside it. 

Fig. 5 illustrates the error in estimating the keystream and 

it can be seen that although two oscillators are starting from 

different initial conditions, the error converges rapidly to 

zero after some initial period taken for synchronization.  

Fig. 6 shows the performance of the proposed method in 

decrypting the message signal back and it is readily seen 

that the transmitted message signal has been estimated 

convincingly. Next, the performance of the proposed secure 

communication method is tested in the presence of channel 

noise. For this purpose, the simulation is performed using 

the AWGN channel having SNR of 40 dB. The output is 

shown in Fig. 7, where it can be seen that message is 

extracted successfully. Apart from the jitter in amplitude, 

which can be removed from standard filtering operation, the 

necessary information about the message (form, frequency 

and amplitude) is obtained. 

It is seen that the proposed method is used to transmit 

simple sinusoidal message signals. But the method is 

equally true for other message signals such as voice signals, 

square wave, etc. Also, the idea can be easily extended from 

analogue systems here to digital communication systems 

with proper modulation schemes. The modulation schemes 

can be PAM, FSK, PSK, etc. With digital communication 

systems, the SNR up to which the method works with noisy 

channel can easily be reduced from 40 dB. For, example, 

when PAM is used for transmitting digital bits then, after 

recovering the modulated square wave that has been 

corrupted with noise, it can easily be passed to matched 

filter and then threshold detected to recover the digital bits 

accurately.  

 

 

 
Fig. 2. Autocorrelation of key stream signal k(t). 

 

 
Fig. 3. Encrypted message signal        . 

 

 
Fig. 4. Transmitted signal yt(t) generated from oscillator T.  

 

 
Fig. 5. Synchronization error in estimation of keystream. 
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Fig. 6. Plot of the extracted message mr(t) and m(t). 

 

 
Fig. 7. Message extraction in AWGN channel of SNR 40 dB. 

 

V. CONCLUSION AND FUTURE WORK 

In this paper, a method of synchronizing two chaotic 

oscillators that are not directly coupled together in a master-

slave configuration is proposed and applied to generate the 

keystream at transmitter and receiver. Synchronization is 

proven mathematically and simulation results are presented. 

The main advantage of the proposed method is that, unlike 

previous work on the topic, the keystream is generated from 

a different oscillator to that of the transmitter and hence 

improving the security of the system; since the transmitted 

signal does not include the information of the dynamics of 

the key generator. Consequently, even if the encrypted 

signal is known to the intruders, without the knowledge of 

the keystream extraction of the message signal will not be 

possible providing secure communication link. As future 

works, the communication scheme can be extended by 

employing more general chaotic systems and incorporating 

observers for the receiver and the key generator. Also, the 

scheme need to be implemented and tested practically. 
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Abstract—Are there fundamental technical differences between 

requirements engineering for software vs. systems in general? 

It seems as though even functional requirements can mean 

something more general for a system including mechanical 

parts than for software alone. Quality requirements on safety 

deal with humans and their relationship with some real 

artifacts in their environment, so they cannot be dealt with by 

software alone. However, reliability of underlying software will 

be important in this context. While the internal structure of 

software will not normally be specified in its requirements, 

structure of a more general system may well be. These are just 

examples of what should be discussed. 

With regard to intelligent enterprises, there exist defined 

methodologies for enterprise modeling. Much as any other 

complex system, an enterprise may be better understood 

through modeling. Once an enterprise is better understood, it 

may be easier to make it intelligent. Whatever technical system 

is to be developed in an enterprise, it needs to fit into. By 

connecting enterprise modeling and requirements engineering, 

the likelihood of such a fit is increased. For software 

development, such connections have been worked out and are 

part of defined methodologies, some of them based on object- 

oriented modeling. Are they applicable to the development of 

general systems? 

Keywords-requirements engineering; software; systems; 

enterprises 

I.  INTRODUCTION 

The panel discusses whether there are fundamental 
technical differences between requirements engineering for 
software as opposed to requirements engineering for systems 
in general. Each panelist has his own position as stated 
below.  

II. PANELISTS AND THEIR POSITIONS 

A. Marko Jäntti 

In order to identify differences between requirements 
engineering of software and requirements engineering of 
systems one should start by clarifying the relationships 
between the concepts 'software' and 'system'. We can use a 
term information system to define the system. Besides 
software, an information system covers the hardware, 
infrastructure and people that use the system. Thus, system 
requirements engineering can be seen as a broader concept 
than software requirements engineering. Unified Modeling 
Language that is a widely used modeling notation can be 
used for modeling software structure and behavior [1]. UML 
can also be used to describe the physical nodes of a system 
(deployment diagram). 

Unfortunately, software and system requirements 
engineering do not fully satisfy the needs of today's IT world 
that is becoming more and more service-oriented. Thus, the 
third aspect of requirements engineering is service 
requirements engineering. Service requirements typically 
include most of the functional and non-functional 
requirements of software products but also address some 
service-specific requirements such as service availability and 
quality of IT service support [2]. 

B.  Herwig Mannaert 

Though an information system is a much broader concept 
than software, the software on itself can be seen as a system 
as well. What software systems and various types of systems 
in general, including systems with mechanical parts and even 
enterprises [3], have in common, is that they can be regarded 
as modular structures. While no single generally accepted 
definition is known, the concept is most commonly 
associated with the process of subdividing a system into 
several subsystems, which is said to result in a certain degree 
of complexity reduction and facilitate change by allowing 
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modifications at the level of a single subsystem instead of the 
whole system [6, 7]. In software systems, one should strive 
to pay as much attention to the modular structure as 
mechanical systems currently do.  

When considering systems in general — software 
systems, organizational systems, etc. — both a functional 
and constructional perspective should be taken into account 
[6]. The functional perspective focuses on describing what a 
particular system or unit does or what its function is. The 
structural perspective on the other hand, concentrates on the 
composition and structure of the system, i.e. which 
subsystems are part of the system and their relations. 
Equivalently, one could regard the functional system view as 
a blackbox representation, and the constructional system 
view as a whitebox representation. By blackbox we mean 
that only the input and output of a system is revealed by 
means of an interface, describing the way how the system 
interacts with its environment. As such, the user of the 
system does not need to know any details about the content 
or the inner way of working of the system. The main issue 
with respect to this approach in software systems, is that 
modules often exhibit hidden coupling that is not explicitly 
defined in the interfaces. The evolution towards service-
oriented computing is, amongst other things, addressing this 
issue.  

What also distinguishes software systems and software 
requirements from their mechanical counterparts, is that they 
are subject to change. Requirements evolve during the 
development of software systems, and both the requirements 
and the actual system will continue to evolve during the 
system lifecycle. It has been shown in [4, 5] that it is all but 
trivial for software systems to cope with these evolving 
requirements, and that this leads to structure degradation. 
This would also be the case for mechanical systems, but they 
are not required to evolve during their lifecycle.  

C. Kazumi Nakamatsu 

If we formalize logical structures of systems whatever 
they are software or human like systems, requirements for 
the system could be easily treated and implemented, 
especially for functional ones. However, if a system includes 
human factors, it would be much more complicated to model 
such systems than just mechanical systems. In order to 
model any kinds of systems, whatever human factors are 
included or not, we have developed a paraconsistent logic 
program called Extended Vector Annotated Logic Program 
with Strong Negation (abbr. EVALPSN)[8], which can deal 
with not only inconsistency but also human like reasoning 
such as plausible reasoning and some modalities such as 
obligation. Moreover we have used it for modeling man-
machine systems such as the safety verification system for 
railway interlocking in order to avoid train accidents caused 
by human error. 

As a conclusion, generally speaking, the EVALPSN 
based modeling is fitter for modeling systems including a lot 
of human factors than just software.  

D. Roland Rieke 

Architecting novel dependable systems or systems of 
systems poses new challenges to the system design process 
[9]. Dependability and security analysis is growing in 
complexity with the increase in functionality, connectivity, 
and dynamics of the systems. The application of models is 
becoming standard practice, in order to tackle this 
complexity and get the dependability and security 
requirements right, as early as possible in the system design 
process. A modeling framework for the specification of 
security and reliability requirements has to consider not only 
the structure and functional dependencies of a system but 
also the possible behavior. Actions in a model can represent 
software, hardware or human behavior. One way to specify 
requirements is, to define specific constraints regarding 
sequences of actions, which should occur or must not occur 
in a system's behavior. Actions in the model represent an 
abstract view on actions of the real system, therefore it has to 
be ensured, that the abstraction does not hide critical 
behavior. The requirements analysis should also consider the 
behavior of an attacker, which can be different in comparison 
to, e.g., the Byzantine fault model. An attack to physical 
components, for instance, to cut a vehicle's brake has to be 
done physically on site and so it can only attack one physical 
unit at a time. However, a remote attack to the software of a 
vehicular communication system could affect all vehicles at 
once.  

E. Hermann Kaindl 

Are all types of requirements equally relevant for 
software and systems in general? How can software achieve 
its functions? Actually, it is “dead” unless run on some 
hardware, mostly some general-purpose electronic computer. 
Only the calculations or symbol manipulations of such a 
computer as programmed by a piece of software may lead 
through myriads of state changes, i.e., some (internal) 
behavior. The results of the calculations or symbol 
manipulations to a given input are the functions of the 
software. 

Contrast this with a chair, a very simply mechanical 
system. It achieves its function to support someone when 
sitting on it without any state change but only through its 
physical structure (and certain constraints on it). So, a 
general system including mechanical parts may have 
different ways of achieving functions than a software system 
alone. 

So, an important difference to me between requirements 
engineering for software vs. systems in general is that 
mechanical parts may achieve functions by their structure 
and may, therefore, give rise to important structural 
requirements. 
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Abstract — High-dimensional visualization is usually connected 
with large data processing. Because of dimensionality, it is nearly 
impossible to make a tessellation, like the Delaunay tessellation in 
Ed, followed by data interpolation. One possibility of data 
interpolation is the use of the Radial Basis Functions (RBF) 
interpolation. The RBF interpolation supports the interpolation of 
scattered data in d-dimensional space. The computational cost of 
the RBF interpolation is higher but does not increase significantly 
with the data dimensionality. It increases with the number of 
values to be processed non-linearly. In this paper, the RBF 
interpolation properties will be discussed as well as how to process 
data incrementally. Incremental computation decreases 
computational complexity and decreases RBF computational cost 
for the given data set significantly, especially for the visualization 
purposes, when the interpolated/approximated data are used many 
times. As the proposed approach is based on a solution of a system 
of linear equations, the RBF interpolation is convenient especially 
for data sets processing using matrix-vector or GPU architectures. 

Keywords - Visualization; computer graphics; interpolation; 
radial basis functions; RBF 

I.  INTRODUCTION 
Visualization of potential (scalar) fields in a multi-

dimensional space is a typical problem not only in physical 
sciences. The problem seems to be quite simple, but it is 
actually a quite complicated task. In the E2 case the usual 
approach is to tessellate the domain (e.g. x-y space) and then 
to use linear interpolation or cubic interpolation. In general, 
the computational complexity of the Delaunay tessellation 
(DT) for N points in the d-dimensional case is of ܱ൫݀ ܰଶ൯ 
complexity. It needs to be noted that the DT is not easy to 
implement in the the d-dimensional space. There is also a 
severe problem how to smoothly interpolate scalar values in 
the d-dimensional space. The vast majority of interpolation 
techniques rely on “separable” interpolations, i.e. 
interpolation is made in each axis independently expecting 
that the selection of axes order is arbitrary. Unfortunately 
such approaches lead to some artifacts and caused errors are 
unpredictable.  

Radial basis function (RBF) interpolation belongs to non-
separable interpolations used for interpolation in d-
dimensional space. The computational cost of RBF increases 
non-linearly with the number of data processed and linearly 
with the dimensionality of the data set. The RBF 

interpolation is based on a distance of two points, i.e. the 
distance of two points ݎ௜௝ ൌ ฮ࢞௜ െ ௝ฮ࢞  is computed. The 
great advantage of RBF interpolation is that it does not need 
any tessellation of the data domain and simply supports the 
data of any dimensionality. RBF applications are quite 
widespread and can be found in data visualization, solutions 
of partial differential equations (PDE), neural networks, 
reconstruction of corrupted images etc. 

The computational cost of the RBF interpolation is 
higher as the cost of tessellation is inheritably covered into 
the RBF interpolation in principle. Two significant aspects 
are connected with the RBF: 

• re-computation of the RBF interpolation and  
• reduction of the data set.  
It should be noted that the RBF interpolation leads to 

a solution of linear system of equations (LSE) ࢞࡭ ൌ  The .࢈
proposed approaches are valid for the d-dimensional case, 
but in the following text, ݀ ൌ 2 will be used for explanation. 

II. RADIAL BASIS FUNCTION INTERPOLATION 
RBF interpolation is quite simple from a mathematical 

point of view. It is based on a distance computing of two 
points in the d-dimensional space. RBF interpolation is 
defined by the function:  

݂ሺ࢞ሻ ൌ෍ߣ௝ ߮൫ฮ࢞ െ ௝ฮ൯࢞
ே

௝ୀଵ

ൌ෍ߣ௝ ߮௝൫ݎ௝൯
ே

௝ୀଵ

          

௝ݎ ൌ ฮ࢞ െ   ௝ฮ࢞
It means that for the given data set ሼ൏ ,௜ݔ ݄௜ ൐ሽ௜ୀଵே , 

where ݄௜ are associated values to be interpolated and ࢞௜ are 
domain coordinates, a linear system of equations is obtained: 

݂ሺ࢞௜ሻ ൌ෍ߣ௝ ߮൫ฮ࢞௜ െ ௝ฮ൯࢞
ே

௝ୀଵ

       ݅ ൌ 1,… ,ܰ 

where  ߣ௝   are weights to be computed. Due to stability 
issues, usually a polynomial ௞ܲሺ࢞ሻ of a degree k is added to 
the form, i.e.: 

݂ሺ࢞௜ሻ ൌ෍ߣ௝ ߮൫ฮ࢞௜ െ ௝ฮ൯࢞
ே

௝ୀଵ

  ൅ ௞ܲሺ࢞௜ሻ      ݅ ൌ 1,… ,ܰ 
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For a practical reason in many applications, the 
polynomial of the 1st degree is used, i.e. linear 
polynomial  ଵܲሺ࢞ሻ ൌ ்࢞ࢇ ൅ ܽ଴. Then the RBF interpolation 
function has the following form:  

݂ሺ࢞௜ሻ ൌ෍ߣ௝ ߮൫ฮ࢞௜ െ ௝ฮ൯࢞
ே

௝ୀଵ

൅ ࢏்࢞ࢇ ൅ ܽ଴  

݄௜ ൌ ݂ሺ࢞௜ሻ           ݅ ൌ 1,… ,ܰ  
and additional conditions are applied: 

෍ߣ௜ ൌ 0
ே

௝ୀଵ

            ෍ߣ௜࢞௜ ൌ ૙
ே

௝ୀଵ

    

For the d-dimensional case and N points given, a system 
of ሺܰ ൅ ݀ ൅ 1ሻ linear equations has to be solved. 

For d=2 vectors xi and a are given as ࢞௜ ൌ ሾݔ௜,  ௜ሿ் andݕ
ࢇ ൌ ൣܽ௫, ܽ௬൧

்
. Using the matrix notation we can write: 

ۏ
ێ
ێ
ێ
ێ
ۍ
߮ଵ,ଵ . . ߮ଵ,ே ଵݔ ଵݕ 1
: ڰ : : : :

߮ே,ଵ . . ߮ே,ே ேݔ ேݕ 1
ଵݔ . . ேݔ 0 0 0
ଵݕ . . ேݕ 0 0 0
1 . . 1 0 0 ے0

ۑ
ۑ
ۑ
ۑ
ې

ۏ
ێ
ێ
ێ
ێ
ۍ
ଵߣ
:
ேߣ
ܽ௫
ܽ௬
ܽ଴ے
ۑ
ۑ
ۑ
ۑ
ې

ൌ

ۏ
ێ
ێ
ێ
ێ
ۍ
݄ଵ
:
݄ே
0
0
0 ے
ۑ
ۑ
ۑ
ۑ
ې

 

ቂ  ࡮ ࡼ
்ࡼ ૙ቃ ቂ

ࣅ
ቃࢇ ൌ ቂࢌ૙ቃ  ࢞࡭ ൌ  ࢈

൅ ܽ଴ ࢏࢞ ்ࢇ ൌ ܽ௫ ݔ௜ ൅ ܽ௬ ݕ௜ ൅ ܽ଴ 
It can be seen that for the 2-dimensional case and 

N points given a system of ሺܰ ൅ 3ሻ linear equations has to 
be solved. It can be seen that the RBF interpolations are not 
“separable” by the definition, i.e. an interpolation over x-axis 
and then over y-axis and vice versa cannot be made.  

The radial basis functions interpolation was originally 
introduced using multiquadric method [5] in 1971 called 
Radial Basis Function method. Since then, many different 
RBF interpolation schemes have been developed with some 
specific properties, e.g. [4] uses ߮ሺݎሻ ൌ ݎ ଶ݈݃ݎ , which is 
called Thin-Plate Spline (TPS), a function ߮ሺݎሻ ൌ ݁ିሺఢ௥ሻమ 
that was proposed in [9]. Compactly Supported RBF 
(CSRBF) was introduced in [13] as  

߮ሺݎሻ ൌ ൜ሺ1 െ ,ሻݎሻ௤ ܲሺݎ 0 ൑ ݎ ൑ 1
 0 , ݎ ൐ 1   , 

where: ܲሺݎሻ is a polynomial function and q is a parameter.  
Theoretical problems with stability and solvability were 

resolved by [6] and [14]. Generally, there are two main 
groups of the RBFs: 

• “global” – a typical example is TPS function 
• “local” –  Compactly supported RBF (CSRBF)  

If the “global” functions are taken, the matrix A of the LSE 
is full, for large N is becoming ill-conditioned and problems 
with convergence can be expected. On the other hand if the 
CSRBFs are taken, the matrix A is becoming relatively 
sparse, i.e. computation of the LSE will be faster, but the 
scaling factor needs to be carefully selected due to a limited 
influence of the CSRBF and the final function tends to be 
“blobby” shaped. 

TABLE I.  TYPICAL EXAMPLE OF “GLOBAL” FUNCTIONS 

“Global“ functions ߶ሺݎሻ
Thin-Plate Spline (TPS) rr log2  

Gauss function ( )( )2exp rε−  

Inverse Quadric (IQ) ( )( )211 rε+  

Inverse multiquadric (IMQ) ( )211 rε+  

Multiquadric (MQ) ( )21 rε+  

TABLE II.  TYPICAL EXAMPLE OF “LOCAL” CSRBF FUNCTIONS 

ID Function 
1 +− )1( r  
2 )13()1( 3 +− + rr  
3 )158()1( 25 ++− + rrr  
4 2)1( +− r  
5 )14()1( 4 +− + rr  
6 )31835()1( 26 ++− + rrr  
7 )182532()1( 238 +++− + rrrr  
8 3)1( +− r  
9 )15()1( 3 +− + rr  

10 )1716()1( 27 ++− + rrr  

 
Figure 1. Geometrical properties of CSRBF 

Tab. 2 presents typical examples of CSRBFs defined for 
the interval < 0 , 1 >, but for the practical use a scaling is 
used, i.e. the value r is multiplied by a scaling factor α, 
where 0 < α < 1. Fig. 1 presents the geometrical properties of 
typical CSRBFs. 
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III. INCREMENTAL RBF COMPUTATION 
Some interesting problems can be solved using RBF 

interpolation quite effectively, e.g. surface reconstruction 
from scattered data [3][8][9][16], reconstruction of damaged 
images [11][15], inpainting removal [2][12] etc. All those 
applications based on RBFs interpolation have one 
significant disadvantage – the computational cost. This is 
especially severe in applications when the data are not static. 
Typical examples of non-static data are: 
• Position of points has changed. It means that the whole 

system of linear equations has to be formed and 
recomputed which leads generally to O(N3) 
computational complexity and unacceptable 
time-consuming computation. 

• Position of points remains fixed, but the value 
associated with a point has changed. In this case, 
iterative methods are usually faster than explicit 
computation of an inverse matrix. 

In some applications a “sliding window” on data is required, 
especially in time-related applications when old data should 
not be used in the interpolation and new data are to be 
included. This is a typical situation in signal processing 
applications. Considering the above facts above there is a 
question how to compute RBF incrementally with a lower 
computational complexity.  

The main question to be answered is: 
Is it possible to use already computed RFB interpolation if 

a new point is to be included to the data set? 
If the answer is positive it should lead to significant decrease 
of computational complexity. In the following, it will be 
presented how a new point can be inserted, how a selected 
point can be removed and also how to select the best 
candidate for a removal according to an error caused by this 
point removal. 

Let us consider some operations with block matrices 
(assuming that all operations are correct and matrices are 
non-singular in general etc.). 

ቂ࡭ ࡮
࡯ ቃࡰ

ିଵ

ൌ   ൤
ሺ࡭ െ ሻିଵ࡯ଵିࡰ࡮ െି࡭ଵ࡮ሺࡰ െ ሻିଵ࡮ଵି࡭࡯

െሺࡰ െ ଵି࡭࡯ሻିଵ࡮ଵି࡭࡯ ሺࡰ െ ሻିଵ࡮ଵି࡭࡯
൨ 

Let us consider a matrix M of (n+1) × (n+1) and a 
matrix A of n × n in the following block form: 

ࡹ ൌ ቂ ࡭ ࢈
்࢈ ܿቃ 

Then the inverse of the matrix ࡹ  applying the rule above 
can be written as: 

ଵିࡹ ൌ

ۏ
ێ
ێ
࡭൬ۍ െ

1
ܿ
൰்࢈࢈

ିଵ

െ
1
݇
࢈ଵି࡭

െ
1
݇
ଵି࡭்࢈

1
݇ ے

ۑ
ۑ
ې

ൌ   ൦
ଵି࡭ ൅

1
݇
ଵି࡭்࢈࢈ଵି࡭ െ

1
݇
࢈ଵି࡭

െ
1
݇
ଵି࡭்࢈

1
݇

൪ 

where:  ݇ ൌ ܿ െ  ࢈ଵି࡭்࢈

We can easily simplify this equation if the matrix A is 
symmetrical as: 

ࣈ ൌ ݇ ࢈ଵି࡭ ൌ ܿ െ  ࢈ࢀࣈ

ଵିࡹ ൌ  
1
݇
൤݇࡭

ିଵ ൅ ࢀࣈ۪ࣈ െࣈ
െࢀࣈ 1

൨ 

where: ࢀࣈ۪ࣈ means the tensor multiplication of vectors and 
the result is a matrix.  

All computations needed are of O(N2) computational 
complexity. It means that an inverse matrix can be computed 
incrementally with O(N2) complexity instead of O(N3) 
complexity required originally in this specific case. The 
structure of the matrix M is “similar” to the matrix of the 
RBF specification. The matrix A in the equation ࢞࡭ ൌ  is ࢈
symmetrical and non-singular if appropriate rules for RBFs 
are kept. 

Now, the question is how the incremental computation of 
an inverse matrix can be used for RBF interpolation?  

A. Point Insertion 
Let us assume a simple situation when the interpolation 

for N points has been computed and we need to include a 
new point into the given data set. A brute force approach of 
full RBF computation on the new data set can be used with 
O(N3) complexity computation. 

If the RBF interpolation for N+1 points is considered, the 
following system of equations is obtained:  

ۏ
ێ
ێ
ێ
ێ
ێ
ۍ
߮ଵ,ଵ . . ߮ଵ,ே ߮ଵ,ேାଵ ଵݔ ଵݕ 1
: ڰ . . : : : 1

߮ே,ଵ : ߮ே,ே ߮ே,ேାଵ ேݔ ேݕ 1
߮ேାଵ,ଵ ߮ேାଵ,ே ߮ேାଵ,ேାଵ ேାଵݔ ேାଵݕ 1
ଵݔ . . ேݔ ேାଵݔ 0 0 0
ଵݕ . . ேݕ ேାଵݕ 0 0 0
1 . . 1 1 0 0 ے0

ۑ
ۑ
ۑ
ۑ
ۑ
ې

ۏ
ێ
ێ
ێ
ێ
ێ
ۍ
ଵߣ
:
ேߣ
ேାଵߣ
ܽ௫
ܽ௬
ܽ଴ ے

ۑ
ۑ
ۑ
ۑ
ۑ
ې

 

ൌ ሾ݄ଵ . . ݄ே ݄ேାଵ 0 0 0ሿ்  

where: ߮௜,௝ ൌ ߮௝,௜. Reordering the equations above we get: 

ۏ
ێ
ێ
ێ
ێ
ێ
ۍ
0 0 0 ଵݔ . . ேݔ ேାଵݔ
0 0 0 ଵݕ . . ேݕ ேାଵݕ
0 0 0 1 . . 1 1
ଵݔ ଵݕ 1 ߮ଵ,ଵ . . ߮ଵ,ே ߮ଵ,ேାଵ
: : : : ڰ : :
ேݔ ேݕ 1 ߮ே,ଵ . . ߮ே,ே ߮ே,ேାଵ
ேାଵݔ ேାଵݕ 1 ߮ேାଵ,ଵ . . ߮ேାଵ,ே ߮ேାଵ,ேାଵے

ۑ
ۑ
ۑ
ۑ
ۑ
ې

ۏ
ێ
ێ
ێ
ێ
ێ
ۍ
ܽ௫
ܽ௬
ܽ଴
ଵߣ
:
ேߣ
ےேାଵߣ

ۑ
ۑ
ۑ
ۑ
ۑ
ې

 

  ൌ ሾ0 0 0 ݄ଵ . . ݄ே ݄ேାଵሿ் 
The last row and the last column is “inserted”. As RBF 
functions are symmetrical, the recently derived formula for 
iterative computation of the inverse function can be used 
directly. The RBF interpolation is given by the matrix M as:  

ࡹ ൌ ቂ ࡭ ࢈
்࢈ ܿቃ 

where the matrix A is the RBF (N+3) × (N+3)  matrix and 
the (N+3) vector b and scalar value c are defined as: 

࢈ ൌ ሾݔேାଵ ேାଵݕ 1 ߮ଵ,ேାଵ . . ߮ே,ேାଵሿ் 
ܿ ൌ ߮ேାଵ,ேାଵ 
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It means that it is possible to compute the (N+1) × (N+1) 
matrix ିࡹଵ if the N × N matrix ି࡭ଵ  is known with O(N2) 
complexity.  

That is exactly what we wanted! 

Now we have proved that the iterative computation of 
inverse function is of O(N2)complexity offers a significant 
performance improvement for points insertion. It should be 
noted that some operations can be implemented more 
effectively, especially ࢀࣈ۪ࣈ ൌ ଵି࡭்࢈࢈ଵି࡭  as the matrix  
 .ଵ is symmetrical etcି࡭

B. Point removal 
In some cases it is necessary to remove a point from the 

given data set. It is actually an inverse operation to the 
insertion operation described above. Let us consider a matrix 
M of the size (N+1) × (N+1) as  

ࡹ ൌ ቂ ࡭ ࢈
்࢈ ܿቃ 

Now, the inverse matrix M -1 is known and we want to 
compute matrix A-1, which is of the size N × N. 

Recently, derived opposite rule: 

ࡹ ൌ ቂ ࡭ ࢈
்࢈ ܿቃ 

ࣈ ൌ ݇ ࢈ଵି࡭ ൌ ܿ െ  ࢈ࢀࣈ

ଵିࡹ ൌ   ൦
ଵି࡭ ൅

1
݇
ࢀࣈ۪ࣈ െ

1
݇
ࣈ

െ
1
݇
ࢀࣈ

1
݇

൪ ൌ ൤ࡽଵଵ ଵଶࡽ
ଶଵࡽ ଶଶࡽ

൨ 

It can be seen that: 

ଵଵࡽ ൌ ଵି࡭ ൅
1
݇
 ࢀࣈ۪ࣈ

and, therefore,: 

ଵି࡭ ൌ ଵଵࡽ  െ
1
݇
 ࢀࣈ۪ࣈ

Now there are known both operations, i.e. insertion and 
removal, with effective computation of O(N2) computational 
complexity instead of O(N3). It should be noted that vectors 
related to the point assigned for a removal must be in the last 
row and last column of the matrix M -1. 

C. Point selection 
As the number of points within a given data set could be 

high, the point removal might be driven by a requirement of 
removing a point causing a minimal interpolation error. This 
is a tricky requirement as there is probably no general 
answer. The requirement should include additional 
information which interval of x is to be considered. 

Generally, we have a function:  

݂ሺ࢞ሻ ൌ෍ߣ௝

ே

௝ୀଵ

߮௝ሺ࢞ሻ ൅ ௞ܲሺ࢞ሻ 

And we want to remove a point xj which causes a minimal 
interpolation error ߝ௝, i.e.  

௜݂ሺ࢞ሻ ൌ ෍ ௝ߣ

ே

௝ୀଵ,௜ஷ௝

߮௝ሺ࢞ሻ ൅ ௞ܲሺ࢞ሻ 

and the following should be minimized:  

௜ߝ ൌ නห݂ሺ࢞ሻ െ ௝݂ሺ࢞ሻห ݀࢞
Ω

 

where: ߗ is the interval on which the interpolation is to be 
made. It means that if the point xj is removed the error εi is 
determined as: 

௜ߝ ൌ ௜ߣ න|߮ሺԡ࢞ െ ࢞݀|௜ԡሻ࢞
Ω

 

As the interval ߗ on which the interpolation is known, 
we can compute or estimate the error ߝ௝ for each point xj in 
the given data set and select the best one. For many 
functions ߮ , the error ߝ௝  can be computed or estimated 
analytically as the evaluation of ߝ௝ is simple, e.g. 

නݎ௠ ln r  ݎ݀ ൌ ௠ାଵݎ ൤
݈݊ ݎ
݉ ൅ 1

െ
1

ሺ݉ ൅ 1ሻଶ
൨    ݉ ് െ1 

In particular, it means that for TPS function ݎଶ ln  the  ݎ
error ߝ௞  is easy to evaluate. In the case of CSRBFs, the 
estimation is even simpler as they have a limited influence, 
so generally ߣ௝  determines the error ߝ௝. 

It should be noted that a selection of a point with the 
lowest influence to the interpolation precision in the given 
interval ߗ is of O(N) complexity only. 

The above has shown a new approach to RBF 
computation which is convenient for larger data sets. It is 
especially convenient for t-varying data and for applications, 
where a “sliding window” needs to be used. Additionally 
basic operations – point insertion and point removal – have 
been introduced. These operations have O(N2) computational 
complexity only, which makes a significant difference from 
the original approach used for RBFs computation having 
O(N3). 

IV. SCATTERED DATA RBF INTERPOLATION 
The RBF interpolation relies on solution of a LSE 

࢞࡭ ൌ  of the size N x N in principle, where N is a number ࢈
of the data processed. If the “global” functions are used, the 
matrix ࡭  is full, while if the “local” functions are used 
(CSRBF), the matrix ࡭ is sparse. 

However, in visualization applications it is necessary to 
compute the final function ݂ሺ࢞ሻ many many times and even 
for already computed ߣ௜  values, the computation of ݂ሺ࢞ሻ is 
too expensive. Therefore it is reasonable to significantly 
“reduce” the dimensionality of the LSE ࢞࡭ ൌ  ,Of course .࢈
we are now changing the interpolation property of the RBF 
to approximation, i.e. the values computed do not pass the 
given values exactly.  

Probably the best way is to formulate the problem using 
the Least Square Error approximation. Let us consider the 
formulation of the RBF interpolation again.  
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݂ሺ࢞௜ሻ ൌ෍ߣ௝ ߮൫ฮ࢞௜ െ ௝ฮ൯ࣈ
ெ

௝ୀଵ

൅ ࢏்࢞ࢇ ൅ ܽ଴  

݄௜ ൌ ݂ሺ࢞௜ሻ           ݅ ൌ 1,… , ܰ 

where: ࣈ௝are not given points, but points in a pre-defined 
“virtual mesh” as only coordinates are needed (there is no 
tessellation needed). This “virtual mesh” can be irregular, 
orthogonal, regular, adaptive etc. For simplicity, let us 
consider 2-dimensional squared (orthogonal) mesh in the 
following example. Then the ࣈ௝ coordinates are the corners 
of this mesh. It means that the given scattered data will be 
actually “re-sampled”, e.g. to the squared mesh. 

New reference points  ξ

Given points  x

 
 

Figure 2. RBF approximation and points’ reduction 
 

In many applications the given data sets are heavily over 
sampled, or for the fast previews, e.g. for the WEB 
applications, we can afford to “down sample” the given data 
set. Therefore the question is how to reduce the resulting size 
of LSE.  

Let us consider that for the visualization purposes we 
want to represent the final potential field in d-dimensional 
space by ܯ values instead of ܰ and ܯ ا ܰ. The reason is 
very simple as if we need to compute the function ݂ሺ࢞ሻ in 
many points, the formula above needs to be evaluated many 
times. We can expect that the number of evaluation ܳ can be 
easily requested at  10ଶ ܰ  of points (new points) used for 
visualization.  

If we consider that  ܳ ൒ 10ଶ ܰ   and  ܰ ൒ 10ଶ ܯ  then 
the speed up factor in evaluation can be easily 
about ૚૙૝ !  

This formulation leads to a solution of a linear system of 
equations ࢞࡭ ൌ ܰ where number of rows ࢈ ب  number of ,ܯ
unknown ሾߣଵ , … , ெ ሿ்ߣ . As the application of RBF is 
targeted to high dimensional visualization, it should be noted 
that the polynomial is not requested for all kernels of the 
RBF interpolation. But it is needed for ߮ሺݎሻ ൌ  kernel ݎ ଶ݈݃ݎ
function (TPS). This reduces the size of the linear system of 
equations ࢞࡭  ൌ ࢈  significantly and can be solved by the 
Least Square Method (LSM) as  ࢞࡭்࡭ ൌ  or Singular ࢈்࡭
Value Decomposition (SVD) can be used. 

ۏ
ێ
ێ
ێ
ۍ
߮ଵ,ଵ ڮ ߮ଵ,ெ
ڭ ڰ ڭ
߮௜,ଵ . . ߮௜,ெ
ڭ ڰ ڭ

߮ே,ଵ ڮ ߮ே,ெے
ۑ
ۑ
ۑ
ې
൥
ଵߣ
ڭ
ெߣ
൩ ൌ

ۏ
ێ
ێ
ێ
ۍ
݄ଵ
ڭ
ڭ
ڭ
݄ேے
ۑ
ۑ
ۑ
ې
࢞࡭         ൌ  ࢈

The high dimensional data can be approximated for 
visualization by RBF efficiently with a high flexibility as it is 
possible to add additional points of an area of interest to the 
mesh. It means that a user can add some points to already 
given mesh and represent easily some details if requested. It 
should be noted that the use of LSM increases instability of 
the LSE in general. 

 

 
Figure 3. Surface reconstruction (438 000 points) [3] 

Experimental evaluation 
The RBF interpolation is a very powerful tool for 

interpolation of data in d-dimensional space in general. In 
order to demonstrate the functionality the RBF, we have 
recently used RBF for reconstruction of damaged images by 
a noise or by inpainting. Also a surface reconstruction has 
been solved by the RBF interpolation well. Fig. 3–5 illustrate 
the power of the RBF interpolation [2][3][8][15]. 

 

a) Original image [2] b) Reconstructed image [11]

Figure 4. Inpaited image reconstruction 
 

 
Figure 5a. Original image with 60% of damaged pixels [11] 
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Figure 5b. Reconstructed image [11] 

 
The RBF interpolation gives quite good results even if 

the images are heavily damaged. The advantages of RBF 
interpolation over the other interpolations have been proved 
even though that the RBF interpolation causes some 
additional computational cost as the RBF is primarily 
targeted for scattered data interpolation. 

V. CONCLUSION 
The radial basis functions (RBF) interpolation is a 

representative interpolation method for unordered scattered 
data sets. It is well suited approach for solving problems 
without meshing the data domain. RBF interpolations are 
used in many computational fields, e.g  in solution of partial 
differential equations etc. RBF approach supports 
interpolation in the d-dimensional space naturally. 

This paper describes an incremental computation of RBF 
and shows the decrease of the computational complexity 
from approx. ܱሺܰଷሻ  to ܱሺܰଶሻ  for a point insertion and 
a point removal.  

It also presents a method for “resampling” the data 
processed as the approximation is acceptable in many 
applications, namely in visualization. The approach enables 
to increase details for visualization by adding new points to 
the “virtual mesh”, if more details are needed. It is necessary 
to mention, that there is no mesh actually needed and only 
points of the “virtual mesh” need to be defined. 

Future research should be devoted to the evaluation of 
computing precision and stability as the RBF interpolation 
generally leads to not well conditioned LSE. Also, there is a 
need to analyze, how the ratio ߥ ൌ  can be controlled ܯ/ܰ
effectively and what can be expected in real and large data 
applications, e.g. from GIS fields, inverse engineering 
process in CAD/CAM etc. 
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Abstract—We explore a novel algorithm to analyze arbitrary
distributions of 3D-points. Using a direct tensor field visualiza-
tion technique allows to easily identify regions of linear, planar
or isotropic structure. This approach is very suitable for visual
data mining and exemplified upon geoscience applications.
It allows to distinguish, for example, power lines and flat
terrains in LIDAR scans. We furthermore present the work
on the optimization of the computationally intensive algorithm
using OpenCL and potentially utilizing the Insieme optimizing
compiler framework.

Keywords-metric tensor; scientific visualization; point cloud;
OpenCL.

I. INTRODUCTION

Point clouds occur as primary data sources in different
scientific domains, e.g., stemming from simulations in com-
putational fluid dynamics by smooth particle simulations
or from observational methods, such as light detection and
ranging (LIDAR) laser scanning [1]. Classification of point
clouds is still ongoing research for LIDAR laser scan data
[2]. Geometric information about the local point distribution
can be used for classification, for constructing surfaces, or
as basis for other algorithms. An algorithm to compute
Gaussian and mean curvature on polygon meshes was pre-
sented in [3], based on the tensorial product of the polygon’s
normal vectors. A product with additional weights was used
to compute the co-variance matrix of point neighborhoods
describing tangential frames for surfaces in [4]. This co-
variance matrix provides us with a type of smooth transition
between lines, surfaces, and volumes [5].

In this article, we utilize the direct tensor visualization
technique [6] to illustrate the co-variance matrix result-
ing from arbitrary point clouds. Section II introduces the

distribution tensor and the utilized visualization technique,
presented on simple geometric point distributions. Two
algorithms for the tensor computation are described: One
for central processing units (CPUs) and one for graphics
processing units (GPUs). Optimizations are presented and
the Insieme compiler optimization framework [7] is intro-
duced. Our visualization method is demonstrated on two
geo-scientific applications in Section III: On the analysis of
LIDAR laser scan data and the analysis of coastlines. The
paper concludes and describes future work in Section IV.

II. COMPUTING THE POINT DISTRIBUTION TENSOR

A. Mathematical Background

We define the “point distribution tensor” as a measure
constructed from of a set of N points {Pi : i = 1...N}
similar to the co-variance matrices in [4] [8] [5]:

S(Pi) =
1

N

N∑
k=1

ωik(tik ⊗ tτik) (1)

whereby tik = Pi − Pk and an optional weighting function
ωik := f(||Pi − Pk||, r, i). Here, r is an user specified
distance or radius defining the neighboorhood of point Pi.
The weighting function ωik is zero outside this radius. The
distribution tensor is symmetric and positive definite such
as the metric tensor [9] and, thus, yields three eigen-values
when doing an eigen-analysis: λ3 ≥ λ2 ≥ λ1. These are
used to classify the tensor via three shape factors [10],
characterizing the shape of a fitting ellipsoid of the point
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neighborhood in barycentric coordinates, see Figure 1:

clinear = (λ3 − λ2) /(λ1 + λ2 + λ3)
cplanar = 2(λ2 − λ1) /(λ1 + λ2 + λ3)

cspherical = 3λ1 /(λ1 + λ2 + λ3)
(2)

with clinear + cplanar + cspherical = 1. A tensor field
visualization method more suitable for large data than
drawing tensor ellipsoids is utilized. Instead of ellipsoids
textured splats are rendered with smooth transitions in color,
orientation, texture and transparency, as shown in Figure 1.

Figure 1. Tensors are visualized as textured oriented disks. The three
shape factors, Equation 2, are used for smooth transitions between linear
(right), planar (left), and spherical (top) shape [9]. In this context, the disks
enhance the visualization of points predominantly distributed on a line, on
a surface, or in a volumetric distribution.

B. Test Cases

Simple analytic test cases were used to verify and study the
properties of the distribution tensor, as illustrated in Figure
2. The point distributions have an extent of 1.0 in spatial
dimensions and have been computed using a neighborhood
radius of r = 0.2. Figure 2 (a) shows linear tensor splats
textured and oriented in one direction. At the corners of
the rectangle tensors become planar caused by two equally
dominant directions in the neighborhood. Homogeneous
distributions are fully transparent and become invisible, as
demonstrated in Figure 2 (c). Here, the inner region is
transparent, the border surfaces become more planar and are
colored red while corner points become linear (green).

C. Algorithm

A first serial algorithm was implemented in the visualization
shell VISH [11] utilizing C++ and OpenGL. Computation
and visualization tasks were split in different modules. The
computation module searches for neighbors in a 3D KD-
Tree [12] within a user specified radius (where ωik > 0.0)
to limit the number of considered points. Alternatively to
setting the radius, also the number of neighbors can be
specified. Furthermore, a scalar field given on the points
can be utilized to set the radius or number of points
for each point individually. Eqn. 1 is utilized to compute
the distribution tensor for each point. Different weighting

(a) Rectangular Distribution

(b) Planar Distribution

(c) Volumetric Distribution

Figure 2. Left: Analytic point distributions illustrated by simple point
rendering. Right: Corresponding distribution tensor fields. Linear 1D, planar
2D and isotropic 3D tensors are visualized using tensor splats, having a
dominant linear, planar and spherical shape factor, respectively.

functions have been implemented inside the neighborhood:
ωik := (r − ||Pi − Pk||)/r, ωik := 1/r and ωik := 1/r2.

Data is represented in an unified data model [9] [13]
which allows support of different types of grid geometries
and topologies. The computation algorithm operates on the
vertices of any grid type. In the following applications point
clouds and sets of lines are used for analysis.

D. GPU implementation

An alternative implementation of the algorithm was done
in OpenCL [14], a framework for multicores and parallel
hardware being able to execute programs also across het-
erogeneous platforms. The neighborhood is controlled by a
fixed radius. Instead of the KD-Tree, an uniform grid was
preferred as data structure to speed-up the neighborhood
search. Here, the loose grid approach was adapted, where
each particle is assigned to one cell based on its position.
The grid’s cell size depends on the influence radius (i.e.,
radius≥cell size). Therefore, each particle can affect the
closest 27 cells while calculating the tensor. This method
allowed to bin the particles into the cells and to sort them
by their grid index. The algorithm comprises four steps:

1) for each particle a hash value is computed, i.e., the
cell index where it is located;

2) particles are sorted by hash; for this step NVidia’s
optimized bitonic sorting [15] is utilized;
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3) the sorted list is used to compute the starting cell
where the particle is located, running a thread for each
particle, and performing scattered memory writes;

4) tensor calculation: Each particle searches the closest
27 grid cells from its location and it computes the
tensor with each of the particles in these cells.

Steps 1− 3 are related to the build process of the grid data
structure. The sorting algorithm is highly effective because
it improves the memory access coherency when calculating
the tensor, and reduces thread divergence (particles in the
same thread group tend to be close together in space).

E. Optimization

The CPU algorithm was parallelized using OpenMP [16],
adding a minimal overhead in development. Furthermore,
OpenMP, as also OpenCL is supported by Insieme [7].

The Insieme compiler, under development at the Uni-
versity of Innsbruck, is a source-to-source compiler for
C/C++ aiming at the automatic optimization of parallel
programs implemented with MPI, OpenMP or OpenCL.
It optimizes the source code for a specific platform (e.g.,
NVidia Fermi architecture), and applies transformations such
as loop enrolling and collapsing, thread merge and data
pre-fetching. Insieme aims at supporting programmers in
effectively optimizing programs across different architec-
tures, including shifting of computations from CPU to GPU
cores. Optimizations are performed at compile-time through
code analysis and transformations for sequential and parallel
code regions. An intermediate representation is facilitated
which explicitly describes parallelism, synchronization, and
communication. The program’s behavior is optimized and
customized to the available hardware resources at runtime
by utilizing statistical machine learning techniques based on
a performance analysis database. Performance measures are,
e.g., execution time, energy consumptions, and computing
costs. Preliminary tests will be done with this code which
is now part of the Insieme test cases.

III. APPLICATION RESULTS

The method was applied to two different geoscience ap-
plications. Figure 3 shows a scan of a water basin close
to the Danube in Austria captured with the Riegl hydro-
graphic laser scanner VQ-820G [17]. In the example, a
fixed neighborhood radius of two meters and a constant
weighting function ωik = 1 showed good results. Other
parameters for r and ωik have been tested as well. Figure
3 (a) illustrates the received and processed laser echoes as
a cloud of points; (b) and (c) show the distribution tensor
field. Linear structures, such as the power cables, are well
identified (green). The ground is dominantly planar (red).
Some regions of the ground fade to magenta indicating
less planarity. Here, grass influences the planar tensor to
become more isotropic. Bushes and trees are isotropic or
of an interpolated intermediate shape, mostly appearing

(a) LIDAR Echos

(b) LIDAR Tensors r = 2.0m

(c) LIDAR Tensors r = 2.0m Detail

Figure 3. Distribution tensor field of returned laser echoes from an airborne
laser scan. Linear distributions such as cables and planar distributions such
as ground are emphasized. Vegetation is fading to spherical.

Figure 4. Distribution tensor field of an ESRI shapefile of the earth’s water
bodies and coastlines. The distribution tensor field with 12 fixed neighbors
of the northern part of the United Kingdom is illustrated.
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yellow. The computation with the OpenMP version utilizing
4 threads of the 4.81mio points with approximately 600
neighbors per point (r = 2.0m) took 752 seconds on a
i7 M640 2.8GHz with 7.7GB RAM and NVidia Quadro
FX3800M using Linux64bit, gcc 4.4.5, and Vish SVN 3854.

Another application was the analysis of coast and contour
lines. Shapefiles [18] of water bodies and coastlines were
investigated. Figure 4 (b) shows the distribution tensor field
of the coast of the United Kingdom. Unstructured coastlines
are highlighted in green whereas cliffy coast lines are shown
in red, for example when looking at the northern coast of
Scotland. Here, a rather small neighborhood of fixed 12
points turned out to emphasize cliffy coasts.

IV. CONCLUSION AND FUTURE WORK

A new method of enhancing the visualization of point distri-
butions was introduced, described, and demonstrated. Two
different implementations and parallelization approaches
were presented. Using an unified data model opened the
possibility to apply the technique to data sets stemming from
two different scientific applications: The visual extraction of
power cables in LIDAR data and the visual enhancement of
cliffy coastlines. We will further use the tensor analysis on
LIDAR data to enhance point classification and the creation
of digital terrain models. Different weighting functions and
parameter studies will be investigated on more datasets. We
ultimately will use the Insieme framework to optimize our
parallel GPU and OpenMP codes.
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Abstract - Establishing and nurturing vibrant learning 
communities is seen as a highly complex process. An important 
concept in this context is that of social awareness. In this paper, 
we discuss supporting social awareness by 3D visualization of 
social networks, activities and resources. We compare social 
awareness support provided by virtual environments of Active 
Worlds and Second Life, outlining directions for future work.  
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I. INTRODUCTION 
The goal of this research is exploring the possibilities of 

3D visualizations for supporting social awareness in 
learning communities. Communities are fluid and emergent 
[1], as opposed to well-defined groups. It might therefore be 
difficult for community members to get an overview of the 
existing social structures, activities and available resources 
in a learning community. This is a problem because 
awareness of, e.g., experience distribution and social ties 
creates occasions for knowledge sharing, facilitating search 
for cooperation partners. On the opposite, lack of this 
awareness creates continuous breakdowns in the flow of 
knowledge and, as a consequence, impacts negatively on 
learning. We use the term social awareness to indicate 
awareness of the social situation in a group or community in 
a shared environment, which can be physical, virtual or 
both. This awareness includes knowledge on learners’ 
resources, activities and social connections. We distinguish 
between short-term and long-term, synchronous and 
asynchronous social awareness [2]. 

There are various mechanisms for promoting social 
awareness in everyday life, like chance encounters, message 
boards, verbal and non-verbal cues [3]. These techniques are 
not always sufficient due to a number of reasons, such as 
physical distances between the students, social fears and 
inhibitions and available spaces that are not optimal for 
meeting, working and information sharing. Various 
groupware tools have been used to promote awareness, 
overcoming the limitations of everyday modalities of 
interactions, including Twitter, Facebook, Skype and other 
[4]. Still, these tools mainly focus on supporting already 
established groups and networks rather than fluid 
communities [5]. 

3D virtual worlds have promising potential for 
supporting social awareness in learning communities. There 

are a number of reasons for that. First, 3D visualization is a 
powerful tool for supporting understanding of complex 
concepts, including social aspects, and is widely used in 
educational context [2, 6]. Second, 3D virtual worlds provide 
a constructivist and flexible learning environment where 
learners can collaboratively construct their understanding by 
exploring, building and sharing their experiences with peers 
and forming the environment according to the current needs 
of the learning community. Third, 3D virtual worlds provide 
a social arena where students, teachers and other 
stakeholders can meet and interact overcoming distances and 
different time zones, allowing supporting social awareness in 
a synchronous manner [7]. 

On the longer term, virtual spaces become a container of 
artifacts used by the users for their daily social and 
educational activities, and traces left by community members 
as a result of their participation. The places that serve as 
triggers and repositories of community memory in real life 
cannot serve as a permanent reference for community 
members since such places cannot be accessed any time and 
because the memories they keep have to be replaced 
regularly due to the limited amount of available space. The 
use of virtual places, on the other hand, allows such places 
with traces to be saved before they are cleaned up or 
removed, in this way supporting long-term/asynchronous 
social awareness [8, 9]. 

In this paper, we will discuss how to 3D visualizations 
can be used to support social awareness. The discussion will 
be illustrated by 2 case studies performed by the author in the 
virtual environments of Active Worlds [10] and Second Life 
[11]. By comparing social awareness support provided by 
these 2 environments, as well as alternative approaches, we 
outline directions for future work. 
 

II. SUPPORTING SOCIAL AWARENESS WITH 3D VISUALIZATION 
IN ACTIVE WORLDS AND SECOND LIFE 

Example 1 (Active Worlds). In order to support social 
awareness, we have created a virtual world called Viras in 
the virtual world of Active Worlds [10]. Viras is based on the 
metaphor of ‘Archipelago’: a virtual world consisting of sea 
and islands and groups of islands (Fig. 1). We have arrived at 
this metaphor after analyzing various spatial metaphors used 
in educational virtual worlds, trying to combine different 
features in one system in order to achieve sufficient 
flexibility [2, 8]. One of the goals behind this metaphor was 
to re-create the way in which communities and groups 
naturally are created and developed. Islands represent groups 
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and individuals, their constellations into archipelagos are 
communities, and the links, bridges and roads serve as 
connections between them. Also, we wanted to create a 
landscape with a high degree of overview, especially from 
the ‘bird’s-eye view’, of the existing structures by clear 
distinction of borders and units of community building 
against the ‘sea’ background, thus promoting awareness of 
the community development. In addition to visualizing the 
social structures, the resources and activities of the 
community members are visualized in the virtual places 
where these activities take place (Fig. 2) 

Example 2 (Second Life). The second example is a 
Virtual Research Arena being constructed at the Virtual 
Campus of Norwegian university of Science and Technology 
in Second Life [11], presenting a number of research projects 
performed at our university as well as student projects (Fig. 
3). The virtual research arena serves as a meeting point for 
the communities of students, researchers and general public, 
sustaining awareness of research activities in these 
communities. It has been used as a venue for a number of 
community events, such as a science fair, international 
seminars and project presentations (Fig. 4). While 
developing the Virtual Research Arena, we have explored 
innovative ways of capturing, storing and mediating 
community knowledge through 3D creative visualizations 
and role-plays. The 3D constructions capturing the 
knowledge and experiences acquired by different generations 
of students and researchers will be stored in a virtual ‘project 
gallery’ constituting the community repository [9]. 

This repository and the community meeting areas contain 
a number of boundary objects that have been collaboratively 
created in order to facilitate the exchange of ideas between 
communities of students, researchers and practitioners. These 
boundary objects contribute to establishing a common 
ground, shared understanding and vocabulary among 
community members by to a significant degree taking 
advantage of visual symbols, interactive elements and 
aesthetics elements [9].  

In Table 1, we provide an overview and compare social 
awareness mechanisms in Active Worlds and Second Life 
(based on the presented 2 studies), along the dimensions of 
learner, place, artifacts, following a characterization 
framework developed earlier by the author [2]. 

 

 
Figure 1. 3D visualization of social structure of a learning community as 

‘Archipelago’ 

 

Figure 2. A virtual place with visualizations and traces of students’ 
discussions and activities. 

 
Figure 3. Virtual Research Arena as 3D visualization of a learning 

community’s activities and research projects 

 
Figure 4. Examples of 3D visualizations of community’s activities: Virtual 
Science Fair, exhibition booths presenting research projects and seminars 

III. DISCUSSION 
The overview of social awareness mechanisms in Table 

1 shows that Second Life in general provides equivalent or 
better support. For both virtual environments, usefulness for 
long-term social awareness support depends on the extent of 
usage and applies to active users only. Short-term awareness 
can only be supported with a relatively large amount of 
users online, and to a limited degree. This discussion raises 
a number of issues in connection with the suitability of 3D  
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TABLE 1. COMPARING SOCIAL AWARENESS SUPPORT IN ACTIVE WORLDS AND SECOND LIFE

Active Worlds (Viras/Archipelago) Second Life (Virtual Campus/Virtual Research Arena) 

Learner  

• Virtual environment provides rich possibilities for conveying of awareness information and identity expression 
through creation of places and artifacts  

• Virtual environment provides alternative means of communication and conveying of awareness through chat and 3D 
content brainstorming, 3D movement and manipulation of 3D artifacts and places  

• Limited selection and rotation of avatars makes 
identification of users and conveying of short-term 
social awareness difficult. From AW version 4.2, 
some avatar customization features are provided 

• Complexity of movement and communication in 
3D space limits the use of existing awareness 
mechanisms 

• Search for collaboration partners with needed 
resources is complicated, especially due to the fact 
that Active Worlds consists of a number of un-
connected universes 

• Extensive possibilities for avatar (appearance and clothing) 
modifications, such as in in-built avatar editor and 
acquiring avatar features on the Linden market makes 
possibilities for social awareness support more prominent 

• Second Life features such as advanced camera movement, 
Skype-like, mini-map and teleportation features facilitate 
exchange of awareness information, but it is still restricted 

• Second Life’s in-built search possibilities makes search for 
collaboration partners, i.e., members of different 
communities, easier. Additional search elements can be 
implemented by scripting, i.e., ‘virtual project gallery’ [9]  

Place  

• Flexibility of building is beneficial for awareness and allowed fast development of the world 
• Uncritical use of provided facilities for flexible building may limit creativity and thus awareness expression 

(especially uncritical buying of pre-made objects in Second Life) 
• A repertoire of places of different types is beneficial for social awareness, allows a quick creation of an initial set of 

places and mediation of a range of activities (especially pre-made objects in Second life, commercially available and 
provided in the virtual campus and virtual research arena [9]) 

• 3D places can convey awareness of activities and learners by keeping traces and by mediating activities in a way, 
similar to real-life (though leaving traces is restricted due to rights and property managements) 

• Place structures are useful for visualizing social structure on the group level  
 
• Existing flexibility of building is still not fully 

sufficient for reflecting social structures on the 
community level with the increased size of the 
world 

• The additional complexity associated with leaving 
traces explicitly and still limited repertoire of 
places makes other tools more appropriate in a 
number of tasks  

• The appearance (Archipelago) can serve as a 
distraction for learning activities 

• In-built map features provide a comprehensive overview of 
community development.  Still, such development and its 
flexibility is strictly limited by land ownership and building 
rights issues 

• Leaving of traces is restricted by rights management 
mechanisms, but adjustments are possible through 
programming. Repertoire of places is rather extensive, with 
a variety of free and for-sale objects in the universe  

• The appearance of a science fair and campus provides an 
appropriate atmosphere for learning and research activities, 
but at the same time serves as an informal socializing place 

Artifact  

• 3D artifacts provide rich possibilities for conveying awareness information about learners and their activities, 
communication and activity mediation in a visual, symbolic and ‘real life’ way 

• The effort associated with expressing awareness information in 3D artifacts makes other tools more preferable in some 
cases 

• The functionality associated with 3D artifacts does 
not cover the whole range of user needs  
 

• Second Life has extensive functionality for programming 
and designing artifacts, including integration with external 
tools such as Sloodle, but the associated complexity makes 
it rather difficult to use in some cases 
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virtual worlds in general for social awareness support and 
learning facilitation, compared to other tools. 

 For example, support for finding collaboration partners 
in 3D virtual worlds may for the moment appear less 
straightforward compared to the more traditional ‘yellow 
pages’/database approach [12] and social media such as 
Facebook and Twitter. Generally, simpler text-based 
communityware applications can in some cases be more 
efficient for exchange of information and ‘matchmaking’ of 
community members [13]. At the same time, as shown by 
our results and in the related literature, 3D virtual worlds 
can provide possibilities the ‘traditional’ tools cannot give. 
This includes 3D visualization of both awareness-related 
and educational information and an alternative arena for 
social and learning activities [2, 8, 9]. The facilities 
provided by the ‘traditional’ tools, can with some effort be 
integrated with the virtual worlds, e.g., more effective 
operations on documents. An example is the Sloodle 
initiative that focuses on integrating functionalities of 
Moodle learning management system and Second Life [14]. 
Therefore, 3D virtual worlds can potentially provide nearly 
all functionalities necessary for performance of central 
social and learning tasks. However, these functionalities 
must be provided in a more user-friendly and effective way 
than is possible with most existing virtual worlds at the 
moment. 

We believe that appropriate support for social 
awareness, especially in an educational and research 
context, could be obtained in the context of virtual research 
arenas like the one described in Section II, where students 
and researchers can participate in sharing and collaborative 
elaboration of scientific content. Such virtual research 
arenas contribute to increasing awareness of ongoing 
research projects by visualizing activities and resources 
available at the corresponding research groups, thus 
facilitating search for collaboration partners. By presenting 
research results in a visualized and interactive way, it could 
be popularized and presented to a wider audience in a more 
appealing manner. In addition, such virtual research arenas 
can be accessed by the students, researchers and general 
public at no cost across distances and different time zones.  
 

IV. CONCLUSIONS AND FUTURE WORK 
In this paper, we have focused on 3D visualizations of 

learning communities and associated resources, activities 
and social networks, comparing support for social 
awareness provided by virtual environments of Active 
Worlds and Second Life. We have also shortly discussed the 
advantages and disadvantages of 3D visualizations for social 
awareness support compared to alternative approaches. In 
order to provide adequate support for social awareness, 
there is a need to overcome the identified limitations of 3D 
virtual worlds. To fully exploit the strengths of different 
technologies, a hybrid solution will probably be optimal. 
Future work will therefore include developing a 

comprehensive framework and guidelines for 3D dynamic 
visualization of social structures and processes in a learning 
community. Additional issues to consider will include 
augmenting 3D virtual worlds with other awareness tools 
(e.g., mobile devices, social media etc.) and combining 3D 
visualizations for educational and social purposes. 
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Abstract— This paper presents an integrated 3D face scanning 

system using the structured light technique. A new pattern 

consisting of horizontal colored strips using the De_Bruijn 

sequence is designed in a manner that can ensure a minimal 

distance between any two strips of the same color. After 

illuminating the scene with this pattern, a first image is taken 

and used to obtain 3D information. To detect the strip centers 

in the captured image we use a smoothing Gaussian filter with 

a large kernel applied to the V component in the HSV color 

space. The size of this kernel is computed separately for each 

column. Then, a connection algorithm is used to connect the 

isolated points in the detected strips. The next step is to 

determine the colors of these detected strips. For this purpose 

we exploit the fact that the resulting strips are connected. 

Firstly, we use the H component of the HSV color space to 

determine the color of the easy sets of pixels in these strips. 

Then, we apply a region growing algorithm to assign the colors 

to the remaining pixels. Finally, each connected and colored 

part of strip is matched to a strip in the projected pattern and 

triangulated with its corresponding one in the projected 

pattern to generate the 3D model. Using the concept of 

connected strips we exploit the information from several 

columns to take the decision in each column, which enhances 

the robustness of the method used here versus the existed ones. 

A second image of the scene without illumination is obtained 

and used to add the texture to the reconstructed 3D model. 

Experiment results show an accurate 3D resolution with this 

technique. 

Keywords –  Image Processing; Computer vision; 3D 

visualization; Structured light system. 

I.  INTRODUCTION  

 Recently 3D models are widely used. One of the first 
techniques in this field was the stereo vision. In this 
technique several images of the scene are taken from 
different points of view using a calibrated set of cameras. 
Each point of the scene is searched in the different images. 
Finally, triangulation step is applied to the detected points in 
the image to calculate their 3D position. The main drawback 
of stereo vision is the necessity of having landmarks [2]. 

Structured light systems are based on the association of a 
projector illuminating a scene with a coded pattern and a 
camera is used to capture one image of the illuminated scene. 
Each point of the coded pattern is determined in the captured 
image, and a triangulation step allows the attribution of the 
3D positions. The first structured light systems used laser 
planes or laser dots scanning the object to be triangulated 

[7, 8]. These laser-based techniques allow a high resolution; 
nevertheless, mechanical operations will be required each 
time the laser changes its position.  

Recently, the techniques based on a laser were replaced 
by a projector used to project a coded pattern. The image of 
the illuminated scene is captured and a 3D model is 
generated [9]. This technique can be separated into two basic 
groups [5]. In the first one, which is called time-
multiplexing, a sequence of black and white patterns is 
projected on the scene; the drawback of this technique is that 
only static objects can be measured. The second one called 
one-shot technique uses only one colored pattern, and the 
unique position of each point is determined using its local 
neighborhood. In this context, it was shown [5] that a pattern 
using the De_Bruijn sequence achieves good results in terms 
of accuracy and resolution. A De_Bruijn sequence allows 
attributing a specific color to each line.  

The generation of a coded color pattern using a 
De_Bruijn sequence can be achieved in two ways [2], with 
or without black gaps introduced between the colored lines 
(Fig. 1). The colored line projection generates colored stripes 
on the illuminated scene, therefore on the captured image. 
Both techniques require the detection of the strip centers to 
obtain a good 3D resolution after a triangulation step 
[7, 8, 9]. Using black gaps between strips gives the pattern 
more robustness against the variation of the ambient 
illumination.  

In this paper, a structured light system using black gaps 
and applied to 3D face modeling is proposed (Fig. 1). 

 

 
 

Figure 1.  Layout of the system. 
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The part "Framework" will be firstly described, with a 
description of the used material. The second part named 
"location strip centers" concerns the determination of the 
center of the projected strips, this point is fundamental to 
obtain a sufficiently accurate 3D reconstruction. The 
following part talk about the line construction, where a 
global approach is taken contrary to a point to point 
approach. The last part "3D face model" presents the 
obtained results. A conclusion ends this paper. 

II. FRAMEWORK 

A. Overview 

In a pattern consisting of horizontal colored lines, each 
column of the image can be seen as a 1D signal, its 
characteristics are: flat with bumps representing the 
projected lines. The determination of the projected lines 
requires information about the exact position of the bump 
centers. It also requires information on the colors of the 
determined centers, and finally a method to triangulate the 
centers with their corresponding points in the projected 
pattern. 

The most popular methods to determine the pattern strips 

in structured light systems are based on the same principle. It 

consists in estimating on each column the possible 

candidates to be the centers of these lines and assigning them 

three probabilities:  
• To be valid, 
• To have a projected color, 
• To be in a defined position in the used pattern.  
The assignment of these points to specific points in the 

projected pattern [1, 2, 3] is carried out by methods of 
minimization of an objective function by dynamic 
programming. In this method, each column is treated 
separately without any consideration of the adjacent 
columns. It is obvious that the information from these 
columns could enhance the quality of the decision. 

B. Method 

We propose a global method to detect the centers of the 
strips and assign them to their corresponding points in the 
projected pattern. This method can be decomposed in four 
successive steps. In the first step, we determine the best 
position of the centers using a robust method, contrary to 
classic methods where a probability is given for all points. 
Secondly, the points are connected within their local 
neighborhoods. This procedure yields the entirely 
connected lines or at least long connected parts of the 
lines. The third and fourth parts are successively the color 
and lines assignments. In the last two steps, the detected 
strips are treated as an integrated unit instead of treating 
each one of its points alone. 

C. Material 

Fig. 1 shows the structured light system used, it consists 
of a « NEC NP410 LCD projector » with a full resolution of 
1200*1600. It projects the colored multi-slit colored pattern 
on the face of the person at a distance of 0,4m. Then, the 
image of the illuminated scene is captured using a « Canon 

EOS 5D camera » with a resolution of 4368 by 2912 pixels. 
A polarized filter located before the camera can limit the 
problems of optical reflection and allows measurement taken 
in ambient light (Fig. 1). This system is controlled by a 
classic computer. 

An offline calibration procedure is applied to 
synchronize the system and calculate the necessary 
projection matrices. The calibration procedure uses a 
dozen images of projected checkerboard on a plan 
containing a printed one. After the extraction of the 
corners in the projected and printed checkerboards, 
Zhang’s method [10] is used to minimize the least square 
function over the needed parameters.     

III. LOCATING STRIP CENTERS 

A. Pattern generating 

The patterns used in 3D reconstruction systems must be 
able to provide easy assignment of each point in the captured 
image to a point in the projected pattern. A minimal distance 
between any two strips having the same color must be kept 
to avoid unexpected connection of these similar strips in the 
captured image.  

This application is dedicated to face reconstruction. 
Usually, the height of a face size is about 0,3m, so a pattern 
of 64 horizontal lines leads to a resolution of 4,6mm which is 
coherent with a face reconstruction. The 64-line pattern is 
achieved by a De_Bruijn binary sequence with a 
subsequence of six elements. This one is the starting point to 
construct a vector of 64 elements based on 6 different colors 
where the order of the colors is never repetitive. The colors 
are chosen to maximize the RGB color space. Two lines 
having the same color are separated by “at least” two lines of 
different color. The captured image is exploited in a RGB 
form. 

B. Problem 

The most famous way to locate strip centers is to search 
the peaks of strips in each separate column of each 
component RGB by fitting a 1D Gaussian profile in the 
neighborhood of the local maxima and searching its peak 
using the sub-pixel resolution [1, 2, 3]. With this method, 
two problems arise: 

 In a color image, there is always an offset between 
the sub-pixel locations of the peaks in each RGB 
component, this problem is well known and is 
called RGB component misalignment [2, 4]. 

 The strips do not always have the same width, so 
two closed strips can be fitted by a unique Gaussian. 
On the other hand, a wide strip can be fitted by two 
Gaussians. The choice of the size of the Gaussian 
profile width should be carefully studied in order to 
ensure the result of this method. 

In order to obtain a robust and performing solution, a 
global approach based on filtering is proposed. First of all a 
face shape detection step is applied to the image with the 
pattern to determine the region of interest, then we use a 
global approach to determine the strip centers using the V 
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component in the HSV color space. The V component is 
defined as:  

 V=max(r,g,b) 

This component has the biggest value of the three 
components in the RGB color space. In this way, we can get 
the center of the strip without considering color channels. 
Due to the RGB misalignment component, the V component 
signal can have some disturbed values at the strip centers.  

In order to locate the strip centers, we use a smoothing 
filter with a big kernel; this filter smoothes the signal and 
focuses its peak in the middle. A common and powerful way 
to smooth a 1D signal is to convolute the signal with the 
Gaussian kernel.  

Notice that a performing smoothing filter is similar to a 
low-pass filter with a low cut off frequency; it requires a big 
size of kernel, so a high value of the standard deviation. The 
size of the kernel ks is defined as follows: the number of the 
nonzero values of the Gaussian kernel, the kernel is 
normalized and a truncation is used for all values lower 
to 0,01, ks is proportional to the standard deviation. The 
influence of applying the Gaussian filter with different kernel 
sizes is depicted in Fig. 2. (Top) shows the intensities of the 
V component over a selected column, (middle) shows the 
same column after applying a Gaussian filter with a kernel of 
size 11, (below) shows the original column smoothed by a 
21kernel size Gaussian filter.  

  
 

Figure 2.  Application of kernels (size 11 and 21) on V component. 

The larger the used kernel size the smoother the resulting 
signal, but a special attention should be paid to not confusing 
two successive strips and losing the relevant information as 
shown in Fig. 2 (below) when applying the kernel of size 21. 
To avoid this information lost, the size of the kernel must 
always be adjusted and controlled by the gaps between the 
strips in each scanned column. 

Using this smoothing filter with a large kernel has two 
major advantages. The first one is that no small peaks 
correspond to the noise or disturbed strips could be found, 

while the second advantage is that this filter focuses the 
peaks of each strip exactly in the middle. 

 

C. Determination of the Kernel size ks 

1) Algorithm 

Due to the non-linearity of the scanned faces, the width 

of the gaps between the strips in the captured image is not 

always the same along the whole image. An important 

difference in size of these gaps can be found between the 

different columns. To yield the best results, a different 

kernel must be defined at each column according to the 

average of the gap sizes in this column.  

Our contribution in this field is an algorithm dedicated to 

the determination of the kernel size for each separated 

column. On each column, the values of the pixels in the 

rising slope are summed up. The resulting values are 

associated to the positions of the relative peaks in the 

column. These values are normalized using the maximum of 

each column. A threshold is used so as not to take into 

account the low level values that are not representative of 

the strips. Fig. 3 describes two columns of the V component 

(dashed line), and the relative positions of the approximate 

peaks detected using this algorithm (solid line). The 

distances between each two successive peaks are calculated. 

To avoid the extreme abnormal values, the mean value of 

these distances is calculated and set as the size of the 1D 

kernel of the Gaussian filter that will be applied to the 

column.  

 

 

 

Figure 3.  Approximate positions of the peaks in a column of V 

component. 

The results present a variability of the gap between the 

peaks coming from several parameters, like the projector-

subject distance or the surface inclination. 
 

2) Algorithm validity 

To test the validity of the algorithm, for several columns, 

the ks value obtained by the algorithm is compared to the 

range of ks values; which can give an exact restitution of the 

number of strips. 

Over several images, a set of columns (10% of all) have 

been chosen to evaluate the validity of the proposed 

solution. This gives, for each image, a set of 71 columns 

covering all the areas of interest across the face.  

The numbers of the projected colored lines on the face 

over these columns are counted using the human eye. Then 

for each of these columns we have applied a Gaussian filter 

with kernel size varying between 1 and 100, and compared 
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the resulted peak number (found using the peak locating 

algorithm presented later) with the real number of lines. At 

the end of this step the range of ks that yields the exact 

number of peaks is found for each one of the columns. 

Fig. 4 shows an example for the image used, where the 

x-axis represents the index for the columns, the y-axis 

represents the values of ks, the dashed and solid curves 

represent successively the minimum and the maximum of ks 

that yields the exact number. The dotted curve shows the 

value of ks found using the algorithm, and its related 

position to the range that yields the good results. 

After this step of the determination of ks, it is necessary 

to apply the Gaussian filter to the images. 

 

Figure 4.  Ranges of values of ks obtained on 71 columns 

D. Locating peaks 

1) Smoothing filter application 

The Gaussian filter designed uses the previously 

described algorithm on each column of the image. As early 

mentioned this procedure smooths the signal and focuses the 

peaks of the strips in the middle. This procedure enables to 

recover the strip centers easily and with robustness. And it 

also makes the RGB component misalignment problem 

trivial. Fig. 5 shows several strips of a column signal, the 

solid curve represents the original signal while the dashed 

one represents the filtered signal. 

  
Figure 5.  Original and filtered signal of a column signal. 

On easy strips, the procedure does not improve the 

quality of the signal, in order to detect the local maxima, but 

on a bad quality signal (misalignment colors, etc.), this 

procedure allows to find a satisfactory solution. 

 

2) Detection of the maximum 

To determine the strip centers, it is necessary to find the 

local maxima along the smoothed signal of each column. 

The exact position of these local maxima is determined by 

applying the following simple algorithm to the smoothed 

signal; the difference between a point and the previous one 

must be positive, and the difference between a point and the 

following one must be negative, therefore the point is at the 

maximum of the curve. 

 
Figure 6.  Peak detection error obtained on 71 columns. 

In the special case where several points have the same 

value, the middle position (x-axis) is taken as maximum. 

This procedure is applied to all columns as previously. An 

evaluation of the detection quality is achieved by using the 

difference between the number of detected stripes and the 

real number of lines counted using the human eye. Fig. 6 

shows the numbers of detected stripes, the solid and dashed 

curves are respectively the number of stripes detected by the 

eyes (real) and estimated by the algorithm. On several real 

images, the maximum of detection error is about 3 stripes. 

The mean of the error detection, number of real strips minus 

number of estimated strips, is about 1,5 strip/column. 

IV. LINE CONSTRUCTION 

A. From peaks to line 

An image is constructed where each strip is represented 

by a simple line. Fig. 7 depicts the lines detected on a face; 

the one on the left represents the detected strips for the 

entire face superposed with the V component image. This 

image shows the exact position of the detected peaks in the 

middle of the strips. While the center and right parts of 

Fig. 7 successively represent a detail of the mouth and a 

detail of the nose. It is easy to understand that parts like the 

mouth will be easy to recognize and parts like the nose will 

be difficult to attribute. 
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Figure 7.    Line construction (face, mouth and nose). 

B. Line connection 

In the classic methods of structured light systems, the 

points resulting from the previous step are treated without 

connection. In order to increase the quality of the color 

attribution step and pattern affectation, a step of line 

connection is implemented to connect the isolated detected 

peaks within their local neighborhood. The horizontal 

projected lines in the captured image becoming curves have 

more or less accentuated slopes. As a result of searching the 

strip centers per column, a strip with a vertical slope 

generates discontinuity problems. Fig. 8 (top) shows the 

maximum allowed slope before getting this discontinuity. 

To overcome this problem the following connection 

algorithm is applied:  

The points in the image are scanned from left to 

right and a criterion is tested in each one to decide 

whether it is well connected to the adjacent points in the 

line. If this point is found as an end of a connected line, 

a searching procedure is applied in a 7*10 pixel window 

to find the nearest beginning of another connected part 

of line. The two points are connected and the algorithm 

keeps scanning the other points in the image. An 

example of this problem and a resulting part of the 

image are shown in Fig. 8 (below).  

The neighborhood used is determined empirically and 

found to be sufficient and yields good results in the face 

reconstruction application. At the end of this step, the 

majority of the detected peaks are connecting in long 

enough lines.  

 

 
 

 
       

Figure 8.  Top: maximum allowed slope, Down: connection algorithm. 

C. Color of the line detection 

1)  Overview 

It is well known that colors encounter a lot of 

distortions, starting with the influence of the projector, 

during its reflection on the surface of the measured object, 

and finally in the sensors of the camera. These distortions 

may be affected by either the absorption and reflecting 

proprieties of the measured object or by the proprieties of 

the projector and camera used which can lead to a cross-talk 

between the projector and the camera sensors. A lot of work 

has been done in this field; Zhang, Curless and Seitz [4] 

assumed that the surface is spectrally uniform and only 

calculated the projector-camera color cross-talk matrix, 

while in [3] an adaptive color classification is proposed to 

detect the colors of the projected lines using the RGB color 

space. 

Several difficulties appear while using the RGB color 

space: the RGB components are highly correlated, the RGB 

space is not perceptually uniform, and it is highly sensible 

to color variations [6]. In our application, we chose to detect 

the color of the detected lines using the HSV color space 

and more precisely its H component which corresponds to 

the hue and refer to the dominant color. This color space is 

more related to the way in which human beings perceive 

colors and it is usually less affected by color variations.  

In RGB color space, the colors of the pattern are chosen 

among the eight full saturated colors.  

 

2) The H component histogram 

Using the information of the H component and the 

connecting lines resulting from the previous step, the 

algorithm we used to assign the colors to these lines is 

described as the following: 

The original captured image is converted to HSV color 

space and the H component is used. The ideal histogram of 

the six colors used in the H component is shown on Fig. 9a.  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 9.  Histogram theoretical (a), experimental (b), enlargement (c). 

The x-axis is graduated in degrees, so two successive 

colors are separated by 60°. The histogram of the detected 

lines in the H component image is shown in Fig. 9b. Due to 
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the distortion mentioned earlier, the distribution of each 

color is less regular than the ideal one. In most cases, the 

shape of the distribution is similar to a normal distribution 

around the mean value of each color area. The parameters of 

this distribution depend on the behavior of the colors on the 

skin, in other words, the interaction of light with skin. The 

modified parameters are the mean value, the shape and the 

width of the bumps. The bumps can be assimilated to 

Gaussian curves, so the width can be replaced by a standard 

deviation. 

Due to these distortions, especially when these shapes 

have a small peak and large standard deviation, it is difficult 

to define a rule that can ensure a safe division of the H 

component into six regions and determine the boundaries 

between these regions. 

The solution of this problem is divided into two steps: 

the first step is to find the pixels that can ensure a good 

color assignment, while the second one is to use the region 

growing in the connected lines to assign the colors of the 

remaining pixels. 

 

3) Color attribution 

The first step is achieved by dividing the distance 

between each two successive mean value positions in each 

color area into three equal regions. 

Each one of the border regions has a safe color 

assignment to the related color; while the central region is 

labeled as undetermined (Fig. 9c) and set to the color white. 

In the second step, the indetermination will be lifted using 

the connected lines and the region growing.  

The regions with the undetermined color are searched 

inside a connected line, and its color is found using the color 

of its adjacent pixels on both sides. These regions could be 

found in three possible cases:  

 The regions can be within the connected line and 

surrounded by the colored regions from both sides 

and the surrounding regions have the same color on 

both sides, the undetermined color of the region is 

set as the same color.  

 The regions can be within the connected line but 

the surrounding regions do not have the same 

color. This case is related to the connection of two 

lines with different colors. The regions with the 

undetermined color are deleted to avoid an error. 

 Undetermined regions can be at the beginning or 

the end of the line, and then the color is determined 

by the color of the pixels on one side.    

All the points in the connected lines resulting from this 

step have the same color. An example of the resulting image 

is shown in Fig. 10.  

 

 
 

Figure 10.  The resulting colored lines. 

V. LINE MATCHING  

As mentioned in the introduction of the paper, a 

De_Bruijn sequence is a cyclic sequence which consists of a 

certain number of subsequences. Each of these 

subsequences appears only once. This concept is used to 

match the detected strips to their corresponding ones in the 

projected pattern. The real scenes are not usually uniform 

ones. In many cases several parts of the projected lines will 

not be found in the captured image because of mislabeling, 

occlusions, shadows and other properties of each scanned 

object [4]. In this case, several colored lines will be missed 

in some columns. This means that the line matching using 

the classic dynamic programming is not always the best 

way. Multi-pass Dynamic Programming is proposed in [4]. 

In this method, the authors compute the monotonic 

components of the optimal path in multiple passes. To solve 

this problem, as mentioned earlier, each group of connected 

points is treated together as a connected line.  

The information from all the points along the line is used 

to match this line to a line in the projected pattern. A 

subsequence of the six adjacent lines is formed and 

compared to De_Bruijn sequence used to create the 

projected pattern. In the case where some parts of the line 

have the problems mentioned earlier, such as occlusion, 

shadows and other problems will be matched using the 

information of the remaining points in the lines. For each of 

these lines the previous and following lines were found and 

used to assign it to a line in the projected pattern. The 

resulting points were triangulated with the corresponding 

points in the projected pattern by calculating the intersection 

of the two lines of sight defined by these points and the 

focal points of the camera and projector. 

VI. 3D FACE MODEL 

Several experiments have been performed. Fig. 11 

shows typical example of these experiments; the first image 

with the pattern is used to generate the 3D wireframe model, 

while a second one without the pattern is used to add the 

texture. 
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Figure 11.  Images used and resulting wireframe model and textured one. 

The step of peak detection yields some points which 

correspond to false peaks between the real peaks. Other 

eventual errors arise where the false peaks are found in the 

same local neighborhood. They can be connected during the 

connection step. In the step of color detection, a specific 

color will be assigned to these resulting false lines (the color 

red in most cases). 

In the step of lines matching, the subsequence will be 

formed by this false line and the other five surrounded 

colored lines. As a result of use of the De_Bruijn sequence 

with big period (subsequence of six elements), there is no 

chance that the resulting subsequence will be matched to a 

subsequence in the De_Bruijn sequence, and these false 

lines or points will be excluded. 

VII. CONCLUSION  

We have presented in this paper our 3D scanner using 

the structured light system technique. Our robust method is 

applied on a human face; it can be also used in many other 

fields, either in computer vision or industry applications. A 

specially designed color pattern using the De_Bruijn 

sequence is proposed to enhance the robustness of the 

system.  

A new method to locate the strip centers in the captured 

image uses a smoothing filter with a large kernel applied to 

the V component of the HSV color space. The validation 

step of the algorithm used to choose the size of the kernel 

has been presented, and satisfactory results have been 

obtained. Usually, each strip center is treated alone, and 

more precisely, each point of the picture is treated alone. 

We use an innovative and global technique in order to 

construct usable lines. The method is based on a growing 

algorithm using an appropriate window and it is applied to 

V component image. We treat each set of connected points 

together while determining their color and assigning them to 

a line in the projected pattern. The last paragraph presents 

the results obtained on 3D face modeling. A texture has 

been applied to be closer to reality.  

Due to the robustness of the proposed 3D face 

acquisition method it has been used to scan faces for web 

applications. 

The week point of this work is the absence of 

comparative studies with the existing approaches. Such 

studies form the major part of our future work.  
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Abstract—- In this paper, we prove that it is possible to recover 

the position (or coordinates) of an object using a single 2D image, 

given the size and shape of the image. Here we employ a purely 

mathematical proof to enable guaranteed accuracy. These 

theories and their derivations can be employed in recovering 

illumination patterns defined on the actual object using their 

images. 

 

Keywords-3D position, 2D image, uniqueness, mathematical 

modeling. 

I. INTRODUCTION 

There are situations in computer vision where it is 

required to determine the position of an object using a single 

2D image. In this paper, these positions are expressed as 

coordinates in a system of coordinates defined by the camera. 

When an image of a certain object is given, there is a doubt 

whether there can be multiple object positions that may create 

this same image. But this paper takes a mathematical approach 

to prove that, when the shape and the size of an object are 

given with its image from a certain camera, the coordinates of 

the object can be determined uniquely. Therefore it is proved 

that there can be one and only one position for an object with 

respect to a camera, for a given image.  

 

Also the coordinates of the object with respect to the 

camera is disclosed in the process as mathematical formulas. 

Here a rectangular object is taken as the example to prove the 

uniqueness. But any planer object satisfies the uniqueness 

condition, since a rectangle drawn on such an object has a 

unique image inside a given image of that original object. 

 

These discoveries will be of importance in distance 

detection applications. As an example, an image of a satellite 

may be used to determine the distance between the satellite 

and the camera from which the image is taken. Similar 

approach may be employed to determine the position of a 

person in an airplane using a photograph of a wing (of the 

same flight) taken by him in an air plane crash situation. 

 

Distance information may be used as data itself as 

explained above or it may be an intermediate data used to 

derive some other important information. For an example, 

brightness of an image pixel will not yield any brightness 

information (of the object) if the distance between the camera 

and the object is unknown. 

 

Also the angle between the object and the reviewer may 

provide important information in some legal procedures. 

Another application of the angle matching will be to position 

the antenna in the most favorable direction for the receiver. 

This will play an important role in satellite communication 

and in communicating with space vehicles. 

 

Positioning of 3D objects (surgical equipments) and 

recovering the position and orientation data of objects (organs) 

accurately is also a vital step in computer assisted surgeries. 

 

Recovering 3D models from 2D images is also an 

important step in virtual reality applications. 

 

Finally let us look into the structure of the paper. Next 

section is devoted to identify the previous work, which is 

related to the work in this article, done by other researchers. 

The section after that introduces the camera model used in the 

rest of the article. Section that follows is devoted to disclose 

the methodology used to recover the object from the image. 

And the last section in the paper is allocated to list the 

conclusions. 

II.  PREVIOUS WORK 

There are attempts to recover 3D images using a series (2 

or more) of 2D images of certain objects. One is the research 

done at the University of Ottawa [2]. This will use 2 images 

taken from 2 cameras simultaneously and the object is being 

recovered using the images of some feature points on the 3D 

model. 

 

In another research there was a successful attempt of 

recovering a non-rigid 3D model [3] from a sequence of 

images created by a video stream. Also there are some tools 

developed to recover the 3D models from images with wide 

baselines [4]. These tools employ a method that uses a 

universal camera intrinsic matrix estimation technique to 

eliminate the need for camera calibration experiments.  

 

In another research [5], there is an attempt to recover 

smooth objects using image contours that approximate the 

image with an octree spline structure. Some research work has 

also been carried out on recovering moving 3D objects [6]. 

This method consists of integrating the measured 2D motion 

of the object to recover its 2D-position in the image.  
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There is an interesting research [7] on recovering 3D 

object models from a single 2D image. In this method, the 

matching of corresponding features is employed to recover 3D 

data. Some research was done to recover the pose of a head [8] 

including the motion to be mainly used in virtual reality 

aviators.  
 

An interesting approach to the problem has been 

presented in [9]. In this paper certain pre-analyzed object 

classes have been used. Objects belonging to these classes 

were then extracted from an image. Some work was also done 

using voting techniques [10] but without feature extraction. 

This will enable the method to be employed also for smooth 

objects. Another approach used was to synthesize 3D objects 

by comparing the image against the data in a pre-stored object 

library. In one of the studies described in [11] this approach 

was used in 3D model synthesis to even recover the data in the 

back (invisible) side of the objects. Some research [12] is also 

done on the difficult problem of decoupling the relative 

position recovery and relative orientation recovery. 
 

III. CAMERA MODELING 

The camera model used to establish the mathematical 

formulas is shown in the figure bellow: 

 

 
Figure 1: Camera model used in the derivation of mathematical 

formulas. 

 

Let O (0, 0, 0)
T
 be the center of the camera and the plane Z = - 

l be the imaging surface. 
 

Let P (x, y, z)
T
 be any point that is capable of generating an 

image on the camera and I (xI, yI, -l)
T
 be its image. 

 

Then for a given scalar t observe the relationship: 

�������� � � ������� 
	 �  
� � 

 

That is 
�x, y, z�� � 
t�x�, y�, 
l��. 

 

That is for a given image I (xI, yI, -l)
T
 for a point P, P can be 

given by (-txI, -tyI, tl)
T
. 

 

P �  �
tx�, 
ty�, tl��  ------ ( 1 ) 

 

In this case the parameter t should be positive (t>0) in the real 

world. 

 

Otherwise the point P will be inside the camera or behind it. 

 

 

IV. RECOVERING THE OBJECT FROM THE IMAGE 

Let P0P1P3P2 be a rectangular object with P0P2 = m, in the 

above 3D coordinate system.  

 

And let I0I1I3I2 be its image on the imaging surface z = -l of 

the camera. Refer to Figure 2. 
 

Let �� �  ���, ��, 
��� , �� � ���, ��, 
��� , �� �  ���, ��, 
���  and 

�� �  ���, ��, 
���. 

 

Then, equation (1) implies:  
 

�� � �
����, 
����, �����, 

 

�� �  �
����, 
����, �����, 

 

�� � �
����, 
����, �����, 

 

�� � �
����, 
����, �����. 

 

Where t0, t1, t2 and t3 are positive scalar (parametric) values. 
 

 

Figure 2: Actual object P0P1P3P2 and its image I0I1I3I2. 

 

Since P0P1P3P2 is a rectangle: ������������� �  �������������. 
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Thus,  
�� ( ��
�� � ��  -- (2) 

 

Comparing x components: 
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 �
�����. 
Therefore,  

����(����
���� � ����  -- (3) 

 

Similarly, by  comparing y components: 
 

���� ( ����
���� � ����  --(4) 

 

By solving these equations: 
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 --- ( 5 ) 

 

where �01 � �0 
 �1. 
 

And  
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That is:                                     
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And  
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Considering the fact that ���� � 4.  

 

Therefore |�� 
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Using the equation (7):  
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Therefore we have  
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But by definition of t0, we have t0 > 0. 

 

Therefore:  
 

�� �
;

√6�<)-.)+�-=�<,-.,+�-=>-�<.��-8
  ---- ( 10 ) 

 

That means t0 is a unique value for a given m. 

 

Therefore by considering equations ( 5 ) and ( 6 ) we can 

uniquely determine t2 and t3. 

• For a given image I0I1I3I2, we can uniquely determine 

the points P0, P3 and P2. 

• By geometry we can uniquely determine the point P1. 

• For a given image I0I1I3I2 we can uniquely determine 

the rectangle P0P1P3P2 that created the image. 

 

Now consider the image shown in Figure 3. 
 

 

 
 

Figure 3: Image of an actual object to be measured. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Point Pixel X Pixel Y Actual X Actual Y 

A 103 58 2.682292 1.510417 

B 33 340 0.859375 8.854167 

C 186 562 4.84375 14.63542 

D 316 515 8.229167 13.41146 

E 387 231 10.07813 6.015625 

F 233 10 6.067708 0.260417 

G 163 293 4.244792 7.630208 
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Here the ratio 38.4 was taken to convert pixel values to 

centimeters. Considering the geometry, it is safe to take l = 1, 

without losing the generality. Considering the rectangle 

BCDG, and with BG = 1cm, we got t0 = 0.0865161. 

 

That means the actual coordinates of B is given by (-

0.07435, -0.76603, 0.0865161) where all the coordinates are 

given in cm. Similarly other coordinates can also be 

calculated. 

 

 

V. CONCLUSION 

 

Given the shape and size of an object with an image of it, 

there can be one and only one position for the object with 

respect to the camera from which the image is taken. This 

implies that for the given class of objects, (planar objects with 

an identifiable rectangular shape on them) when an image is 

given, and the 3D positions are calculated, there is no need to 

find out whether there are any more possible object instances 

that we need to consider. This will greatly reduce the 

complexity of successive steps in a system where object 

extraction is an intermediate step. Otherwise it would be 

required to apply the same algorithm to multiple possible 

objects and validate each other to select the best appropriate. 

 

This simple observation not only reduces the time and 

complexity of the resulting systems, but also reduces the 

possibility of errors. 
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Abstract — Interpolation and intersection methods are closely 
related and used in computer graphics, visualization, computer 
vision etc. The Euclidean representation is used nearly exclusively 
not only in computational methods, but also in education despite it 
might lead to instability in computation in many cases. The 
projective geometry, resp. projective extension of the Euclidean 
space, offers many positive features from the computational and 
educational points of view with higher robustness and stability of 
computation. This paper presents simple examples of projective 
representation advantages, especially from the educational point of 
view. In particular, how interpolation and intersection can be 
applied to fundamental algorithms, which are becoming more 
robust, stable and faster due to compact formulation. Another 
advantage of the proposed approach is a simple implementation on 
vector-vector architectures, e.g. GPU, as it is based on matrix-
vector operations. 

Keywords - Interpolation; intersection; principle of duality; 
barycentric coordinates; cross-product; linear systems of 
equations. 

I.  INTRODUCTION  
Algorithm efficiency and robustness are key points of 

research activities in computer graphics [7], [1], computer 
vision [6], [4], texture mapping [19] etc. Due to many items 
to be processed, a strong requirement for speed arises; also 
hardware architecture needs to be considered. However, 
speed and robustness requirements are usually in 
contradiction, especially if the Euclidean representation is 
used.  

Nevertheless, some other approaches like projective or 
conformal geometries can be used to overcome selected 
problems. As the projective representation is widely used in 
computer graphics, a simple modification of interpolation 
and intersection algorithms will be introduced and simple 
examples presented for demonstration. 

II. PROJECTIVE REPRESENTATION 
Projective representation uses homogeneous coordinates 

for computations and geometric transformations. A point 
ࢄ ൌ ሺܺ, ܻሻ in E2 (the Euclidean space) can be represented as 
࢞ ൌ ሾݔ, :ݕ ሿ்ݓ  in P2 (the projective extension of the 
Euclidean space).  Mutual conversion is defined as:  

ܺ ൌ ݔ ⁄ݓ     ܻ ൌ ݕ
ൗݓ ݓ     ് 0   (origin excluded) 
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Figure 1. Geometric interpretation of a dual space 
 

One parametric set of points in P2 representing a unique 
point in E2, see [14]. A significant advantage of the 
projective representation is a possibility to use principle of 
duality. In the above case, a point is dual to a line and vice 
versa, etc. which might lead to new algorithms [2], [13], 
[18]. 

Similarly, the concept of the projective extension of the 
Euclidean space can be extended to n-dimensional space, 
especially to E3 used in computer graphics and vision. 

This simple formulation shows, that many computations, 
not necessarily only geometric transformations, can be made 
using homogeneous coordinates.  

It means that “projective scalar”, i.e. ࢞ ൌ ሾݔҧ: ሿ்ݓ  or 
“projective vector” ࢞  ൌ ሾ࢞ഥ:ݓሿ் ൌ   ሾݔ, :ݕ ሿ்ݓ , where ࢞ഥ is a 
vector, can form an input or output of the processing 
pipeline, e.g. interpolation and intersection computation. 

Projective representation can also help to explain many 
geometrical problems in a simple way, e.g. line intersection 
[13], area or volume computation [14], solution of linear 
homogeneous systems and computation of barycentric 
coordinates [12]. 

III. PRINCIPLE OF DUALITY 
Principle of duality is an essential principle and 

especially in computer graphics and vision can bring quite a 
new way how to handle and solve non-trivial problems. The 
principle states that any theorem remains true when we 
interchange the words “point” and “line”, “lie on” and “pass 
through”, “join” and “intersection” and so on. Once the 
theorem has been established, the dual theorem is obtained 
as described above, see [5]. 
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The advantages of the projective geometry and principle 
of duality use can be demonstrated on very simple 
examples, e.g. a point as an intersection of two lines and a 
line as a join of two points.  

Let two points x1 and x2 be given in the projective space. 
Then the coefficients of the line p, which is defined by those 
two points, are determined as the  of their homogeneous 
coordinates. 

p = x1× x2 i.e.  1 1 1

2 2 2

det x y w
x y w

⎡ ⎤
⎢ ⎥= ⎢ ⎥
⎢ ⎥⎣ ⎦

i j k
p  

where: p = [a,b:c]T 
If the principle of duality is used, it is possible to write 
computation of an intersection of two lines as: 

x = p1× p2 i.e. 1 2 1 1 1

2 2 2

 × det a b c
a b c

⎡ ⎤
⎢ ⎥= = ⎢ ⎥
⎢ ⎥⎣ ⎦

i j k
x p p  

where: x = [x,y:w]T 
A computation of an intersection point of two lines or a 

computation of a line if two points are given is made by the 
same sequence using the principle of duality and no division 
operation is needed. 

In the case of E3 point is dual to a plane and vice versa, 
i.e. if three points are given a computation of a plane is the 
same, in the sense of duality, as intersection computation of 
three planes, i.e. a plane is computed by the generalized 
cross-product as: 

1 1 1 1
1 2 3

2 2 2 2

3 3 3 3

× × det
x y z w
x y z w
x y z w

⎡ ⎤
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎣ ⎦

i j k l

x x x  

and an intersection of three planes is computed as: 

1 1 1 1
1 2 3

2 2 2 2

3 3 3 3

× × det
a b c d
a b c d
a b c d

⎡ ⎤
⎢ ⎥
⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎣ ⎦

i j k l

ρ ρ ρ  

It should noted that a division operation is not needed and 
the computational sequence is the same for both the cases. 

IV. LINEAR INTERPOLATION 
Linear interpolation is frequently used method not only 

in computer graphics. Let us consider a simple case of linear 
interpolation, when we want to interpolate on a line ࢖ or on 
a surface ࣋ , i.e. 

ሻݐሺࢄ:࢖ ൌ ஺ࢄ ൅  or     ݐଵࡿ

,ݑሺࢄ:࣋ ሻݒ ൌ ஺ࢄ ൅ ݑଵࡿ ൅  ݒଶࡿ

where: ࡿଵ ൌ ஻ࢄ െ ଶࡿ  ஺  andࢄ ൌ ஼ࢄ െ  ஺ࢄ

These are well-known formulas, of course. But what 
happens if points are given in homogeneous coordinates? 

From the teaching experience, the approach is 
a conversion of points to the Euclidean space followed by 
the “standard” linear interpolation. It means that in the first 
case 6 divisions and in the second case 9 divisions are 
needed with all consequences, including precision and 
stability issues. 

However, there is a possibility to make a linear 
interpolation directly in homogeneous coordinates as: 

:࢖ ሻݐሺ࢞ ൌ ஺࢞ ൅       ݐଵ࢙

where: ࢙૚ ൌ ஻࢞ െ  ஺࢞
ൌ ሾݔ஻ െ ,஺ݔ ஻ݕ  െ ஻ݓ :஺ݕ െ  ் ஺ሿݓ

or 
,ߦሺ࢞ :࣋ ሻߟ ൌ ஺࢞ ൅ ߦଵ࢙ ൅  ߟଶ࢙

where:  ࢙૚ ൌ ஻࢞ െ  ஺࢞
ൌ ሾݔ஻ െ ,஺ݔ ஻ݕ  െ ,஺ݕ ஻ݖ െ ஻ݓ :஺ݖ െ  ஺ሿ்ݓ

and 
૛࢙ ൌ ஼࢞ െ ஺࢞ ൌ   ሾݔ஼ െ ,஺ݔ ஼ݕ  െ ,஺ݕ ஼ݖ  െ ஼ݓ :஺ݖ െ  ் ஺ ሿݓ

In both cases, the following conditions apply: 
஺ݓ ൐ 0, ஻ݓ     ൐ 0, ஼ݓ ൐ 0 

As in the projective space the metric is not generally 
defined, there must be some different behavior of such 
interpolation. Note that there is a direct connection to 
interpolation and projection operation in the graphical 
pipeline. 

Basic property of the interpolation in the projective 
space is a non-linear monotonic parameterization, i.e. for 
߬ ൌ 1/2 the center of the segment ࢄ஺ࢄ஻  in the Euclidean 
space is not obtained in general. It is well known problem of 
determining z-coordinate after projection operation. It 
means that we have a linear interpolation with: 
• Linear parameterization in the Euclidean space 
• Non-linear parameterization, but with a monotonic 

parameterization, in the projective space. This 
fundamental property is needed when comparison 
of  ݐଵ ൏ ଶ, resp. ߬ଵݐ ൏ ߬ଶ , is required for a decision, e.g. 
which object is closer etc. 

In both cases,  division operation can be avoided by 
“hiding” denominator to the homogeneous coordinate, i.e. 

ሻݐሺ࢞ ൌ ሾݓ஻࢞ഥ஺ ൅ ሺݓ஺࢞ഥ஻ െ :ݐഥ஺ሻ࢞஻ݓ  ஻ሿ்ݓ஺ݓ
In this case, the parameterization is linear, of course. 

It should be noted that barycentric coordinates can be 
computed directly in homogeneous coordinates without 
division operations as well, see [12], using generalized 
cross-product. 

The above presented approach is quite simple for 
understanding projective space principles. 

V. BARYCENTRIC COORDINATES 
Barycentric coordinates are very often used not only in 

computer graphics, computer graphics and visualization. It 
is known that computation of barycentric coordinates leads 
to solution of linear system of equations (LSE). A solution 
of LSE is equivalent to the generalized cross-product. This 
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result to computation of the barycentric coordinates directly 
using generalized cross-product without use of division 
operation and therefore the computation is more robust in 
general. The barycentric coordinates are computed as    

× ×=b ξ η w   0T =τ b  

1 2 3 4, , , Tb b b b= ⎡ ⎤⎣ ⎦b  Txxxx ],,,[ 321=ξ   
T]1,1,1,1[=w  

Tyyyy ],,,[ 321=η ݐ݁݀     ቮ

߬ଵ ߬ଶ ߬ଷ ߬
ଵݔ ଶݔ ଷݔ ݔ
ଵݕ ଶݕ ଷݕ ݕ
1 1 1 1

ቮ ൌ 0 

The barycentric coordinates of the point x are then given as 

 1
1

4

b
a

b
= − , 2

2
4

b
a

b
= − , 3

3
4

b
a

b
= −  

The above formulas shows that the computation of the 
barycentric coordinates is quite simple. If hardware 
acceleration using matrix-vector operation is used, the 
computation is very fast. It is important to note that the 
similar scheme for the barycentric coordinates computation 
is valid for homogeneous coordinates as the determinant is 
multi-linear. 

VI. INTERSECTION COMPUTATIONS 

A. Line-plane intersection 
There is lot of algorithms based on line intersections, like 

ray-tracing, line clipping etc. Let us consider a simple case of 
intersection of a line in a parametric form with a plane, 
which is the fundamental principle of many algorithms, e.g. 
Cyrus-Beck’s (CB) line clipping, see Fig. 2 for E2 analogy 
(planes are “degenerated” to edges). 
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Figure 2. Line clipping by a convex polygon 

Let us consider two planes ࣋ଵ and ࣋ଶ and a line ࢖ in a 
parametric form given in homogeneous coordinates by two 
points ࢞஺ and ࢞஻.  

In many algorithms including CB algorithm the 
relation ݐଵ ൏  ଶ, needs to be evaluated, e.g. to get an order ofݐ
intersection points. For this only monotonic 
parameterization on the line ࢖ is needed.. It means that the 
linear interpolation with non-linear parameterization 
presented above can be used efficiently.  

The CB algorithm is based on an intersection solution of 
a line  ࢖ given in a parametric form and a plane ࣋ in E3 (or a 
line in E2) given in the implicit form as follows: 

:࣋ ்࢞ࢇ ൌ :࢖   0 ሺ߬ሻ࢞ ൌ ஺࢞ ൅  ࢙߬

It should be noted that all vectors are vectors of the 
projective space, i.e. they have homogeneous coordinates. 
Therefore, it is easy to compute the intersection point as 

஺்࢞ࢇ ൅ ்࢙߬ࢇ ൌ 0 then ߬ ൌ െࢇ
஺்࢞

ൗ்࢙ࢇ  

The parameter can be represented by a “projective scalar” as  

߬ ൌ ሾെ்࢞ࢇ஺: ሿ்்࢙ࢇ ൌ ሾ ҧ߬: ߬௪ሿ் 

Then the CB’s algorithm can be modified as follows: 
߬௠௜௡ ൌ ሾെ∞: 1ሿ்;         ߬௠௔௫ ൌ ሾ∞: 1ሿ்  
for i:=1 to N_planes do 
ൌ:࣎ } ሾെ்࢞ࢇ஺: ࣎ #  ;ሿ்்࢙ࢇ ൌ ሾ߬ҧ: ߬௪ሿ் # 
 if ߬௪ ൏ 0 then ࣎ ؔ െ࣎; 
 # ߬௪ coordinate needs to be non-negative # 
 if ߬ҧ ൏ 0 then ࣎௠௜௡ ൌ max  ሺ߬௠௜௡, ߬ሻ  
  else ࣎௠௔௫ ൌ min ሺ߬௠௔௫, ߬ሻ 
} 
if NON-EMPTY (࣎௠௜௡, ࣎௠௔௫) = true then  
 #equivalent test to  ݐଵ ൏  # ଶݐ
஺_௡௘௪࢞ } ൌ ڮ . . ஻_௡௘௪࢞ ;.. ൌ  {         ڮ

Algorithm 1 

The above shows that no division operation is needed. 
Experiments made proved a slight speed-up for the case 
when the points are given in the Euclidean space (the 
algorithm has been simplified as wA, wB = 1 of course) and 
significant speed-up for the case when the points of the 
clipped line are given in the homogeneous coordinates. As 
N_planes, the number of planes, is usually higher, the speed-
up will grow with the number of planes of the given convex 
polyhedron. 

B. Intersection of two planes 
Intersection of two planes is another case very often 

solved in computer graphics and vision. Unfortunately in 
many cases available solutions are not robust or formula are 
neither simple nor convenient for GPU use. 

 
Figure 3. Intersection of two planes 
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If the projective space is used, the solution is quite simple. 
Let us consider two planes ࣋ଵ and ࣋ଵ given as  

ଵ࣋ ൌ ሾܽଵ, ܾଵ, ܿଵ: ݀ଵሿ் ࣋ଶ ൌ ሾܽଶ, ܾଶ, ܿଶ: ݀ଶሿ் 
It means that normal vectors of those planes are 

ଵ࢔ ൌ ሾܽଵ, ܾଵ, ܿଵሿ் ࢔ଶ ൌ ሾܽଶ, ܾଶ, ܿଶሿ் 
It is obvious that a directional vector of a line is determined 
as an intersection of two planes ࣋ଵ and ࣋ଵ given as 

࢙ ൌ ଵ࢔ ൈ  ଶ࢔
However, the “starting” point ࢞଴ of the line is determined in 
quite complicated ways, sometimes even not robustly 
enough and based on a user choice of some value, or 
proposes solution of a system of linear equations [Gol90], 
[20]. 

The following “standard” formula can typically be 
found: 

ଷ࢔ ൌ ଵ࢔ ൈ  ଶ࢔

଴ݔ ൌ
݀ଶ ฬ ଵܾ ܿଵ

ܾଷ ܿଷ
ฬ െ ݀ଵ ฬ

ܾଶ ܿଶ
ܾଷ ܿଷ

ฬ

ܶܧܦ
 

଴ݕ ൌ
݀ଶ ቚ

ܽଷ ܿଷ
ܽଵ ܿଵቚ െ ݀ଵ ቚ

ܽଷ ܿଷ
ܽଶ ܿଶቚ

ܶܧܦ
 

଴ݖ ൌ
݀ଶ ฬ

ܽଵ ܾଵ
ܽଷ ܾଷ

ฬ െ ݀ଵ ฬ
ܽଶ ܾଶ
ܽଷ ܾଷ

ฬ

ܶܧܦ
 

ܶܧܦ ൌ อ
ܽଵ ܾଵ ܿଵ
ܽଶ ܾଶ ܿଶ
ܽଷ ܾଷ ܿଷ

อ 

The formula is quite “horrible” one and for students not 
acceptable as it is too complex and they do not see from the 
formula comes from. 

As outline below, there is a quite simple geometrical 
explanation and solution. So the first question is how to find 
the “starting” point ࢞଴ of the line ࢖ given by two planes ࣋ଵ 
and ࣋ଶ . If a robust solution is required a user should be 
prevented from a selection of some “parameters”.  

Let us imagine that there exists a plane ଴࣋  , whose 
normal vector is given as  ࢙ ൌ ଵ࢔ ൈ  .ଶ࢔

It means that its position needs to be “fixed” in the 
space. As there is no other requirement on this plane, we can 
“fix” it so it passes through the origin of the coordinate 
system, i.e. the plane ࣋଴ is given as 

଴࣋ ൌ ሾܽ଴, ܾ଴, ܿ଴: 0ሿ்   
and the line  ࢖ is orthogonal to the plane ࣋଴ – resulting in  a 
robust geometric position. 
Now, the intersection point of three planes is the point ࢞଴ 
we are looking for. Coordinates of the point ࢞଴   are 
determined by generalized cross-product as 

଴࢞ ൌ ଵ࣋ ൈ ଶ࣋ ൈ   ଴࣋
As this formula is very compact and the cross-product is a 
GPU instruction, it is suitable for GPU use. See the 
Appendix for the extended cross-product GPU 
implementation.  

From the formulation presented above, it can be seen 
that it is not only very simple, easy to understand and 
remember, but also easy to implement. It is obvious that the 
point ࢞଴ is also the closest point on the line to the origin, 
too. As a result the Plücker coordinates formulation of this 
problem solution is not needed when looking for such 
properties. 

VII. WINDOW CLIPPING 
Line or line segment clipping against rectangular window 

or convex polygon in E2 is a basic operation in computer 
graphics. There are well-known Cohen-Sutherland algorithm 
and many other algorithms. Some of these well-known 
algorithms are not easy to implement due to their 
complexity. However, there is a simple and effective solution 
based on projective representation and the line clipping 
algorithm can be described using 7 lines only.  

The algorithm is based on classification of the window 
vertices resulting in a binary code which is the address to 
TAB1 and TAB2 tables, where indices of intersected edges 
are stored. Coordinates of intersection points are computed 
as a cross-product of the given line and intersected edges. 

x0

xA

x2x3

e3

e0

e1

e2

x1

xB

F(x)<0

F(x)>0

 

Figure 4. Line clipping by a rectangular window 

procedure CLIP_L;    { input: xA , xB } 
# xA=[xA,yA:wA]T, xB=[xB,yB:wB]T # 
# xA , xB –in homogeneous coordinates # 
# the EXIT statement ends the procedure # 
{ p := xA x xB; { ax+by+c = 0; p = [a,b,c]T } 
 for k:=0 to N-1 do # xk=[xk,yk:wk]T # 
  if pTxk ≥ 0 then ck:=1 else ck:=0; 
 if c = [0000]T or c = [1111]T then EXIT; 
 i:= TAB1[c]; j:= TAB2[c]; 
 xA := p x ei ; xB := p x ej ; 
 DRAW (xA; xB) 
} 

Algorithm 2 

Where N is a number of edges of the clipping window TAB1 
and TAB2 are constant tables with window edges 
classifications, for details see [15].  
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For the situation at Fig. 4, CODE=[0011]=3, TAB1=1 
and TAB2=3. The algorithm itself is easy to explain and 
implement, too. 

The line segment clipping algorithm is a little bit longer, 
but still easy to implement, see [15], and to modify for line 
or line segment clipping by a convex polygon as well. It 
should be noted that due to the principle of duality, line 
clipping by a convex polygon is dual to a point-in-polygon 
test, which is of ܱሺ݈݃ܰሻ complexity. Line clipping algorithm 
of ܱሺ݈݃ܰሻ complexity is more complex, see [16]. 

VIII. CONCLUSION 
Application of projective geometry principles to the 

computational pipeline, especially in the field of geometry 
and computer graphics can bring new algorithms that are 
more robust and faster even for the Euclidean space. Due to 
the formulation, is very convenient for vector-vector or 
matrix-vector architectures, like GPU and a significant 
speed-up can be expected as well. Projective geometry can 
easily explain several methods in a more simple way and 
also provide new formula and geometric representation 
which contributes to students’ better understanding. 
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APPENDIX 
The cross-product in 4D defined as 

૚࢞ ൈ ૛࢞ ൈ ૜࢞ ൌ ݐ݁݀ ተ

࢏ ࢐ ࢑ ࢒
ଵݔ ଵݕ ଵݖ ଵݓ
ଶݔ ଶݕ ଶݖ ଶݓ
ଷݔ ଷݕ ଷݖ ଷݓ

ተ 

 
can be implemented in Cg/HLSL on GPU as follows: 
 
float4 cross_4D(float4 x1, float4 x2, float4 x3)  
{ 
 float4 a; 
 a.x=dot(x1.yzw, cross(x2.yzw, x3.yzw)); 
 a.y=-dot(x1.xzw, cross(x2.xzw, x3.xzw)); 
 // or a.y=dot(x1.xzw, cross(x3.xzw, x2.xzw)); 
 a.z=dot(x1.xyw, cross(x2.xyw, x3.xyw)); 
 a.w=-dot(x1.xyz, cross(x2.xyz, x3.xyz)); 
 // or a.w=dot(x1.xyz, cross(x3.xyz, x2.xyz)); 
 
 return a; 
} 
 
or more compactly 
 
float4 cross_4D(float4 x1, float4 x2, float4 x3) 
{ 
 return ( dot(x1.yzw, cross(x2.yzw, x3.yzw)),  
 -dot(x1.xzw, cross(x2.xzw, x3.xzw)),  
 dot(x1.xyw, cross(x2.xyw, x3.xyw)), 
 -dot(x1.xyz, cross(x2.xyz, x3.xyz)) ); 
} 
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Abstract—This paper considers human body motion analysis
as local changes of orientations in hierarchical skeleton parts
over time. Possible approaches by applying multiresolution
analysis in form of a second generation wavelet transform
directly on quaternion signal are shown. Quaternions in terms
of motion analysis are a more efficient representation of
rotation than Euler angles. This paper presents that the lifting
scheme can be efficiently applied directly to quaternions.
Lifting scheme building blocks for the quaternion Haar and
linear transformation are presented.

Keywords-quaternions; multi-resolution analysis; wavelet
transform; lifting scheme; quaternion interpolation; motion anal-
ysis.

I. I NTRODUCTION

Human body motion synthesis and analysis are very
challenging tasks and a very popular research domain. The
most precise measurements of motion data are obtained by
motion capture systems. We cooperate with a high tech mo-
tion capture laboratory having dedicated hardware capable
of performing motion acquisition. It can acquire motion
data through simultaneous and synchronous measurement
and recording of motion kinematics, muscle potentials by
electromyography, ground reaction forces and video streams
in high definition format and the HML supporting system
which allows for storing, playing and browsing data. The
data from the above mentioned subsystems are large and
accurate, allowing for a thorough analysis of motion. Tech-
niques of analysis of such data can be potentially applied
in:

• Medicine - diagnosis and verification of a medical
treatment;

• Entertainment - realistic animations;
• Sport - new training techniques;
• Security - people recognition based on their body

movement.

In this paper, we present our approaches in performing
motion analysis with multi-resolution techniques based on
rotations of joints over time written in the form of quaternion
signal. For this reason, we are trying to use a second gen-
eration wavelet transform constructed by the lifting scheme
for quaternion rotation representation. Using the quaternion
lifting scheme based on the quaternion algebra we can work

directly on correlated motion data. This is in opposition to
the methods presented in the literature where the filters work
on Euler angles as three non-correlated components. Also,
the example application of multi-resolution for denoising
data is presented.

Section II describes the main assumptions of multi-
resolution wavelet analysis of motion data and presents a
short review of solutions presented in literature. SectionIII
presents general information about the second generation
wavelets and the lifting scheme as a simple construction
tool of such wavelets. Section IV focuses on quaternion
interpolating methods. Section V describes the construction
of the lifting schema blocks for Haar and linear quater-
nion transformation and presents some results. Section VI
presents example application of result quaternion multi-
resolution representation. The last section is a conclusion.

II. M ULTI -RESOLUTION WAVELET ANALYSIS OF MOTION

DATA

The main idea of the multi-resolution transformation is to
represent a signal coarse to fine hierarchy. The input signalis
decomposed into coarse base data (global pattern of signal)
and a hierarchy of detail coefficients. The result multi-
resolution representation can be based of many algorithms
such as [10], [14]: denoising, filtering (smoothing, enhance-
ment), compression, feature detection and multi-resolution
editing.

Most of the solutions are based on processing orientation
data as three non-correlated signals defined by Euler angles.
In [1], spatial filters for orientation data are proposed. A
similar solution based on a digital filter bank technique is
in [2]. In [3], the cubic interpolating bi-orthogonal wavelet
basis, implemented as lifting scheme blocks, are used to
compression skeletal animation data. Temporal coherence is
exploited by this wavelet transform. The B-spline wavelet
for unit quaternion is used for smoothing motion data in
[4].

Quaternion wavelets are also proposed for phase based
stereo matching for uncalibrated images [5]. This solution
is based on a bi-orthogonal filter bank, where the real
valued image signal is convolved with an analytic quaternion
wavelet filter, to construct the 2D analytic signal.
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In [6] and [7], the quaternion multiplier of plane rota-
tions, inspired by a factorization algorithm, is implemented.
This proposition considers the factorization of a quaternion
multiplication matrix into lifting scheme steps. Our work is
different because we work directly on quaternion signal as
representing orientation changes over time and we design
lifting scheme blocks using the convention of second gener-
ation wavelets. Our main task is to analyze human motion.

III. SECOND GENERATION WAVELETS AND LIFTING

SCHEME

The lifting scheme [8], [9] is a simple but powerful tool to
construct a wavelet transform. The main advantage of this
solution is the possibility of building wavelet analysis on
non-standard structures of data (irregular samples, bounded
domains, curves, surfaces) while keeping all powerful prop-
erties as speed and good ability of approximation [10],
[11], [12], [13]. This generalization are called as second
generation wavelets [14]. They are not necessarily trans-
lated and dilated of one function (mother function). In this
meaning, the lifting scheme also considers non-linear and
data-adaptive multi-resolution decompositions.

sj+1,k
Split P U

-

+

sj+1,2k+1

sj+1,2k sj,k

dj,k

Figure 1. The forward lifting scheme

A general lifting scheme (Figure 1) consists of three types
of operations:

• Split: splits input dataset into two disjoint sets of even
and odd indexed samples. The definition of the lifting
scheme does not impose any restriction on how the data
should be split nor on the relative size of each subsets.

• Predict: predicts samples with odd indexes based on
even indexed samples. Next the odd indexed input value
is replaced by the offset (difference) between the odd
value and its prediction.

• Update: updates the output, so that coarse-scale coeffi-
cients have the same average value as the input samples.
This step is necessary for stable wavelet transform [14].

These calculations can be performed in-place. In all stages
input samples can be overwritten by output samples of that
step. The inverse transform (Figure 2) is easy to find by
reversing the order of operations and flipping the signs.

IV. I NTERPOLATING QUATERNIONS

Quaternions [15]–[17] are structures allowing descriptions
of vectors relations. They are commonly used (mainly in
computer graphics) for performing rotations.

MergeU P

-

+

sj+1,2k+1

sj+1,2ksj,k

dj,k

sj+1,k

Figure 2. The reverse lifting scheme

Quaternionq is denoted as:q = [s, v], s ∈ R, v ∈ R3.
Here, s represents thescalar part and v is the imaginary
part of the quaternion. In more details this representation
can be given as:

q = xi+ yj + zk + w,

x, y, z, w ∈ R, i2 = j2 = k2 = ijk = −1.

Now, w is the scalar part and[x, y, z] is the imaginary
part. The space of quaternions is denoted asH .

We are working with unit quaternions; therefore, all
interpolated quaternions are assumed to be unit quaternions.
Interpolation steph is in range[0; 1]. Based on [18], the
following quaternion interpolation methods can be distin-
guished:

• lerp - Computationally the most efficient from pre-
sented those but gives poor quality in generated rotation
quaternions and does not guarantee unit quaternions as
a result. Normalization is required. Generated move-
ments have sharp ending motion so the movement of
the body is not considered to be smooth.

lerp(qi, qi+1, h) = qi ∗ h+ qi+1 ∗ (1 − h)

• slerp - Ensures unit quaternion as a result. Unfortu-
nately on the endings moves are still sharp.

slerp(qi, qi+1, h) = qi(q
∗

i qi+1)
h

• squad - Computational very demanding but gives very
smooth movement after interpolation. No rapid changes
in movement are noticeable at the interpolation range
endings. This method is inspired by splines.

squad(qi, qi+1si, si+1, h) = slerp(slerp(qi, qi+1, h),

slerp(si, si+1, h), 2h(1− h))

si = qi exp

(

−
log(q−1

i qi+1) + log(q−1

i qi−1)

4

)

• shoemake-bezier - Interpolation method is based on the
De Castlejau algorithm. More details might be found
in [19].
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bezier(qi, qi+1, si, si+1, h) = slerp(slerp(q11, q12, h),

slerp(q12, q13, h), h)

q11 = slerp(qi, si, h)

q12 = slerp(si, si+1, h)

q13 = slerp(si+1, qi+1, h)

si = qi exp

(

−
log(q−1

i qi+1) + log(q−1

i qi−1)

4

)

V. QUATERNION LIFTING SCHEME

Using the quaternion lifting scheme based on the quater-
nion algebra we can work directly on correlated motion
data. This is in opposition to the methods presented in the
literature where the filters work on Euler angles as three
non-correlated components.

A short comment about the interpretation of details for
the lifting scheme must be given here, as currently the
coefficients are represented by quaternions. The goal of the
prediction step is to produce values as close as possible to
the given data. It means the smaller the difference (detail
coefficient), the better the prediction step is. For quaternions
this difference should tend to a zero rotation quaternion
- [1, [0, 0, 0]]. If all coefficients are close to this value it
means we have found a closed form description of the
analyzed movement and this function might be used for such
movement reproduction and analysis. Additionally small
detail values suggest that the data is strongly correlated.On
the other hand, if all coefficients have similar, but rather
large values it is also possible that either the prediction step
poorly describes data correlation or mean signal value is not
maintained in the next resolutions.

Input motion signal with length2n is a set of normalized
quaternions. In the split block this signal is divided into even
and odd indexed samples:..., o

j
i , e

j
i , o

j
i+1

, e
j
i+1

, .... The upper
index j indicates the step scheme (the level of resolution).

In this paper, we give two propositions for the quaternion
lifting schemes, which are fully and easy reversible and
allow in-place computations. Those schemes also preserve
the average signal at each resolution level.

A. Motion data

Data for analysis are obtained from the Human Motion
Laboratory of the Polish-Japanese Institute of Information
Technology in Bytom (Poland). The data (Figures 3 and 4)
represent knee joint motion sampled at 100Hz. To better
visualize the motion data, we have chosen the three Euler
angles plots.

B. Quaternion Haar lifting schema

In literature the most basic lifting scheme is the Haar
wavelet transformation. It predicts odd indexed samples with
corresponding even indexed samples. The lifting scheme
steps are the following:
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Figure 3. The Euler angles of knee joint motion data obtainedfrom the
Human Motion Laboratory of the Polish-Japanese Institute of Information
Technology in Bytom (Poland).
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Figure 4. The quaternion curve of knee joint motion data obtained from the
Human Motion Laboratory of the Polish-Japanese Institute of Information
Technology in Bytom (Poland).

• Prediction step:

o
j
i = o

j+1

i ·SLERP (ej+1

i , o
j+1

i , 0.5)−1

• Update step:

e
j
i = o

j
i · e

j+1

i

The reverse lifting scheme steps:

• Undo prediction step:

o
j+1

i = o
j
i · e

j
i

• Undo update step:

e
j+1

i = SLERP (oj+1

i , e
j
i , 2)

The results of the Haar transformation are presented in
Figure 5 and 6. These are plots of Euler angles at the first
and forth level of resolution (after first and forth step of
the lifting schema) and details for such levels (differences
between removed quaternions and predicted by the lifting
schema).
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Figure 5. The first level of resolution computed by the Haar lifting schema: data (left plot) and details (right plot).
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Figure 6. The forth level of resolution computed by the Haar lifting schema: data (left plot) and details (right plot).

C. Quaternion linear lifting schema

The next common prediction step is the linear interpola-
tion between surrounding values. The lifting scheme steps
are the following:

• Prediction step:

o
j
i = SLERP (ej+1

i , e
j+1

i+1
, 0.5)−1

· o
j+1

i

• Update step:

e
j
i = e

j+1

i · (SLERP (oji−1
, o

j
i , 0.5))

0.5

The reverse lifting scheme steps are:
• Undo update step:

e
j+1

i = e
j
i · (SLERP (oji−1

, o
j
i , 0.5))

0.5

• Undo prediction step:

o
j+1

i = SLERP (ej+1

i , e
j+1

i+1
, 0.5)· oji

The results of the linear transformation are presented in
Figure 7 and 8. These are plots of Euler angles of data at the
first and forth level of resolution (after first and forth step
of lifting schema) and details for such levels (differences
between removed quaternions and predicted by the lifting
schema).

VI. EXAMPLE APPLICATION - DENOISING MOTION DATA

Denoising methods rely on removing the high frequency
component of a signal, which consists of noise. The simplest
method is to set to zero wavelet coefficients representing
high frequencies from the first few levels of decomposition.
In the quaternion lifting schema, details are set to unit
quaternion. Another method is based on threshold methods,
which change the wavelets coefficients selected on the basis
of some threshold value. Determining the value of threshold
for the quaternions domain requires further research.

Motion data with artificially added white Gaussian noise
(Figure 9) was decomposed by a lifting schema into two
levels of resolutions with detail quaternions coefficients.
Coefficients from the first levels of transformation are small
and mostly contain information about high frequency com-
ponent. We can see this in Figure 10. In the reverse lifting
scheme those coefficients were set to the unit quaternion.
The results of the Haar and linear lifting schemes are
presented in Figure 11. Because the prediction step in the
linear lifting schema is based on two adjacent samples, the
results of denoising for this schema are much better.

VII. SUMMARY AND FUTURE WORK

We have shown with results of our experiments that the
lifting scheme can be efficiently applied to quaternions. This
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Figure 7. The first level of resolution computed by the linearlifting schema: data (left plot) and details (right plot).

0 5 10 15 20 25 30 35 40
−10

−5

0

5

10

Frame

Y
−

ax
si

s 
ro

ta
tio

n 
an

gl
e(

de
gr

ee
s)

0 5 10 15 20 25 30 35 40
−20

0

20

40

60

Frame

X
−

ax
si

s 
ro

ta
tio

n 
an

gl
e(

de
gr

ee
s)

0 5 10 15 20 25 30 35 40
−5

0

5

10

15

Frame

Z
−

ax
si

s 
ro

ta
tio

n 
an

gl
e(

de
gr

ee
s)

0 5 10 15 20 25 30 35 40
−5

0

5

10

Frame

Y
−

ax
si

s 
ro

ta
tio

n 
an

gl
e(

de
gr

ee
s)

0 5 10 15 20 25 30 35 40
−20

−10

0

10

20

Frame

X
−

ax
si

s 
ro

ta
tio

n 
an

gl
e(

de
gr

ee
s)

0 5 10 15 20 25 30 35 40
−4

−2

0

2

4

6

Frame

Z
−

ax
si

s 
ro

ta
tio

n 
an

gl
e(

de
gr

ee
s)

Figure 8. The forth level of resolution computed by the linear lifting schema: data (left plot) and details(right plot).
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Figure 11. The motion data after removal of noise based on theHaar (left plot) and the linear lifting schema (right plot).

allows us to quickly and in place multi-resolution analysis
applied directly on quaternion signal, which is a description
of orientation changes over time. Using quaternion algebra
properly, following quaternion space laws, data correlation
would be captured at each level of resolution. This is more
efficient than analyzing changes in time of each angle as a
non-correlated signal.

Moreover, we are looking forward to creating proper
update and predict steps for more complex quaternion inter-
polation methods mentioned in this paper, but not included

in our research.

The results of multi-resolution representation can also
be a base for different motion processing algorithms as a
generalization of signal processing tools. Examples can be
filtering, feature detection and compression. As an example,
the very simple denoising algorithm was presented in this
paper.
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Figure 9. The signal with added white Gaussian noise.
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Figure 10. The Euler angles of the first level of details coefficients
computed by the linear lifting scheme.
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