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ICNS 2019

Forward

The Fifteenth International Conference on Networking and Services (ICNS 2019), held
between June 02, 2019 to June 06, 2019 - Athens, Greece, continued a series of events
targeting general networking and services aspects in multi-technologies environments. The
conference covered fundamentals on networking and services, and highlights new challenging
industrial and research topics. Ubiquitous services, next generation networks, inter-provider
quality of service, GRID networks and services, and emergency services and disaster recovery
were considered.

IPv6, the Next Generation of the Internet Protocol, has seen over the past three years
tremendous activity related to its development, implementation and deployment. Its
importance is unequivocally recognized by research organizations, businesses and governments
worldwide. To maintain global competitiveness, governments are mandating, encouraging or
actively supporting the adoption of IPv6 to prepare their respective economies for the future
communication infrastructures. In the United States, government’s plans to migrate to IPv6 has
stimulated significant interest in the technology and accelerated the adoption process. Business
organizations are also increasingly mindful of the IPv4 address space depletion and see within
IPv6 a way to solve pressing technical problems. At the same time IPv6 technology continues to
evolve beyond IPv4 capabilities. Communications equipment manufacturers and applications
developers are actively integrating IPv6 in their products based on market demands.

IPv6 creates opportunities for new and more scalable IP based services while representing
a fertile and growing area of research and technology innovation. The efforts of successful
research projects, progressive service providers deploying IPv6 services and enterprises led to a
significant body of knowledge and expertise. It is the goal of this workshop to facilitate the
dissemination and exchange of technology and deployment related information, to provide a
forum where academia and industry can share ideas and experiences in this field that could
accelerate the adoption of IPv6. The workshop brings together IPv6 research and deployment
experts that will share their work. The audience will hear the latest technological updates and
will be provided with examples of successful IPv6 deployments; it will be offered an opportunity
to learn what to expect from IPv6 and how to prepare for it.

Packet Dynamics refers broadly to measurements, theory and/or models that describe the
time evolution and the associated attributes of packets, flows or streams of packets in a
network. Factors impacting packet dynamics include cross traffic, architectures of intermediate
nodes (e.g., routers, gateways, and firewalls), complex interaction of hardware resources and
protocols at various levels, as well as implementations that often involve competing and
conflicting requirements.

Parameters such as packet reordering, delay, jitter and loss that characterize the delivery
of packet streams are at times highly correlated. Load-balancing at an intermediate node may,
for example, result in out-of-order arrivals and excessive jitter, and network congestion may
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manifest as packet losses or large jitter. Out-of-order arrivals, losses, and jitter in turn may lead
to unnecessary retransmissions in TCP or loss of voice quality in VoIP.

With the growth of the Internet in size, speed and traffic volume, understanding the
impact of underlying network resources and protocols on packet delivery and application
performance has assumed a critical importance. Measurements and models explaining the
variation and interdependence of delivery characteristics are crucial not only for efficient
operation of networks and network diagnosis, but also for developing solutions for future
networks.

Local and global scheduling and heavy resource sharing are main features carried by Grid
networks. Grids offer a uniform interface to a distributed collection of heterogeneous
computational, storage and network resources. Most current operational Grids are dedicated
to a limited set of computationally and/or data intensive scientific problems.

Optical burst switching enables these features while offering the necessary network
flexibility demanded by future Grid applications. Currently ongoing research and achievements
refers to high performance and computability in Grid networks. However, the communication
and computation mechanisms for Grid applications require further development, deployment
and validation.

We welcomed academic, research and industry contributions. The conference had the
following tracks:

 NGNUS: Next Generation Networks and Ubiquitous Services

 CGNS: CLOUD/GRID Networks and Services

 COMAN: Network Control and Management
We take here the opportunity to warmly thank all the members of the ICNS 2019 technical

program committee, as well as all the reviewers. The creation of such a high quality conference
program would not have been possible without their involvement. We also kindly thank all the
authors who dedicated much of their time and effort to contribute to ICNS 2019. We truly
believe that, thanks to all these efforts, the final conference program consisted of top quality
contributions.

We also thank the members of the ICNS 2019 organizing committee for their help in
handling the logistics and for their work that made this professional meeting a success.

We hope that ICNS 2019 was a successful international forum for the exchange of ideas and
results between academia and industry and to promote further progress in the areas
networking and services. We also hope that Athens, Greece provided a pleasant environment
during the conference and everyone saved some time to enjoy the historic charm of the city.
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Application of Human Profiling by Agent for Activating Human Communication

Masafumi Katoh, Junichi Suga, Yuji Kojima, Masaaki Kawai

Service Centric Network Research Center
Fujitsu Laboratories Ltd.

Kamikodanaka 4-1-1, Nakahara-ku, Kawasaki 211-8588, Japan
email:{katou.masafumi, suga.junichi, kojima.yuuji, kawai.masaaki}@fujitsu.com

Abstract—In this paper, we propose to put an agent in
the network to help activate human communication. Our
hypothesis is that human behavior depends both on a
static profile and a dynamic context. So, we verify our
hypothesis by performing repeated experiments. In our
experiments, one author acted as the agent and collected
many responses from members in an organization. As a
result, an effective messaging style can be found by
understanding their profile. Next, we categorize their
profiles into stubborn one and flexible one. A small
amount of data could not make any impact on the
members with the stubborn profile, but made an impact
on those with the flexible profile, depending on their
context. So, we confirm that the agent should
understand the profile and context of the object persons,
and transform the data to effectively convey the client’s
intention. Finally, we address a design method of human
profiling agent.

Keywords- context; profile; agent; human communication;
message; CPS.

I. INTRODUCTION

People spend a lot of time in the cyber world in
business and daily life because of the popularity in World
Wide Web services [1][2]. Combining sensor data with the
Web by Internet of Things (IoT) [3], data in the physical
world are applied for various context-aware applications [4].
Even a hand gesture can be interpreted in cyber world with
the advanced wearable devices [5]. Such trend suggests a
Cyber-Physical System (CPS) will gradually be positioned,
in which various context data can be handled.

However, we often feel frustrated in communication.
Reference [6] broadly defines communication as all
procedures by which one’s mind affects another. The
authors have categorized problems of communication into
three levels: i) accuracy of transmitted symbol, ii)
preciseness of conveyed symbol, and iii) effectiveness of
received meaning to lead the receiver’s conducts. Our
objective is the 3rd level, that is, to build networking
environment where the information sender can effectively
transmit his/her intention, emotion, dearness and so on.

On the other hand, problems for the receiver are
predominantly caused by the imbalance between the human
perception and the volume of input data. It is known that the

average human ability to percept information through eye or
ear is limited to 223 bps or 105 bps, respectively [7]. So,
excessive data will interfere in the human cognition, and
will frustrate people, as follows.
A) People take a lot of time mining data with value.
B) People receive many data that could miss the mark.

For example, although they hit the category like
classical music, they never hit the favorite composer in
a short time.

C) People receive data when it is not useful. For example,
the announcement of the disruption of the commuting
train service just before they arrive at the transit station
is too late.

In summary, a data sender wants to convey his/her intent
to a receiver. Then, we envision that a software agent
mediates between them through the network since the agent
could quickly process a lot of data without vital limitation or
emotional barrier.

We will model the human agent and verify its effect. In
Section II, we briefly review the trend of past studies about
context awareness and an agent as the related works. In
Section III, we show our hypothesis on human behavior that
is based on the static profile and the dynamic context of
object persons [8]. In Section IV, we describe the model of
the proposed human agent and its role. In this paper, the
human agent aims to activate the receiver’s reaction by
modifying the input data from the client. In Section V, we
evaluate the effectiveness to figure out the profile and the
context to activate the reaction of the object persons through
repeated experiments. In our experiments, an author of this
paper acts as the agent in place of the software program. In
Section VI, we discuss how to design the human agent. Here,
the design procedures in our experiment are categorized into
those that are programed by designers and those that are
automatically implemented as algorithm by the agent.

II. RELATED WORKS

Many studies on context awareness have been performed
in the past decade [9]. Typical use scenarios are a dynamic
resource allocation by referring to user status and network
environment [10] [11]. Other scenarios are service control,
such as the screen structure of a mobile terminal that is
switched depending on the user’s location [12]. Most studies
have assumed that the role of the context information could
be common to everybody. However, the significance of

1Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-711-5
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context information must be different to each person. So, we
want to coordinate the context and the human profile.

We proposed to have an agent assist the data process in
place of person. Actually, a lot of studies on the agent have
already been done from various viewpoints [13]. The typical
applications of agent is personal assistance [14][15] and the
agent provides the means of a specific issue. For example, an
agent categorizing data was proposed for personal data
market [16]. A personal agent mediating personal knowledge
management like transformation between tacit and explicit
knowledge was proposed too [17]. The design of the multi-
agent has already begun to be studied and the agent’s
ontology model was proposed [18][19]. Further, remarking
the penetration of Artificial Intelligence (AI) speaker or
personal agent in mobile phones, it is clear that a
conversation between a person and AI has progressed
[20][21].

Our viewpoint is different from others since we assume
three kinds of stakeholders, i.e., a client, object persons, and
3rd parties. Our agent assists the client to preferentially
convey his/her messages to the object persons while referring
to the profile of the object persons and the context around
them.

III. REQUIREMENTS AND HYPOTHISIS

A. General requirements for human communication

Let us describe our approach to activate human
communication. Problem A) in Section I will be resolved by
searching valuable data and filtering out trivial data by an
agent understanding human profile such as concern or taste.
Problem B) can be improved by matching between the input
data and the receiver’s profile. Problem C) is caused by
missing the receiver’s timely requests. This issue will be
resolved by understanding his/her external context.
Repeatedly, the value of input data is varied depending on
various elements such as the personality, mind, timing and
place. Therefore, we have proposed to put an agent in the
network, which figures out the profile and the context of the
object persons [8].

B. Hypothesis and terminologies

Let us discuss factors that affect a person who may
react. We divide the impact factors into a static human
profile and a dynamic human context, as shown in Table I
and Figure 1.

A person grows through the experience with sensory
information and language [22]. Then, the personality has
been formed for a long period and it is relatively static. The
personality is thought the principle how to feel, think and
act, and cannot easily be changed by a small number of
messages. We call the abstraction of the personality a
human profile (profile from now on) which a third party
characterizes through the observation.

On the other hand, we call the dynamic elements a
human context (context from now on). Further, we
categorize the contexts into 3 elements: (1) internal context,
(2) external context and (3) data input [8][23]. An internal
context is the internal state of a person such as mind, an
emotion and a vital condition. It is thought to be the
dynamic part around the profile and can be changed even by
a small number of messages. An external context is an
external state around the person such as time, place,
company and belongings. Data input is a kind of change of
the external context. However, we conveniently divide the
data input from the external context since the data is an
object which Information and Communication Technologies
(ICT) can process, even though the data is originally
generated based on the sender’s intention. Further, the
person cannot control most of the external context like time.
However, the person can switch the various external
contexts by acting such as talking with colleagues, writing a
document, walking or running, etc.

TABLE I. IMPACT FACTORES ON HUMAN BEHAVIOR

Elements Examples of element affecting person
Static Profile Full name, Mother language, Gender,

Age, Contact address, Address, Career
and title, Financial resource or
borrowing, Record of health/illness

Dynamic Internal
Context

Will, Desire, Mind, Emotion, Physical
condition

External
Context

Time, Place, Accompanies, Belongings,
Social events, Natural phenomenon

Data input Dialog, Chat, E-mail, Phone call, SNS,
News, Papers, Books

Figure 1. Hypothesis about impact factors on human reactions.

The horizontal line of Figure 1 represents time. The
person encounters various external contexts including data
input. Although the profile grows gradually, the internal
context is dynamically moved by the change of external
context. As a result, the person will react by talking with
friends, writing a document, expressing emotion, and going
somewhere.

2Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-711-5

ICNS 2019 : The Fifteenth International Conference on Networking and Services

                            12 / 51



IV. PROPOSAL OF HUMAN AGENT

A. Proposed human agent for activating communication

We propose to introduce a human agent between a
sender of information and a receiver of data. The agent
prompts receiver’s reaction according to the intention of its
client [23]. Here, a client is defined as someone who
specifies the role of the agent. Not only the object person
oneself, but also somebody else could be the client. For
example, the object person oneself may hire the agent as
his/her secretary, and his/her parents may hire the agent as a
tutor of their child. It is noted that the client must have a
piece of the profile because they have already accompanied
the object person.

Figure 2 shows the basic model of the human agent
between the client and the object persons. The agent tries to
make the lively reaction of the object persons by moving
their internal context. It temporarily keeps input data which
the client sends, and transforms the data so as to meet the
client’s intention. At that time, the agent refers the profile of
the object persons. It is noted that the profile is just an
abstraction of the personality through observation. So, the
profile is not necessarily true. Further, it is not fixed forever,
since the person grows. Therefore, although a designer
initially sets the profile which is told by the client, the agent
should update it through the observation of the persons’
actual reaction. So, the agent must have a feedback
mechanism which monitors the information output or
reactions to the data input because it is difficult to directly
measure the internal context.

Figure 2. Model of human agent for activating communication.

Currently, we position the agent as an application
program to communicate with the client, the object persons
and a huge number of third parties, as in Figure 2. Any
computing resource is acceptable to carry on the agent
program, such as terminal equipment and the node in the
Internet or a data center as long as it can communicate with
the above stakeholders. If we were to use one word, the
entity for the agent should be located at the center among
the stakeholders to save network resource [8].

B. Transformation of input data from the client

This paper focuses on the agent to convey the intention
of the client to the object persons, even though the object
person must be frustrated due to the excessive data of little
interest. We assume that the agent is prohibited to abandon
or change any data from the third parties since it could be
significant to the receiver. What the agent can do is to
transform the input data from the client.

Table II is the alternatives of transformation to affect
the person. To senior people, for example, message with
high volume voice can easily be understood, but small size
letters are never welcome. It cannot be doubted that A, B or
C in Table II are effective depending on their profile such as
age and mother tongue. Therefore, we will evaluate the
effect of D and E in the remaining sections.

TABLE II. POSSIBLE TRANSFORMATIONS OF INPUT DATA BY
AGENT

Transformed objects Example of transformations

A) Language Translate message to mother language

B) Displayed form Select displayed form such as
voice/text/graph/picture/animation/video

C) Size or volume Adjust letter size or audio volume

D) Message style Select message style and arrange timing
to send

E) Expression or
rhetoric

Change tone of words such as order,
modest request, or heartstrings

C. Metric of human agent for positive response

Let us assume a scenario where a client wants to know
lively opinions of members in his/her organization. Then,
the client hires the human agent profiling a set of object
members. The agent tries to have the members respond as
much as possible by transforming the request message for
the opinion survey. The mere repeat of requests must be
annoying and ineffective since the human recognition
capability has a limit. So, the agent must find a smart
presentation style of the data from the client without
increasing the amount of data. Considering the above, we
define “response rate” as a metric for activating their level.

 Response rate (r) of a person is expressed by no/ni

no: the number of output information, i.e., response

ni: the number of input data, i.e., request for response

 Response rate (R) of a set of object persons is

expressed byΣ (no/ni) p(no, ni) / N.

p(no, ni): the number of members such that no

responses to ni requests. Here, N is the total number of
object persons, i.e., examinees in later.

The human agent cuts and tries to transform the
request message from the client to collect many responses
while observing the reactions of the object persons.
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V. EXPRIMENTS

A. Method of agent’s simulation

Considering that a software agent is developed by
designers, it cannot execute logical judgement beyond that
of the designers. In our experiments, an author, M. Katoh,
acts as the agent in place of the designer since he knows the
clients profiles and recognizes their context. Next, we
analyze our procedure from the view point of the feasibility
by software. The purposes of the experiments are as follows.

1. Verifying hypothesis that the profile of the object person
is essential to move him/her in experiment I.

2. Verifying hypothesis that the context of the object
person is important to activate him/her in experiment II.

3. Addressing how to design the agent which refers to the
profile and the external context of the object person.

Instead of the software, Katoh requested to return
examinees’ opinions as much as possible by e-mail. The
number of examinees “N” is 42 or 30 in the experiments I or
II, respectively. The question form includes 3 or 4 choices
for answer so that they will respond for a few minutes. The
deadline of response was for 48 hours so that they have
couple of chances to check their received e-mails.

For experiment I, Katoh modified the message style
and expression, and observed responses from 42 examinees
to find out an effective presentation style. Table III
summarizes the presentation styles for 7 trials. One request
mail includes one question and choices for answer as
indicated in APPENDIX. Here, we took care that the content
of the question does not impact their reaction since we want
to observe the impact by message style or expression. That
is, the questions should be nearly equal to interest them in
each trial. So, considering that all examinees are researchers
on ICT, he asked them about the high-level view about ICT.

TABLE III. PRESENTATION FOR EXPERIMENT I

(Examinees N=42)

Trial)

Date

D) Message style E) Rhetoric

(Naming, Additional data)

#1) 1/24 (I)

Requset: 1 to N

(multicast by mailing
list)

Response: 1 to 1

① Minimum as standard

#2) 1/29 ② ①+Result of #1

#3) 2/1 ③ Individual name +
Result of #2

#4) 2/6 ④ ③+Confidence policy
+ Result of #3

#5) 2/14 (II)

Request: 1 to 1

Response: 1 to 1

⑤ Individual name

#5.5) ⑥ Remind for #5

#6) 2/20 ⑦ ⑤ + Result of #5

#7) 2/27 (III)

Request:1 to 6 groups

Response: 1 to group

(sharing in the group)

⑧ Division to 6 groups.
What is your group’s
choice?

Here, the presentation style such as D) message style
and E) rhetoric was changed for the series of trials. Figure 3
shows 3 message styles. The style (I) is that the request was
sent in multicast (1 to N) by using the mailing list. Each
examinee returns his/her answer to Katoh’s address (1 to 1).
The style (II) is a normal 1 to 1 communication. In the styles
(I) and (II), all responses were gathered by only Katoh. To
avoid this moral hazard due to the asymmetry of
information, the style (III) adopts a mesh type
communication (n to n). Here, 42 examinees were divided
into 6 groups, and they shared his/her response in the group.

Figure 3. Message styles for experiment I.

TABLE IV. REQUEST TIMING FOR EXPERIMENT II

(Examinees N=30)

Traial)

Date

D) Message style

Style Request timing

#1) 5/24 (II)

Request: 1 to 1

Response: 1 to 1

Visual check Absence

#2) 5/29 Presence

#3) 6/4 Due to open
scheduler in
the
organization

Before meeting

#4) 6/14 During meeting

#5) 6/21 During meeting

#6) 7/17 Available

#7) 8/1 Visual
check

Presence

#8) 8/7 Presence

In experiment II, Katoh sent the request mail for an
opinion survey to 30 examinees. In this experiment, the
message style was fixedly (II) since we wanted to find out
not an effective style, but an effective context. Table IV
summarizes requesting timings for 8 trials of this opinion
survey. One mail includes one question and 3 or 4 options
for answer, as in APPENDIX. Again, the contents for
question should equally be interesting to them. So, he asked
them about “working style” as a popular issue in Japan.
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B. Results of experiement I

Figure 4 shows the results of 8 trials during about 6
weeks. The blue bars represent the number of responses, and
the red broken line represents the response rate (R).

Figure 4. Transition of reactions in the experiment I.

In the message style (I) using mailing list for 42
examinees, the number of responding examines declined
from 18 in the trial #1 to 10 in the trial #4. Although their
curiosity seemed being stimulated at the trials #1 or #2, they
may have gotten fatigued after trial #3. According to reports
of opinion surveys for business persons, more than 2,300 in
Japan, the average number of received and transmitted e-
mails per day are about 40 and 13, respectively [24]. So, the
average rate of information output to data input is 13/40 =
0.32 as a standard response rate. R in the message style (I)
declined from 0.42 to 0.24, which is lower than the standard
response rate. During this period, the rhetoric was devised
with an addition of the result for the previous trial, as in
Table III. However, we could not observe the effectiveness
at all. Rather, we observed that 62% of responses were
returned within 2 hours. About 10 new e-mails pile in one’s
inbox during a meeting of 2 hours. So, the most valuable e-
mails must first be responded after returning to his/her desk.
As a result, the priority of the voluntary reaction becomes
lower than secondary. That is, the effectiveness of our
request is gradually weakened and lost for a couple of hours.

In the message style (II), Katoh sent 42 request mails
to 42 examinees by using individual addresses. Further, the
rhetoric is changed as in Table III. For example, the
addressing style changed from “Hi, everybody” to
“Addressing by individual full name”. The number of
responses of the trials #5 and #6 are 28 and 29, respectively.
It can be recovered in a V-formation, and R is over 0.67. So,
we conclude that individual name and mail address play an
important profile to get many responses. In the trial #5.5, he
sent explicit reminder e-mails to 14 examinees having not
responded yet, and then received 8 responses. It is noted that
the response rate 8/14 of the second request for reminder is
slightly lower than that of the initial response rate of 28/42.

This fact means the request for only cool persons for the
voluntary activity is lower than the average.

In the message style (III), we divided the 42 examinees
into 6 groups according to the actual project in the
organization. Katoh sent request mails to 6 groups and
asked to share the response in the group. This style was
effective to stimulate each other in the group. The number
of responses became 33 and the response rate R became the
best, 0.87. The first reason is due to the effectiveness of one
request. Since one request mail is shared for 7 examinees,
the probability that 7 examinees are incognizant can be
reduced. The second reason is due to the reminder being
sent several times. That is, someone’s response is shared,
and so it can play a role of reminding others that they have
not responded yet. That is, an original request will
repeatedly be valid. So, we conclude that the organization
structure as their profile plays an important role to get many
responses. In fact, the response times were slightly more
distributed than others.

C. Results of experiment II

Figure 5 shows the results of 8 trials during about 10
weeks. Katoh sent the request mail to return their opinions
by the message style (II). The blue bars represent the
number of responses, and the red broken line represents the
response rate R. In the trials #1 and #2, 26 examinees have
responded, and R is unexpectedly high 0.87. So, we had to
try to reduce R by finding out an inconvenient time due to
their schedule management system. That is, for the trials #3,
#4 and #5, he sent the request mail just before or during the
meeting time. As a result, the number of responses was
reduced to 21 or 22, and R became lower to 0.7. We
succeeded to reduce the number of responses, but it was not
so dynamic. We think that the request timings in Table IV
are all during working hours, so there is no drastic change of
the external context. We got just 20 responses in the trial #6
even though we sent request mails at an available time
according to the calendar. We think that the calendar is not
necessary true to express their actual availability.

Figure 5. Transition of reactions in the experiment II.
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It is sure that the variation of response of Figure 4 is
more dynamic than that of Figure 5. That is, the mail
address of the request message is the most dominant factor
to get a positive response even though the request timing
slightly impacts their reaction.

Figure 6 shows the examinees’ characteristics. The
horizontal line is the number of responses for 8 trials and the
vertical line is the number of examinees. We can categorize
30 examinees into 3 groups. Group A is a set of positive 15
(50%) examinees who responded to all requests. Conversely,
group B is a set of cool 2 (6.7%) examinees who never
responded to any requests by voluntary cooperation. We
define their profile as “stubborn”, which strongly dominates
their reaction. In other words, a small number of messages
cannot impact their reaction.

Figure 6. Characteristics of examinees and the category of profile.

Group C is a set of “flexible” 13 examinees who
responded 2~7 times. Such reaction depends on external
context. That is, if they receive the request when they are
available, they respond for a couple of hours. Nevertheless,
they lose the chance to return their opinions. Therefore, we
conclude that the response of our questionnaire dominantly
depends on the stubborn profile. Next, the reaction of
flexible examinees depends on their availability, that is,
their context.

VI. CONSIDERATIONS

A. Verification of our hypotheisis

 Effectiveness of predetermined-profile
Static profile such as individual name, email address,

etc., can be pre-determined. It was clear that such profile
played an important role to adopt the messaging style (II) to
activate reactions of object persons. Further, by knowing the
structure of the organization, the agent was able to adopt the
message style (III), and got very high R, such as 0.85. If the
client did not respond, the agent would have to try the
possible arrangement of 6 groups from 42 persons.

Considering that there are 42!/(7!)6 = 8.57x1028

combinations, such cut and try approach is never feasible.
 Effectiveness of learned-profile

Through two experiments, we learned examinees
personality, and were able to roughly predict the response
rate R. Table V shows the result of the additional trial using
the message style (III) for 3 groups consisting of 7
examinees. Before this trail, we averaged past response rate
in experiment I for each examinee (in the second column of
Table V). The third column shows our expectation of the
number of responses in the group, in which Bernoulli trails
are assumed. The right columns are the results, which are
close to our expectation.

TABLE V. EXPECTED RESPONSE NUMBER BASED ON PAST
RESULTS

Group Average response
rate in the group

Our expectation based
on Bernoulli trial

Result

X 0.142 0.99 1
Y 0.751 4.0 6
Z 0.768 5.38 5

That is, the agent can roughly predict R by learning the
profile through a number of trials, and brush up the profile
of object persons. The group Y was more active than our
expectation based on Bernoulli trials. This means that the
reaction in group Y is more active than an independent trial,
as described in Section V-B.
 Effectiveness of context awareness

We observed that examinees’ reactions depend on their
external context, as described in Section V-C. Especially,
the request timing is crucial in order for flexible persons to
be aware of the client’s message and to react.

B. Design Methodology

Although an author played the role of an agent for
experiments, the agent must be described as a software
program. Then, a key question is whether our cut and try
approach in Section V can be described as a software. So,
we classify the procedures into the manually coded ones and
the algorithm based one. The former must be developed by
designers based on the intent of the client, and the latter can
automatically be executed by the agent. Figure 7 shows our
current view. The dashed arrows represent the message flow
by the human agent.
 Manually coded procedures by designer

A designer should define the role of the agent based on
the client’s requirement. The designer specifies the
measurable metric to evaluate the effectiveness of the
operation by the agent. Simultaneously, the client tells the
designer the predetermined profile of the object persons.
Next, the designer must set the possible methods which the
agent can choose. In our experiments, alternatives such as 3
message styles, rhetoric transformation and request timing
are set prior to the actual operation.
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 Automatic procedure by algorithm in the agent
In the online operation, the human agent dynamically

chooses one method among pre-set alternatives for data
input from the client to effectively transfer the client’s
intention. In the procedure, the agent refers the profile and
the context of object person. Concerning rhetoric
transformation, it is feasible to replace some words into
stylized words based on a rule. Further, the agent measures
the effectiveness of the selected method by monitoring
reaction, and brushes up the profile.

Figure 7. A design method of the human agent.
- Manual programming or Algorithm -

VII. CONCLUSION AND FUTURE WORK

We have verified our hypothesis about human
behavior through repeated experiments. One of the authors
acted as the human agent to activate communication in an
organization. As a result, we have found the effective
messaging style that got about 1.5 times of responses by
understanding predetermined profiles such as individual
name and email address, and organization structure. Next,
we have categorized examinees’ profiles into “stubborn
ones” and “flexible ones”. The behavior of examinees with
stubborn profile could not be changed by a small number of
messages. However, the examinees with flexible profile
became reactive by requesting it at their available time. So,
we conclude that human communication can be activated by
figuring out the profile and the context of the object persons.
Therefore, the human agent should have the knowledge
about the context as well as the profile of the object persons.
Further, we have clarified that the agent was able to brush
up their profile by observing the actual reaction of the object
persons. Finally, we classified the procedures in our
experiments into manually coded by designers and
automatically implemented by algorithm implemented in the
agent to address our design method of the human agent.

In the near future, we will refine the suitable location
of processing entity to execute the agent program. In this

paper, we assumed a stand-alone agent between the client
and the object persons. Considering that a huge number of
agents play various roles in the entire network in the future,
the communication between agents will be required. This is
also an open issue.

ACKNOWLEDGMENT

We appreciate all the volunteers in Fujitsu Laboratories
for joining our experiments. Further, we would like to thank
Mr. Makoto Murakami, Mr. Akio John Iwata, and Mr.
Teruhisa Ninomiya for their encouragements and helpful
suggestions.

REFERENCES

[1] NETCRAFT “Web Server Survey,” January 2017.
https://news.netcraft.com/archives/2017/01/12/january-2017-
web-server-survey.html , retrieved April, 2019.

[2] Internet 2012 in numbers. https://royal.pingdom.com/internet-
2012-in-numbers/, retrieved April, 2019.

[3] IEEE communication society “COMSOC 2020 Report,” pp.
59-62, December 2011.

[4] H. Yamaoka, et al., “Dracena: A Real-Time IoT Service
Platform Based on Flexible Composition of Data Streams,”
2019 IEEE/SICE International Symposium on System
Integrations (SII 2019).

[5] S. Rajeev, “Seven Sense Technplogy,” 2015 IEEE UP Section
Conference on Electrical Computer and Electronics.

[6] C. E. Shannon and W. Weaber, “The Mathematical Theory of
Communication,” University of Illinois Press, Urbana, 1964.

[7] S. K. Card and T. P. Moran, “The Psychology of Human-
Computer Interaction,” Allen Newell, 1983.

[8] M. Katoh, et al., “Proposal of a Personal Agent for Human
Centric Information Networking,” ICOIN 2018.

[9] M. Wiser“The Computer for the 21st Century” Mobile
Computing and Communications Review, Volume 3, Number
3, 1991.

[10] M. Katoh, A. Okada, and T. Kato, “The concept and model of
4 dimensional traffic engineering,” ICNS 2006.

[11] M. Katoh, Y. Tajima, H. Senoo, and D. Kimura, “Context
aware cell selection in heterogeneous radio access
environment,” AINA2017.

[12] I. Iida and T. Morita, “Overview of Human-Centric
Computing,” FUJITSU Sci. Tech. J., Vol.48，No2, pp.124-
128, April, 2012.

[13] S. Kurihara “Artificial Intelligence” IEICE 100th Annalistic
publication Section 2, 6.3 p388-389, (in Japanese) September,
2017.

[14] T. Nishigaya, T. Kurita, I. Iida, and K. Murakami, “Proposal
of Agent-based Network Architecture,” IEICE Trans., B-I Vol.
J79-B-I No.5, pp.216-225, 1996.

[15] T-C Huang, C-S Yang, S-W Bai and S-H Wang, “An Agent
and Profile Management System for Mobile Users and
Service Providers,” AINA 2003.

[16] A. Yassine, A. A. N. Shirehjini, S. Shirmohammadi, and T. T.
Tran, “An Intelligent Agent-Based Model for Future Personal
Information Markets,” 2010 IEEE/WIC/ACM International
Conference on Web Intelligence and Intelligent Agent
Technology, 2010.

[17] S. Ismail, M. S. Ahmad and Z. Hassan, “Regression Analysis
on Agent Roles in Personal Knowledge Management
Processes -Significance of a Connect Agent in Mediating
Human’s Personal Knowledge Management-,” CITA2013.

7Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-711-5

ICNS 2019 : The Fifteenth International Conference on Networking and Services

                            17 / 51



[18] S. Oishi, and N. Fukuta, “Toward a Flexible Ability Selection
Mechanism for Personal Assistant Agent using Ontology
Reasoning,” 2016 IEEE/WIC/ACM International Conference
on Web Intelligence Workshops, 2016.

[19] K. Urakawa and T. Sugawara “Reorganization of Agent
Networks with Reinforcement Learning based on
Communication Delay” 2012 IEEE/WIC/ACM, International
Conference on Web Intelligence Workshops, 2012

[20] https://www.nttdocomo.co.jp/service/mydaiz/function/ (in
Japanese) retrieved April, 2019.

[21] J. Hill, W. R. Ford and I. G. Farreras, “Real conversations
with artificial intelligence: A comparison between

human–human online conversations and human–chatbot
conversations, ” Computers in Human Behavior 49 (2015):pp
245-250.

[22] H. Ando “Sensibility Information Processing” IEICE 100th

Annalistic publication Section 2, 6.1 p381-384 , (in Jpanese)
September, 2017.

[23] M. Katoh, M. Murakami, A. Yamada, J. Suga, M. Kawai and
M. Murakami “Views about Context Networking (3)” IEICE
Technical Report NS2018-8, (in Japanese) April, 2018.

[24] Japan Business Association, “Status survey of e-mail for
busines, 2016” (July 1, 2016) (in Japanese) retrieved April,
2019. http://businessmail.or.jp/archives/2016/07/01/5668

APPENDIX

Table A-I and Table A-II shows actual contents of the
opinion survey, i.e., question and choices for answer for our
experiments I and II, respectively.

TABLE A-I. INQUIRIES AND CHOICES FOR ANSWER FOR
EXPERIMENT I

Trial Inquiry Choices for answer

#1)

1/24

Memorized telephone
number

a) 0~2, b)3~5, c) more
than 5

#2)

1/29

Communication tool for
close friend or family

a) Phone, b) Chat,

c) Others including e-
mail

#3)

2/1

Number of transmitted
e-mails per day

a) 0~10, b) 11~20,

c) more than 20

#4)

2/6

How many terminals
can you have for a
walk?

a) 0~1, b) 2, c) more than
2

#5)

2/14

Can you allow AI to
join your meeting?

a) Yes, b) No, c) Others
（case by case）

#6)

2/20

What impression if AI
compliments you?

a) Good, b) Not good, c)
Others（timing）

#7)

2/28

Have you heard the
terminology “network
effect” and “information
asymmetry”?

a) None, b) One, c)
Both

TABLE A-II. INQUIRIES AND CHOICES FOR ANSWER FOR
EXPERIMENT II

Trial Inquiry Choices for answer

#1) 5/24 Do you like to listen
to music during
your job?

a) Often, b)When it is
noizy, c) No

#2) 5/29 Where do you have
lunch?

a)In office, b)Restaurant in
company, c)Restauramt
outside, d)Others

#3) 6/4 How to get news? a)Broadcast, b) Internet, c)
Newspaper, d) Others

#4) 6/14 Expression that
makes you feel
respected

a) Thanks, b) Interesting, c)
Admire, d) Others

#5) 6/21 Expression that
makes you feel
discouraged

a) No response, b) Not
interesting, c) Consecutive
questions, d) Others

#6) 7/17 Are you satisfied
with
communication?

a) Enough, b) Not enough,
c) Others

#7) 8/1 What do you feel
happy the most
during R&D
activity?

a)Achievement,
b)Discovery,
c)Acceptance, d)Others

#8) 8/7 What is an obstacle
to your R&D time?

a)Regulation, b)Side job,
c)Private issue, d)Others
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Abstract—The performance of many automation-based ser-
vices over networks continue to demand lower latency and
higher reliability. With Industry 4.0 initiative, the scale of such
applications will grow over time requiring large-scale High
Precision Communications as its foundation. IP-based networks
with existing service delivery models do not support time related
guarantees. In contrast, Time Sensitive Networking (TSN), which
is a data link layer technology, supports many paradigms of
High Precision Communications but capabilities are limited to
subnets with only a few number of connected devices. A network
layer (IP-based) solution is needed to overcome limitations of
flooding and control overheads in layer 2, in order to expand
the use of TSN services over broader domains. In particular,
an extensible IP-based data plane approach exploiting already
available hardware capabilities of TSN solution can be envisioned.
This paper discusses one such approach using Big Packet Protocol
(BPP) and develops a cross-layer forwarder method to combine
benefits of BPP high-precision directives in network-layer with
time-sensitive capabilities of TSN.

Index Terms—Big Packet Protocol; BPP; High-Precision Net-
working; Programmable Networks; SLA.

I. INTRODUCTION

Low latency applications are fast gaining mainstream mo-
mentum at large scale. That is, they are not limited to a
single factory floor or studio networks, purpose-built for use
with proprietary services. The number of such applications
is continuously growing not only in private network domains
such as factories, but are expanding to mass-consumption
in service providers’ networks as well. Interfaces such as
human-to-machine and machine-to-machine are the basis of
next generation connected services that aim to deliver digital
world interactions with a very real user experience. Several
such applications are sensitive to the precise time of delivery
of information.

In networks, a layer-2 mechanism is offered by TSN pro-
tocol suite in bridged networks and has seen wide adoption
in industry control, automotive networks and Audio Video
Bridging (AVB). However, this can easily become difficult to
scale as the density of end-stations, and bridges go beyond
a certain number. A further proliferation of several latency-
bound applications in service provider infrastructures is ex-
pected with the onset of 5G network slices for verticals such
as Vehicle to Everything (V2X), critical infrastructure, Internet
of Things (IoT) and so on. Many such service verticals need
to stretch beyond layer-2 boundaries in order to scale better.

Therefore, a TSN-like support in IP-based networks will be
necessary.

High precision communications are the ones that guarantee
packets of a flow associated with a service are delivered
accurately on or before the prescribed time. Networks that
are capable of providing high-precision communications are
expected to have necessary network resources on each node
in terms of buffers and deploy deterministic scheduling algo-
rithms to achieve time-guarantees of such services. However,
for the most part, packet forwarding technologies in large-
scale IP-based and/or traffic-engineered networks continue to
serve only statistical resource requirements, i.e., allocating
from shared resources. This often comes with high cost of
provisioning of network elements and their resources. To
operate at large scale for diverse set of applications over larger
area, minimizing configurations while providing higher level
of customization and finer granularity of resource specification
is necessary. It requires additional capabilities to be defined for
IP, which is done via BPP.

In this paper, we propose a generic routed network solution
based on BPP and extend the use of existing low latency
TSN bridged networks. This paper describes the use of BPP
framework [1] (a.k.a. New IP) to provide high-precision com-
munications specifically for bounded-latency applications as
covered under TSN. The New Internet Protocol (New IP) or
BPP delivers high precision services over IP networks. We
explore BPP as a solution to deliver time-sensitive services in
layer-3 domains.

The New IP (will be referred to as BPP in remainder of
the paper) defines high-precision communications suite which
comprises of (a) in-time, (b) on-time, and (c) coordinated
delivery of services - all of which are factor of time. It is
a network layer solution that may easily be deployed at scale
by any application. BPP is a new technology that provides
building blocks both for customizing data plane forwarding
from a user’s perspective as well as in-node mechanisms to
process many network parameters to manage packet latency
and scheduling. At the same time, TSN is a well-established
ethernet-based protocol suite built on the foundations of real-
time Ethernet, e.g. Profinet, EtherCAT, etc. TSN is a part of
IEEE802.1 standard and is widely used in AVB studio and
factory floors networks. It consists of well-designed resource
reservations and scheduling algorithms to support end-to-
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end bounded latencies. We demonstrate how TSN can be
expanded to provide Ethernet services at a higher layer, while
simplifying operation, control and monitoring.

This paper makes the following contributions: (1) intro-
duces fundamental requirements for high-precision services
with respect to the growing demand for latency-sensitive
applications over bigger regions, (2) provides an overview of
capabilities of TSN protocols along with their limitations, (3)
provides a vision of BPP router node to support high-precision
forwarding paradigm, and (4) finally elaborates a cross layer
forwarder to combine capabilities of TSN with BPP to extend
them to wide area applications.

The paper is organized as follows: Section II describes the
motivation behind our work and provides a background to
time-sensitive networking. Section III is an in-depth discussion
of high-precision services and discusses BPP technology as
means to achieve such services. Section IV very briefly
discusses related work. Sections V and VI discuss in detail
the contributions of this paper, finally covering future work in
this area under Section VII.

II. BACKGROUND AND MOTIVATION

In industry operations, typical requirements for automated
control of production floor requires bandwidth ranges of the
order 100M-1G with latency 1ms to 200ms (it may even be
lower for isochronous control such as PLC and embedded con-
trol) requiring interactions with Cyber Physical Systems (CPS)
involving Machine to Machine Communications (MMC) [2].
Since these tight latency requirements originated from on-
premise networks built on bus-like or LAN communications,
the TSN solution was developed as a part of Ethernet protocol
suite. Formally, IEEE 802.1 group defines TSN applications as
those responding to external stimuli within a fixed, and often
small, period of time.

Fig. 1. Industry control network reference model

A factory floor will typically use a bridged topology as
shown in Figure 1. The TSN-bridges connect with end stations
and support usual layer-2 protocols such as spanning tree,
VLAN etc. while providing latency guarantees in bridged

network. TSN bridges provide bounded latencies, completely
automated and reliable connections between the end stations
such as machine equipment, sensors, PLCs etc. (shown as
small circles directly connected with different TSN bridges
Fig. 1 above) and a command controller shown as just another
device in the network at the root bridge for simplicity but may
be connected anyhere in this network. Such models have been
widely deployed not only in industrial automation but also in
Car Area Networks (CAN) and AVB production studios.

Contrary to this, Industrial ’internet’ by very definition
means interconnecting different end stations and industrial
applications across multiple network domains, not just limited
to local area networks. The principal goal of network slicing
is to use common and public communication infrastructure
for different types of services. An ultra-reliable low latency
slice being just one ’type’ of network-service and may have
several instances based on market verticals. Obviously TSN
by itself is not suitable for building applications at this scale.
Either TSN should be extended beyond LANs or we need
similar technology in layer-3 networks. Arguably, IP networks
are best-effort and such bounded latency services were not
inherently supported layer-3 until BPP [1]. BPP formally
defines high-precision communication services as a group
of technology and capabilities in the scope of layer-3 to
serve similar but broader purpose than TSN. TSN is a well-
known standard and provides several hardware capabilities for
serving real-time applications but is not capable of scaling
beyond bridged networks. Our contribution is to address this
gap by introducing a cross-layer forwarder, which leverages
information from both BPP (the network layer) and TSN (data
link layer) to provide high-precision services in a generic
manner. Our objective is to maximize re-use of existing TSN
technology and build large scale high-precision networks with
minimal disruption. We show that using cross-layer forwarder
with minimal changes we can make use of many hardware
components without much overhead. We then demonstrate the
validate our approach by studying the forwarding path with
BPP cross-layer forwarder.

III. HIGH-PRECISION COMMUNICATION SERVICES

Applications in automation, such as machine to machine
interactions, vehicle to infrastructure, smart cities, remote sur-
gical procedures, etc. have diverse and variable requirements
from networks. While TSN primarily supports technology to
guarantee worst-case end-to-end latency, there are in fact,
more critical factors to time-sensitivity which are collectively
described as High-Precision communication (HPC) services
[3]. The HPC services can be broken down into a) in-time
packet delivery - like TSN applications, b) on time service
- with an extremely low delay variation between actual and
planned packet arrival time and c) coordinated service - having
more than one data stream arriving in specified bounds of time.
This classification gives a better sense of criticality and time
sensitivity in terms of how networks elements should treat
such services. Regardless of the classification, there are certain
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common requirements to be met in delivering high-precision
services and are described next.

A. Requirements For High-precision Services

Firstly, a knowledge of different HPC profiles is needed
based on which appropriate bandwidth and path computa-
tions can be done. There may be different service-operation
profiles based on the resources required for each end de-
vice (bandwidth, latency, etc.). The same network is also
integrated for Information Technology (IT) services, such as
management, monitoring, telemetry collection, etc. which do
not have stringent service delivery requirements and no special
traffic treatment is necessary. However, they may contend for
same resources in the network at random period of times.
Therefore, a discrimination of HPC services from normal
traffic is necessary.

The second requirement is that in industry automation all
network nodes should have an ability to compute transmission
scheduling criteria and position in queue with high accuracy
on network nodes. It requires knowledge of both complete
topology and the path associated with the streams, all of which
need high-precision time synchronization in the network.

Third, flow classification is required for a network node to
identify what kind of service profile the flow belongs to in
order to process it as per the constraints of that profile.

Then, determination of timing behavior is necessary. Special
time-aware flow processing functions are required to ensure
all packets are forwarded with in the desired timed-accuracy.
These functions reside in the network element and support
different varieties of scheduling and shaping mechanisms suit-
able for both time-sensitive and normal service profiles. These
functions operate with the knowledge to resource specification
of a service profile and will include parameters, such as
bandwidth, jitter, and latency.

Finally, reliability is of prime importance in industry con-
trol. If a packet is dropped in transit, entire synchronized and
automated factory pipeline may come to a halt or even worse
may lead to commands being processed out of order causing
several anomalies in production. Therefore, at the network
level, path redundancy and extreme reliability functions are
very important.

B. Challenges Beyond Switched Networks

TSN satisfies above requirements within the scope bridged-
network (e.g. a few kilometers) for limited size of fixed
topology through a suite of new provisioning and forwarding
techniques, but there exist some limitations in delivering time-
sensitive services.

Scalability. In traditional manufacturing, automation dis-
tances are few kilometers (less than 10) and limited number
of devices, however as Industrial internet grows, it will be
hard to scale the networks in layer 2 and even more complex
to partition on per-service basis. The disadvantages of such
large-scale bridged networks are well-known from data center
networks (flooding, slow STP convergence, and so on), that
have already transitioned to IP based solutions.

Infrastructure sharing. 5G brings automation in all kinds
of applications and economy of scale demands that networks
for edge services, V2X applications, critical services and
industrial networks etc. shall share the infrastructure and
hardware. Therefore, isolating applications is far simpler and
scales better with IP based networks.

Complexity: A closer examination of TSN will show that
it has evolved into a complex set of protocol suite. Several
protocols have to be well understood and provisioned on all the
bridges. The challenges of provisioning at scale, their response
to topology changes, update and withdrawal of stream specific
resources is an expensive procedure collectively generating
several Bridged Packet Data Unit (BPDU)s and other control
PDUs in the bridged network.

In comparison, BPP framework is a simple and customiz-
able data plane for delivering high-precision services. The
BPP has two primary artifacts, first that specifies what goes
on the wire and signals per packet Service Level Objectives
(SLO)s in a contract (BPP Block in Figure 2) to intermediate
network elements, such as routers. Second, a programmable
compute, forwarding and schedule engine on those routers to
implement components necessary for scheduling and shaping
functions. Because of these two factors, BPP is capable of
combining on-the-wire contract with any hardware element
that supports high-precision functions such as a TSN-bridge.
We propose a simple method of cross-layer forwarder between
BPP contracts and TSN scheduling and shaping functions by
allowing coordination of technologies crossing IP and MAC
layers. In the following section, we briefly describe end-to-
end control and flow processing and forwarding based on TSN
protocol suite.

IV. RELATED WORK

Historically, IP services have been implemented using Diff-
serv [4], IntServ [5] and RSVP [6]. These techniques can
provide bandwidth assurance but latency guarantees are not
possible, especially with interfering traffic. The most common
queuing discipline used in IP based networks is deficit round
robin method. Traffic engineering mechanisms for IP focus
mainly on providing paths based on certain resource require-
ments, mainly bandwidth guarantees but often low-latency
paths may also be computed. Recently, Internet Engineering
Task Force (IETF) formed a deterministic networking work
group (DetNet WG) to address a similar problem of time-
sensitive networking. The scope of DetNet [7] does not include
pinning time-sensitive low-level capabilities on the nodes but
covers only the data plane that carries the deterministic service.
This is limiting because the aggregated resource reservations
have to be made in advance for the DetNet flows. Finn
[8] discusses computation of worst-case end-to-end bounded-
latency, but refers to external queuing mechanisms without
details on how to integrate them in IP-based networks.

While IP-based networks lack sophisticated queuing and
scheduling capabilities, Ethernet based TSN scheduling al-
gorithms are well-established and thoroughly defined. Thus,
our approach to achieving high-precision communications, at
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large-scale on per-flow basis is based on utilizing capabilities
of underlying time-sensitive bridges.

V. HIGH-PRECISION NETWORKING WITH BPP

A. BPP Overview

BPP was first described in Big Packet Protocol framework
[1]. The basic idea is that of injecting meta-information into
packets to provide guidance to intermediate routers about
processing those packets. This is done by attaching BPP
Blocks (or contracts) with directives that provide guidance for
the packet treatment such as what resources must be made
available for the packet, as well as the flow that the packet
is a part of. Rather than relying on in-built logic provisioned
statically through management or control plane of networking
devices that may result in best-effort treatment of the packet, a
BPP network device will act on those directives and metadata
to handle the packet, overriding any regular packet processing
logic that is deployed on the device. This is in particularly
important when dealing with resource-centric commands, for
example, to determine conditions when to drop a packet, which
queue to use, when to allocate a resource, or to measure a
service level and compare it against its SLO.

This concept allows behavior of packets and flows to be
programmed by injecting BPP Blocks (contracts) into packets
at the edge of networks. There is no need to program net-
working devices or network controllers directly. At the same
time, the programmed behavior is isolated from other flows
and restricted to the packet and its flow. A BPP packet is

Fig. 2. BPP Packet Structure with Contract as BPP block

structured as depicted in Figure 2. It consists of a pseudo-
header of its host protocol (pointing to BPP Block as next
protocol), as well as one (or more) BPP Blocks.

B. Sample Description Of High Precision Services

For example, the meta-information that BPP carries can
easily be used to describe a high precision service requesting
end-to-end latency of 14 ms and peak rate 512 kbps. In BPP
contract, it requires two instructions 1) for latency-constraint
and b) for peak rate as below. The actual encodings of these
instructions are not described since they are implementation
specific.

LatencyFn(intime|e2eFn(14,ms)|residual(time))

BandwidthFn(peakrate(512, kbps))

C. BPP Forward Processing On The Node

BPP contract processing requires a forwarding component
that is capable of parsing and understanding the semantics
of the contract carried by BPP. A simplified BPP node is

shown below in Figure 3. In this figure, an enhanced BPP
forwarding plane is shown with all the usual forwarding plane
tables and components such as packet memory, classification
tables, forwarding information base (FIB), Access Control
List (ACL), and policy tables along with port specific queue
manager, scheduler and shapers. In addition, there is a BPP
parser that parses the instructions, metadata and state in the
BPP Block, generating an output result that can be directly
used by queue manager to schedule packets in output queue.
Essentially, we show clear separation of three blocks: (a) BPP
parser and compute, (b) Traffic manager, (c) lookup and state
tables.

As a packet is received on a port, it is classified and checked
for any ingress filtering, then BPP contract processing of
different instructions happens based on the outcome of parsing
logic. The results of instructions are generated and fed into
the final scheduling and queuing functions. This forwarding
pipeline is quite similar to Ethernet forwarding Section V-E
described later, just that the functions are specific to layer 3
headers and in Ethernet, they are layer 2 port specific.

D. Leveraging Time Sensitive Networks Capabilities

A comprehensive detail of IEEE 802.1 TSN Task Group
(TSNTG) [9] work is presented in [10] survey and therefore,
we do not discuss details of the individual protocols and only
cover the broader area in the context of the paper. A summary
of TN work is shown in Table I.

Provisioning and reservation: The reservation of resources
is mandatory in TSN networks. To this end, the reservation
protocols have been enhanced to support centralized (Cen-
tralized Network configuration (CNC)), distributed (Stream
Reservation Protocol (SRP)), and hybrid modes. SRP utilizes
signaling between talkers, stations producing streams and
advertise network resource attributes of the stream towards
listeners, the devices consuming those same streams and
declaring resources available for their reception. Reservations
are created when these events are combined in a bridge.

Classification and marking: There is a new SR traffic
class associated with two additional queues that enjoy higher
precedence than usual priorities or priority code points. THe
default settings map priority 2 and 3 to SR class B and
A, respectively. In distributed SRP, bridges use credit-based
shaper (CBS) data plane (Table I second row). The end
stations are required to mark the packets with SR class A or
B. Later, stream configuration enhancements were introduced

Fig. 3. New IP functions on Network Element
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to support all TSN functions such as shaping, preemption,
and redundancy through the CNC model. RAP is introduced
to do distributed reservation for hard real-time control type
applications. LRP provides local port services.

Packet scheduling and shaping: As shown in Table I first
row, TSN supports different types of scheduling and shaping
algorithms to address different functional requirements for
bounded latency with rate constrained traffic, scheduled and
best-effort traffic. Both queue and transmission algorithm
selections are done based on traffic class. Credit-based shapers
handle near real-time traffic which do not satisfy industry
control requirements of tighter and lower latency guarantees.
These are requirements are met using time-aware shapers with
repeating schedules at pre-determined intervals. In-traffic-class
interference among time-critical streams has to be further
eliminated.

Synchronization and Reliability: Ethernet systems use
802.1AS Timing and Synchronization for Timing-Sensitive
Applications, and 802.1CB Frame Replication and Elimination
for reliability.

E. TSN Forward Processing On The Node
End to end forwarding of time-sensitive packets is well

integrated in 802.1Q bridged networks. The MAC bridges
are associated with separate learning, filtering and forward-
ing functions on receiving ports along with egress filtering,
transmission selection and queue management functions taking
place on transmit port as seen in Figure 4. The information
required for forwarding comes from different dynamic and
management configured tables. For example, implementation
of the decisions governing where each frame is to be forwarded
is determined by the relay function using forwarding rules that
are populated in the Filtering database (FDB). The operation
of relay function includes verification of active topology,
classifying frames to expedite time-critical traffic, and frame
format conversion for destination stations.

F. Layer-2 Service to Cross layer forwarder
Our motivation is to reuse queues of TSN ports with

forwarding logic of BPP to provide scalability to time sensitive
TABLE I. AN OVERVIEW OF DIFFERENT TRAFFIC CLASSES IN TSN

Traffic
class

Best
Effort

Rate-
constrained

Scheduled

Data plane
techniques

Strict pri-
ority algo-
rithm

Traffic shaping
with Credit-based
Shaper, 802.Qav

Time-aware
scheduler, 802.1Qbv-
Scheduled traffic,
802.1Qch Cyclic
Queuing, 802.1Qcr
Async Shaping

Control
plane
techniques

STP & so
on

Dist. stream
config bandwidth
reservation
resource
allocation
using Stream
Reservation
Protocol
(802.1Qat)

Centralized stream
config path,
schedule calculation.
management with
a central controller
(802.1Qcc)

Target
Latency

Non-
deterministic

Bounded max. la-
tency

Guaranteed lowest la-
tency

Fig. 4. TSN Forwarding process

applications by using IP networks. We see benefits with the
use of pinned-down hardware capabilities of TSN, and do
away with layer-2 protocols, forwarding rules, policies and
filter tables in favor of higher resolution of service control
in layer-3. Ethernet bridges support relay function in which
packets from a receive port are processed and sent to the
transmit port. The bridge design provides information to
relay function or tables in 3 ways, 1) learnt dynamically
through incoming port, 2) management interface, 3) higher-
layer MAC Service to higher layer entities using bridge port
functions. In all the above scenarios, the user of relay functions
essentially provisions various layer-2 tables for relay function
with different forwarding, filtering, and policing rules.

None of the above three options are usable with BPP, nor
do they provide the value of scale and simplicity we aim to
achieve. Therefore, our proposal is to connect bridged ports
with BPP forwarding pipeline, as explained in next section.

VI. EXTENDING TSN WITH NEW IP FORWARDER

In addition to looking at TSN bridges, we investigated well-
known classical methods of cross-layering; thematically, in
these approaches each layer continues to perform its function,
while those functions are improved or optimized for the
purpose of overall application response time or quality of
experience. We found that cross-layering research is more sig-
nificant either at transport level [11] [12] for better integration
with applications, or in wireless networks [13] [14] for better
feedback about signal strength and availability between MAC
and PHY.

We did not come across a lot of literature on cross-
layering between layer-2 and layer-3. There may be several
reasons behind this such as ossification, specific segregation of
switching and routing domains (i.e. either switched or routing
policies, rules and management is used) etc. However, we
believe the main reason is that in deployed communication
protocol stack, over time layer-2 and layer-3 forwarding and
control methods have essentially evolved independently. Yet,
interestingly, the foundations of forwarding, policing, and
scheduling are often found to be quite similar. For example,
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commonalities are seen in ’forward to next hop’ functions;
both layers use destination address based lookup, priorities
are marked in packets header, and in particular development
of TSN solution, several IP protocols were used as a reference
to design similar requirement in TSN protocols such as, RSVP
& SRP, and PTP & Time synchronization. Thus, in building
high-precision services with BPP, we find the greatest benefit
in cross-layering of ’functions’ instead of information. Doing
so, we combine the good of layer-2 and layer-3 as:

• Forwarding functions of New IP, since they provide high-
degree of customization, replace forwarding of TSN

• Scheduling functions of TSN, since they exist already in
deployments are reused.

As shown at the top part of Figure 5, functions of BPP
parsing and forwarding are linked with the queue management
functions of TSN in the same figure. We do not show different
tables that will be populated and managed at runtime because
BPP is the runtime execution-pipeline; it is not a chain of
different tables in the traditional sense of forwarding pipelines.

We use directives from BPP block, such as those defined
earlier in section V-B, to process high-precision requirements,
run them through the BPP parser and processing engine,
derive the result as to which algorithm (among the TSN
supported algorithms) guarantees service, determine queue,
and its parameters to schedule the packet in TSN queue
component. BPP parser and processing engine determines the
algorithm, the egress port, and the schedule. The BPP traffic
manager entity maps schedule to traffic class and interacts with
TSN queue management function.

A. Cross-layer forwarder Initialization

TSN Queue Manager/Schedule configuration. The way
queue management (QM) algorithm will work is decided at
the management plane. i.e., the operator determines what kind
of scheduling behavior is required and accordingly TSN QM
can be configured. TSN provides several managed objects and
external configuration parameters through which queue, traffic
class and algorithm specific information can be programmed in
the TSN switch. Through configuration knobs, the exact timing

Fig. 5. Cross layer New IP forwarder functions

behavior of queues can be provisioned such as bandwidth
allocation for a particular traffic class, gate control list, queue
max Service Data Unit (SDU) and even the list of algorithms
supported. Queue configurations are completely unrelated to
forwarding tables such as FDB and learning tables.

BPP Traffic Manager. Initialization for BPP is only needed
to determine mappings in traffic manager, the traffic classes are
to be mapped to the ones configured by TSN QM; BPP does
not require any markings like .1P priority bits or even VLAN
tagging. The result of the parser can determine the traffic class
as an internal parameter (similar to internal priority value
in TSN). Resource Reservation. No TSN or IP reservation
algorithms are used for profiles of different type of services.
This is because the Tspec equivalent information is carried
along with the packet in New IP (in-band). The hint for
reservations happens in flow cache of BPP engine with first
packet. The BPP schedules to send the packet according to
embedded TSpec not according to what is reserved on the
node. This is possible because BPP traffic manager uses
cumulative port state based on queue-depths, if a particular
packet can be sent in time.

B. Runtime Forwarding path

Figure 6 below shows a high-level packet processing and
forwarding through BPP block to determine how latency
instruction can be mapped to a queue or a traffic class and
what algorithm can be used. As a high-precision service packet
is received, the following processing is done.

1) In a high-precision network (large- or small-scale), an
operator has a knowledge of the type of service. At
the head-end node when packet arrives, a BPP block
is injected with the high-precision service profile. BPP-
Header insertion is a function of forwarding pipeline
installed as a police on edge routers (not shown in the
6).

2) For an incoming packet, layer-3 lookup
• uses FIB to determine the egress port

Fig. 6. Cross layer forwarder: packet processing
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• recognizes that it is a BPP packet and dispatches
it to BPP parsing engine. BPP parsing engine sees
latency directive, determines type of high-precision
service, and sends to egress results generation.

• Egress results generation combines FIB and BPP re-
sults to assign appropriate algorithm and determines
traffic class.

3) Internal state of BPP engine maintains the knowledge of
resource budgets and keeps ’available resource’ reposi-
tory updated.

4) BPP traffic manager function finds the mapping to traffic
class, peeks into queue tables to find runtime queue
depth for that traffic class and determines if the latency-
goal is feasible or not; if yes, it transmits the packet to
that queue.

5) On the tail-end before delivering the packet to end-
station, the BPP block is removed and plain IP packet
is delivered.

C. Solution Analysis

The cross-forwarder solution is examined briefly in the
following manner:
Shorter lead times: BPP is a new technology in which many
new function components need to be developed. BPP frame-
work requires hardware-support to implement high-precision
networking and TSN switches can fulfill this gap. Given the
cost and lead time for procuring prototypes, BPP benefits from
the reuse of existing well-proven hardware schedulers.
Reuse Benefits: We proposed a theoretical model to tweak
existing layer-2 forwarding pipeline in the layer-3 pipeline
and make it usable with IP-based networks. The forwarding
pipelines are based on match table look ups and assigning
proper egress queues. Such tables can be programmed from the
control plane with vendor-specified interface or drivers without
having the need to change scheduling behavior or spin a new
hardware. This was demonstrated via Figure 4 and Figure 6. It
allows for new services to describe their service requirements
with a fine granularity using BPP and have them treated using
time aware schedulers.
Forwarding path validity: We provided a systematic examina-
tion of the forwarding path and corresponding BPP compo-
nents necessary to develop the cross-forwarder. It exploits the
fact that queue identifiers in the TSN switches are independent
of link layer specific addressing. The feasibility of the cross-
forwarder can be proven through empirical analysis which will
be our next area of focus.
Performance: The performance comparison between TSN
switch and proposed cross-forwarder will depend on the cost
of processing BPP directives versus BPDU processing and is
a part of our future work.

VII. FUTURE WORK

So far, we have presented the feasibility concept of cross-
layer forwarder. Although this discussion is quite thorough,
it still needs validation with implementation. There are not
great options of opensource TSN algorithms or comprehensive

SDK for the existing TSN switches. At the time of writing
this document, New IP development work is in progress; once
available it can be used to integrate and further evaluate our
approach presented in this paper. While it is simple to develop
this concept in software, it is still necessary to explore the
amount of driver or FPGA changes required to use TSN
switches.

VIII. CONCLUSION

As is evident from the previous section that TSN solution
requires several protocols leading to overall higher operational
complexity. The biggest limitation remains that it is only a
layer-2 solution; in order to scale over wide area networks, a
network layer approach is desired. In this paper, we propose
that new data planes like BPP can tremendously reduce pro-
visioning protocol complexities. We demonstrated emulating
a TSN switch as a layer 3 high precision router is feasible
which will allow a fast adoption of high-precision services in
networks.
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Abstract— In the new era, communication devices use the 

Internet and World Wide Web to communicate from different 

locations around the world. The Internet of Things (IoT) 

extends this communication paradigm within different smart 

devices by collaborating sensor technology. In this model, 

infrastructure components must manage the large amounts of 

data generated by the smart devices and sensors. Integration of 

cloud computing with the IoT has many benefits and 

challenges; for example, cloud computing can improve the 

management of data from the collection phase to data process 

and backup. The most prominent challenges resulting from the 

integration are privacy and security. In this paper, we propose 

a secure hybrid cloud architecture mix with edge and fog 

computing to address security and privacy issues of IoT data. 

Our approach is to distinguish public and private data in the 

device data collection layer and address them to the right cloud 

(public or private) taking advantage of Software Defined 

Networking (SDN) for design and management of the 

networking layer. The privacy and security issues will be 

addressed within the design of the networking layer, in which 

all the necessary rules and protocols are in place and 

implemented. 

Keywords-Internet of Things; Hybrid Cloud; Security; Privacy 

and Software Defined Networking. 

I.  INTRODUCTION 

The new era of digitalization and communication aims to 
connect smart devices and real objects via the Internet. The 
landscape of Internet-based communications has been 
dramatically changed by the IoT [7]. IoT relies on intelligent 
devices interconnected within a dynamic global network 
infrastructure using the sensor technology to communicate 
with other smart devices [1] [8]. It is possible to use the IoT 
technology to create "robots" out of devices surrounding us, 
to collect data from the smart devices, and then to make 
intelligent decisions in our day-to-day life [2].  

IoT mainly uses cloud computing for data collection and 
management. Even though cloud computing and IoT are two 
different technologies, they have a complementary 
relationship in collecting and processing a huge amount of 
data. 

On the one hand, the cloud is predominately the platform 
utilised for Infrastructure as a Service (IaaS), Platform as a 
Service (PaaS) and Software as a Service (SaaS) [9]. Also, 
most known cloud types are public, private and the hybrid 

clouds. The hybrid cloud is a mixture of a public and a 
private cloud. On the other hand, cloud computing involves 
the on-demand delivery of computer power, database 
storage, applications and other compute resources. 

IoT requires the flexibility of resource design in its 
architecture. The resource design must cover large scale 
storage for massive amounts of IoT data generated by 
devices [7], although IoT uses cloud computing architecture 
to solve many of the IoT computational and resource issues. 
However, integrating cloud and IoT technologies presents 
challenges, such as scalability, identification of different type 
of data, and the management of unnecessary data, 
heterogeneous networks, security and privacy. 

This paper provides an overview of existing cloud 
solutions for IoT security challenges as well as our proposed 
solution. The remainder of the paper is organised as follows: 
Section II includes basic concepts; Section III discusses 
existing solutions; our proposed solution, the integration of 
the software definitions of networking and hybrid IoT is 
presented in Section IV; Section VII concludes the paper. 

II. BASIC CONCEPTS 

In this section, we introduce the fundamentals of cloud 
computing and Software Defined Networks (SDN). Cloud 
computing refers to a network of remote servers hosted on 
the Internet [3]. It has been divided into two categories: 
public and private cloud. 

In the infrastructure design for the private cloud, single 
tenant physical servers are often the best choice. In this 
paper, we call single tenant physical servers bare-metal 
servers. Bare-metal servers are dedicated servers assigned to 
each client without any resource sharing.  One of the main 
benefits of using bare-metal servers, besides performance, is 
security. A bare-metal server physically isolates your data, 
applications and other resources [6]. Using bare-metal 
servers will help in achieving high performance and a secure 
environment. 

On the other hand, the public cloud uses virtual servers.  
In this model, computing and storage are shared by different 
users. This will decrease security and privacy as well as 
performance. One of the main benefits of using a public 
cloud is having a cost-efficient cloud environment. Hybrid 
cloud is a term used in cloud computing and refers to a cloud 
architecture consisting of both the public and private clouds. 
SDN, simply defined, is the physical decoupling of control 
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and data planes within traditional networking elements. 
While the control plane is responsible for routing path 
decisions, the data, or forwarding plane, forwards packets 
based on the logical knowledge of the control plane. 

 
Figure 1. SDN controller logic 

 
The result is a distributed model comprising a single 

controller influencing multiple forwarding devices. A 
representation of decoupling control and data planes is given 
in Figure 1. The biggest advantage for separating planes 
being the ability to control match criteria. Forwarding rules 
and flow match information can be injected via Application 
Programming Interfaces (APIs) available on the controller 
and distributed to forwarding devices via a secure link 
between controller and forwarder. OpenFlow is one such 
protocol utilised between controllers and switches. 

Hybrid IoT as a service leverages the agility of what an 
OpenFlow-enabled network can offer. The ability to control 
flows is based on existing and extensible match fields. The 
programmability simplifies traffic engineering, providing an 
opportunity to craft custom match combinations and include 
priorities and action lists, or the ability to punt a matching 
packet to secondary match fields and actions. 

III. EXISTING SOLUTIONS 

      In this section, we present a critical review on the 
existing cloud computing solutions and discuss the gaps in 
the data challenges and security. 

In an open source architecture called “OpenIoT”, web 
servers use sensors for data communication with the cloud 
[10]. In this solution, sensor communication with the cloud is 
through Representational State Transfer (REST) services and 
Simple Object Access Protocol (SOAP) protocol. This 
solution is based on the public cloud, which cannot cover 
security aspects for IoT data. 

The Secure, Hybrid, Cloud Enabled Architecture for IoT 
(SHCEI) [11] solution presents a secure hybrid cloud design 
for IoT data security. In this architecture, the pure private 
cloud is placed in the device layer to collect IoT data. This 
solution provides a highly secure cloud solution for the IoT. 
However, using this approach generates an overload of 
unnecessary data. This will increase the number of cloud 
resources needed to manage the IoT data; this solution is not 
cost effective. 

The idea of IoT data monitoring in an SDN-coordinated 
IoT-cloud has been introduced to ease the issue of data 
congestion in the IoT model [15]. In this research, using 

SDN flow steering makes available multiple paths for 
message delivery in IoT data usage, and performs monitoring 
of the data path in the network transport layer by using open 
source technologies. The problem with the design is how to 
distinguish and encrypt private IoT data before monitoring 
and delivering. 

A solution proposed recently to address IoT data traffic is 
known as edge IoT analytics [16]. This research used SDN to 
manage data analytics at the edge cloud, stopping 
unnecessary data transfer to the next layer. 

Meanwhile, another similar study proposed an IoT-aware 
SDN solution [17] to solve IoT data traffic congestion in the 
network edge. Even though these studies tackled the issue of 
IoT data traffic during transfer, synchronization between 
cloud components, SDN and IoT devices either had not been 
considered or is not an optimal and practical approach. 

In another study, a Tenant Network (TN) has been 
proposed provide security in a multi-tenancy cloud 
environment for IoT data [18]. The idea of isolating all the 
network components to different zones such as the cloud 
controller, cloud administrator and tenant administrator was 
presented. This research improves trust between the cloud 
user and provider using TN architecture, although it cannot 
support distributed deployment with different controllers. 
Therefore, the approach cannot satisfy the IoT data scale. 

In Edge Computing (EC), allocated applications, hosting 
happens at the edge servers [12]. EC is compatible with 
“private devices” such as smart phones, laptops, pagers, etc 
[13]. The aim of EC is to create a better quality of service for 
end users [13]. On the other hand, Fog Computing (FC) 
processes data at the LAN [14]. Therefore, fast and reliable 
data communication happens in FC. Both EC and FC will be 
used as part of our proposed architecture. Even though they 
are beneficial for IoT data collection and process, they need 
smart network architecture for the IoT data scalability issue. 
We will discuss this in Section V. 

Although using cloud technology eases the management 
of IoT in many ways, there remain open gaps and challenges 
in this domain. Challenges such as data/resource 
management, communication, security, privacy and cost are 
the primary gaps in most existing cloud-IoT architectures. In 
this research we specifically address security and privacy 
issues in cloud based IoT architecture. 

IV. INTEGRATION OF SDN AND HYBRID IOT 

The public and private clouds have their own set of rules 
for collecting, transferring, managing and processing data. 

We propose to integrate the SDN with the hybrid cloud 
in the sensor layer of IoT data collection. The integration 
would fill the security gap between hybrid cloud computing 
and IoT from data collection to transfer and analysis using 
SDN at the device layer. It also allows us to tackle security 
challenges using integration of SDN and hybrid cloud 
architecture in an efficient way.  
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Having an IoT hybrid cloud architecture mixed with 
SDN technology will address the security and privacy issues 
of IoT data (from collection to the analysis phase). This 
architecture will therefore be a significant improvement in 
IoT technology and will encourage enterprise clients moving 
towards IoT technology. The presented approach will 
minimise the chance of data leakage during data collection, 
transfer and analysis.  

In this research, devices will be categorised as public and 
private devices. This categorisation can be varied for 
different cases; however, devices are considered private 
when the data generated by them is sensitive. For instance, 
personal communication devices, health-related devices, etc. 
Other devices are public devices such as entertainment 
devices, doors, windows, kitchen appliance. In our proposed 
SDN design, data collected from devices have to pass some 
security layers before they sit in the right platform. We 
address most of the hybrid cloud IoT issues using SDN at the 
device layer. We isolate and encrypt private data before its 
arrival in the private cloud.   

V. CASE STUDY 

In this section, we will illustrate the integration and the 
proposed solution for security. The challenge is that different 
network rules apply to sensor devices from the IoT side and 
to those in the data collection in the hybrid cloud 
architecture.  

In our proposed solution, Figure 2 represents the existing 
collection network for IoT data. Figure 3 represents an edge 
node configuration that integrates an SDN controller with an 
OpenFlow-enabled switch. For the test bed, as an initial 
experiment, we are collecting environmental data in the form 
of indoor temperature, humidity, CO2, and outdoor data 
from a weather station including wind speed, outdoor 
temperature, pollen and dust count. The edge node is also 
represented in Figure 2 as a point of demarcation for data 
arriving at the edge node. 

Figure 2. Data collection IoT network 

 
Separating the collection of data represents a major area 

for this work. Collection examples from simple http header 
extraction locating embedded sensor serial numbers, to flow 
rules representing metadata and analog information from the 
devices to verify whether a transmission came from the 
expected transmitter in the expected location. In this way,  

  
Figure 3. IoTaaS edge node design 

 
proof of location and authentication from devices will 
provide a unique key. This combination of sensor data will 
provide the basis of flow tables to modify flows for the SDN 
controller.  

Security between the buildings is handled by encrypting 
the point-to-point wireless link. All data arrives at the edge 
node having been collected from low power wireless 
(SigFox), 802.11, 4G or Ethernet. 

Currently, site sensors represented in Figure 2, are 
hardwired through an Arduino, data is collected by a 
Raspberry Pi and sent point-to-point wirelessly between 
buildings. File transmission on the link is handled by Rsync. 
Encrypting at this point in the transmission network rather 
than at the sensor level takes a processing load off the sensor 
physical layer and ensures no additional burdens are placed 
on low powered sensors.  

As data arrives at the Catalyst 9300 switch, OpenFlow 
match rules will segregate the data based on sensor location 
and the metadata generated by sensor hardware 
characteristics. Data will be sent to matching egress ports, 
depending on match and action rules. Some data will take the 
return path for correlation or further processing. In this 
phase, further processing will only be necessary for real time 
processes.  

In the proposed solution, custom flow matches with the 
SDN controller, use the Openflow Extensible Match (OXM) 
and leverage the experimenter field. 

 
Figure 4. OpenFlow Header 

 
Use of the experimenter field in OpenFlow requires the 

access to a vendor ID and is represented as class 0xfff which 
extends the header to 64 bits by using the first 32 bits of the 
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body as an experimenter field. Figure 4 shows the OpenFlow 
header. The experimenter field addition allows for matching 
of unknown and custom tables. For this work, matching 
criteria is based unique sensor metadata and characteristics. 

As part of policy development, refinement and extending 
the range of rules based on flow matches within the 
OpenFlow controller, utilising external packet matching 
filtering will play a major role in the future of this project. 
The Berkeley Packet Filter (BPF) is one such set of filters 
able to optimise hardware ASICs [19].  

Development of policy to optimise match rules already 
supported in OpenFlow V1.5 is focused on segregation of 
flows at the collection point for field networks Internet, LAN 
and Mobile. Match tables with corresponding flow 
instruction fields will separate data on interface, VLAN or 
both, as actions in response to flow matches. 

Adding an experimenter OXM extension to the match 
fields of the SDN controller leverages the pipeline sequence 
processing employed by the OpenFlow protocol. Unique 
flows are identified by the combination of priority and match 
fields. 

Flow entry instructions and action lists make it possible 
to pass packets to other flow tables or perform an action 
without further processing. This process could include 
 re-writing packet headers in preparation for alternate egress 
ports based on flow type.  

VI. CONCLUSION AND FUTURE WORK 

In this paper, the idea of integrating an SDN solution for 
managing Hybrid IoT data is presented. The aim is to use 
SDN to supervise efficient and secure Hybrid Cloud 
Computing to manage data collected by devices over the 
Internet. This design is leveraging the advantage of using 
Hybrid Cloud computing capability, storage and networking 
capability. 

As a result, IoT will benefit from the performance, 
security and scalability of Hybrid Cloud Computing [1] 
while data collection and storage are managed by a secure 
network. 

The emerging IoT paradigm challenges current network 
methods and practices. Network perimeters are potentially 
defined by the distribution of field devices deployed in 
homes, factories, agriculture and on-person. Beyond the 
issues of dealing with the flood of data generated from smart 
devices, addressing privacy and security is a priority for 
research. Private data traversing multiple network and 
storage domains pose perplexing issues for the integration of 
cloud computing and IoT. 

Exponential growth of the IoT phenomenon has created a 
gap in the management of incoming-data processing. 
Furthermore, the inability to manage big data efficiently 
exacerbates the development of security processes for 
isolation of private sensitive data.   
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Abstract—Electricity costs comprise a significant portion of op-
erating expenses forData Center Networks (DCNs). As a re-
sult, energy-aware Routing and Wavelength Assignment schemes
(RWA), which try to minimize the overall energy consumption for
data transmission, have received considerable attention in the past
decade. Recently, the idea of minimizing the dollar cost of energy
consumption using Real-Time Pricing (RTP) has been proposed
for Wavelength-Division Multiplexing (WDM) optical networks.
The RTP-based RWA has been shown to result in reduced
electricity costs. In this paper, we present a new formulation
for optimal RWA for scheduled lightpath demands using the
RTP model. Our results indicate that the proposed approach
clearly outperforms the Flat-Rate Price (FRP) model, as well as
traditional shortest path routing schemes.

Keywords–Data Center Networks (DCNs); Energy-aware re-
source allocation; Routing and Wavelength Assignment (RWA);
Real-Time Price (RTP).

I. INTRODUCTION

Data Center Networks (DCNs) are one of the fastest
growing consumers of electricity due to the rapid increase
of digital content, big data, e-commerce and Internet traffic
[1]-[5]. The electricity costs comprise a significant portion of
operating expenses for such networks [6]-[10]. To mitigate
this problem, the development of energy efficient schemes
is crucial at all levels of network infrastructure, including
data transmission. Many Routing and Wavelength Assignment
(RWA) schemes that minimize energy consumption at network
nodes and/or fiber links have been proposed in the literature
for data transfer over an optical network [11]-[13]. However,
energy prices using the RTP model can vary widely, depending
on geographic location. Therefore, minimizing energy con-
sumption may not necessarily result in the least dollar cost.
Wavelength-Division Multiplexing (WDM) in optical networks
is the technology that allows multiplexing a number of optical
carrier signals onto a single optical fiber by using different
wavelengths. In this study, we propose an energy-aware RWA
optimal algorithm, which aims to minimize the dollar cost in
WDM optical networks using RTP the model.

In recent years, various research works have been published
in the field of energy efficient WDM networks. A number of
different approaches have been proposed including reducing
Electrical-Optical-Electrical (E-O-E) conversions [14], switch-
ing off or slowing down unused network elements [15][16]
putting selected network components in sleep mode [17],
and using intelligent traffic grooming techniques [18][19].
Energy aware unicast routing in WDM networks has received
considerable research attention in the last ten years [20].

In many applications, the physical location of the server
or other network resources remains hidden from the user as

it is not important. In this scenario, it is possible to select
the best destination from the set of possible destinations
to execute a job. This is known as anycast routing [21].
This allows the routing algorithms the flexibility of choosing
a suitable processing (destination) node for a given task,
such that network resources can be utilized as efficiently as
possible. Both heuristics and optimal formulations energy-
aware approaches using anycast routing have been considered
in [22]-[24]. The goal is to reduce both the static and the
dynamic (load dependent) portions of power consumption as
much as possible, although static power consumption typically
dominates for most network components [24].

In WDM optical networks, there are mainly three different
demand allocation models:

1) Static traffic model: Where the set of demands is
fixed and known in advance.

2) Dynamic traffic model: Where the start time and
the end time of the demands are known in advance.
The set of demands is generated based on certain
distributions.

3) Scheduled traffic model: Where the set of demands
is predictable and periodic in nature.

In Scheduled Traffic Demands (STDs), the setup time and
the tear down time for the demand is known in advance. The
Scheduled Traffic Model (STM) is further divided into two
different models, known as fixed window traffic model and
sliding scheduled traffic model. A number of recent papers
have shown how anycast routing can be used for minimizing
the overall energy consumption in optical networks [23]-[25].
However, these papers mostly deal with the static [26][27] or
dynamic [12][13] traffic models. In our previous work, we have
considered energy-aware routing and traffic grooming of sub-
wavelength demands, under STM [28]. Although energy aware
routing for WDM networks has received significant attention
in recent years, the idea of utilizing the anycast concept for
energy minimization [16][23][25] has been less well studied.

Replication in DCNs makes it possible to have multiple
copies of data on different Data Centers (DCs) [29]. Adding
more replicas improves reliability, lowers latency across the
network, and allows more flexibility in choosing energy ef-
ficient routes; but it also increases the costs for network
equipment and storage [30]. Very recently, researchers have
proposed reducing the operational expenditures by choosing
the route with the least cost for the energy consumed based on
Real-Time Pricing (RTP) [31]. They considered price changes
throughout the day and for different US time zones. The Least
Dollar Path (LDP) approach in [31] considers the real-time
energy costs and replicated data storage to avoid costly peak
charges and reduce the overall energy cost. The flat rate pricing
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model leads to more electricity costs as compared to the real-
time pricing model [31]. Efficient routing schemes and proper
arrangement of the replicas can lower energy consumption in
the DCNs [31].

In this paper, we present a new Integer Linear Program
(ILP) formulation for RTP-based optimal RWA of scheduled
lightpath demands. Under STM, the setup and teardown times
of the demands are known in advance, so that the RWA
algorithm can optimize resource allocation in both space and
time [32]. The proposed ILP not only selects the appropriate
data center node to serve each request, but also performs
RWA that leads to the least dollar cost. A heuristic algorithm
for solving this problem has been presented in [33]. To the
best of our knowledge, RTP-based energy-aware RWA for
advance reservation under the fixed-window STM has not been
considered before. Our approach differs from the previous
RTP-based RWA as follows:

• We consider energy consumption not only at network
nodes, but along fiber links as well.

• We process the set of demands as a whole, rather
than adopt a greedy approach where each demand is
processed one at a time.

• We consider both static and dynamic components of
power consumption of nodes and links.

The remainder of the paper is organized as follows. In
Section II, we outline our network energy model and propose
an optimal formulation for energy-aware routing. In Section
III, we present and analyze our simulation results and discuss
our conclusions with some directions for future work in
Section IV.

II. ENERGY EFFICIENT ANYCAST ROUTING FOR FIXED
WINDOW SCHEDULED TRAFFIC MODEL

In this section, we introduce the proposed optimal algo-
rithm formulated as an ILP using the anycast principle for fixed
window scheduled lightpath demands allocation. The objective
here is to minimize the overall electricity costs of a DCN by
reducing the actual energy consumption.

A. Network Energy Model
We consider a transparent IP-over-WDM network, which

consists of optical cross connect switches (OXCs) connected
to an IP router [34]. We consider power consumption both at
network nodes and fiber links [24]. The total power consump-
tion of the IP router and optical switch can be calculated using
the following equations.

PIP = P s
IP + πIP ∗ tIP (1)

PSW = P s
OXC + πOXC ∗ tλ (2)

In (1) and (2), P s
IP and P s

OXC denote the static power
consumption for the IP router and the optical switch, respec-
tively. Similarly, πIP and πOXC denote the dynamic, i.e.
traffic dependent, power consumption for the IP router and
the optical switch, respectively. The terms tIP and tλ indicate
the amount of traffic flowing through the IP router and the
switch, respectively.

TABLE I. POWER CONSUMPTION OF NETWORK DEVICES
[35][36].

Device Symbol Power Consumption

IP router (static) P s
IP 150 W

OXC (static) P s
OXC 100 W

IP router (dynamic) πIP 17.6 W

OXC (dynamic) πOXC 1.5 W

Transponder (dynamic) πXT 34.5 W

Pre-amplifier Ppre 10 W

Post-amplifier Ppost 20 W

Inline-amplifier Pinline 15 W

The power consumption of a link is obtained using (3),
where Ppre, Ppost and Pinline are the power consumed by
pre, post, and inline amplifiers, respectively. The actual values
of these parameters, used in our simulations, are taken from
[35] and [36] and shown in TABLE I.

Pe = Ppre + Ppost + Pinline (3)

B. Solution Approach
We consider a set of fixed window lightpath demands and

propose a minimum cost path using RTP (MCP-RTP) model to
select the route and destination for each demand in such a way
that the overall electricity costs are minimized. The notation
used in our ILP is given below.

C. Notation used in this paper
G(N,E): Physical topology, where N is set of nodes

and E is the set of bidirectional edges (i.e., links)
in the network.

N : Set of data center nodes.
(i, j): An edge in the network from node i to node j.
Q: Set of lightpath demands to be routed over

the physical topology. Each demand is a tuple
(sq, stq, τq), where sq is the source node for
demand q, stq is the starting time for demand q
and τq denotes the holding time for demand q.

m: = 0, 1, 2, ...mmax, where m is the number of
intervals (0 ≤ m ≤ 23).

aq,m: = 1 if demand q is active during interval m.
le: length of edge e.

Binary Variables
IPi,m: = 1, if the IP router at node i is active at

interval m.
OXCi,m: = 1, if OXC at node i is active at interval m.
Le,m: = 1, if link e is in use at interval m.
xq,e: = 1, if lightpath q uses link e.
yq,i: = 1, if lightpath q uses node i.
dcq,i: = 1, if DC node i is selected as a destination

for lightpath q.

Bounded Variables
βq
i,m: = 1, if lightpath q uses IP router at node i during

interval m.
γq
i,m: = 1, if lightpath q uses OXC at node i during

interval m.
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σq
e,m: = 1, if lightpath q uses link e during interval m.

minimize
∑
m

[∑
i

costi,m

[
P s
IP +̇πIP

∑
q

βq
i,m+

(
P s
i,mȮXCi,mπOXC

∑
q

γq
i,m

)
+

(
πXT

∑
q

βq
i,m

)]
+costj,m

∑
e:(i,j)

PeL̇e,m

]

∑
e:(i,j)∈E

xq,e−
∑

e:(j,i)∈E

xq,e =


dcq,i, if i = source,

−dcq,i, if i = destination,

0, otherwise.
(4)

Constraint (4) must be satisfied ∀i ∈ N, q ∈ Q

yq,i =
∑

e:(i,j)∈E

xq,e ∀i ∈ N, q ∈ Q (5)

∑
q

xq,e · aq,m ≤ |K| ∀e ∈ E, 1 ≤ m ≤ mmax (6)

∑
i∈S

dcq,i = 1 ∀q ∈ Q; dcq,i = 0 ∀i /∈ S, q ∈ Q (7)

IP router usage:

dcq,i + aq,m − βq
i,m ≤ 1 (8)

dcq,i ≥ βq
i,m (9)

aq,m ≥ βq
i,m (10)

IPi,m ≥ βq
i,m (11)

IPi,m ≤
∑
q

βq
i,m (12)

Constraints (8) - (12) must be satisfied ∀i ∈ S, q ∈ Q, 1 ≤
m ≤ mmax.

OXC switch usage:

(dcq,i + yq,i) + aq,m − γq
i,m ≤ 1 (13)

(dcq,i + yq,i) ≥ γq
i,m (14)

aq,m ≥ γq
i,m (15)

OXCi,m ≥ γq
i,m (16)

OXCi,m ≤
∑
q

γq
i,m (17)

Constraints (13) - (17) must be satisfied ∀i ∈ N, q ∈
Q, 1 ≤ m ≤ mmax.

Link usage:

xq,e + aq,m − σq
e,m ≤ 1 (18)

xq,e ≥ σq
e,m (19)

aq,m ≥ σq
e,m (20)

Le,m ≥ σq
e,m (21)

Le,m ≤
∑
q

σq
e,m (22)

Constraints (18) - (22) must be satisfied ∀e ∈ E, q ∈
Q, 1 ≤ m ≤ mmax.

D. Justification of the ILP
The objective function tries to minimize the dollar cost

by using the real time electricity prices. The summation is
over all intervals m and for each network component, i.e.,
IP router, optical switch and fiber link. The term costi,m is
the real time electricity price at node i during interval m. We
have 24 intervals and for each interval the electricity price is
different. For calculating the cost of a link e : i → j, we have
multiplied the energy consumption of the link e with the RTP
electricity cost at the destination node j of that link.

Constraint (4) is the standard flow conservation constraint,
which finds a feasible path from source node sq to the
selected data center (destination) node dcq,i for each demand q.
Constraint (5) ensures that if lightpath q traverses link e : i → j
the value of yq,i is set to 1. Constraint (6) ensures that the total
number of demands traversing link e : i → j does not exceed
the number of available channels |K|. Constraint (7) ensures
that exactly one data center is selected as the destination node
for lightpath q.

Constraints (8) - (12) are the IP router usage constraints.
They are used to determine if a particular IP router at node i
is active during interval m. Constraints (8) - (10) are used to
set the value of βq

i,m. Constraint (8) sets βq
i,m to 1 if lightpath

q is active during interval m and DC node i is selected as
a destination for lightpath q. Constraints (9) and (10) ensure
that βq

i,m is set to 0 if either dcq,i or aq,m is 0. Constraint
(11) ensures that if the IP router is active at node i during
interval m it is used by at least one lighthpath q. Constraint
(12) ensures that if there is no lightpath q using the IP router
at node i during interval m then the IP router is not active
during that interval m, i.e., IPi,m = 0.

Constraints (13) - (17) are the optical switch usage con-
straints. They are used to determine if a particular optical
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switch at node i is active during interval m. Constraints (13)
- (15) are used to set the value of γq

i,m. Constraint (13) sets
γq
i,m to 1 if lightpath q is active during interval m and uses

the OXC at node i. Constraints (14) and (15) ensure that γq
i,m

is set to 0, if either dcc,q + yq,i or aq,mis 0 . Constraint (16)
ensures that the OXC switch is active at node i during interval
m if it is used by at least one lightpath q. Constraint (17)
ensures that if there is no lightpath q using OXC switch at
node i during interval m, then the OXC switch is not active
during that interval m, i.e., OXCi,m= 0.

Constraints (18) - (22) are the link usage constraints. They
are used to determine if a particular link is active during
interval m. Constraints (18) - (20) are used to set the value
of σq

e,m. Constraint (18) sets σq
e,m to 1 if lightpath q uses

link e and is active during interval m. Constraints (19) and
(20) ensure that σq

e,m is set to 0 if either xq,e or aq,mis 0 .
Constraint (21) ensures that link e is active during interval m
if it is used by at least one lightpath q. Constraint (22) ensures
that if there is no lightpath q using link e during interval m,
then the link is not active during that interval m, i.e., Le,m =
0.

E. An Illustrative Example

To illustrate the effectiveness of the proposed approach, we
consider a simple 6-node network with 8 bi-directional links.
The physical topology used in this example is shown in Figure
1a. The label on each edge represents the length of the link
in Km. Nodes 2 and 3 are identified as the data center nodes,
which will serve as potential destinations for the connection
(lightpath) demands.
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Figure 1. (a) A sample physical topology and (b) A sample set of
lightpath demands.
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Figure 2. Routing of lightpath demands for the proposed objective.

A set of 3 lightpath demands is shown in Figure 1b, where
sq indicates the source node, stq indicates the starting time
interval for that demand and τq indicates the holding time for
the demand, in terms of the number of time intervals. For
example, according to the lightpath requests table, the lightpath
LP0 originates from node 1, at interval 5 and is active for a
total of 8 intervals. Based on our main objective, which tries to
minimize the dollar costs by reducing the power consumption
in the DCNs, the ILP selects the appropriate destination (i.e.,
data center node) and finds the “best” route with minimum
dollar cost to the selected destination.

Figure 2 shows the routing scheme of lightpath demands
on the given physical topology based on our objective, which
minimizes the overall dollar cost. To explain how the lightpaths
are routed based on our approach’s minimum dollar cost
objective, we consider the following examples:

• lightpath LP1 is using the route 3 → 4 where the
selected data center is node 3. The approach could
have chosen an alternative data center at node 2 if the
objective was to minimize the distance, for instance.

• Similarly, lightpath LP2 is using the route 3 → 4 → 5
with data center node 3 as the destination based on our
objective. If the objective was to minimize the path
distance or the number of hops, for example, then the
ILP could have chosen the route 2 → 5 with data
center node 2 as the destination instead.

III. SIMULATION RESULTS

For our simulations, we consider three well-known topolo-
gies: the 11-node COST-239, the 14-node NSFNET, and 24-
node USANET [20]. The number of lightpath demands used
in the simulations ranged from 40 to 120. The holding time
of each demand ranged from 4 hours to 15 hours, with an
average duration of 5 hours. The results reported in this
section correspond to average values over 5 different runs. The
simulation was carried out with IBM ILOG CPLEX 12.6.2.

Results are reported for four different approaches listed
below, for different networks and traffic loads.

• The proposed ILP (MCP-RTP)
• The minimum hop path (MHP)
• The shortest distance path (SDP)
• The mininum cost path with flat rate pricing (MCP-

FRP)

The dollar costs for routing 40 demands over different
topologies and for three different approaches, our proposed
approach, MCP-RTP, MHP, and SDP are shown in Figure 3.
As seen in the figure, our main approach, which minimizes
the electricity cost, has the lowest dollar cost for all cases,
as expected. The improvement ranges from 36% - 62.9%
compared to MHP approach which aims to minimize the path
number of hops and 31.8% - 63.4% compared to SDP which
minimizes the path distance.

A comparison of dollar costs for routing different demands
over the 14-node topology, using the three approaches of
Figure 3, is shown in Figure 4. A standard growth in the
dollar cost values is observed with an increase in the demand
size. As expected, our proposed approach MCP-RTP, performs
better than the other approaches in reducing the dollar cost.
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Figure 3. Comparison of electricity costs with different RWA approaches
for different topologies and 40 demands

The improvement ranges from 32.9% - 63% over the MHP
and 39.3% - 63.4% over SDP for all traffic loads.
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Figure 4. Comparison of electricity costs with different RWA approaches
and different demands for NSFNET network

In Figure 5, a comparison of the overall dollar cost is
shown for routing 40 demands over the different topologies
with our approach MCF-RTP and the MCF-FRP approach,
which tries to minimize the dollar cost using the flat-rate price
model. Our approach outperforms the MCF-FRP by reducing
the electricity cost by an average of 60%.

We illustate how the overall cost varies with the number
of demands for the 14-node NSFNET topology, for MCP-RTP
and MCP-FRP routing schemes in Figure 6. As expected, the
proposed method (MCP-RTP) clearly outperforms the others,
with an average reduction of 53% in cost. We note that this
reduction in cost comes at the expense of slightly longer paths
for routing demands, in some cases.

IV. CONCLUSION

In this paper, we have proposed an ILP for the RTP energy-
aware RWA for the fixed window scheduled traffic model.
We have considered the anycast routing scheme to select the
best option for the destination node and the real-time pricing
model for selecting lightpaths’ routes. The objective of this
model is to reduce the overall electricity cost by reducing
the actual power consumption and using nodes and links with
lower costs. Our simulation results indicate that the proposed
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Figure 5. Comparison of electricity costs between MCF-RTP and
MCF-FRP for different topologies and 40 demands
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Figure 6. Comparison of electricity costs between MCF-RTP and
MCF-FRP with different traffic loads for NSFNET

approach results in significant reductions in electricity costs,
compared to both flat-rate pricing and traditional shortest-
distance or minimum-hop routing.

In this work, we have primarily focused on energy costs. In
the future, it will be interesting to incorporate other Quality of
Service (QoS) metrics, such as bandwidth and delay into our
model and evaluate the performance in terms of these metrics.
It is also worthwhile to consider trade-offs of selecting the least
cost path, which may have higher energy consumption, and
compare the results with existing works that minimize energy
consumption. Finally, this work can be extended to consider
the sliding STM, so demand start times can be optimally
adjusted, to further reduce energy costs.
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Abstract—Recently, there has been a growing ubiquity of con-
nected devices and sensors in wireless sensor networks, health
care systems, smart grids and smart cities, forming the Internet of
Things (IoT). IoT devices generally have limited computation re-
sources, and thus rely on the computational and storage resources
of the cloud. However, IoT applications generally have a real-time
requirement that cannot be fulfilled by mainstream cloud services.
Therefore, a new paradigm called fog computing has emerged to
offload the computation and storage needs of end user devices
to the servers in the network edge. In this paper, we propose
a least loaded sharing method to fully exploit the collaboration
between fog servers and to achieve load balance among them. In
our method, an overloaded server is able to react to temporary
peaks of requests by forwarding the incoming requests to the least
loaded neighbour server. The proposed method helps to reduce
the blocking probability of requests and the delay experienced
by accepted requests. We also develop a computationally efficient
analytical model to evaluate the performance of our proposed
method.

Keywords–fog computing; load balancing; collaboration servers;
buffer sharing.

I. INTRODUCTION

Over the past decade, cloud computing has become a very
popular computing paradigm [1]. By centralizing computing,
storage, and network management functions in data centers,
cloud computing has a high degree of polymerization of ser-
vice computing. It enables end users to universally access on-
demand computing services and frees them from the specifica-
tion of many details. Entirely dependent on the Internet, cloud
computing ensures the maximum utilization of computational
resources by providing flexibility in the availability of data,
software and infrastructure [2].

Recently, cloud computing is increasingly used to support
Internet of Things (IoT) applications, due to the growing
ubiquity of connected devices and sensors in wireless sensor
networks, health care systems, smart grids and smart cities.
Although cloud computing is renowned for its cost-effective
and convenient service, it is encountering several challenges
introduced by the emerging IoT. First, many IoT applications
have a real-time requirement that cannot be fulfilled by main-
stream cloud services [3][4]. Second, the vast and rapidly
growing number of connected IoT devices inflate the amount of
data generated at an exponential rate [5]. If all this data is sent
to the cloud, prohibitively high network bandwidth would be
required in the cloud system. Third, IoT devices generally have
limited computation resources. Thus, they would not be able
to fulfill the needs imposed by the IoT applications. Naturally,
they could make use of the cloud by offloading computation

tasks to it. However, it will be unrealistic and prohibitively
expensive to support the interaction between the cloud and
all those resource-constrained devices, as it involves complex
protocols and resource-intensive processing.

To fill the technology gaps in supporting IoT, a new
paradigm, fog computing, has been proposed. Fog computing
emphasizes the network edge and distributes onerous tasks
closer to end user devices [6][7]. As illustrated in Figure
1, fog computing extends cloud computing by bringing het-
erogeneous resources to the edge of the network, so that a
substantial amount of data storage, computing and control
functions, communication and networking is carried out near
the end user. Besides, fog computing will not be faced with
serious security issue as data travel from fog to end users
within a short distance. Ultimately, the goals of fog computing
are to reduce the data volume and traffic to cloud servers, offer
low latency, and improve Quality of Service (QoS).

Internet / Cloud / Servers
(Global)

fog fog fog

Core Network / Routers 
(Regional)

Access / Edge Nodes 
(Neighborhood)

Gateway / CPE
(Building / Street)

Endpoints / Things

fog

fogfog

fog

fog fog

fog

fog

fog

fog

Figure 1. Architecture of fog computing.

Fog computing also shares many similar mechanisms and
attributes with cloud computing [8]. For example, the core
idea behind the two computing paradigms is to transfer load
from end users to servers [9]. It means the problem of load
imbalance is inevitable in both fog and cloud computing
because requests of users arrive at servers randomly and
frequently [10]. For the case of fog computing, servers with
computing and storage capacities can be attached to the base
stations of mobile telecommunication networks so that they are
close to the end users. In the simplest case, an individual server
only needs to execute tasks from its local users. In other words,
each server operates independently. However, with the trend of
deploying small cells, each server generally has some nearby
neighbours. When a server experiences temporary overload, it
could exploit the resources of its neighbours by forwarding
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newly arrived tasks to them. This is particularly attractive for
fog computing, since it is designed to offer real-time service
and thus needs to satisfy stringent QoS requirements, such as
blocking of requests and service waiting time [11]. Under this
situation where a set of servers collaborate with each other to
serve users’ requests, how to maintain load balance among the
servers is an important issue.

In this paper, we propose a least loaded sharing method
to fully exploit the collaboration between servers and achieve
load balance among them. In our method, an overloaded
server is able to react to temporary peaks of requests by
forwarding the incoming request to the least loaded neighbour
server. The proposed method helps to minimize the blocking
probability of requests and reduce the delay experienced by
accepted requests. We also develop a computationally efficient
analytical model to evaluate the performance of our proposed
method. The accuracy of the model is validated by computer
simulations. Numerical results demonstrate that, by having
servers share buffer space with each other, temporary load
peaks can be efficiently relieved.

The remainder of the paper is organized as follows: Section
II reviews some recent research work in optimization of
computational resources in fog computing environments. Sec-
tion III introduces our proposed least loaded scheme. Section
IV presents the performance model of the scheme. Section
V validates our model by simulation results and provides
some numerical results to demonstrate the effectiveness of our
proposed scheme. Finally, Section VI concludes the paper.

II. RELATED WORK

Fog computing allows mobile terminals to have access
to additional computational and storage resources, which are
more abundant than those available in typical user equipment,
by offloading demanding tasks to nearby fog servers. For the
case when each individual fog server only serves its local
users, research efforts have focused on the joint distribution
of computational and radio resources for mobile terminals and
the fog server. Early work covered the management aspects,
the experimental evaluation of energy saving due to offloading,
and the design of offloading criteria which consider the cost
of radio resources of the access networks [12][13]. Since
the optimal energy cost for the data transfer depends on the
channel conditions, the Gilbert-Elliott channel model is used
in [14] to study the radio-cloud interaction. The work provides
some insights about how the quality of the wireless link affects
the transmission rate and the offloading decision. In [15], a
computation offloading distribution between a single user and
the server is derived, taking into account the delay constraint
of tasks and assuming that multiple antennas are available.
Their results provide the optimal transmission strategy and
the optimal distribution of the computational load between the
user and the server. When the number of requests from users
becomes very large, the computational resources of only one
server sometimes may not be enough. In this situation, a num-
ber of servers can cooperate together through the formation
of a cluster. This means that extra computational capacities
can be provided to users. In [16], Barbarossa et al. consider a
multi-user, multi-server and multi-cloud scenario in which the
servers and cloud are organized in a different hierarchy. They
study a joint optimization of computational and radio resources

with the objective to minimize the power consumption of each
user, subject to the latency constraints imposed by each user.

When fog servers form a cluster, how to improve the
QoS delivered to users is also an important issue. In [10],
a load balancing scheme between two fog servers is proposed
to minimize the blocking probability at each server and the
waiting time of the tasks. In this scheme, each server is
assumed to have a buffer to store service requests from users
for subsequent executions. When the buffer of a server is full,
the newly arrived requests are forwarded to the neighbour
server, which accepts the request only if its current queue
length is below a given threshold. The system is modelled as a
two-dimensional Markov chain to evaluate the performance of
the proposed scheme. Numerical results demonstrate that both
blocking probability and waiting time are reduced. The authors
also propose a possible implementation of the load balancing
scheme.

III. LEAST LOADED SHARING

We consider that, in an area of interest, there is a cluster of
servers. Each server receives task requests from its local users,
and executes the tasks on a first-come-first-serve basis. When
a request arrives at a server and finds the server busy, it queues
for its turn of service. Since the requests are expected to have
strict delay requirements, there is a limit on the number of
requests that can queue in a server. When the queue length of
the server has reached the limit, for the case that each server
operates independently, the request is blocked immediately to
avoid excessive waiting time. On the other hand, when our
least loaded sharing method is operated, the request is re-
directed to the server with the shortest queue length. If there
are multiple such servers, the request is re-directed to one of
them randomly. As a result, a request is blocked only if the
cluster of servers has reached the queue length limit.

IV. PERFORMANCE MODELS

Let us assume that there are N servers, and task requests
arrive at each server according to a Poisson process with rate λ
tasks/second, as shown in Figure 2. The time needed to execute
a task is exponentially distributed with mean 1/µ seconds. The
offered traffic to each server is given by ρ = λ/µ. The limit on
the queue length (including the one being served) is set to K.
Here, two metrics are used to evaluate the performance of our
proposed method. The first one is the average waiting time of
tasks, W , which is the average of the time from the arrival of
a task at a server until the time that the server starts processing
the task. The second one is the task blocking probability, pB ,
which is the probability that a task is blocked by the fog
computing system.

First, we present the performance model for the no-sharing
case, i.e., the case in which each server operates independently.
This case will be used for comparison in the next section.
For each independent server, it can simply be modelled as a
M/M/1/K queueing system. Let πi, 0 ≤ i ≤ K, be the
probability that there are i tasks in a server. For ρ 6= 1, it is
well known that [18]

πi = ρi
1− ρ

1− ρK+1
. (1)
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Figure 2. The queueing model of a cluster of fog servers.

The blocking probability is given by

pB = πK =
ρK(1− ρ)
1− ρK+1

, (2)

and the mean waiting time is given by

W =

∑K
i=0 iπi

λ(1− πK)
− 1/µ

=

(
1− (K + 1−Kρ)ρK

(1− ρ)2
− 1

)
1

µ
. (3)

Next, we present the performance model for the least
loaded sharing method. A server is said to be in state i, 0 ≤
i ≤ K, when there are i tasks in its buffer (including the one
being served). Let pji be the probability that server j is in state
i. However, since the system under consideration is uniform,
each server receives the same offered load and has the same
state probabilities. Thus, pji can be simplified as pi. Consider
a tagged server which is in state i and has the shortest queue
length. The probability that there are l−1 other servers at state
i is denoted as F (l|i). Consider that a particular server is full.
Its overflow rate to the tagged server at state i is given by

yi = λpK
N−1∑
l=1

1
l F (l/i)

= λpK
N−1∑
l=1

1
l

(
N−2
l−1

)
pi
l−1

(
K∑

t=i+1

pt

)N−1−l (4)

Let ai be the total overflow rate of tasks to the tagged
server when it is in state i,

ai = (N − 1)yi (5)

The tagged server can be modeled as a Markov chain, as
shown in Fig 3. By using the local balance equation, we have

pi =
λ+ ai−1

µ
pi−1, i = 1, 2, . . . ,K (6)

Therefore,

pi =

∏i−1
j=0(λ+ aj)

µi
p0, i = 1, 2, . . . ,K (7)

Using the normalization condition
∑K
i=0 pi = 1, p0 is given

by

p0 =

[
K∑
i=1

∏i−1
j=0(λ+ aj)

µi
+ 1

]−1

. (8)

Equations (5) and (7) form a set of fixed-point equations.
They can be solved by repeated substitution to obtain pi.

+a0 +a1 +a2 +aK‐1

0 1 2 K

   

K‐1

+aK‐2



Figure 3. The Markov chain of a server.

By Little’s theorem, W is given by

W =

∑K
i=0 ipi

λ(1− pK)
− 1/µ (9)

For pB , at a first glance, one may think that it is given
by (pK)N . However, the expression (pK)N assumes that each
server operates independently, which contradicts the fact that
there is dependency among the servers. In order to obtain an
exact value of pB , we need to model the system as a N dimen-
sional Markov chain with totally (K + 1)N states, and then
solve the state probabilities. Unfortunately, efficient methods
for solving the state probabilities are available only for very
small N . For example, in [10], the matrix-geometric approach
of [17] is used for the case of N = 2. For large N or K,
such an approach is analytically intractable. Here, we propose
an approximate closed form solution for pB . First, we assume
that the buffers of individual servers are aggregated together.
Then, the system can be modelled as a M/M/N/NK system.
However, such a model is more efficient than the actual system
and thus under-estimates the blocking probability. Intuitively,
we need to reduce the aggregated buffer size to reduce the
amount of under-estimation. Since, on average, the number of
tasks waiting in the server is W

µ , we postulate that the total

buffer space available for sharing, Keff , is given by N(K−Wµ .
Therefore, we model the system as a M/M/N/Keff queue,
and its blocking probability approximates pB . Using the well
established result of the blocking probability of a M/M/N/k
queue [18], pB is given by

pB = πN

(
A

N

)Keff−N

, (10)

where

πN =

(
E−1
N (A) + ρ

1− ρKeff−N

1− ρ

)−1

, (11)

A = Nλ/µ, and EN (A) is the Erlang B blocking probability
for a M/M/N/N queue with offered traffic A.
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TABLE I. COMPARISON OF BLOCKING PROBABILITY OBTAINED BY (pK)N AND SIMULATION

Buffer size K = 5 K = 10 K =15 K = 20 K = 25 K = 30

λ = 0.85 (pK)N 4.58E-05 8.56E-08 6.77E-10 8.48E-12 1.27E-13 2.06E-15
simulation 1.17E-02 6.13E-04 3.36E-05 8.79E-07 5.06E-08 5.89E-10

λ = 0.90 (pK)N 1.76E-04 7.30E-07 1.56E-08 5.98E-10 3.05E-11 1.80E-12
simulation 2.27E-02 3.27E-03 4.98E-04 7.12E-05 9.67E-06 1.31E-06

V. NUMERICAL RESULTS

In this section, we use the developed analytical model to
evaluate the performance and assess the potential benefits of
the least loaded sharing scheme under various parameters. At
the same time, we validate the analytical model by simulation.
For this purpose, we have built a discrete event simulator in
C++ to generate simulation results. We set µ = 1 second, and
vary the arrival rate λ to obtain different loads. The duration of
each simulation run varies according to the system parameters,
ranging from 107 to 1010 seconds, but the warm-up period is
fixed at 105 seconds.

First, we evaluate the blocking probability for N = 5, with
various K and λ. Table I compares the blocking probabilities
obtained by (pK)N and simulation, for K varying from 5 to
30 with a step of 5, with λ = 0.85 and 0.9, respectively. It
shows that (pK)N under-estimates the blocking probabilities
by several order of magnitudes, and thus justifies the need of
a more accurate way to calculate the blocking probabilities.
Figure 4 and Figure 5 illustrate the effect of buffer size on the
blocking probability for two different loads. It can be seen
that, when K increases, the blocking probability decreases
exponentially. From the perspective of the validity of the pro-
posed M/M/N/Keff model, the analytical results obtained
by (10) are in good agreement with the simulation results.
Furthermore, in comparison to the isolated scheme, the least
loaded sharing scheme exhibits lower blocking probabilities.
The reduction of blocking probabilities increases with buffer
size. Clearly, this is because in the least loaded sharing scheme,
the service and buffer capacity of all servers are aggregated
together to serve the incoming tasks.

Figure 6 and Figure 7 depict the relationship between
average waiting time experienced by tasks and the buffer size
of each server in a fog computing system. It can be observed
that the theoretical delay obtained by (9) is in good agreement
with the results obtained from simulations. For both shared and
isolated schemes, the mean delay of a task increases with the
buffer size because more tasks are allowed to wait in the buffer.
However, the delay incurred in the least loaded sharing scheme
is always smaller than the isolated scheme. This is because,
under the least loaded sharing scheme, tasks are more probable
to enter a buffer with a shorter queue length.

It can be concluded that a single server working in isolation
could reduce its blocking probability by simply increasing its
buffer size. However, incoming tasks will suffer great system
waiting time in such a system. On the other hand, the least
loaded sharing scheme enables a fog computing system with
heavy load and finite buffer size to offer low-latency processing
of requests as well as low blocking probability.
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Figure 4. Blocking probability versus buffer size (λ = 0.85).
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Figure 5. Blocking probability versus buffer size (λ = 0.9).
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Figure 6. Mean delay versus buffer size (λ = 0.85).
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VI. CONCLUSION

In this paper, we have proposed a least loaded sharing
scheme for load balancing in a cluster of fog servers. We have
developed an analytical model to evaluate the performance
of the proposed scheme. The model is based on a state-
dependent Markov chain. After solving the state probabilities
of the Markov chain, the mean waiting time can be obtained.
Also, a computationally efficient method has been developed
to approximately calculate the blocking probability of requests.
Simulation has been used to validate the model and show
that the approximation is acceptable. Compared to the case
when each server operates independently, our proposed scheme
can utilize the resources of the cluster of fog servers more
efficiently, leading to less waiting time and lower blocking
probability experienced by users.
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Abstract—The availability of high-speed Internet enables new
opportunities for various cybercrime activities. Security admin-
istrators and Law Enforcement Agency (LEA) officers call for
powerful tools capable of providing network communication
analysis of an enormous amount of network traffic as well
as capable of analyzing an incomplete network data. Big data
technologies were considered to implement tools for capturing,
processing and storing packet traces representing network com-
munication. Often, these systems are resource intensive requiring
a significant amount of memory, computing power, and disk
space. The presented paper describes a novel approach to real-
time network traffic processing implemented in a distributed
environment. The key difference to most existing systems is that
the system is based on a light-weight actor model. The whole
processing pipeline is represented in terms of actor nodes that
can run in parallel. Also, the actor-model offers a solution that
is highly configurable and scalable. The preliminary evaluation
of a prototype implementation supports these general statements.

Keywords–Network forensic analysis; Network traffic process-
ing; Actor model.

I. INTRODUCTION

The expansion of computer networks and Internet avail-
ability opens new opportunities for cybercrime activities and
increases the number of security incidents associated with
network applications. The number of connected devices grows,
and traffic speed increases. Security administrators and Law
Enforcement Agency (LEA) officers call for powerful tools
that enable them to extract useful information from network
communication [1]. The network forensics that is responsible
for capturing, collecting and network data analyzing is becom-
ing more important [2].

In the forensic investigation, the network traffic is con-
tinuously captured from multiple sources. The captured net-
work data has a form of packet traces that have to be pro-
cessed and analyzed up to the application layer. The network
forensic tool has to decode protocols at different network
layers of the Transmission Control Protocol/Internet Proto-
col (TCP/IP) model and various encapsulations. For LEA offi-
cers, interesting information lies in application messages, such
as instant messaging, emails, voice, localizable information,
documents, pictures, etc. The form and relevance of extracted
artifacts may differ from case to case. Often, communication
is encrypted. In this case, meta-data can be the only piece
of information available. In all cases, the network forensic
processing system has to be able to extract artifacts from

the network traffic reliably, even if the packet capture is cor-
rupted, for instance, some connections are incomplete, packets
are malformed, or chunks of packets were not recorded because
of capturing device issues.

The amount of data that needs to be processed to extract
evidence from the network communication depends on the kind
of a case that is investigated but usually gets large. It is very
difficult to decode, extract and store the immense mass of in-
formation for further processing. We propose a distributed
network forensic framework based on the actor model that
is computation effective and capable of linear scalability.
Scalable properties of actor model design for network forensics
are promising, as shown by the Visibility Across Space and
Time (VAST) platform [3]. Similarly to VAST, our solution
provides real-time data ingestion and interactive data analysis,
but in addition to VAST, we consider the full artifact extraction
up to the application layer. Although it requires more compu-
tation resources, we demonstrate that it can still be achieved
in a more straightforward and less resource consuming en-
vironment compared to Apache Hadoop technology, which
is the norm for big data processing.

In Section II, we describe tools used by network forensics
practitioners. Section III addresses issues faced by investiga-
tors and our proposed solution, which architecture is broadly
discussed in Section IV. Section V evaluates preliminary
performance results, and Section VI concludes the paper.

II. BACKGROUND & RELATED WORK

Network forensics is a process that identifies, captures
and analyzes network traffic. Network forensic techniques
are used by several network forensic frameworks [4]–[9]
and tools intended for intrusion detection (Zeek, VAST,
Moloch) [10]–[12], network security monitoring (Microsoft
Network Monitor, TShark, Wireshark, tcpdump) [13]–[16],
and network forensic investigation for LEAs (Netfox De-
tective, PyFlag, NetworkMiner, EnCase, XPlico) [17]–[21].
Commonly available forensics tools are implemented either
as a classic desktop or command line application or a tradi-
tional client-server solution.

To overcome the limitations of traditional tools, we pro-
pose to use distributed computing. The models for distributed
processing [22][23] are more suitable for real-time network
forensic analysis from multiple sources, such as logs and cap-
tured communication. The models are based on an agent
system, where numerous agents perform the collection task.
The extracted information is sent to the forensic network server
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and analyzed on this single node [24] only. The forensic server
is the bottleneck that has to process all the data. To avoid this
bottleneck, the Google Rapid Response (GRR) [25], a live
forensic system, utilizes a cluster of servers. The system
deploys agents running on users’ computers that provide access
to forensic information, e.g., remote raw disk and memory
access. Processing of forensic data is done as flows. Each flow
is maintained on the server. Server nodes run workers that
process the active flows. Adding more server nodes enables
to run more workers and thus it is possible to handle more
clients simultaneously.

Elimination of bottlenecks in the architecture offers scal-
ability and improved reliability. The actor model [26] is one
of the attractive solutions that address the problem elegantly
and efficiently. It comes with a separate unit called an actor.
Actors execute independently and in parallel. They commu-
nicate with each other asynchronously via message passing,
and their state is otherwise immutable. Actors are capable
of spawning new actors, forming a parent-child relationship,
allowing the creation of a tree-like structure of actors. Actor’s
current behavior determines how it processes the incoming
messages. Every actor in an actor system is uniquely iden-
tified by an address which other actors use as destinations
of the messages they want to send out. This address can
identify actors at the local machine and also the ones at
the remote machines, allowing easy means of communication
between nodes of a cluster. Compared to another similar
programming model, the Communicating Sequential Processes
(CSP) [27], elementary units of computation – processes are
anonymous and communicate with each other via established
communication channels. The actor system is the key en-
abler for the VAST system [3]. In VAST, actors implement
importing, archiving, indexing and exporting processed data.
Actors live in nodes that map to system processes. The system
scales by creating more nodes either on the single machine
or a cluster of computers.

Moloch is another tool, worth to mention, that uses princi-
ples of distributed computing for massive scale network traffic
monitoring, full packet capturing and indexing [12]. Moloch
system consists of sensors that capture the communication
and Elasticsearch database that is a distributed search and ana-
lytics engine. The system scales by adding new nodes running
Elasticsearch instances.

III. PROBLEM STATEMENT AND SOLUTION

Our goal is to design and create a system capable of long-
term, high-speed, real-time network traffic filtering and pro-
cessing up to the application layer. The software solution
should be scalable and hardware independent. To achieve this,
we have to deal with the challenges elaborated in the rest of
this section.

A. Architectural Design
How to create a system for packet filtering and analysis

of communication that can identify application protocols, gets
forensics artifacts and searches through them?

Network forensics is a tedious work that strictly relies
on completeness and precision of all undertaken steps to gain
a piece of a puzzle that fits together as a shred of evidence.
Considering the current speeds of regular users’ home network

connection(s), a comprehensive classical analysis on a sin-
gle machine would require enormous computation resources.
Try to imagine, that each network packet would be analyzed
by many protocol dissectors with a goal to extract, for ex-
ample, an acknowledgment of email delivery. To achieve this
goal, with optimal computational resources, we must revisit
currently utilized methods and redesign them to work in a dis-
tributed environment which brings new challenges to architec-
ture design, application of algorithms, data synchronization,
and so on.

B. Scalability on Commodity Hardware
How can the solution be scalable and hardware indepen-

dent despite the hardware limitations?
Let us consider this imaginary demonstration. The math

is simple, one computer with 1Gbps Network Interface
Card (NIC) that has a relatively simple task to capture traffic
during full line load would be required to write to a disk under
the constant speed of 1000Mbps ≈ 125MB/s. Our system
has to guarantee that no data loss occurs during the capture.
A suspect can simultaneously download and upload data
which means that the monitoring device cannot have only one
1 ∗ 1Gbps NIC, but it needs 2 ∗ 1Gbps cards, one for uplink,
one for downlink. Thus, the required speed of continuous
disk writing would be 2 ∗ 125MB/s ≈ 250MB/s. Now,
if the requirement is to store the communication for one day,
the disk capacity has to be 250MB/s ∗ 86 400 s ≈ 21.6TB.
This is achievable with commodity hardware, e.g., 2 ∗ 12TB
drives with Redundant Array of Inexpensive Disks (RAID) 0
or 4 ∗ 12TB with RAID 1+0 — assuming higher write/read
speed than 250MB/s. However, what if only one day is not
enough? For a typical forensic case, capturing period spawns
through weeks or months.

From our previous experiments, we know that a sin-
gle computation node is limited and commodity hardware
is hardly sufficient to perform all required operations in real-
time and over long periods. Separation of frames into a conver-
sation which requires a dissection of the network protocols up
to the application layer, which speed is roughly 300Mbps [28,
pp. 45-51] is not sufficient. On the other hand, we are confident
that the application created and optimized for this singular pur-
pose can do the processing faster and breach the 1Gbps line
speed. Nevertheless, we do not believe that a single machine
solution with commodity hardware is capable of doing overall
analysis and extraction of information from the application
layer. We have to design our solution as a distributed system
across multiple machines.

C. Overall Performance
What scalability and acceleration of data processing

can be achieved?
The proposed solution is based on the actor model. Each

actor represents an independent processing unit. The com-
munication between actors is managed by messaging. Actors
have no shared state; thus all of them can work in parallel.
If actors run on the same node, the message passing has little
additional overhead compared to a function call or a loop.
However, if actors scale over multiple nodes, messages need
to be serialized. This process introduces latency and consumes
part of the processing power. The scalability of the actor model
is linear [3].
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IV. ARCHITECTURAL DESIGN

Incomplete data provided by unreliable traffic intercep-
tion can lead to inaccurate results; some information may
be lost, some fabricated by reconstruction process [29]. Keep-
ing the above facts in mind, the processing cannot strictly
follow Requests for Comments (RFCs) and behave like a ker-
nel network stack implementation, but it has to incorporate
several heuristics. For example, to fill missing gaps in data,
and to consider these fillings during application protocol
processing, or never to join multiple frames into a single
conversation unless it passes more advanced heuristic-based
checks. Network forensic tools that we have worked with
do mostly respect RFCs and thus may produce misleading
results, as shown by Matousek et al. [29].

We propose a distributed architecture composed of com-
modity hardware that will be capable of linear scalability,
and capable of efficient resource utilization. The overall ar-
chitecture is shown in Figure 1.

At the top level, we have divided the entire process into
the two main stages:

• Data preprocessing — The reconstruction of conver-
sations at the application layer (L7) of the TCP/IP
model. This process consists of consecutive segre-
gation of captured communication into the internet
(L3) and transport (L4) conversations and deploying
a reassembling heuristics [29] to recognize individual
L7 conversations inside a parent L4 conversations and
to reassemble their payloads with respect to data loss,
reordering or duplication. Every L7 conversation holds
information about the source and destination endpoints
(IP addresses, ports), timestamps, type of transport
protocol (UDP or TCP) and reassembled payloads
of exchanged application messages.

• Data analysis — The analysis of each application
conversation consists of the identification of the appli-
cation protocol, and extraction of application events,
e.g., visited web pages, exchanged emails, domain
name queries, etc., with proper application protocol
dissector that yields sets of forensic artifacts.

A. Data Prepossessing
The First stage is executed on a set of independent Re-

assembler nodes. These reconstruct L7 conversations from
the stream of captured packets which can originate from Packet
Capture (PCAP) files or can be captured from the live network
interface.

In the most common use-case, we have one source stream
(i.e., one PCAP file) which we want to analyze. Therefore,
to utilize multiple Reassembler instances, we have to split
packets from this stream into smaller sub-streams, which will
be distributed among available Reassembler instances. For this
split, we cannot use a naive method such as Round Robin,
because Reassembler nodes operate independently of each
other and to fully reconstruct L7 conversation a particular Re-
assembler has to obtain all the pieces of that particular L7 con-
versation. In case we would use Round Robin, a situation
could occur when half the packets from one L7 conversation
would end up in one Reassembler node and the second half
in another; both nodes would have incomplete data and none
of them would be able to reconstruct the conversation entirely.

Our proposed solution to this problem is another type
of node – L4 Load Balancer, which will be positioned in front
of the Reassembler nodes and which, as a name suggests,
distributes packets based on their associations to L4 conversa-
tions each of which can consist of multiple L7 conversations.
L4 Load Balancer extracts source and destination IP addresses
and ports and transport protocol from each packet of the source
stream and uses this information to decide to which instance
from the available Reassemblers should it forward to. This
way, all packets of a particular L7 conversation will always
be forwarded to only one Reassembler instance.

Reassemblers build a tree-like structure of L3 and L4
conversations which are represented by the actors. Each re-
ceived packet is first forwarded to an appropriate L3 con-
versation actor, which in turn forwards it further down to
an appropriate L4 conversation actor which reassembles L7
conversations. This segregation of packets into the individual
L4 conversations before actual L7 conversation reassembling
is required, as implemented reassembling heuristics expect to
operate on packets from a single L4 conversation at the time.
The use of a hierarchical actor design allows us to perform
independent portions of the processing in parallel and also
to easily implement management strategies such as passing
management messages to a particular L3 conversation actor
and its children L4 conversation actors. The reconstructed
L7 conversations are stored in a distributed database, ready
to be retrieved in the second stage of the execution.

B. Data Analysis
In the second stage, a subset of reconstructed L7 conver-

sations is retrieved from the distributed database and deliv-
ered to the Application protocol dissector nodes. For every
L7 conversation, Application protocol dissector nodes identify
the used application protocol and use a proper dissector module
dedicated to the processing of a single application protocol,
such as Hypertext Transfer Protocol (HTTP), Simple Mail
Transfer Protocol (SMTP) or Domain Name System (DNS),
to extract application protocol messages from this L7 con-
versation. Obtained data are stored back into the distributed
database. Processing of application messages is under normal
circumstances possible only with unencrypted network com-
munication. From Secure Sockets Layer/Transport Layer Secu-
rity (SSL/TLS) communication which encapsulates application
protocols, such as HTTP, we can extract only unencrypted por-
tions of this data such as the server’s cryptographic certificate.
Possible ways to decrypt and subsequently, parse the SSL/TLS
communication is to own a private key of a given SSL/TLS
server or to deploy an SSL/TLS intercepting proxy [30].

V. PRELIMINARY EVALUATION

Our prototype implementation is based on C# actor system
library Akka.NET. For testing and performance benchmarking,
we have implemented two modes of operation:

1) Offline — isolated execution which combines
the functionality of a single L4 Load Balancer and
Reassembler node inside a single system’s process.
No inter-actor message serialization is therefore re-
quired.

2) Online — distributed execution spanning across mul-
tiple cluster nodes. The inter-actor message serial-
ization is required as messages destined to remote
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Figure 1: Architecture diagram showing the proposed system nodes with information flow between them.

actors (nodes) have to leave an originating system’s
process and be transmitted over a computer network
in a serialized format. This introduces additional
latency and performance overhead.

Additionally, for proof-of-concept benchmarking, the func-
tionality of Application protocol dissector nodes was included
inside Reassembler nodes to eliminate distributed database
as a middleman between them. In the following measurements,
we focus on a raw network capture’s processing performance
of the so-far naive implementation. Currently, our prototype
implementation supports the dissection of two application
protocols (DNS and HTTP).

We have measured the preliminary performance of the im-
plementation on two different hardware configurations:

• Workstation — Intel i7-5930K 4.3 GHz, 12 cores,
64 GB RAM, 512 GB SSD

• Mini-cluster — 4x servers with Intel Xeon E5520,
2.26 GHz, 8 cores, 48 GB RAM, 1 TB SSD, 1 Gbps
network

We used a public data set of M57-Patents Scenario [31],
that consists of real-world data captured over a month.
We merged all network traces into one PCAP file of roughly
4.8 GB and 5,707,845 frames. One large PCAP file simu-
lates our use-case of streamed-in communication that needs
to be load-balanced from a single node.

We started with measurements in an offline mode on a sin-
gle machine, firstly with a PCAP file parsing operation and
incrementally added consequent operations and measured pro-
cessing speeds, as Table 1 describes. Preliminary evaluation
suggests that the raw speed of roughly 3.8 Gbps, for PCAP file
reading and packet parsing is sufficient. The process of recon-
structing L7 conversations that segregates IP flows by packet
source and destination IP addresses, ports and transport proto-
col type with additional heuristics [29], that also reassembles
TCP/UDP streams, is computationally heavier, reaching ”only”
942 Mbps, and is about 4x slower than only read and parsing.
With added HTTP & DNS dissection, performance slightly
decreased further down to 880 Mbps.

TABLE 1. PROCESSING SPEEDS OF OUR OFFLINE TEST
SCENARIO ON A SINGLE MACHINE

Workstation
[Mbps]

Mini-cluster
node [Mbps]

PCAP file reading 5103 5719
Packet parsing 3853 1679
L7 Conversation tracking 942 380
HTTP & DNS extraction 880 358

The CPU frequency (performance per CPU core) plays
a very important part in overall performance, that can be ob-
served if we compare our Workstation with node from Mini-

cluster — 880 Mbps vs. 358 Mbps. All other components
except CPUs are otherwise roughly comparable as we can see
by comparing the speed of ”PCAP file reading”.

The scalability is described in Table 2 that shows perfor-
mance in online mode. The solution was deployed on Mini-
cluster. The first node was reading the captured communication
from a PCAP file and load-balancing it to the rest that reassem-
bled L7 conversations and extracted HTTP and DNS artifacts.
In the measurements, we can see an increase in the perfor-
mance with each added Reassembler. When compared with the
results in Table 1, the performance of a distributed processing
at the Mini-cluster exceeded that of a single node running in
an offline mode. Nevertheless, further optimization is required
to achieve linear scalability as a single L4 Load Balancer
fails to fully saturate available Reassemblers by distributing
the packets fast enough. We have observed that serialization of
messages containing the packets to process heavily contributes
to the overall computational complexity and easily becomes
a bottleneck of our solution.

TABLE 2. PROCESSING SPEEDS OF OUR ONLINE TEST
SCENARIO MEASURED ON MINI-CLUSTER

Reassemblers count One [Mbps] Two [Mbps] Three [Mbps]

HTTP & DNS extraction 233 407 453

We compare our solution, called Network Traffic Pro-
cessing & Analysis Cluster (NTPAC), running in the offline
mode at the Workstation with commonly used network forensic
tools in Table 3. Our solution is an order of magnitude faster
while delivering a comparable amount of results in terms of
reconstructing L7 conversations and extracting HTTP and DNS
artifacts.

TABLE 3. PROCESSING SPEEDS OF COMMONLY USED NET-
WORK FORENSIC TOOLS MEASURED ON WORKSTATION

NTPAC Netfox Wireshark NetworkMiner
[Mbps] [Mbps] [Mbps] [Mbps]

880 65.6 73.4 15.8

VI. CONCLUSION

In this research, we proposed a system for distributed real-
time forensic network traffic analysis up to the application
layer capable of large-scale communication processing. We in-
tend to create a system based on the actor model that scales
linearly and is hardware independent. The implementation
environment of the .NET Core framework and C# language
enables rapid development compared to C/C++ that is used
by VAST and Moloch. Also, our solution is multiplatform
and easily staged with Docker Swarm. Therefore, the deploy-
ment of the entire distributed application at the computation
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cluster is reduced to one command. The solution is distributed
under the MIT License and hosted as an open-source project
on GitHub here [32].

In the near future, we plan to measure the performance
of our solution using data from real-world cases. Because
of legal reasons, deployment to public cloud infrastructure
is out of the question. Therefore, we need to build a private
one that consists of nodes with high CPU frequencies and
10 Gbps network interfaces. Additionally, we need to profile
and optimize processing and distribution mechanisms, to ex-
pand the set of protocols supported by application protocol
dissectors and to add support for tunneling mechanisms.
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Abstract—Finding a problem cause in network infrastructure
is a complex task because a fault node may impair seemingly in-
dependent components. On the other hand, most communication
protocols have built-in error detection mechanisms. In this paper,
we propose to build a system that automatically diagnoses
network services and applications by inspecting the network
communication automatically. We model the diagnostic problem
using a fault tree method and generate a set of rules that identify
the symptoms and link them with possible causes. The adminis-
trators can extend these rules based on their experiences and
the network configuration to automatize their routine tasks.
We successfully deployed the proof-of-concept tool and found
interesting future research topics.

Keywords–Network diagnostics; passive network monitoring;
rule-based diagnostics; fault tree analysis; event-based diagnostics.

I. INTRODUCTION

Network infrastructure and applications are complex, prone
to cyber attacks, outages, performance problems, misconfigu-
ration errors, and problems caused by software or hardware
incompatibility. All these problems may affect network perfor-
mance and user experience [1] which may cause fatal problems
in critical networks (e.g., E-health, Vanet, Industrial IoT).

Many network administrators do not have the proper
tools or knowledge to diagnose and fix network problems
effectively, and they require an automated tool to diagnose
these errors [2]. Zeng et al. [3] provide a short survey
on network troubleshooting from the administrators’ viewpoint
identifying the most common network problems: reachability
problems, degraded throughput, high latency, and intermittent
connectivity. The consulted network administrators expressed
the need for a network monitoring tool that would be able
to identify such problems.

This paper proposes a system which creates diagnostic
information only by performing passive network traffic moni-
toring and packet-level analysis. Previous research and devel-
opment provided tools for helping administrators to diagnose
faults [4] and performance problems [5]. However, these tools
either require installation of agents on hosts, active monitoring,
or providing rich information about the environment.

One of the most common ways of analyzing network
traffic is by using a network packet analyzer (e.g., Wireshark).
The analyzer works with captured network traffic (PCAP
files) and displays structured information of layered protocols

contained in every packet (encapsulated protocols, protocol
fields). Administrators work with this information, check trans-
ferred content and compare the data with expected values.
This process, done manually, is time-consuming and requires
a good knowledge of network protocols and technologies.

The main contribution of this paper is a proposal of a tool
for automatic diagnoses of network related problems from
network communication only. Our approach tries to imitate
a diagnostic process of a real administrator using the fault tree
method and a popular packet parsing tool tshark. We have also
implemented a proof-of-concept implementation to confirm
the viability of the approach.

The paper is organized as follows. Section 2 defines
the problem statement and research questions. Section 3
discusses related work and describes diagnostic approaches.
Our solution consists of three stages and is introduced in Sec-
tion 4. Section 5 instructs network administrators how to use
our system (proof-of-concept) and shows how we model diag-
nostic knowledge. Finally, Section 6 is the conclusion which
summarizes the current state and proposes future works.

II. RESEARCH QUESTIONS

Our primary goal is to design a system that infers possible
causes accountable for network related problems, such as ser-
vice unreachability or application errors. Offering a list of ac-
tions for fixing the errors’ cause is the secondary and optional
goal. All this information is gathered only from captured
network communication.

In our work, we focus on enterprise networks that have
complex networking topologies, usually consisting of hetero-
geneous devices. We expect that the administrators will collect
network communication on appropriate places and validate its
consistency before the analysis.

To achieve our goal, we need to find answers
to the following research questions:

1) How to model different network faults in a suitable way
for implementation in a diagnostic system? Reachability,
application specific, and device malfunctioning problems
can cause various networking issues. We need to have
a unified approach for modeling these problems to iden-
tify the symptoms and link them with root causes.

2) What information should be extracted from the captured
network communication to identify symptoms of failures?
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In our case, we can passively access the communica-
tion in the monitored network and extract the necessary
data to detect possible symptoms. An approach that can
efficiently detect the symptoms in terms of precision and
performance is needed.

3) How to identify the root cause of the problem, if we have
a set of identified symptoms? The core part of the diag-
nostic engine is to apply knowledge gathered from
observed symptoms to infer the possible root cause
of the observed problem. The result should provide the in-
formation in sufficient detail. For instance, if the process
on server crashed, then we would like to know this spe-
cific information instead of a more general explanation
(e.g., a host failure has occurred).

4) What list of actions can we give to the administrator
to fix the problems? Based on the observed symptoms and
the root cause, the system should be able to provide fixing
guidelines. These guidelines are supposed to be easy
to understand even for an inexperienced administrator.

III. RELATED WORK

A lot of research activities were dedicated to the diagnoses
of network faults. Various methods were proposed for different
network environments [4], in particular, home networks [6],
enterprise networks [7]–[10], data centers [5], backbone and
telecommunications networks [11], mobile networks [12], In-
ternet of Things [13], Internet routing [14] and host reach-
ability. Methods of network troubleshooting can be roughly
divided into the following classes:
Active methods use traffic generators to send probe packets

that can detect the availability of services or check
the status of applications [15]. Usually, generators create
diagnostic communication according to the test plan [7].
The responses are evaluated and provide diagnostic infor-
mation that may help to reveal device misconfiguration
or transient fail network states. Diagnostic probes intro-
duce extra traffic, which may pose a problem for large in-
stallations [10]. Also, active methods may rely on the de-
ployment of an agent within the environment to get
information about the individual nodes [8].

Passive methods detect symptoms from existing data sources,
e.g., traffic metadata [11], traffic capture files, network
log files [14], performance counters. Passive methods can
utilize the data provided by network monitoring systems.

Of course, the proposed systems also combine passive traf-
fic monitoring to detect faults with active probing to determine
the cause of failure. Identifying anomalies related to network
faults and linking them with possible causes can be done
by using one of the following approaches:
Inference-based approach uses a model to identify the depen-

dence among components and to infer the faults using
a collection of facts about the individual components [8],
[16].

Rule-based approach uses predefined rules to diagnose
faults [9]. The rules identify symptoms and determine
how these contribute to the cause. The rules may be orga-
nized in a collaborative environment for sharing knowl-
edge between administrators [6].

Classifier-based approach requires training data to learn
the normal and faulty states. The classifier can identify
a fault and its likely cause [17].

Network diagnostics based on traffic analysis can also
use methods proposed for anomaly detection as some types
of faults result in network communication anomalies.

Main contributions of our solution:

• automation of the tool Wireshark - Wireshark is a well-
known protocol analyzer but lacks any task automation;
• the result is well understandable - the result contains steps

which a real administrator would execute;
• easily extendable list of rules - the rules use Wireshark

display filter language [18].

IV. PROPOSED SYSTEM ARCHITECTURE

We have built a proof-of-concept expert system to ana-
lyze network traffic. The system combines rule-based
and inference-based approaches. We will not use a classifier-
based approach [19], because it requires too much training data
and only returns the root cause of the problem and not how it
relates to the detected symptoms. Another benefit of the rule-
based approach is that we can cover very specific situations
for which getting training data could be very problematic.

We are focusing purely on passive methods because ac-
tive methods are generating additional traffic into diagnosed
networks (which is not acceptable for us) and also because
this way, an administrator can perform an offline analysis
on a computer not connected to the diagnosed network.

The proposed system processes the input data in several
stages as shown in Figure 1. The first stage labeled as Protocols
Analyzer filters and decodes input packets using an external
tool. The second stage named Events Finder executes simple
rules to identify events significant from the diagnostics point
of view. In the third stage (Tree Engine), decision trees identify
the possible problem cause and create a diagnostic output. All
stages are easily extendable by the administrator who can add
new rules and definitions.

Our proposed approach can also use different data sources
(e.g., log files) as shown in Figure 1. Events Finder searches
through data using analyzers specific to each data source.
Additional analyzers could increase the diagnostic capability,
however in our research, we are focusing only on network data,
and we leave other possibilities for future research.

Events
Finder

Tree
Engine

Protocols
Analyzer

diagnostics
data

PCAP
file

log files
analyzer

log files

additional data sources

       (eg. log files)

Figure 1. Top level architecture design of all the proposed system stages.
The gray area represents optional extensions — additional data sources.

A. Protocols Analyzer
The first step in the processing pipeline is decoding cap-

tured network traffic in the PCAP format into a readable JSON
format. We employ the tool tshark, which is a command
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line version of the widely-used network protocol analyzer
Wireshark. Because tshark follows the field naming convention
used by Wireshark, we can use Wireshark Display Filter
Expressions to select packet attributes. Tshark supports all
packet dissectors available in Wireshark. Using tshark brings
the following benefits:

• huge support of network protocols and when a new
protocol is created, community can implement parsers
very quickly and for free;

• adds tunneled, segmented and reassembled data support;
• tshark marks extracted data with the same names as dis-

played inside the Wireshark GUI. This allows a creation
of easy-to-read API for diagnostics;

B. Events Finder
Events finder aims to identify events useful for network

diagnosis (for example, a successful SMTP authentication
event). An event rule consists of two parts: a list of packet
filters and a list of assertions to express additional constraints.
Both filter expressions and assertions use Wireshark’s display
filter language. Using this language, the expressions can be first
tested in Wireshark before we use them in event finder rules.

The system evaluates the event rule as follows: (i) Each
packet filter returns a list of packets matching the filter.
(ii) Assertions are evaluated to select pairs of packets satisfying
the constraints. A result has the form of a collection of pairs
of packets, e.g., a rule that identifies DNS request-response
pairs asserts that the transaction ID in both the request and
response packets match. Assertion expressions use the display
filter language extended with basic mathematical operations.

The event rules have the declarative specification written
in YAML format. This format is described in subsection V-B.
Rules are organized into modules. New modules can be easily
added extending the rule database.

C. Tree Engine
The tree engine infers the possible error cause by evaluating

a decision tree that contains expert knowledge about supported
network protocols and services. Each node of the tree contains
a diagnostic question. Questions refer to events identified
by the Event Finder. Paths in the tree represent gathered knowl-
edge and lead to the possible cause of the problem. Along
the path, a diagnostic report is created to provide additional
information for experienced users. The diagnostic report is pro-
duced in a human-readable format, as well as in a machine
format useful for further processing or visualization.

The decision tree is comprised of the declarative specifica-
tion of tree nodes enriched by Python code. Injection of Python
code into the tree node definitions enables us to do complex
knowledge processing. The idea is to keep the declarative part
simple enough for most of the use-cases. The Python code
is needed for specific use-cases, where a custom processing
logic is necessary. The tree is defined using the YAML format
rules, and subsection V-A describe its syntax.

V. RULE SPECIFICATION

Diagnostic engine defines each protocol as a decision tree.
The tree consists of nodes representing administrator questions,
and edges representing answers to these questions. The edge

Administrator

Does the PCAP
contain an

SMTP protocol?

Did the user try
to authenticate?Did the server

successfully
welcome the

client? Did the server
return an error

code?NO
...

YES

YES

NO ...

...

Figure 2. A simple illustration of a binary decision tree. Administrator
diagnoses SMTP problem by checking questions in the predefined order.

can move the diagnostic process from one question to another
or finish the process with the discovered result.

The questions simulate thinking of a real administrator.
Typically, an administrator starts to search for certain net-
work packet values and after the search for them is finished,
the administrator searches for next values based on the result.
In our solution, each question can only have two answers:
success or fail. This yields a binary decision tree. Figure 2
shows an example of a small portion of the SMTP tree.

We need to convert the decision tree to a format under-
standable by our system. This conversion is split into two
steps: 1) defining tree nodes (Tree node rules) and 2) defining
conditions for choosing tree nodes (Event condition rules). The
following subsection describes the syntax for both tree node
rule and event condition rule. The reason why a node rule
does not contain a condition code directly is that multiple rules
would not be able to use the same condition code (reusability).

Conversion assigns a name to each node (label id). We
use the node names as labels for switching from one node
to another. Each node has a condition (condition rule id),
defined as an Event condition rule, used for choosing the next
diagnostic step. Each rule can have one or none success
and fail branch (branch code). Branches contain executable
Python code and the next node rule name. After the execution
of the Python code, the analysis switches to the next node.
Figure 3 shows the pseudocode for writing tree nodes.

1 label_id:
2 if (condition_rule_id):
3 success branch_code
4 else:
5 fail branch_code

Figure 3. Pseudocode for writing a tree node. Each node should have
a unique id, condition, and branch codes.

A. Tree Node Rules
Each rule consists of an event condition rule name which

should be executed, next states and blocks of Python code.
The Python code can process packet data, make logical deci-
sions and most importantly, generate diagnostic output. Instead
of writing the whole output inside these rules, the rule contains
only the name of the event. Each rule can switch to another
protocol rule to diagnose problems across several protocols,
e.g., if an SMTP communication is not detected, we will
check if there are any ICMP unreachable messages, failed TCP
connection attempts or incorrect DNS resolutions. Figure 4
shows an example of one rule defying the middle node from
the tree in Figure 2.
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1 id : smtp d e t e c t e d # name of the rule
2 query : welcome ok ? # Events Finder rule
3 s u c c e s s :
4 s t a t e : c l i e n t welcomed # next state
5 code : | # Python code follows
6 event ("client_welcomed" )
7 f a i l :
8 s t a t e : check e r r o r # next state
9 code : | # Python code follows

10 event ("client_not_welcomed" )
Figure 4. Simple Tree Engine rule showing what should be done

if SMTP server welcomed the client or not.

B. Event Condition Rules
Rules in this section describe how the question is converted

into packet lookup functions. Each rule may look for several
independent packets, which are combined and checked if their
relation fulfills the assert condition. Each question returns
a list of tuples, where a tuple represents packets fulfilling
the assert condition. Figure 5 shows an example of a simple
rule for the question Did the server successfully welcome
the client? Section facts looks for any hello commands and
OK responses. The system puts founded packets which belong
together into touples based on the asserts section.

1 id : welcome ok ? # name of the rule
2 f a c t s : # which packets we are looking for
3 command: smtp . r e q . command i n {"HELO"
4 "EHLO"}
5 r e p l y : smtp . r e s p o n s e . code == "250"
6 a s s e r t s : # packets relation constrain
7 −command [ tcp . stream ]== r e p l y [ tcp . stream ]
8 −command [ tcp . ack ]== r e p l y [ tcp . seq ]
Figure 5. Example of SMTP rule for checking if the server welcomed

the client or not.

Figure 6. An example of diagnostic output for an SMTP error. After an error
552 is detected and translated into human-readable error description, the

system proposes a list of actions for fixing the error.

Before executing the diagnostic process, it is necessary
to define event names from the Tree engine rules. A defi-
nition is just a simple dictionary which contains a severity
and a description message. Part of the event description can
be a pointer to another dictionary, which translates error codes
to a human readable format. For example, instead of SMTP
error code 552, the message ”Requested mail actions aborted

Table 1. Supported protocols and amount of rules and success, warning,
error events which describe various protocol behavior situations.

Protocol Node rules Condition rules Events
Success Warning Error

DHCP 25 23 10 9 4
DNS 12 12 8 2 6
FTP 24 10 17 5 6
ICMP 4 2 0 0 4
IMAP 15 8 7 0 11
POP 21 7 8 5 10
SIP 38 22 15 1 8
SLAAC 8 7 1 5 2
SMB 27 25 20 4 5
SMTP 17 13 10 5 9
SSL 1 1 1 0 1
TCP 11 11 0 8 3

- Exceeded storage allocation” is displayed. After all rules
and events are defined, it is possible to execute the diagnostic
process. Figure 6 shows an example of one diagnostic output.

VI. CONCLUSION

This paper presents a proposal of a system intended
for troubleshooting network problems based on a passive
network traffic analysis. The primary goal is to automate
network diagnostics to help network administrators find causes
of problems. The core of the presented approach is a multistage
processing pipeline combining rule-based and inference-based
methods. We have completed the implementation of a proof-
of-concept system that we will use for preliminary evaluation
and experiments.

We have implemented diagnostic rules for several app-
lication and service protocols. Table 1 shows the current
list of supported protocols and their complexity in term
of Node and Condition rule count, and their capabilities in term
of Event count. After an evaluation of our solution by our part-
ner — a monitoring vendor company, we have concluded,
that the system must mark all reports which our tool may
have incorrectly detected because of low-quality input data.
For example, packet loss can drastically decrease the quality
and accuracy of diagnostic results. In the current system, all
reports from TCP flows with missing segments are marked
as possibly incorrect.

Future work will focus on:
• evaluating the solution (accuracy and performance)

and comparing the results with similar monitoring tools;
• analyzing each protocol’s rules and based on used proto-

cols and their field names create a filtering unit to reduce
the amount of data processed by Protocol Analyzer;

• optimizing the performance. The current Events Finder
combines all packets to check whether they are fulfilling
the assert conditions or not. This all-to-all packet check
has exponential time complexity (2O(n)), which is un-
acceptable for large PCAP files. We want to optimize
checking the asserts to decrease the complexity.
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