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ICNS 2016

Foreword

The Twelfth International Conference on Networking and Services (ICNS 2016), held between
June 26 - 30, 2016 - Lisbon, Portugal, continued a series of events targeting general networking and
services aspects in multi-technologies environments. The conference covered fundamentals on
networking and services, and highlighted new challenging industrial and research topics. Network
control and management, multi-technology service deployment and assurance, next generation
networks and ubiquitous services, emergency services and disaster recovery and emerging network
communications and technologies were considered.

IPv6, the Next Generation of the Internet Protocol, has seen over the past three years
tremendous activity related to its development, implementation and deployment. Its importance is
unequivocally recognized by research organizations, businesses and governments worldwide. To
maintain global competitiveness, governments are mandating, encouraging or actively supporting the
adoption of IPv6 to prepare their respective economies for the future communication infrastructures. In
the United States, government’s plans to migrate to IPv6 has stimulated significant interest in the
technology and accelerated the adoption process. Business organizations are also increasingly mindful
of the IPv4 address space depletion and see within IPv6 a way to solve pressing technical problems. At
the same time IPv6 technology continues to evolve beyond IPv4 capabilities. Communications
equipment manufacturers and applications developers are actively integrating IPv6 in their products
based on market demands.

IPv6 creates opportunities for new and more scalable IP based services while representing a
fertile and growing area of research and technology innovation. The efforts of successful research
projects, progressive service providers deploying IPv6 services and enterprises led to a significant body
of knowledge and expertise. It is the goal of this workshop to facilitate the dissemination and exchange
of technology and deployment related information, to provide a forum where academia and industry
can share ideas and experiences in this field that could accelerate the adoption of IPv6. The workshop
brings together IPv6 research and deployment experts that will share their work. The audience will hear
the latest technological updates and will be provided with examples of successful IPv6 deployments; it
will be offered an opportunity to learn what to expect from IPv6 and how to prepare for it.

Packet Dynamics refers broadly to measurements, theory and/or models that describe the time
evolution and the associated attributes of packets, flows or streams of packets in a network. Factors
impacting packet dynamics include cross traffic, architectures of intermediate nodes (e.g., routers,
gateways, and firewalls), complex interaction of hardware resources and protocols at various levels, as
well as implementations that often involve competing and conflicting requirements.

Parameters such as packet reordering, delay, jitter and loss that characterize the delivery of
packet streams are at times highly correlated. Load-balancing at an intermediate node may, for
example, result in out-of-order arrivals and excessive jitter, and network congestion may manifest as
packet losses or large jitter. Out-of-order arrivals, losses, and jitter in turn may lead to unnecessary
retransmissions in TCP or loss of voice quality in VoIP.

With the growth of the Internet in size, speed and traffic volume, understanding the impact of
underlying network resources and protocols on packet delivery and application performance has
assumed a critical importance. Measurements and models explaining the variation and
interdependence of delivery characteristics are crucial not only for efficient operation of networks and
network diagnosis, but also for developing solutions for future networks.
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Local and global scheduling and heavy resource sharing are main features carried by Grid
networks. Grids offer a uniform interface to a distributed collection of heterogeneous computational,
storage and network resources. Most current operational Grids are dedicated to a limited set of
computationally and/or data intensive scientific problems.

Optical burst switching enables these features while offering the necessary network flexibility
demanded by future Grid applications. Currently ongoing research and achievements refers to high
performance and computability in Grid networks. However, the communication and computation
mechanisms for Grid applications require further development, deployment and validation.

We take here the opportunity to warmly thank all the members of the ICNS 2016 Technical
Program Committee, as well as the numerous reviewers. The creation of such a high quality conference
program would not have been possible without their involvement. We also kindly thank all the authors
who dedicated much of their time and efforts to contribute to ICNS 2016. We truly believe that, thanks
to all these efforts, the final conference program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the ICNS 2016 organizing committee for
their help in handling the logistics and for their work to make this professional meeting a success.

We hope that ICNS 2016 was a successful international forum for the exchange of ideas and
results between academia and industry and for the promotion of progress in the fields of networking
and services.

We are convinced that the participants found the event useful and communications very open.
We also hope that Lisbon provided a pleasant environment during the conference and everyone saved
some time for exploring this beautiful city.
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Abstract— High spectral efficiency of optical transmission 

links is essential for the overall throughput increase in optical 

networks. In this paper, we discuss multidimensional structure 

and parallel signal processing applied on advanced 

modulation, coding, and detection schemes and introduce an 

optimized design scenario for future 4 Tb/s and 10Tb/s 

Ethernet channels.   

Keywords-optical networks; information capacity; 

modulation. 

I.  INTRODUCTION  

It is well known that he Internet traffic has been 

growing exponentially and it is projected that the zettabyte 

level in data exchange will be exceeded in year 2017. It is 

also projected that the traffic from video services and peer-

to-peer file sharing will comprise the majority of the 

Internet traffic. The wireless connectivity through (4/5G+) 

mobile networks and widespread use of mobile traffic for 

social networking has also become an integral part of the 

overall networking picture since it provides a large 

contribution to the never ending bandwidth demand in 

optical networks.  

All applications mentioned above will demand an 

extremely large throughput in different optical networking 

segments (i. e., in access, metro and core), which means that 

high aggregate information capacity of optical links will be 

required. It is envisioned that current 100 Gb/s Ethernet 

(100 GbE) in converged optical packet networks will be 

eventually overlaid with 400 Gb/s Ethernet (400 GbE) and 

1Tb/s Ethernet (TbE).  Down the road, 1+TbE (specifically 

4 TbE) and even 10+ TbE) will become a relevant topic 

when talking about Terabit optical networking [2]. We 

should also mention that the total data traffic in aggregation 

(metro and regional) networking segment just recently 

exceeded the data traffic carried over by core optical 

networks. 

Demand for higher information capacity is closely 

related to request that the information bandwidth in next 

generation networks is more flexible and highly dynamic 

and elastic in nature. The elastic and dynamic behavior 

requires that the data bit rate and signal spectral efficiency 

can be changed dynamically based on the traffic conditions 

and/or signal quality along specified lightpath (which is 

commonly related to the optical signal to noise ratio 

(OSNR). The point is that an automated action should be 

taken to adjust the bit rate/spectral efficiency, which is done 

by change in modulation/multiplexing scheme or in coding 

strength. This adjustment becomes necessity for aggregation 

networks, since their dominance in terms of the overall data 

traffic [1]. Accordingly, we can say that a higher attention 

should be given to the metro networking in order to satisfy 

both high information capacity and dynamic connectivity 

requests.  However, the logic about capacity and 

connectivity applies also to other networking segments 

(optical access networks and data center networks, and core 

networks), which are all connected to the metro networks 

[3] [4].  

In this paper, we will discuss the advanced schemes 

enabling high information capacity of optical channels and 

develop scenario for design of future superchannels by 

using parallelism and multidimensional structure. The paper 

is organized as follows. In next section, we will analyze 

spectral efficiency of optical channels through employed 

basis functions and identify multidimensional modulation 

and multiplexing schemes that contribute to information 

capacity increase. In Section III, we will apply optimized 

channel design to scenarios related to aggregate and core 

optical networks. Finally, in Section IV, we will make the 

relevant conclusions.  

II. SPECTRAL EFFICIENCY INCREASE IN NEXT-GEN 

NETWORKS 

It is interesting to observe that the IP traffic growth has 

the same dynamics as the speed of processors (Moore’s 

law), which we illustrated in Figure 1. Having in mind the 

past connection between data rates of IP routers ports and 

speed of processors related to that, we can envision 

connection between projected dynamics of the speed (or bit 

rates) of serial optical interfaces carrying IP traffic and 

speed of processors, which is also illustrated in Figure 1.  

The key point is that both the driving forces and key 

enabling components are subjects of an exponential 

dynamics, which means that the speed of optical line 

interfaces (channels) should advance with the same pace as 

speed of processors.  Since we will be dealing with ultra-

high processor speeds and line bit rates, we can expect that 

both objectives will be achieved only if parallel approach is 

applied. The parallelism in design means that 
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multidimensional approach in signal processing is 

underlining factor for information capacity increase. The 

parallelism/multidimensionality in optical networks can be 

imposed through modulation and multiplexing schemes, 

which is not a trivial task since there are a number of 

parameters that can be incorporated in an optimum high-

speed optical channel design.  

 
 

The increase in spectral efficiency of optical channels is 

precondition for overall throughput in high-speed optical 

networks. Optical channel construction can be done by fully 

utilizing all available basis function (amplitude, phase, time, 

frequency, space, and polarization) through parallelization 

and arrangement that would maximize information capacity 

of fiber links. Generally, any set of real-valued energy 

signals {si(t)} can be expressed as a linear combination of D 

orthonormal basis functions {j}, as [5] 

 

 

 
          (1a) 
 
          (1b) 
 
 
where M relates to well-known amplitude-phase 
constellation diagrams containing M states where symbols 
can reside, while Ts specifies symbol interval. The 
parallelism in signal representation in (1a,b), should be 
translated to modulation format design. The illustration of 
basis functions commonly considered for channel 
construction is presented in Figure 2. 

When talking about increased spectral efficiency of 

amplitude-phase modulation formats with the constellation 

diagram of size M, it is possible to design some other 

structure different than conventional M-QAM formats. The 

design of these formats, also known as two-dimensional 

ones, can be done with respect to established constraints and 

optimization criteria (such as minimum mean square error 

(MMSE), minimum bit error rate (BER), minimum energy 

consumption, minimum latency, etc., as presented in [5] [6]  

[7]. We should outline that construction of advanced 

modulation formats based on specified criteria is still widely 

open research process.   

Two-dimensional modulation formats with amplitude 

and phase as basis functions is commonly extended to more 

complex four-dimensional form if polarization state is used 

as additional basis.  New format is different than polarization 

division multiplexing scheme since in four-dimensional 

signaling scheme only one mapper is used with four 

coordinates (amplitude, phase, x-polarization and y-

polarization), which  serve as inputs to corresponding I/Q 

modulators. With this approach, we can increase the 

Euclidean distance among neighboring points in 

constellation diagram and thus improve the OSNR, which 

can be essential in scenario with expected high impact of 

nonlinearities [5] [8].  

The further parallelization in optical channel 

construction can be achieved by including the frequency as 

the signaling basis function, while keeping the Nyquist 

orthogonality criterion represented by raised cosine function 

spectral shape. In this format, known as the orthogonal 

frequency division multiplexing (OFDM) [5] [8] [9],  the 

total spectrum is arranged with multiple overlapping optical 

(sub)-carriers that form a single channel, commonly 

recognized as superchannel. It has been proven that, with an 

arbitrary number of optical subcarriers per superchannel, a 

multiterabit capacity per channel can be realized [10] [11]. 

The OFDM subcarriers in superchannel are spaced apart by 

fSC , which is equal to the symbol rate RSC of the signal 

applied to them leading to an aggregate bit rate of an OFDM 

based channel equal to RS = RSC NSC, where NSC is number of 

subcarriers (assuming the same rate for each subcarrier). 

The Nyquist based overlapping can be also achieved in time 

domain by applying Nyquist WDM scheme, which produces 

the most efficient way of the signal multiplexing in time 

domain [10].  

The orthogonal polynomials or orthogonal prolate 

spheroidal wave (OPSW) functions can be considered 

instead of orthogonal subcarrier [9], which is a promising 

way of introduction of the time basis function. If OPSW 

functions are used as orthonormal basis {j} in Eqn. (1), the 

pulse duration and the bandwidth of the OPSW functions 

will stay almost unchanged regardless of the associated 

order value. The OPSW functions are simultaneously time-

limited to symbol duration Ts and bandwidth-limited to 

bandwidth , which is essential property while considering 

spectral efficiency increase. They can be obtained as 

solutions of the following integral equation [9] 
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where the coefficient j  is related to the energy 

concentration in the interval [-Ts/2, Ts/2]. The use of 

orthogonal polynomials/OPSW means that two basis 

functions (in-phase and quadrature components associated 

with amplitude/phase arrangement) are replaced with the set 

of 2M basis, thus producing arbitrary multidimensional 

schemes that can be eventually combined with polarization 

as a basis function. 

The next dimension in parallel multidimensional 

approach aimed to increase the spectral efficiency is the 

space basis function employed through spatial multiplexing 

technique applied within the same optical fiber [13] [14].  

By using a novel class of optical fibers known as few-mode 

fibers (FMF) and few-core fibers (FCF), a number of 

orthogonal spatial modes can be supported. Since each 

spatial mode can be independently modulated with signals 

already employing other basis function mentioned above 

while essentially occupying the same spectral bands, the 

total spectral efficiency will be increased in proportion with 

the number Nmode of spatial modes. As an example, the MCF 

fiber with 7 cores is shown in Fig 2c, in which the central 

core is FMF supporting 4 modes.  

 

 
 

 
Figure 2. (a) Basis function of an optical channel; (b) coded 

modulation with amplitude-phase and polarization basis functions; (c) 

spatial modes with superchannel structure per mode; (d) OFDM 
spectral arrangement for superchannels 

 

The sophisticated forward error correction (FEC) 

coding applied on advanced multidimensional modulation 

and multiplexing schemes is an essential component that 

contributes to the information capacity increase. The FEC 

process means that some number of redundant symbols 

(which is inversely proportional to the code rate R<1; R is 

the ratio between input information bits/symbols and output 

coded bits/symbols) have been introduced [5]. They are 

inserted into data stream in accordance with the specific 

mathematical algorithms in order to verify the signal health 

and to make a correction of wrongly detected symbols. With 

FEC in place, the OSNR requirements for a specific 

information bit rate and modulation format are relaxed, 

which means that the channel capacity over specified 

distance is brought to be closer to the Shannon’s limit [15]. 

Although coding, modulation, and multiplexing are 

commonly considered as separate serial functions, they can 

also be performed in parallel manner through coded 

modulation approach. In such a way, the main functions that 

involve intense digital signal processing are effectively 

performed at much lower symbol rates [16]. Also, the coded 

modulation schemes are inherently adaptive in nature, 

which is highly desirable for applications in elastic network 

scenarios when dealing with changing network conditions 

(dynamic traffic flow and variable impact of impairments). 

In an adaptive coded modulation scheme, the appropriate 

code rate (error correction strength) can be selected based 

on information about the destination and link conditions to 

match to the required OSNR. Design of advanced coding 

schemes is still widely open research area, and there is 

expectation that the coding gain for more advanced FEC 

schemes will exceed 12 dB with coding rate R≥ 0.8, [17] 

[18]. It appears that a nonbinary low density parity coding 

LDPC-coded modulation is an approach for achieving a 

high coding gain. In an adaptive scheme, both the 

appropriate code rate (error correction strength) and 

modulation/multiplexing scheme are subject to adjustment 

based on information about the required data flow and 

transmission link conditions to match to the required OSNR 

[19]. 

III. MULTIDIMENSIONAL ASPECTS IN AGGREGATION AND 

CORE OPTICAL NETWORKS 

Currently, the standardized dual polarization (DP-

QPSK) modulation in predominant format used for creation 

of 100 GbE lightpaths in metro and core optical network 

segments. However, the need for 400 GbE and 1TbE line 

transport has become highly evident, thus requiring the most 

appropriate solutions in design of optical superchannels 

with an intention to reduce the number of subcarriers by 

increasing the size of constellation diagram. By using 

optimized multidimensional structure, we have developed 

implementation scenarios for future high-speed optical 

superchannels, with several options presented in Table 1. It 

quite realistic that practical solution will be based on 

400Gb/s rate per carrier in superchannel structure, while the 

number of amplitude-phase constellation points can vary  

depending on network conditions and transmission length, 

with possible interchange between formats. We envision 

that 32 constellation points are quite realistic in near future, 

which means that achieved spectral efficiency will be ~6.9 

b/s/Hz, while required OSNR will be ~23 dB. As for 1 TbE 

channels, if faster electronics is used for sampling and only 

a single carrier modulated with DP-32-QAM is employed, 

achieved spectral efficiency will be ~6.8 b/s/Hz with the 

required OSNR of ~27 dB.  Some other options for bit rates 

of various Ethernet interfaces (including futuristic version of 

4 TbE and 10 TbE) are also shown in Table 1.  
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If DP-32-QAM format is applied with the coding rate 

of 0.8, the required sampling rate would be ~295 

GSamples/s, while required OSNR value will be ~27 dB. In 

such a case, achieved spectral efficiency will be ~6.8 

b/s/Hz. If multicarrier superchannel is constructed for 4 TbE 

and 10 TbE rates bit rates, the required sampling rate can be 

reduced to be approximately (295 GSamples)/Nmode, where 

Nmode is the number of spatial modes that is used. This will 

also relax the OSNR requirements for at least 3 dB, if two 

spatial modes are used.   

 
TABLE1: POSSIBLE DESIGN OF HIGH-SPEED SUPERCHANNELS 

M ( Number  of constalation 

points DP-QAM format) 16 32 64 32 32 32

Bit rate [Gb/s] 400 400 400 1000 4000 10000

FEC Coding Rate; R 0.8 0.8 0.8 0.8 0.8 0.8

Spectral Bandwidth without 

FEC, Single Carrier; [GHz] 56 47 37 118 N/A N/A

Spectral Bandwidth with FEC, 

Single Carrier; [GHz] 70 58.1 46.3 147.5 N/A N/A

Sampling Rate per Carrier; 

Gsamples/s 140 116 93 295 116 116

Spatial Modes 1 1 1 1 2 3

Spectral Efficiency, Single 

Carrierr; [b/s/Hz] 5.7 6.9 8.6 6.8 N/A N/A

Spectral Eff. (w. spacial 

mux), Multicarrier; [b/s/Hz] 6.0 11.9 15.1

OSNR per Single Carrier [dB] ~21 ~23 ~25 ~27 ~20* ~23**

*400 Gb/s per carrier  

 

IV. CONCLUSION   

Design of future high-speed optical networks is a 

challenging task. Optical channel design is essential and 

there is a number of possible options to maximize network 

performance while satisfying both the need for higher 

information capacity of optical links and the need for 

dynamic adjustment of data flows along the selected optical 

lightpaths. In this paper we presented methodology for a 

multidimensional channel design, which includes and 

intense signal processing in both time and frequency 

domains, and applied it to metro/core networking scenarios. 

We presented multidimensional design of future ultra-high 

speed 4TbE and 10 TbE interfaces and identified key 

parameters that would enable not only the highest 

information capacity, but a dynamic adjustment of date 

flows as well.  
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Abstract— Wireless technology is one industry which has
seen exponential growth in data and capacity in the past
decade and it still continues to grow in demand. One big
challenge the mobile phones and wireless networks will
face in the future is that of supporting mobile traffic
efficiently for different phones requirements from
diverse applications. More advanced phones will be
manufactured and will be expected to properly function.
Already we are seeing 4GLTE implementation and some
developments of the 5G network that is presumed to be
faster and more efficient than their predecessors, but the
process of standard and technology ratification is still
in its infancy stage. This survey paper focuses on the
requirements of 5G network infrastructure and the user
experiences and economic benefits that will come along
with this new generation of mobile communication
network. The core discussion of this paper will be
centered on the main features and technological and
economic characteristic of 5G mobile systems.

Keywords-Mobility; Connectivity; Quality; energy efficiency;
IoT; small innovations.

I. INTRODUCTION

Just as other global organization, the recent
advancement in technology has posed a great advantage and
opportunity for the mobile and telecommunication
company. One of the greatest revolution and response from
the telecommunication industry is the implementation of
network sharing strategies that have evolved from the first
to the fourth generation. Even though the fourth generation
(4G) telecommunication system is undergoing deployment
worldwide, individuals are eyeing the development of the
5G telecommunication system, which will lead to greater
opportunities from the increased efficiency and
effectiveness in network access perspective. From a clear
comparison of the changes in evolution between the 1G

technology and the recent 4G technology, it is clear that the
changes have highly improved in speed, and reliability. The
1G technology provided access at 100 Kilobytes per second
(Kbps), the 2G technology improved the speed to 270 Kbps,
and the 3G came into play with an access speed of 389
Kbps, whereas the recently most used 4G network increased
access to 250 Mbps [1][2]. With this trend, the 5G network
technology is expected to provide a great revolution in the
telecommunication network access with an access speed of
approximately 10 Gbps (Gigabytes per second). This
increased speed is based on the recent advancement in
telecommunication technology and the urge for businesses
to improve their services through enhances communication
and telecommunication services [3].

Explosive growth of technology influences consumer
behavior. It is estimated that by 2020, almost 80% of the
global population will be utilizing mobile technology and
over 60% will be using smartphones or tablets. Predictions
are that there will be over 50 billion devices on the global
network, out of which, mobile devices being the primarily
access point for internet connection. With arrival of new 5G
system, internet access will be fast and readily accessible;
customers will have connections always available to them.
Currently, there are over 2.7 million smart phones on the
various networks, and this number will increase greatly by
the time 5G will go live [4].

Businesses will have to be able to transition from
existing offered products and available distribution models
to a better way in order to deliver goods and services that
customers want. Simpler products are always preferred – it
lets consumers make informed choices. It is vital for
businesses to recognize the importance of the customer
relations, starting with the initial sale and continuing over
the lifetime of the contract. It is vital to get customer
insights and tailor the services to the individual customer
rather than a group of customers.
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Even with the recent efficiency status of the 4G
technology, businesses have continued to look for
alternatives in regards to reliable and efficient
telecommunication networks. Latest developments in
technology have increased the amount of consumers that are
globally connected with networks; they are acutely aware of
latest technological trends and attuned to changes. Brands
that will respond best to what these customers require now
are most will be most likely to succeed; these demands will
have to be met in the real time. When businesses will have
an understanding of customer needs and wants, it will help
with profit margin growth across the organizations.

If current systems make tracking of individual
customers difficult, 5G systems will make it much easier.
By creating custom tailored services and products based on
the individual customer, it will allow businesses increase
customer satisfaction and it will lead to customer loyalty.
Businesses will be able to pinpoint their customers uniquely
and will reward their loyalty. One of the ways to provide
loyal customers with a unique option is a personalized
pricing. Offered price and the discount will be based on the
past history. By utilizing social media (such as Twitter,
Facebook, etc.,), businesses will be able to understand what
kind of persons their customers are. 5G will be able to
analyze customers in real time and businesses will be able to
anticipate their customers’ future buying plan. Keeping
existing customer base is one of the main goals for any
service provider; a 2% customer retention increase is
equivalent to reducing the cost by 10% [5][6]. By retaining
an existing customer instead of acquiring new one
businesses can have a larger profit growth – by making an
existing customer spend just 10% more on goods and
services will produce more profit than to get a 10% growth
in new customers. Businesses will be able to deliver
solutions that will fulfill the needs of the customer better
and offer personalized customer service. Instead of sending
bulk/spam messages and emails with general information,
more customized messages will be sent to the customers and
that will allow better conversion rates and sales increase.
Businesses should be able to respond promptly and
efficiently to changing market, new customer requests and
new regulations.

5G will allow a fully connected network society
with unlimited access to information and data sharing
anytime to anywhere to anyone. With various environments
available, communication will increase exponentially.
Businesses should create new services and new experiences
based on all the different ways of interaction and
connectivity available on the systems. 5G technology will
allow brands to hop across customers’ different
environments using device-to-device discovery. World will
become a connected place, the boundaries between
developed and developing nations will dissipate.

II. MOTIVATIONS AND KEY DRIVERS OF 5G

The 5G network targets various uses including real
time gaming, manufacturing or medicine and even extend to
wearable technologies. For instance, in the field of medicine

operations could be performed by robots which are
monitored from a remote access area by a surgeon that he or
she is specialized in carrying out similar type of operations

A. When will the next higher generation (5G) of
wireless network be deployed?

Considering the statistics presented by the
telecommunication network regarding the time period
between the deployment of one generation to the other, it is
clear that the period presents a sequential matrix whereby a
period of five to six years lies between a given network
generation deployment and the other. However, the 5G
wireless network is expected to break the sequence and take
a longer period due to the increased requirements for
efficiency. Although the deployment of the 4G network is
still on its final stages, operators, leading research teams,
and handset developers have launched R&D initiative to
develop the 5G network and to ensure that it is fully
functional for commercialization by the year 2020.

The ongoing status of the 5G network for the mobile
systems are on the very early stages as they underlie the
changes and user response in regards to the efficiency and
effectiveness of the 4G network. Most of the technological
changes to be considered in the formation of the 5G network
will be derived from the utilization of the 4G network,
which will then be transformed to the 5G network in order
to formulate a more concrete system that will be defined by
increased efficiency and a positive impact to the operators
and mobile industry [8]. The only issue that will lead to
delayed deployment is its demanding requirements and
intense check over to ensure that it meets all the user
demands and transforms the globe to a technological
standpoint. With this, the 5G network will not only
transform the world by 2020 to a high efficient network
connected globe, but also to a community that
communicates and shares ideas in an efficient and effective
manner.

B. Proposed solutions to key technologies to be
considered

As indicated earlier, the development of the 5G
technology will mainly lie on the changes and alterations
considered after the development of the 4G network.
Solutions will mainly rely on end user response and their
perception of the efficiency and reliability of the 4G
network. Additionally, the changes in technological
advancement and consumer demands will highly influence
the formation of the 5G network. A clear analysis of the
recent development statistics produced by the United
Nations indicate that the world will have transformed
completely to a technological globe by the year 2020
whereby all nations will be united through a suitable
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communication network. With this, one of the main
proposed solutions would be to enhance reliability and
efficiency in order to foster the development of a suitable
communication network. Most organization perceives
communication as the greatest managerial communication
tool towards enhanced performance and productivity. The
greatest urge for businesspersons is to have access to a
reliable network that fosters appropriate management from
appropriate communication.

Additionally, unlike the recent prototype of the 4G
network, which does not enhance coverage, increased
connectivity, and call frequency thus leading to
underperformance, the 5G network will be expected to
provide a permanent solution to these problems [9]. The
deployment of the 5G network should coincide with the
organizational system and become a part of the productivity
enhancement strategies for any given organization. With
this, the high-speed 5G technology will be expected to
present a paradigm movement in the overall design of the
mobile industry in order to revolutionize the entire system
to encourage enhanced latency, flow, and the scalability
requirements, which will be suitable to meet the overarching
demands such as the trillion device connection and the
augmented reality. With appropriate provision and
permanent solution to these problems, the 5G technology
will have taken over the business world and transformed it
fully to a community defined by enhance performance and
productivity.

C. Is 5G wireless mobile network an evolution or a
revolution?

Through the considerations put forth as well as the
expectation by the year 2020 when the 5G network will be
deployed, it is clear that the invention will completely
change the world to a single entity characterized by
increased efficiency and reliability. With this, the worldwide
transformation will define the 5G network as a revolution
rather than a mere evolution. The development of the 5G
network technology is expected to provide appropriate
benefits that will surpass the expectation of the previous
generation of network technology. Telecommunication
industries are already doing away with the term World Wide
Web (WWW) and coining into the term World Wide
Wireless Web (WWWW), which will define the increased
utilization as well as reliability in the efficiency of the 5G
wireless network [1].

From an earlier analysis, it is clear that the 5G
wireless network will transform the functioning of the entire
globe to include the increased use of wireless network. The
5G network will easily carry over 1000 times of mobile data
compared to the recent 4G prototype. This therefore
indicates an increased reliance and a massive capability for
increased communication, which will cater for all
individual’s need to access and transfer data in a quasi-
instantaneous, and sensationalize in their own choice. Then
5G network will also have a direct impact on security

deployment, formation of electric transportation systems,
ambient policing, and worldwide access to information.
With this, the 5G network will change the entire world to a
community of both similarity and togetherness, which will
give the invention a revolutionary status.

D. Business opportunities from the deployment of the
5G network

The deployment of the 5G network will present great
business opportunities for both the service providers and the
virtual mobile network operators. With the increased agility
and reliance on high-speed network, the world will have
fully transformed to a technological world with great need
for internet connection and network availability. Most
organizations will require the installation of network for
office use and downloading of business materials.
Additionally, online businesses such as transaction and
selling of video games and movies will present a great
opportunity to the service providers and virtual mobile
network operators. Additionally, security systems, tracking
devices, ambient policing, internet cars, healthcare
monitors, and appliances will need to transform from
manual operationalization to a digital platform, which will
be highly dependent on high speed network for increased
efficiency and accuracy. With this, the service providers
will have an increased business opportunity, as they will
need to install mobile networks to the respective field.
Additionally, most individuals will require high-speed
network on their mobile phones in order have access to
emails, games, and online transactions. This will provide an
opportunity for the virtual mobile network operator to install
5G network to the respective individuals [10]. With the
increased access to communication and online interactions,
consumers will have a direct access to the service providers
and virtual mobile network operators. As communication is
a great managerial tool, the consumers will easily voice
their concern for further actions, which will increase
performance and productivity of the respective network
provider. With this, the deployment of the 5G network will
pose a great opportunity for increased business functionality
and operation efficiency.
The recent technological advancements call for major
consideration in the telecommunication industry in order to
enhance efficiency and reliability in the general network and
communication provision. Deployment of the 5G network
will be considered after the complete deployment of the 4G
network, as it will be a result of enhancement based on
changes required and consumer reaction to the development
of the 4G network. From an analysis of the changes that will
be presented by the 5G network, it is clear that the invention
will be a complete revolution, as it will totally transform the
world to a network dependent globe. Additionally,
deployment of the 5G network will unionize the world to a
single entity defined by similarity and togetherness. With
the increased dependence, the 5G network will also present
great business opportunities, as it will lead to increased
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utilization in major fields such as office management,
ambient policing, security, formation of technological
transport systems, and healthcare monitoring. With a clear
consideration of communication efficiency and reliability, it
is clear that the 5G network will provide a great platform for
increased performance and productivity for the service
providers and the virtual mobile network providers.

III. 5G REQUIREMENTS FRAMEWORK AND RESEARCH

DIRECTION

The development of 5G technology will be helpful
for executing long projects within no time and it will
increase the reliability of the global networks because
everyone will be connected with high speed internet.
Following are the main key points which can be concluded
from the research work:

1) It will be helpful in browsing, downloading and
uploading data files from any place to anywhere.

2) Network energy usage will be reduced which will
in turn increase the battery life of the device.

3) It will increase the users’ density over the unit area
many times which will help the users to use high
bandwidth for a longer period of time.

4) 5G Technology will also be helpful and beneficial
for the Internet to things, Machine to Machine
Communication and Device to Device
Communication. It will increase the object oriented
works and data management.

5) Through the deployment of 5G technology, the
users will develop frameworks to utilize machine-
machine system of communication..

6) RF-EHN is a promising way for future 5G wireless
networks.

In a nutshell, 5G technology should be developed
as early as possible because of increasing technological
usage of the servers and machines.

A. Vision

Any innovation is a product of a vision. The
innovation of the 5G Technology is driven by three different
visions [11]:

• High efficiency: The efficiency of the 5G
Technology is taken as a main parameter and the
innovation and design are taken forward with focus on
areas like demand based networks, data rate
management, etc.
• High Speed: The innovation with focus on speeds
concentrates on areas like coverage, clustering of data
cells, wide area mobility, dynamic spectrum, etc.
• Converged networks: The use of a joint wireless
and fiber operated networks enables the new 5G
Technology to be able to employ millimeter wave
bands. This would facilitate the support of very high

bandwidths. This path of vision makes the emerging 5G
Technology to be characterized as more of a Wi-Fi
service than a mobile service

B. Goals
The main goals of the innovation of 5G technology

can be broadly classified in to Flexibility and
Reliability[12].
• Flexibility: 5G technology should be employable in

diverse applications and services. All the needs and
services required should be embedded into a single
operation point. 5G service owned by a person should
facilitate all the services and needs required. 5G should
not be entitled as “Services” but as a “Service” which is
an embodiment of all the services in one entity of
service.

• Reliability: 5G is, hopefully, going to be providing the
most reliable set of services the world has ever seen.
Security has been taken as a prominent factor in the
design of 5G services. Increase of reliability will
eventually be a factor in the increase of efficiency, but
an unlikely increase in prices too. The specific goals
that are indicated in the deployment of the 5G
technology services are:

• High data rates owing to faster modulation and
some new innovation technologies

• Fast response times by node reduction and
more intelligent components

• Whole new and diverse services using
automation, cloud and tactile internet

C. Inference to the customers
With reference to the customers, the meaning of

5G in layman’s words can be indicated as the ability to
download a full length HD movie to a phone in just a few
seconds or the services that facilitate video chats in such a
way that it may feel like the person on the other side can be
touched. This is not an exaggeration, but the factual vision
of the network sector. The simple goals that need to be
attained by the 5G technology, according to the customers
are [13]:

• Faster speeds for data
• Ultra-low latency which refers to the time it takes

to send a packet of data between two devices
• Connected devices (cars, home appliances,

accessories, etc.) making everything flexible
• Backward compatibility with the devices that are

already owned
• Reasonable costs for the 5G services

D. Services
One of the main aspects that is needed a great deal

of look up is the requirements for the 5G network, which
can affect many other parameters like cost, compatibility,
feasibility, standardization, etc. These requirements are
subject to the forecasted services that are expected to be
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fulfilled by the 5G network. Some of the services that 5G
technology is needed to provide are[11]:

• Pervasive Video and high quality content
• Tactile Internet and Broad cast Services
• E – Health Services and 50 + MBPS data rate

everywhere
• Internet of things and Real time data analytics
• Mobile Broad band and Smart Societies
• Smart Grids and Freight tracking
• Public safety

E. Characteristics forecast
The 5G network will be characterized by its

increased power, strength, efficient, and speed, which are
promising features that will take the mobile industry to the
next level. With the presence of the 5G network, the mobile
industry will be considered as the main key to the Internet of
Things. This name is given to the act whereby every activity
will be tied to the internet and mobile network. The mobile
industry will lead to development of billions of sensors,
door locks, smartwatches, and health monitors.
Additionally, the mobile industry will be characterized with
an increased scalability, flow, and latency in order to meet
all its overarching demands. A consideration of these factors
gives a clear look at the opportunity and efficiency that will
be presented to the mobile industry by the development of
the 5G network in the year 2020 and beyond. From a look at
the recent occurrence after the deployment of the 3G and 4G
network, It is clear that by the year 2020, the 5G network
will present the with new realities, increased speed,
gratification, efficiency, and lightning-fast response. The
following s is some of the expected characteristics of 5G
networks.

• Ultra-high capacity and Massive MIMO
• Multi hop transmission and New spectrum
• Wide area coverage and Full duplex
• Ultra-dense networks and NFV SDN
• Security and New Waveforms
• Energy Efficient
• Real time inter Machine communication
• Application Awareness and Zero Latency
• Strategy based traffic management
The following graphical representations depict the
implementation of a single 5G wireless antenna to
facilitate diverse applications and services.

F. Need
Demand on 5G is far more complicated and

comprehensive than the previous generations of mobile
communication. There is a conflict and tension between
factors such as high performance requirement and
availability, cost, and efficiency when it comes to only one
technology for 5g systems deployment. In order to provide
services with variety of requirements there need to be more
than one technology implementation for 5G to meet user

experiences in terms of availability, speed, reliability and
cost. Some of the predominant needs for a new generation
technology in spite of already existing 4G and LTE are;
• Growing data demand – It is estimated that the data

needs are intended to increase to 12 times per month
compared to the data used now.

• Development of Device technologies – The upgrades
and developments in technologies of the devices
(Android, IOS) lead to an increased need of coverage,
data rates, low latency, etc.

• Increased use of networks – Unlike the olden days, the
use of the network services has been increasing
exponentially from more than a decade. This was the
main reason that leads to such a heavy innovation in the
devices and network industry, which is a main point of
motivation for the 5G technology.

• With respect to the 4G technology, the backlogs that
provided a motivation for 5G innovation are

I. Limited connectivity to specific carriers and
geographic regions

II. Limited backward compatibility
III. Limited network coverage
IV. Use of multiple transmitters and antenna leading to

poor battery life

G. Technology
The radio access for the 5G Technology will be

energized from the already existing technologies like the
LTE, HSPA, Wi-Fi and GSM as well as the new radio
access technologies which are called as RAT. A successful
5g deployment requires a comprehensive designing,
simulating, emulating, calibrating and validating for a new
solution.

The employment of millimeter waves (Carrier,
BW, MU-MIMO) is going to be the prime supporting aspect
for increased speeds, wide area coverage, and reliability.
Millimeter waves also support very flexible long distant
communication. This will also result in use of very less
radio base stations. Millimeter waves are expected to
revolutionize the latency times. It is needed that the 5G
Technology provide less than 1ms latency from one end to
the other. The power requirements, bandwidth
standardizations and the commercialization of the
millimeter waves are expected to be before the year
2020[14].

Use of bandwidths that are very unlikely to be used
by other broadcast technologies (3 MHz – 300 MHZ)
resulting in higher speeds and capacity

The multiplexing used for the 5G transmission is
under speculation. The evaluation of the 5G networks using
CDMA, OFDM with respect to data rate and latency is
being studied.
OFDM has always been the most preferred modulation
technique right from the time of its acceptance in 4G
enhanced mobile broadband accesses. In 5G as we know we
need low latency, high data rates and wide channel
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bandwidth along with low complexity per bit. This
modulation technique is very much suitable to these
specifications. OFDM has a scalable symbol duration and
subcarrier spacing with low complexity receiver for wider
bandwidth. This also runs efficiently with special
multiplexing and multi user data SDMA. OFDM
implementations make way for more number of
transmissions and reception filtering based on link and
adjacent channel requirements. Also RSMA waveforms
have better uplink for short data bursts needed for low
power internet of things devices. This supports
asynchronous and synchronous contention based access
[15].

Advanced technologies that could recognize the
surrounding objects and more number of sensors are to be
used. Also, real time rendering and hologram technologies
that can revive a real image in real time in an all angle (360
degree) view are to be employed. MMT which is an
acronym for MPEG Media Transport is a processing
technology used to decrease the latency. With the help of
MVC which is an acronym for Multi View Video Encoding
high efficiency in 3D transmission can be achieved. For
agility of network and cost reduction efficient control of the
networks based on software and virtualization are done
through an orchestration that is integrated. Finally, big data
is used for the 5G technologies to compare the required
existing data to the whole unstructured data in real time for
Traffic analysis to equip the network with intelligence for
feedback and decision making. Also, self-organized
networks are also the intelligent networks that detect
anomalies and take the help of big data to organize a
solution.

H. Deployment
It is common expectation that the deployment of

the 5G services will be prevalent in 2020. This particular
year was foretold taking many surveys into consideration.
The factors that led to the forecast of the year 2020 for the
deployment of 5G Technology are [16]:

1. Higher number of connected devices:
It is expected that the number of connected devices

using the 5G Technology should be 50 to 500 billion and
depending on the present surveys it would take at least 4 to
5 years to reach the expected number from the present
number (2 billion). The 5G Technology should be deployed
into the practical commercial network gradually with
respect to the geographical areas and then completely
marketed to connect all the 5G enabled devices.

2. Energy efficiency:
The energy drain is likely to be very high with the 5G

services with reference to the heavy data rates and
connectivity. The use of lithium ion battery devices made a
heavy impact on the battery life for the high end devices,
but is analyzed to be less efficient in 5G enabled devices.
This factor becomes more unsolvable for low power

devices. Hence, the research for new, high battery capacity
components is also expected to come to a result by 2020.

The Increase in the use of applications on mobile
computing and also user needs like portable cell phones and
devices will increase the need for the mobile wireless
networks in the upcoming years. Cell Phone users will
assume more bandwidth and fewer amounts of delays in the
cell phone network. All these expectations and assumptions
will increase in the infrastructures of mobile industries
which will eventually lead to the discharge or emission of
carbon dioxide. We can say that by 2020, 181 Megatons of
carbon dioxide are emitted by mobile networks, which is
almost equal to triple [17].

High energy performance and minimizing the energy
usage is the basic requirement of 5G. It reduces the
ownership cost and extends the network connectivity to
almost everywhere and also the network access is very
bearable and very resource efficient way. The main
technology to finish the ultra-lean model and separation of
user’s data on the radio interference, 5G is very costly when
compared to other data plans. Its functioning model is
different from 3G and 4G. It really plays an important role
in the energy saving while the data is transmitted. The
device does not transmit the data unless and until a user data
transfer is going on. The main two design principles of this
technology are; a) being active only when the transmission
is required and b) being active only where the transmission
is required.

IV. CONCLUSION

While telecommunication developers have created
four generations of mobile technology, a variety of mobile
technologies will be included in the 5G technology.
Therefore, the 5G will be released in a couple of years, and
it will comprise various features such as an increase in
efficiency. Establishing the 5G of mobile technology will
inevitably provide higher and higher data rate. Even more, it
will meet the customers’ demands since it is reliable for
communication, and the capability of 5G will resist the
future challenges in mobile communication.
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Abstract— Video streaming services make up a large 

proportion of Internet traffic throughout the world. Adaptive 

streaming allows for dynamical adaptation of the video bitrate 

with varying network conditions, to guarantee the best user 

experience. We propose an adaptive bitrate scheme that 

intelligently selects the video bitrates based on the estimated 

throughput and buffer occupancy. We show that the proposed 

algorithm selects a high playback video rate and avoids 

unnecessary rebuffering while keeping a low frequency of 

video rate changes. 
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I.  INTRODUCTION 

High speed broadband networks and improvements in 
display technology of various devices have enabled video 
streaming to become one of the most popular applications. 
Video traffic dominates Internet traffic on both fixed and 
mobile access networks all over the world.  

Initially, the video clients completely downloaded the 
video before the streaming could start. This was followed by 
the progressive download with which the clients begin the 
playback at a defined video rate before the download is 
complete. Recently, video streaming services are based on 
Hypertext Transport Protocol (HTTP) over TCP for 
streaming multimedia over computer networks. Network 
conditions and video clients’ capabilities vary with time and 
place; therefore, adaptive streaming over HTTP allows the 
adaption of video quality based on the available resources on 
the path between the server and client. Multiple versions of 
the multimedia content are stored at the server. The server 
shares the information about the characteristics of the stored 
multimedia content with the client. The adaptive bitrate 
(ABR) algorithm at the video client is responsible for 
selecting a suitable bitrate depending on the system 
conditions such as throughput and the occupancy of the 
playback buffer. 

ABR algorithms strive to maximize the user experience 
by meeting conflicting video quality objectives in different 
environments. Some of the potential objectives include 
selecting a set of video bitrates that are the highest feasible, 
avoiding needless video bitrate switches and preserving the 
buffer level to avoid interruption of playback [1][2]. 
Maximizing the video rate increases the risk of playback 

interruption whereas mitigating the frequency of video rate 
switches results in lower average video rate.  

One way to pick video bitrates is to make an estimate of 
the future throughput from past observations. An inaccurate 
estimation may lead to selecting the video bitrate that results 
in extensive rebuffering. If the selected video rate is higher 
than the available throughput, the client’s playback buffer 
drains which may result in interrupted playback. To avoid 
interrupting playback, ABR algorithms add playback buffer 
occupancy as an adjustment parameter on top of throughput 
estimation to select video bitrates.  

In this paper, we show that the proposed algorithm selects 

the video rates based on the buffer occupancy by exploiting 

the variation of the sizes of the upcoming segments. The 

results show that our approach provides better viewing 

experience by delivering higher average video rate without 

unnecessary rebuffering while maintaining a low frequency 

of video rate changes. The rest of the paper is organized as 

follows. The related works are presented in Section II. The 

proposed scheme is presented in Section III. The 

experimental results are provided in Section IV, and finally 

the concluding remarks are given in Section V.  

II. RELATED WORK 

The main objective of all adaptive video rate algorithms 
is to improve the user’s viewing experience. Adaptation 
algorithms mainly select video rates based on the estimated 
throughput and the state of the playback buffer. Segment 
throughput is calculated as the ratio of the segment size to 
the time that it takes to download the segment [3]. In many 
commercial clients, the moving average of the throughput of 
previous segments is used to estimate the throughput [4]. 
Once the throughput has been estimated, clients pick the 
video rate of the next segment based on the throughput [5-7].  

Many ABR algorithms consider playback buffer along 
with the throughput to select the video rate of the next 
segment. The buffer is divided into predefined ranges and 
different decisions are taken to select the video rates when 
the buffer level stays in different ranges [8][9]. The method 
in [9] is more stable as compared to the method in [8] but it 
is late to react to the changes in the throughput as it waits for 
the playback buffer to reach a threshold before selecting a 
higher video rate. We propose an adaptive bitrate scheme 
[10] that intelligently selects the video bitrates based on the 
estimated throughput and buffer occupancy. The scheme 
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improves viewing experience by achieving a high video rate 
without taking unnecessary risks and by minimizing the 
frequency of changes in the video quality. Huang et al [11] 
propose a video rate adaption algorithm that selects the video 
rate by observing only the client’s playback buffer. The 
video rate is increased and decreased as the playback buffer 
builds up and drains respectively. Furthermore, the algorithm 
selects the video rates considering the sizes of the upcoming 
segments. In this paper, we propose a scheme that is similar 
to the schemes proposed in [8][9][13] as it selects the video 
rates based on both the estimated throughput and the buffer 
occupancy. The current schemes in the literature pick the 
video rates based on the predefined buffer ranges whereas 
the proposed scheme dynamically selects the buffer ranges to 
optimally pick the video rates based on the upcoming 
segment sizes to optimize the QoE. 

III. PROPOSED SCHEME 

A. System Model 

The HTTP client downloads a video stream divided into 
multiple segments. The video stream is stored at the server 
and the adaptive bitrate algorithm at the client decides which 
segment to download next. All the segments have an equal 
duration of τ seconds. The set of representations available for 
the video stream is denoted by R where R = {Rmin, R2, R3,…, 
Rmax}. The client dynamically selects a video rate from the 
set R for the next segment. Rmin and Rmax are the 
representations with the highest and lowest video rates in the 
set R. Any video rate higher and lower than currently 
selected video rate is denoted by R↑ and R↓ respectively. 

B. Adaptive Bitrate Algorithm 

Available bandwidth estimation plays an important part 
in the selection of the video rate. The clients estimate the 
throughput of the next segment based on the throughput 
observed over the download of the previous segments. 
Segment throughput is calculated as the ratio of segment size 
divided by the time it takes to download the segment. The 
selection of the video rate for the next segment based on the 
throughput T(i-1) of the last downloaded segment keeps the 
playback buffer stable but results in a fluctuating video rate 
curve. In this paper, we use the McGinely dynamic indicator 
for the throughput estimation measure TE(i) to overcome the 
fluctuating video curve which is given by [12]: 
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The numerator of the second term gives a sign, up or 

down and the power of 4 gives the calculation an adjustment 
factor which increases more sharply as the difference 
between the observed throughput of ith segment and 
estimated throughput of segment i increases. N is the 
tracking factor which we set equal to 1.  

The buffer dynamics are considered when the segment is 
completely downloaded. Let B(i-1) be the buffer level at the 
end of the download of segment i-1, then B(i) is given by: 
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where Rk(i) is the kth video rate from the set R and T(i) is 

the throughput observed during the download of segment i. 
(2) shows that if the selected video rate is greater than the 
available throughput, the playback buffer drains. As each 
segment contains duration of τ seconds, Ck(i), the size of the 
ith segment is τ×Rk bits. Given the available throughput T(i) 
and video rate Rk(i), the change in buffer level during the 
download of ith segment is equal to B*: 
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     where the playback buffer fills with Ck(i) / Rk(i) seconds 

of data and the buffer drains with Ck(i) / T(i) seconds of data. 

(2) can now be written as: 
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If Rk(i) > T(i), B* becomes negative, which means that 

the buffer is drained at a rate faster than the rate at which it 
fills, therefore, B(i) will be less than B(i-1). We assume that 
the available throughput cannot be less than Rmin= R1. We 
denote the change in the buffer level when T(i) = Rk-1 and the 
client overestimates the throughput and selects the next 
higher video rate Rk for the ith segment as Bk*. We denote 
Bk(i) as the minimum buffer level occupancy to select the kth 
video rate for the ith segment.  
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(5) ensures that if the client selects the kth video rate 

when at least Bk(i) amount of buffer is available and the 
throughput drops to Rmin, there will be one segment (τ 
seconds) available in the buffer at the end of the segment 
download. Most of the streaming services encode videos in 
variable bitrate (VBR) where static scenes are encoded with 
fewer bits and active streams with more bits. In VBR, video 
is encoded at an average video rate and the instantaneous 
video rate of each segment varies around the average rate. 
This allows flexible and efficient use of bits. As the size of 
each segment is different and Bk(i) depends on the segment 
size, the value of Bk(i) will change every time a segment is 
downloaded. This makes the video rate change frequently. 
Furthermore, for a given throughput a segment of a larger 
size will take more time to get downloaded; hence will 
consume more video in the buffer than a smaller segment. To 
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this end, we take the average of the next 10 segment sizes 
and calculate Bk(i) after every 10 segments based on their 
average sizes. 

 

 
 








k

m mm

mmmm
k

RR

RCRC
iB

2 1

1)(          (6) 

 
where C̅m is the average of every 10 segment sizes. (6) 

makes sure that Bk(i) gets its value recalculated after every 
10 segments to reduce the video rate switches. If the 
upcoming segments are larger, the buffer thresholds to select 
a given video rate will be greater than when segments are 
smaller to minimize the risk of buffer underflow. If we select 
the average segment size based on more than 10 upcoming 
segments, it might not correctly depict the segment size trend 
whereas calculating Bk(i) based on fewer segments will result 
in a higher frequency of video rate switches. 

The algorithm’s pseudo-code is provided in Algorithm 1. 
We consider that Algorithm 1 is invoked to select the video 
rate of ith segment. The streaming session is divided into two 
phases of operation: the startup phase and the steady phase. 
The startup phase starts when the buffer is building up from 
being empty, to be followed by the steady phase.  

 

Algorithm 1: Adaptation Algorithm 

if Startup phase conditions hold true 

         if  B(i-1) < BLOW then 

   if R ↑ < α1 ×T(i-1)  then 

      Rk(i)  = R ↑ 

         else  
 if R ↑< α2 ×T(i-1)  then 

          Rk(i)  = R ↑ 

else  

        if B(i-1) < Bmin then 

             R(i) = Rmin  

       else if  R(i-1)==Rk && Bk-1(i) < B(i-1) then 

        R(i)  = R(i-1)  

       else if  R(i-1)≠Rmin && B(i-1)<Bk-1(i) then 

        R(i)  = R ↓ 

       else if R(i-1)≠Rmax&&B(i-1)>Bk↑&&TE(i) >TE(i-1) then            

        R(i)  = R ↑ 

        else 

        R(i)  = R(i-1)   
 
During the startup phase, the buffer builds up from being 

empty. A conservative approach is considered at the start and 
as the buffer gradually fills up and climbs above the buffer 
threshold BLOW, we take more risk in selecting the video rate. 
Minimum available video rate Rmin is selected to download 
the first segment. This approach reduces the delay after the 
client requests the video and before the client streams the 
video. For B(i-1) < BLOW, the client switches to a higher 
video rate if R↑< α1×T(i-1). For B(i-1) > BLOW, a higher video 
rate is selected if R ↑< α2×T(i-1) where α1 and α2 are the 
safety margins and α1 < α2. When the buffer size is small, the 
client will increase the video rate faster in the startup phase. 
When the buffer size is large, it may take time for the client 

to accumulate buffer up to BLOW which may result in 
underutilization of the resource when the available 
throughput is high. To avoid this scenario, we set the 
condition that if Rstartupphase < Rsteadyphase the algorithm 
switches to steady phase. Rstartupphase and Rsteadyphase are the 
video rates suggested by the client during the startup and 
steady phase respectively. The proposed scheme stays at the 
startup phase until any of the following conditions are not 
satisfied: (i) B(i-2) < B(i-1); or (ii), Rstartupphase > Rsteadyphase. 
The motivation behind the startup phase is to quickly fill up 
the buffer without risking playback interruption. Afterwards, 
we use steady phase to select the video rate of the upcoming 
segments. 

In the steady phase, to select the kth video rate, two 
conditions should be satisfied:  

1) The buffer level should be higher than Bk(i) 

2)  Rk(i) < α3 ×TE(i) 
The client will select Rk(i) if the buffer level is greater 

than Bk(i). This condition helps in avoiding the buffer 
underflow in case the client overestimates the throughput or 
there is a sudden drop in the throughput. The condition of 
Rk(i) < α3×TE(i) uses a safety margin α3 to compute the 
bitrate to avoid throughput overestimation.  

First we consider the scenario where buffer level falls 
below Bmin = B2(i). In this case, Rmin is always selected. B2(i) 
is the minimum buffer occupancy to select the video rate 
R2(i). The reason is that it is of the primary importance to 
avoid interruption of the playback. 

Now, we consider the scenario when the throughput and 
the buffer level drops. We do not immediately react to this 
drop in the throughput; we stay at the current video rate until 
the buffer level drops below Bk-1(i). This is because we can 
minimize the number of video rate switches if we don’t react 
to short-term fluctuations. Once the buffer level falls below 
Bk-1(i), we continue to reduce the video rate until the 
condition Rk(i) < α3×TE(i) is satisfied.  

Next, we consider the scenario of an increase in 
throughput and the buffer level. To increase the video rate in 
response to the increase in throughput and buffer level, the 
following conditions should be satisfied:  

1) TE(i) > TE(i-1) 

2) The buffer level should be greater than Bk↑ 
The first condition makes sure that there isn’t a recent 

drop in throughput while the client decides to increase the 
video rate. Bk↑ is the buffer threshold to select the higher 
video rate R↑. As the video rate cannot be adapted until the 
download of the next segment, in case of a sudden drop in 
throughput the second condition reduces the risk of buffer 
underflow. When the conditions of switching up and 
switching down the video rate are not satisfied, we maintain 
the current video rate.  

IV. PERFORMANCE EVALUATION 

We implement the proposed scheme in ns-3 to evaluate its 

performance. We compare the proposed method with the 

schemes proposed in [8] and [9]. We refer to the algorithms 

proposed in [8] and [9] as AAAS and QAAD respectively. 

The topology implemented in this paper is shown in Figure 1. 
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The topology consists of an HTTP server, HTTP client and a 

pair of network elements. The link between the network 

elements is our bottleneck link. We add the UDP traffic 

between the network elements to vary the throughput across 

the bottleneck. To achieve adaptive streaming, the HTTP 

server offers the client four different video rates which 

include 450, 850, 1500 and 2500kbps. The length of each 

segment and playback buffer size is 4 and 60 seconds, 

respectively. BLOW is set to 30% of the buffer size. The 

safety margins are set to (α1, α2, α3)=(0.5, 0.75, 0.9).  
 

HTTP 

Server
HTTP 

Client

Network 

Element

Network 

Element

Bottleneck

 
Figure 1. Network topology 
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Figure 2. Response of the proposed scheme to small drop in throughput 
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Figure 3. Comparison of the schemes in response to large throughput 

fluctuation 
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Figure 4. Comparison of the schemes in response to highly variable 

available bandwidth 

 
Figure 2 shows the response of the proposed scheme to 

short term throughput fluctuations. It shows that the 

proposed scheme is stable in the face of short term 
throughput fluctuations while maintaining a high video rate. 

Figure 3 shows that the proposed scheme does not vary 
the video rate quickly as it maintains video rate at the 
expense of drop in buffer level below Bk(i-1). The motivation 
behind maintaining the video rate at the expense of drop in 
buffer level is that the objective of ABR algorithm is not to 
keep the buffer full but to provide better user experience. 
AAAS scheme shows a stable response to the throughput 
fluctuations but stays at a lower video rate. QAAD scheme 
varies the video rate as the throughput fluctuates in order to 
avoid buffer underflow.  

Figure 4 shows that the proposed scheme tries to 
maintain the higher video rate but reacts swiftly to large drop 
in throughput to avoid any playback interruption. The AAAS 
scheme is the most conservative of all the schemes. The 
reason is that it waits for the playback buffer to cross a 
predefined threshold before stepping up or down the video 
rate. The proposed scheme achieves an average of video rate 
of 350kbps higher than AAAS. QAAD has slightly higher 
video rate than the proposed scheme but at the expense of 
twice the number video rate switches which greatly degrades 
the user experience. 

V. CONCLUSION AND FUTURE WORK 

Video rate adaptation techniques are used to adapt the 
quality of the video to the varying network resources of the 
computer network. In this paper, we proposed an adaptive 
bitrate streaming algorithm to improve the viewing 
experience of the multimedia streaming applications. The 
proposed algorithm achieves high video rate and minimizes 
the frequency of changes in video quality while preventing 
interruption in playback to guarantee QoE. In this paper, we 
consider a single client scenario. For the future work, we 
plan to extend our algorithm to a multi-user scenario where 
multiple clients share the bottleneck.  
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Abstract— In the current Internet system, there are many
problems using anonymity of the network communication such
as personal information leaks and crimes using the Internet
system. This is why TCP/IP protocol used in Internet system
does not have the user identification information on the
communication data, and it is difficult to supervise the user
performing the above acts immediately. As a study for solving
the above problem, there is the study of Policy Based Network
Management (PBNM). This is the scheme for managing a
whole Local Area Network (LAN) through communication
control for every user. In this PBNM, two types of schemes
exist. The first is the scheme for managing the whole LAN by
locating the communication control mechanisms on the path
between network servers and clients. The second is the scheme
of managing the whole LAN by locating the communication
control mechanisms on clients. As the second scheme, we have
studied theoretically about the Destination Addressing Control
System (DACS) Scheme. By applying this DACS Scheme to
Internet system management, we will realize the policy-based
Internet system management. In this paper, as the progression
phase of the second phase for the last goal, we implemented the
basic prototype system of the cloud type virtual PBNM, which
can be used by plural organizations.

Keywords- policy-based netwok management; DACS
Scheme; NAPT

I. INTRODUCTION

In the current Internet system, there are many problems
using anonymity of the network communication such as
personal information leaks and crimes using the Internet
system. The news of the information leak in the big
company is sometimes reported through the mass media.
Because TCP/IP protocol used in Internet system does not
have the user identification information on the
communication data, it is difficult to supervise the user
performing the above acts immediately. As studies and
technologies for managing Internet system realized on
TCP/IP protocol, those such as Domain Name System
(DNS), Routing protocol, Fire Wall (F/W) and Network

address port translation (NAPT)/network address translation
(NAT) are listed. Except these studies, various studies are
performed elsewhere. However, they are the studies for
managing the specific part of the Internet system, and have
no purpose of solving the above problems.

As a study for solving the problems, Policy Based
Network Management (PBNM) [2] exists. The PBNM is a
scheme for managing a whole Local Area Network (LAN)
through communication control every user, and cannot be
applied to the Internet system. This PBNM is often used in a
scene of campus network management. In a campus
network, network management is quite complicated.
Because a computer management section manages only a
small portion of the wide needs of the campus network,
there are some user support problems. For example, when
mail boxes on one server are divided and relocated to some
different server machines, it is necessary for some users to
update a client machine’s setups. Most of computer network
users in a campus are students. Because students do not
check frequently their e-mail, it is hard work to make them
aware of the settings update. This administrative operation
is executed by means of web pages and/or posters. For the
system administrator, individual technical support is a stiff
part of the network management. Because the PBNM
manages a whole LAN, it is easy to solve this kind of
problem. In addition, for the problem such as personal
information leak, the PBNM can manage a whole LAN by
making anonymous communication non-anonymous. As the
result, it becomes possible to identify the user who steals
personal information and commits a crime swiftly and
easily. Therefore, by applying the PBNM, we will study
about the policy-based Internet system management.

In the existing PBNM, there are two types of schemes.
The first is the scheme of managing the whole LAN by
locating the communication control mechanisms on the path
between network servers and clients. The second is the
scheme of managing the whole LAN by locating the
communication control mechanisms on clients. It is difficult
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to apply the first scheme to Internet system management
practically, because the communication control mechanism
needs to be located on the path between network servers and
clients without exception. Because the second scheme
locates the communication control mechanisms as the
software on each client, it becomes possible to apply the
second scheme to Internet system management by devising
the installing mechanism so that users can install the
software to the client easily.

As the second scheme, we have studied theoretically
about the Destination Addressing Control System (DACS)
Scheme. As the works on the DACS Scheme, we showed
the basic principle of the DACS Scheme, and security
function [14]. After that, we implemented a DACS System
to realize a concept of the DACS Scheme. By applying this
DACS Scheme to Internet system, we will realize the
policy-based Internet system management. Then, the Wide
Area DACS system (wDACS system) [15] to use it in one
organization was showed as the second phase for the last
goal. As the first step of the second phase, we showed the
concept of the cloud type virtual PBNM, which could be
used by plural organizations [16]. In this paper, as the
progression phase of the second phase for the last goal, we
describes the basic prototype system to confirm the
possibility of the cloud type virtual PBNM for the use in

plural organizations. In Section Ⅱ, motivation and related

research for this study are described. In Section Ⅲ , the

existing DACS Scheme and wDACS Scheme is described.

In section Ⅳ, the proposed scheme is described.

II. MOTIVATION AND RELATED RESERACH

In the current Internet system, problems using anonymity
of the network communication such as personal information
leak and crimes using the Internet system occur. Because
TCP/IP protocol used in Internet system does not have the
user identification information on the communication data,
it is difficult to supervise the user performing the above acts
immediately.

As studies and technologies for Internet system
management to be comprises of TCP/IP [1], many
technologies are studied. For examples, Domain name
system (DNS), Routing protocol such as Interior gateway
protocol (IGP) such as Routing information protocol (RIP)
and Open shortest path first (OSPF) , Fire Wall (F/W),
Network address translation (NAT) / Network address port
translation (NAPT) , Load balancing, Virtual private
network (VPN), Public key infrastructure (PKI), Server
virtualization. Except these studies, various studies are
performed elsewhere. However, they are for managing the
specific part of the Internet system, and have no purpose of
solving the above problems.

As a study for solving the above problem, the study area
about PBNM exists. This is a scheme of managing a whole
LAN through communication control every user. Because

this PBNM manages a whole LAN by making anonymous
communication non-anonymous, it becomes possible to
identify the user who steals personal information and
commits a crime swiftly and easily. Therefore, by applying
this policy- based thinking, we study about the policy-based
Internet system management.

Figure 1. Principle in First Scheme

In policy-based network management, there are two
types of schemes. The first scheme is the scheme described
in Figure 1. The standardization of this scheme is
performed in various organizations. In IETF, a framework
of PBNM [2] was established. Standards about each
element constituting this framework are as follows. As a
model of control information stored in the server called
Policy Repository, Policy Core Information model (PCIM)
[3] was established. After it, PCMIe [4] was established by
extending the PCIM. To describe them in the form of
Lightweight Directory Access Protocol (LDAP), Policy
Core LDAP Schema (PCLS) [5] was established. As a
protocol to distribute the control information stored in
Policy Repository or decision result from the PDP to the
PEP, Common Open Policy Service (COPS) [6] was
established. Based on the difference in distribution method,
COPS usage for RSVP (COPS-RSVP) [7] and COPS
usage for Provisioning (COPS-PR) [8] were established.
RSVP is an abbreviation for Resource Reservation
Protocol. The COPS-RSVP is the method as follows. After
the PEP having detected the communication from a user or
a client application, the PDP makes a judgmental decision
for it. The decision is sent and applied to the PEP, and the
PEP adds the control to it. The COPS-PR is the method of
distributing the control information or decision result to the
PEP before accepting the communication.

Next, in DMTF, a framework of PBNM called
Directory-enabled Network (DEN) was established. Like
the IETF framework, control information is stored in the
server storing control information called Policy Server,
which is built by using the directory service such as LDAP
[9], and is distributed to network servers and networking
equipment such as switch and router. As the result, the
whole LAN is managed. The model of control information
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used in DEN is called Common Information Model (CIM),

the schema of the CIM（CIM Schema Version 2.30.0）
[11] was opened. The CIM was extended to support the
DEN [10], and was incorporated in the framework of DEN.
In addition, Resource and Admission Control Subsystem

(RACS) [12] was established in Telecoms and Internet
converged Services and protocols for Advanced Network
(TISPAN) of European Telecommunications Standards
Institute (ETSI), and Resource and Admission Control
Functions (RACF) was established in International
Telecommunication Union Telecommunication
Standardization Sector (ITU-T) [13].

However, all the frameworks explained above are based
on the principle shown in Figure 1. As problems of these
frameworks, two points are presented as follows.
Essential principle is described in Figure 2. To be concrete,
in the point called PDP (Policy Decision Point), judgment
such as permission and non-permission for communication
pass is performed based on policy information. The
judgment is notified and transmitted to the point called the
PEP, which is the mechanism such as VPN mechanism,
router and Fire Wall located on the network path among
hosts such as servers and clients. Based on that judgment,
the control is added for the communication that is going to
pass by.

Figure 2. Essential Principle

The principle of the second scheme is described in Figure
3.By locating the communication control mechanisms on
the clients, the whole LAN is managed. Because this
scheme controls the network communications on each
client, the processing load is low. However, because the
communication control mechanisms need to be located on
each client, the work load becomes heavy.

Figure 3. Principle in Second Scheme

When it is thought that Internet system is managed by
using these two schemes, it is difficult to apply the first
scheme to Internet system management practically. This is
why the communication control mechanism needs to be
located on the path between network servers and clients
without exception. On the other hand, the second scheme
locates the communication controls mechanisms on each
client. That is, the software for communication control is
installed on each client. So, by devising the installing
mechanism letting users install software to the client easily,
it becomes possible to apply the second scheme to Internet
system management. As a first step for the last goal, we
showed the Wide Area DACS system (wDACS) system
[15]. This system manages a wide area network, which one
organization manages. Therefore, it is impossible for plural
organizations to use this system. Then, as the first step of
the second phase, we showed the concept of the cloud type
virtual PBNM, which could be used by plural organizations
in this paper.

III. EXISTING DACS SCHEME AND WDACS SYSTEM

In this section, the content of the DACS Scheme which
is the study of the phase 1 is described.

A Basic Principle of the DACS Scheme

Figure 4 shows the basic principle of the network services
by the DACS Scheme. At the timing of the (a) or (b) as
shown in the following, the DACS rules (rules defined by the
user unit) are distributed from the DACS Server to the
DACS Client.
(a) At the time of a user logging in the client.
(b) At the time of a delivery indication from the system
administrator.
According to the distributed DACS rules, the DACS

Client performs (1) or (2) operation as shown in the
following. Then, communication control of the client is
performed for every login user.
(1) Destination information on IP Packet, which is sent from
application program, is changed.

(2) IP Packet from the client, which is sent from the
application program to the outside of the client, is blocked.

Figure 4. Basic Principle of the DACS Scheme

An example of the case (1) is shown in Figure 4. In Figure
4, the system administrator can distribute a communication
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of the login user to the specified server among servers A, B
or C. Moreover, the case (2) is described. For example, when
the system administrator wants to forbid a user to use MUA
(Mail User Agent), it will be performed by blocking IP
Packet with the specific destination information.

In order to realize the DACS Scheme, the operation is
done by a DACS Protocol as shown in Figure 5. As shown
by (1) in Figure 5, the distribution of the DACS rules is
performed on communication between the DACS Server
and the DACS Client, which is arranged at the application
layer. The application of the DACS rules to the DACS
Control is shown by (2) in Figure 5.

Figure 5. Layer Setting of the DACS Scheme

The steady communication control, such as a
modification of the destination information or the
communication blocking is performed at the network layer
as shown by (3) in Figure 5.

B Communication Control on Client

The communication control on every user was given.
However, it may be better to perform communication control
on every client instead of every user. For example, it is the
case where many and unspecified users use a computer room,
which is controlled. In this section, the method of
communication control on every client is described, and the
coexistence method with the communication control on
every user is considered.

When a user logs in to a client, the IP address of the client
is transmitted to the DACS Server from the DACS Client.
Then, if the DACS rules corresponding to IP address, is
registered into the DACS Server side, it is transmitted to the
DACS Client. Then, communication control for every client
can be realized by applying to the DACS Control. In this
case, it is a premise that a client uses a fixed IP address.
However, when using DHCP service, it is possible to carry
out the same control to all the clients linked to the whole
network or its subnetwork for example.

When using communication control on every user and
every client, communication control may conflict. In that
case, a priority needs to be given. The judgment is
performed in the DACS Server side as shown in Figure 6.
Although not necessarily stipulated, the network policy or
security policy exists in the organization such as a university
(1). The priority is decided according to the policy (2). In (a),
priority is given for the user's rule to control communication

by the user unit. In (b), priority is given for the client's rule
to control communication by the client unit. In (c), the user's
rule is the same as the client's rule. As the result of
comparing the conflict rules, one rule is determined
respectively. Those rules and other rules not overlapping
are gathered, and the DACS rules are created (3). The
DACS rules are transmitted to the DACS Client. In the
DACS Client side, the DACS rules are applied to the DACS
Control. The difference between the user's rule and the
client's rule is not distinguished.

Figure 6. Creating the DACS rules on the DACS Server

C Security Mechanism of the DACS Scheme

In this section, the security function of the DACS Scheme
is described. The communication is tunneled and encrypted
by use of SSH. By using the function of port forwarding of
SSH, it is realized to tunnel and encrypt the communication
between the network server and the, which DACS Client is
installed in. Normally, to communicate from a client
application to a network server by using the function of port
forwarding of SSH, local host (127.0.0.1) needs to be
indicated on that client application as a communicating
server. The transparent use of a client, which is a
characteristic of the DACS Scheme, is failed. The
transparent use of a client means that a client can be used
continuously without changing setups when the network
system is updated. The function that doesn't fail the
transparent use of a client is needed. The mechanism of that
function is shown in Figure 7.

Figure 7. Extend Security Function

D Application to cloud environment

In this section, the contents of wDACS system are
explained in Figure 8. First, as preconditions, because private
IP addresses are assigned to all servers and clients existing in
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from LAN1 to LAN n, mechanisms of NAT/NAPT are
necessary for the communication from each LAN to the
outside. In this case, NAT/NAPT is located on the entrance
of the LAN such as (1), and the private IP address is
converted to the global IP address towards the direction of
the arrow. Next, because the private IP addresses are set on
the servers and clients in the LAN, other communications
except those converted by Destination NAT cannot enter into
the LAN. But, responses for the communications sent form
the inside of the LAN can enter into the inside of the LAN
because of the reverse conversion process by the
NAT/NAPT. In addition, communications from the outside
of the LAN1 to the inside are performed through the
conversion of the destination IP address by Destination
NAT. To be concrete, the global IP address at the same of
the outside interface of the router is changed to the private IP
address of each server. From here, system configuration of
each LAN is described. First, the DACS Server and the
authentication server are located on the DMZ on the LAN1
such as (4). On the entrance of the LAN1, NAT/NAPT and
destination NAT exists such as (1) and (2). Because only the
DACS Server and network servers are set as the target
destination, the authentication server cannot be accessed
from the outside of the LAN1. In the LANs form LAN 2 to
LAN n, clients managed by the wDACS system exist, and
NAT/NAPT is located on the entrance of each LAN such as
(1). Then, F/W such as (3) or (5) exists behind or with
NAT/NAPT in all LANs.

DACS
Server

Authentication
Server

(4) DMZ

LAN 1

System
administrator

Operation

User

Client

(3) Router
F/W

(5) Router
F/W

LAN 2

User

Client

LAN 3 LAN n

( DACS Client ) ( DACS Client )

(1) NAT/NAPT

(1) NAT/NAPT (1) NAT/NAPT

(2) Destination NAT

(5) Router
F/W

Network Servers

Figure 8. Basic System Configuration of wDACS system

IV. THE CLOUD TYPE VIRTUAL PBNM FOR THE COMMON

USE BETWEEN PLURAL ORGANIZATIONS

In this section, the concept and implementation of the
proposed scheme are described.

A Concept of the Cloud Type Virtual PBNM for the
Common Use Between Plural Organizations

In Figure 9 which is described in [16], the proposed
concept is shown. Because the existing wDACS Scheme
realized the PBNM control with the software called the
DACS Server and the DACS client, other mechanism was

not needed. By this point, application to the cloud
environment was easy.

The proposed scheme in this paper realizes the common
usage by plural organizations by adding the following
elements to realize the common usage by plural
organizations: user identification of the plural organizations,
management of the policy information of the plural
organizations, application of the PKI for code
communication in the Internet, Redundant configuration of
the DACS Server (policy information server), load
balancing configuration of the DACS Server, installation
function of DACS Client by way of the Internet

Network of the own
organization

（Org.A）

Specific administrative organization X

Network group of
plural organizations

LAN
or

WAN

（Org.B）

LAN
or

WAN

（Org.C）

LAN
or

WAN

Policy Information Server

Movement terminal of plural Org. A

(1) Movement and connection
(2) Usage depending on policy information

Application of the policy information

Network of the own
organization

Network of the own
organization

Figure 9. Concept of the proposed scheme

B Implementation of the basic function in the Cloud Type
Virtual PBNM for the Common Usage Between Plural
Organizations

In the past study [14], the DACS Client was operated on
the windows operation system (Windows OS). It was
because there were many cases that the Windows OS was
used for as the OS of the client. However, the Linux
operating system (Linux OS) had enough functions to be
used as the client recently, too. In addition, it was thought
that the case used in the clients in the future came out
recently. Therefore, to prove the possibility of the DACS
Scheme on the Linux OS, the basic function of the DACS
Client was implemented in this study. The basic functions of
the DACS Server and DACS Client were implemented by
JAVA language. From here, it is described about the order
of the process in the DACS Client and DACS Server as
follows.

(Processes in the DACS Client)
(p1) The information acquisition from Cent OS

From the Linux OS (Cent OS), which the user logs in, the
login user name and Internet domain name, the IP address,
which is setting on the Cent OS are acquired through the
system environment variable.
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(p2)Transmission from the DACS Client to the DACS
Server

This part was implemented by use of the Socket class. The
IP address and port number is set to the Socket, and the
DACS Client is connected to the DACS Server on the server
machine.

(p3) The information transmission from the DACS Client to
the DACS Server

By use of getInputStream() in Socket class, this part was
implemented. The information, which is acquired from the
Cent OS as described in (p1) is sent to the DACS Server.

(p4) The reception of the DACS rules from the DACS
Server

This part was implemented by using getInputStream() in
the Socket class. This process is performed after the server
side process.

(p5) Application of the DACS rules of the DACS Control
This function was implemented by the Runtime class.

Because this function uses the function of “firewalld”,
which is equipped normally, the command of “firewall-
cmd” to execute packet filtering and destination nat. After
the DACS rules are received from the DACS Server, the
DACS rules are applied to the DACS Control in the DACS
Client by this process.

(Processes in the DACS Server)
(p1) The information reception from the DACS Client

In this process, the DACS Server receives the information,
which is sent from the DACS Client. This process was
implemented by the ServerSocket().

(p2) Connection to the database
In this process, the connection from the DACS Server to

the PostgreSQL database is performed. This process was
realized by the function of JDBC driver. To be concrete, it is
implemented by the DriverManager class of JAVA.

(p3) Inquiry of the Database
Based on the information, which receives at the process (1),

the inquiry is performed in the form of using SQL language.

(p4) Transmission of the DACS rules to the DACS Client
The DACS Server sends the DACS rules, which are created

based on the information to the DACS Client. This Process
was implemented by the createStatement method defined by
the Connection Interface in JAVA. About the basic system,
which is realized by these processes, the prototype system
was implemented.

V. CONCLUSION

In this paper, we implemented the basic function of the
cloud type virtual PBNM, which could be used by plural
organizations. This study is the second step of the second

phase for the final goal of Internet management by the
PBNM. In this study, the DACS Client was implemented
and operated on the Cent OS. As the processing processes of
the DACS Client, five processes were implemented. By
these processes, it becomes possible to pass the DACS rules
as the communication control rules to the DACS Control
which was a communication control mechanism. As a future
work, we are going to perform a function experiment and
the performance experiment of this system.
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Abstract—Power management is a key feature in today's Internet 

Protocol/ Multi-Protocol Label Switching (IP/MPLS) network 

across all market segments. With the aim of controlling the power 

consumption in core networks, we consider energy aware devices 

that are able to reduce their energy requirements by adapting 

their performance. We focus on packet processing engines, and 

router interfaces, which generally represent the most energy 

consumption components of network devices data plane. Our 

goal is to control both the power configuration of pipelines, as 

well as to study the effect of the packet size onto the power 

consumption of an edge router. The results show that the packet 

size is closely related to the power consumption of the edge 

router. It is also shown that there is a tradeoff between power 

consumption and packet latency times. Based on these results, we 

model the formal power consumption equation of the edge 

router. 

Keywords-power consumption; green networking; packet 

processing engine; packet size; edge router; interface power;  

packet processing power. 

I.  INTRODUCTION  

By the continuous growth of customers, broadband access, 

and number of services being offered by telecom operators and 

Internet Service Providers (ISPs), the energy efficiency issue 

has become a high priority objective, and a significant concern 

for network infrastructure and next-generation network 

devices. The rapid growth of traffic has resulted in a related 

increase in energy consumption. ISPs, and telecom operators 

reported alarming statistics of network energy requirements 

and of the related carbon footprint [1]. The Global e-

Sustainability Initiative (GeSI) estimated the overall carbon 

footprint of European network devices and infrastructure to be 

about 349 MtCO2e (Million Metric Tons of Carbon) in 2020, 

with a 131% increase with respect to 2007 if no green network 

technologies (GNTs) would be adopted [2]. In order to support 

this rapid increase in energy consumption, ISPs need a larger 

number of devices with architectures able to perform more 

complex operations in a scalable way. The majority of current 

network devices operate at their maximum capacity and have a 

constant power consumption independent of the actual traffic 

load, and thus the most of the energy consumed in networks is 

wasted. It is well known that network links and devices are 

generally provisioned for busy or rush-hour load, which 

typically exceeds their average utilization by a wide margin [3]. 

Although this margin is seldom reached, network devices are 

designed on its basis so their power consumption remains more 

or less constant even in the presence of fluctuating traffic load.  

The data plane certainly represents the most energy 

consuming and critical element in the largest part of network 

device architectures since it is generally composed by special 

purpose hardware (HW) elements (packet processing engines, 

network interfaces, etc.) that have to perform per-packet 

forwarding operations at very high speeds. Certain studies 

estimated that the power required at the data plane weighs for 

54% on the overall device architectures, versus 11% for the 

control plane and 35% for power and heat management. 

Internal packet processing engines require about 60% of the 

power consumption at the data plane of a high end router, 

network interfaces weigh for 13%, switching fabric for 18.5%, 

and buffer management for 8.5 [4][5]. Starting from these data, 

we decided to focus on the power consumption of packet 

processing engines and the power consumption of the router 

interface trying to study the effect of the packet size variation 

onto the power consumption of an edge router. After that, we 

analyze the measurement results from numerous cases and 

show that the packet size is closely related to the power 

consumption of the edge router. Through the analysis, it is 

possible to draw a power consumption function of the edge 

router against the packet size. 

In this paper, our main objective is to consolidate two 

factors of power consumption (packet processing engines and 

router interfaces) and find a closed relation between them, and 

provide an analytical model able to capture the trade-off 

between energy consumption and network performance (delay) 

by controlling the power state configurations according to the 

actual traffic load to minimize the power consumption while 

meeting the performance constraints. 

The paper is organized as follows. Section II introduces 

literature review and related work. Then we describe the power 

consumption of the packet processing engines in section III, 

and the power consumption of the router interface in section 

IV. Section V shows the analytical model, while measurements 
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and analysis are shown in section VI. Finally, the conclusions 

are in section VII. 

II. LITERATURE REVIEW AND RELATED WORK 

Most of the approaches that study the power consumption 

of data plane of the edge router are directed to study the effect 

of one separate factor from the previous discussed aspects in 

section I, and show the effect of it on the total power 

consumption of the data plane, assuming no variation for the 

other factors. Bolla et al. [6] provide an up-to-date survey on 

the current state-of-the-art in energy efficiency for fixed 

telecommunication networks, and improvements that can be 

introduced in today’s networking equipment. Bolla et al. [7] 

aimed at studying the power consumption of packet processing 

engines by proposing an analytical model able to capture the 

impact of power management of the packet processing engines, 

and tried to optimize it by dynamic adaptation of network 

device resources. Ahn et al. [8] provide measurement of the 

power consumption of a router interface and draw an analytical 

model against the packet sizes. Nedevschi et al. [3] present the 

design of two forms of power management schemes, that 

reduce the energy consumption of network. The first form is 

based on putting network components to sleep during idle 

times, reducing energy consumed in the absence of packets. 

The second form is based on adapting the rate of network 

operation to the offered workload, reducing the energy 

consumed when actively processing packets. Zouaoui et al. [9] 

achieve to adapt the router queue-length by dynamic buffer 

management in such a way, that reduced the energy. In this 

paper, our objective is to consolidate two merged factors of 

power consumption (packet processing engines and router 

interfaces) and find a closed relation between them to study the 

best suitable power configuration of pipelines in both high 

traffic volume (rush hours) and low traffic volume, and achieve 

the best way to optimize the tradeoff between energy 

consumption and network performance indexes (delay) using 

different packet sizes. By merging both contributions [7][8], 

we proposed an analytical model able to capture the impact of 

packet size on the link utilization factor and the packet 

processing capacity, which will affect the power consumption 

of packet processing inside the data plane. The obtained results 

show that for low traffic volumes, it is recommended to use a 

power state corresponds to the minimization of energy 

consumption constrained to low packet latency with high 

packet size. For high traffic volumes, it is recommended to use 

power state corresponds to the maximization of energy 

consumption constrained to low packet latency with high 

packet size. 

III. POWER CONSUMPTION OF PACKET PROCESSING 

ENGINES 

In order to reduce the energy requirements of the packet 

processing engine, there are two basic techniques. Firstly, 

Adaptive rate (AR) that allows dynamically modulating the 

capacity of a processing engine (or single pipeline) in order to 

meet traffic loads and service requirements. Secondly, Low 

power idle (LPI) that forces processing engines to enter low-

power states when not sending/processing packets. As 

previously evaluated and sketched in preliminary studies 

[6][7], LPI and AR have different impacts on packet 

forwarding performance. Figure 1 illustrates the effect of AR 

and LPI on packet forwarding performance. We can tune AR 

and LPI mechanisms for each parallel pipeline (interaction 

between AR and LPI). Figure 1(c) shows how AR causes a 

stretching of packet service times, while the sole adoption of 

LPI Figure 1(b) introduces an additional delay in packet 

service, due to the wake-up times. 

 
Figure 1. Packet service times and power consumptions in the cases with (a) 

no power- ware optimizations, (b) only LPI, (c) only AR, and (d) AR and 

LPI [6][7]. 

As sketched LPI and AR have different impacts on packet 

forwarding performance. AR causes a stretching of packet 

service times, while LPI introduces an additional delay in 

packet service, due to the wake-up times. Our goal is to 

dynamically manage the engine configuration in order to 

balance its energy consumption with respect to its network 

performance. Now, we will introduce the Advanced 

Configuration and Power Interface (ACPI) specification and 

how it makes AR and LPI capabilities accessible. In general 

computing systems, the ACPI specification provides an open 

standard for device configuration and power management by 

the operating system. This standard models the AR and LPI 

functionalities by introducing two sets of energy-aware states, 

(P) performance and (C) power states. Regarding the C-States, 

C0 indicates the operating state where the central processing 

unit (CPU) executes instructions, while C1 to Cx is processor 

LPI states. As (X) value becomes higher, less power is 

consumed, because the pipeline will be in sleeping state. But 

the transition between active and sleeping states requires longer 

time and more power consumption during transition process. 

i.e., C0 is active mode and C (1... X) are sleep modes. In 

particular, C1 is a state where the processor is not executing 

instructions, but can return to the C0 state essentially 

instantaneously. All processors must support this power states. 

The number of LPI states is considered optional excluding C0. 

In addition, the transition times and the power consumption 

compared to C0 depend on the specific platform 

implementation [7]. Regarding the P-states, they allow 

modifying the operating energy of a processor by altering the 

working frequency or voltage. So by using P-states, processor 

can consume different amounts of power while providing 

different processing performance at the C0 state. P0 is the 

highest performance state with P1 to PY being successive lower 

performance [7]. The higher index of P and C, the less power 

will be consumed. Transition between different P-states is 

generally very slow with respect to packet processing times. 

IV. POWER CONSUMPTION OF ROUTER INTERFACE 

We begin our investigation of power consumption of the 

router interface caused by packet sizes with the increment of 

link utilization. We analyze the power consumption of router 

interfaces with each L2 frame size 64, 256, 512, and 1518 bytes 

as the increase of the link utilization. We empirically found that 

the power consumption of the router interface is directly 

proportional to the link utilization, as well as reverse 
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proportional with the packet sizes. The power consumption 

increases dramatically when the traffic with 64 bytes L2 frame 

size [8]. The power consumption of the router interface 

increases more than 5 watts and this value can’t be ignored 

because a router which has n interfaces consumes more than 5n 

watts caused by just router interfaces. It is because the router 

utilizes electricity for processing packets pass through the 

router. The more the frames passing through the router; the 

more the power used in the router [8]. 

V. ANALYTICAL MODEL 

In this section, a relation between the packet size, the packet 

processing power and interface power is proposed in our study 

based on the adaption of two models presented in [7][8]. The 

case of single pipeline is chosen in this research. For simplicity, 

we adopt the ACPI representation of power management 

primitives and refer to AR and LPI configurations in terms of 

P and C states. Most of the previous studies presented in the 

literature didn’t take into account the relation between the 

internal packet processing power and router interfaces power. 

There are some researches to measure power consumption of 

packet processing engines. We adopted the model in [7], 

because the model evaluation shows an acceptable accuracy. 

Service rate μ represents the device capacity in terms of packet 

headers that can be processed per second. Moreover, we 

assume all packet headers requiring a constant service time. 

The selection of different P and C states is supposed to impact 

on the forwarding engine performance in terms of both packet 

service capacity and wake-up times of the servers. The model 

notation is introduced in Table I. The overall power equation 

for packet processing driven in [7] is illustrated in (1) 

 

ϕ̃ = [1 +
(ρ − 1) (1 +  λ τon )

1 +  β λ τs

] ϕa +
λ (1 − ρ) τon

1 +  β λ τs

ϕt

+  
1 − ρ

1 +  βλ τs

ϕidle                                       (1) 

 

The average packet delay (latency) is defined as the average 

waiting time of the packet inside the processing engine and can 

be calculated according to [7] as in (2) 

W̅ =  
L̅

λ β
=  

2τs + λβτs
2 − 

1
λ

+  
1

λβ
 ∑  βj j

2jmax
j=1  

2( 1 + λβτs)

+  
ρ2 −  β + ∑  βj j

2jmax
j=1

2 λβ(1 − ρ)
                            (2) 

 

In addition, as stated in [8], the power consumption of the 

router interface is directly proportional to the link utilization, 

as well as reverse proportional with the packet sizes. So, the 

power consumption of a router interface can be defined as the 

following equation: 

        Pinterface = (EHP

ρ × R

s
) + EPT × ρ × R 

 

                                          = ρ × R (
EHP

s
+ EPT)                        (3) 

 

In order to obtain the total power consumption of the router, we 

will consider the switching fabric power and buffer management 

power are constants. The packet processing power and the 

interface power are presented in (1) and (2), respectively. So the 

total power equation will be, 

 

𝜙𝑡𝑜𝑡𝑎𝑙 = [1 +
(𝜌 − 1) (1 +  𝜆 𝜏𝑜𝑛  )

1 +  𝛽 𝜆 𝜏𝑠

] 𝜙𝑎 +
𝜆 (1 − 𝜌) 𝜏𝑜𝑛

1 +  𝛽 𝜆 𝜏𝑠

𝜙𝑡 

                       +
1−𝜌

1+ 𝛽𝜆 𝜏𝑠
𝜙𝑖𝑑𝑙𝑒 + 𝜌 × 𝑅 (

𝐸𝐻𝑃

𝑠
+ 𝐸𝑃𝑇)                   (4) 

 
where ρ is the link utilization factor of the pipeline and can be 

calculated from (5) 

 

                                  𝜌 =  
𝜆 𝛽

𝜇
                                                       (5) 

TABLE I NOTATION 

Symbol Description 

𝜇 Packet service rate of the pipeline in Py state 

𝛽 Average number of packets in the incoming batch 

𝜌 Link utilization factor of the pipeline 

𝜆 Rate of batch arrival to the pipeline 

𝜏𝑜𝑛 
Time needed to wake up the HW of the pipeline from 

Cx sleeping state 

𝜏𝑜𝑓𝑓 
Time needed to put the active HW of the pipeline into 

Cx sleeping state 

𝜏𝑠 Setup time of the pipeline in the transition from Cx to Py 

𝜙𝑎 Power consumption when pipeline is active in Py state 

𝜙𝑖𝑑𝑙𝑒 
Power consumption when the pipeline is sleeping in Cx 

state 

𝜙𝑡  Power consumption during 𝜏𝑜𝑛 and  𝜏𝑜𝑓𝑓 

�̃� Power consumption for packet processing 

𝑅 
The maximum link utilization of the router interface 

(Const) 

𝐸𝐻𝑃 Energy consumption for header processing 

𝑠 Packet size 

𝐸𝑃𝑇 Energy consumption for packet transferring 

𝑃𝑖𝑛𝑡𝑒𝑟𝑓𝑎𝑐𝑒 Power consumption for router interface 

�̅� Mean value of packets in one burst 

𝑗 Number of received packet groups 

𝛽𝑗  Probability that an incoming burst to the pipeline 
contains j packets 

�̅� Average packet delay inside the processing engine 

𝜙𝑡𝑜𝑡𝑎𝑙 Total power consumption of the router 

 

VI. MEASUREMENTS AND ANALYSIS 

Firstly, we begin our investigation of power consumption of the 

router by measuring real world traffic traces between real ISPs in 

Egypt and Italy. First measurement was based on the inbound 

traffic profile of core gateway network router in TE Data (Egypt), 

which is peering with Telecom Italia Sparkle (Italy) and 

connecting together via STM-16 fiber link (2.4 Gbps). The edge 

router is Juniper M320 with switching capacity 320 Gbps, and the 

interface type is serial interface. As shown in Multi Router Traffic 

Grapher (MRTG) figures. Figure 2 (a) shows the daily traffic 

pattern, and Figure 2 (b) shows the weekly traffic pattern. The 
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evolution of the incoming traffic load follows the classical night-

and-day profile with high similarity between days. 

 

 
Figure 2. (a) Daily traffic profile of core TE Data network router peering 

with TIS. 

 

Figure 3. (b) Weekly traffic profile of core TE Data network router peering 
with TIS. 

Second measurement was performed on the inbound traffic 

profile of other gateway network router in TE Data (Egypt), 

which is peering with Vodafone (Egypt) and connecting 

together via STM-16 fiber link. The edge router is also Juniper 

M320, and the interface type is Giga Ethernet (GE) interface. 

Figure 3 (a) shows the daily traffic pattern, and Figure 3 (b) 

shows the weekly traffic pattern. 

 

 

Figure 3. (a) Daily traffic profile of core TE Data network router peering 

with Vodafone. 

 

Figure 3. (b) Weekly traffic profile of core TE Data network router peering 

with Vodafone. 

Other traffic distributions are described in Measurement and 

Analysis on the Wide Internet (MAWI), which is Japanese 

research group focuses on traffic measurement analysis for 

long term measurement on Internet, and its real-world traffic 

traces are publicly available [10] and part of “A Day in the Life 

of the Internet” [11]. In [7], the experimentations were based 

on multicore Linux SW Router (SR) and the proposed model 

estimation was validated by using real-world traffic traces 

[10][11], and the model evaluation shows an acceptable 

accuracy. The previous traffic profiles show the regular daily 

cyclic patterns with traffic dropping at night and growing 

during the day. In addition, we can figure out that the minimum 

of the traffic typically appears during the first hours of the 

morning, while rush hours are during the day. Hence, we can 

conclude that the traffic distributions are nearly identical 

regarding different types of edge router platforms, regardless 

the router architectures, edge router type and interface type. 

Secondly, we begin our investigation of the power 

consumption of packet processing engines using the analytical 

model of [7], which is validated by the multi core Linux SW 

Router (SR). This choice is mainly due to the fact that current 

commercial routers do not include AR and LPI capabilities, and 

only their nominal and/or maximum power consumptions are 

reported in the datasheets [7]. By studying the power 

consumption of packet processing with various configurations 

of P and C states. The results in Figure 4 show that selecting 

too deep standby C-states may cause a rise in power 

consumption. This is simply caused by the wake up τs from the 

deepest C-state. We realized that for high P and C indexes, the 

packet processing capacity will decrease; also the power 

consumption of packet processing will be decreased. For low 

P-C indexes, the packet processing capacity will be increased 

and the power consumption of packet processing will be 

increased accordingly.  

 

 
Figure 4. Power consumption of packet processing according to various 

configurations of P-and C-states. 

To figure out the best suitable power states of the pipeline 

during normal traffic and rush hours, we have to measure the 

average absolute packet delay, i.e., the average waiting time of 

the packet inside the processing engine of the pipeline. As 

shown in Figure 4 and Figure 5, P3-C2 state indicates the 

minimum power consumption (lowest performance) with 

maximum delay during the minimum volume of traffic loads, 

while P3-C1 state indicates almost the same power consumption 

(P3) but with minimum delay during the same minimum value 

of traffic loads. As a result of that, we suggest reducing the 

power consumption of the system with P3 performance (power) 

state, while not using the deepest sleeping state C1.  

Accordingly, for the maximum traffic volume (rush hours), 

both P0-C1 and P0-C2 states indicate the maximum power 

consumption (highest performance) with minimum delay. As 

both states have almost the same performance which is P0, so 
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we suggest using P0-C1, as it will lead to a minimum delay in 

case of rush hours. Table II illustrates the power consumption 

and average packet delay using different P-C states during the 

maximum and minimum traffic load. By taking into 

consideration the effect of the power consumption of router 

interfaces, CISCO 7609 router is used. It is composed of a 

routing engine, a line card, and one power supply unit. 

Environment around the router is very important for the precise 

measurement of the power consumption. The router should be 

evaluated at temperature of 25℃  ± 3℃  and the relative 

humidity of 30% to 75%. In addition, the router should be 

evaluated at a barometric pressure between 1020 and 812 mbar. 

In the AC power configuration, the router should be evaluated 

at 230 VAC ± 1%, 50 or 60 Hz ± 1% [8]. We measure the 

power consumption of router interfaces with each L2 frame 

size 64, 256, 512 and 1518 bytes. Figure 6 shows the power 

consumption of the router when the generated traffic is injected 

to each router interface. We empirically found that the power 

consumption of the interface is in the direct proportional to the 

link utilization ρ, as well as in the reverse proportional to the 

packet sizes. The power consumption increases dramatically 

when the traffic with 64 bytes L2 frames size. In the other 

cases, it also increases considerably because the more frames 

passing through the router, the more power used in the router. 

TABLE II POWER CONSUMPTIONS AND AVERAGE PACKET DELAY OF THE 

DEVICE’S P-C STATES DURING MAXIMUM AND MINIMUM TRAFFIC VOLUME 

Value of 

traffic 
Power / Delay 

P-C states 

P0-C1 P0-C2 P3-C1 P3-C2 

Maximum 

(Rush Hours) 

Power 

Consumption 
Low High Low High 

Average Packet 

Delay 
Low High Low High 

Minimum 

Power 

Consumption 
High Low High Low 

Average Packet 

Delay 
High Low Low High 

 

 
Figure 5. Average absolute packet delay according to various configurations 

of P-and C-states. 

 

As stated in (5), the packet processing capacity μ is indirect 

relation to the link utilization ρ. As the packet processing 

capacity increases, the link utilization factor decreases. Also, 

as the packet size increases, the link utilization factor will be 

increases as recited in (3). So there is indirect relation between 

the packet size and the packet processing capacity as shown in 

Figure 7. As the packet size increases, the packet processing 

capacity decreases [12]. Accordingly, the power consumption 

of the packet processing will be decreased. 

 

As a result, the total power consumption of the router will be 

decreased. 

 
 

Figure 6. Power consumption of router interface with different packet size. 

 

 
Figure 7. The relation between packet processing capacity and packet size. 

 

Figure 8 and Figure 9 show the total power consumption of 

the router as stated in (4) for each P0-C1 and P3-C1 states 

respectively. As stated previously in section VI, it is obviously 

shown from Figure 8 that the chosen P0-C1 state will lead to 

high power consumption (highest performance) with 

minimum possible delay during the maximum volume of 

traffic loads (rush hour). 
 

 
Figure 8. Total power consumption according to P0-C1 state. 

 

 
Figure 9. Total power consumption according to P3-C1 state. 

 

On contrary for the case of P3-C1 state shown in Figure 9 the 

minimum power consumption (lowest performance) with 

maximum possible delay during the minimum volume of 
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traffic loads. The values of ϕidle , τon, ϕa and μ used for 

numerical calculation of the total power equation stated in (4) 

for different P-C states were adopted from [7][12], and are 

illustrated in Table III and IV. 

TABLE III POWER CONSUMPTIONS AND TRANSITION TIMES OF 

THE DEVICE’S C-STATES 

CX state 𝛟𝒊𝒅𝒍𝒆 𝛕𝒐𝒏 

C0 Active Active 

C1 10 Watt 10 ns 

C2 8 Watt 100 ns 

TABLE IV POWER CONSUMPTIONS AND FORWARDING 

CAPACITIES OF THE DEVICE’S P-STATES 

Py state 𝝓𝒂 𝝁 

P3 50 Watt 650 kpkts/s 

P2 60 Watt 770 kpkts/s 

P1 70 Watt 890 kpkts/s 

P0 80 Watt 
1010 ts/s 

VII. CONCLUSION 

We proposed an analytical model able to capture the impact 

of packet size on the packet processing capacity, which will 

affect the total power consumption of edge router. We found 

also the best suitable power configuration of pipelines in both 

high traffic volume (rush hours) and low traffic volume, and 

achieve the best way to optimize the tradeoff between energy 

consumption and network performance indexes (delay) using 

different packet sizes. 

Firstly, we considered energy aware network devices able to 

trade their energy consumption for packet forwarding. We 

proposed an analytical model able to capture the impact of 

power management capabilities on network performance. This 

study is based on the analytical models represented in [7][12]. 

We focused on the packet processing, which generally 

represents the most energy consuming components of network 

devices (60%), as well as the power consumed in router 

interfaces (13%). Our goal was to find the best suitable power 

configuration of pipelines in both high traffic volume (rush 

hours) and low traffic volume; and to achieve the best way to 

optimize the tradeoff between energy consumption and network 

performance indexes using different packet sizes. 

Secondly, we analyzed and drawn an analytical power 

consumption model of a router interface. We analyzed it against 

the packet size. According to the results, we can find that the 

power consumption of the router interface is in the direct 

proportion to the link utilization as well as in the reverse 

proportion to the packet size. Also, we deduced that the packet 

size is in reverse proportion to the packet processing capacity, 

which will lead to decrease the power consumption of packet 

processing inside data plane as well. The obtained results show 

that for low traffic volumes, it is recommended to use a P-state 

corresponds to the minimization of energy consumption 

constrained to low packet latency with high packet size. For high 

traffic volumes, it is recommended to use a P-state corresponds 

to the maximization of energy consumption constrained to low 

packet latency with high packet size. Also, it is suggested not to 

select too deep standby C-state as it may cause a rise in power 

consumption to make the transition from the sleeping state Cx to 

the active C0 state. 

Our future work will study the power consumption of the 

router taking into consideration the buffer management which 

consumes 8.5% of the total power inside the data plane. Also, 

we will study the effect of different routing protocols on the total 

power consumption besides more practical results by setting a 

practical test bed to validate the analytical model using Network 

Performance Monitor (NPM) and edge routers support the 

energy wise feature. 
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Abstract— Electronic Control Units (ECUs) are essential for 

controlling many functions and systems in current and future 
vehicles.  Modern vehicles incorporate over seventy ECUs.  
Those ECUs are vulnerable to security attacks. A number of 
these attacks can be fatal and can result in casualties.  
Undoubtedly, there is a critical need for protecting the ECUs 
infrastructure.  This paper proposes an approach to secure 
vehicle’s ECUs based on a grouping principle. Four groups are 
introduced.  Each group is controlled by a Master ECU, and the 
Master ECUs are controlled by a Super Master ECU.  Public key 
cryptology is adopted.  Furthermore, the possibility of applying 
symmetric key cryptology, Elliptic Curve Cryptology (ECC), and 
One-Time Pad are investigated. 

Keywords— ECUs; Security Architecture; Security Protocols; 
Security Requirements 

I. INTRODUCTION 

   Modern vehicles deploy a number of busses in their 
networks.  Among these are the Local Interconnect Network 
(LIN), Controller Area Network (CAN), Media-Oriented 
System Transport (MOST), and FlexRay.  LIN is used for the 
lowest data-rate functions, such as door locks, climate control, 
and mirror control.  CAN is suitable for medium speed 
applications including body systems, engine management, and 
transmission.   MOST lends itself to the high-speed data rates, 
and therefore, it is convenient for multimedia and 
entertainment.   Finally, the FlexRay is suitable for safety-
critical applications, such as steer-by-wire, stability control, 
and brake-by-wire.  Connected to these buses are various 
Electronic Control Units (ECUs).  ECUs are embedded 
systems controlling one or more of the vehicle’s systems and 
subsystems. They play a crucial role in controlling many 
functions in vehicles.  ECUs are made up of both hardware 
and firmware.  They are named and differentiated based on 
what they are used for.  For example, the Engine Control 
Module (ECM) controls various engine functions such as fuel 
injection, ignition timing and idle speed control system, the 
Electronic Brake Control Module (EBCM) is used in the anti-
lock braking system (ABS), and the Powertrain Control 
Module (PCM) monitors and controls speed control, A/C, and 
automatic transmission [1]-[9].  It is critical to protect these 
ECUs for proper functioning of the vehicle and for safety 
purposes.  
   Nish [10] introduced a number of security issues in modern 
automotive systems.  The communication of Tire Pressure 
Monitoring System (TPMS) with its sensor is unsecure and 

missing encryption and signature in the data protocol.  As a 
result, the tire pressure warning lights can be turned on and off 
causing the driver to worry about the tire pressure when there 
is nothing wrong with it.  Another issue regards the keyless 
entry systems.  The passive keyless entry in modern cars can 
be subject to relay attack by intercepting and relaying the 
radio signal from the smart keys to the cars.  The attackers can 
break into and steal the valuables left in the vehicle.  Further 
issue that has a safety nature involves the On-Board 
Diagnostic port (OBD-II).  This interface provides direct 
access to the vehicle for diagnosing and updating the firmware 
of ECUs.  By connecting to this port through a USB or WiFi, 
some software on the attacking computer can re-program the 
ECUs causing considerable and possibly fatal damage. 
   Othmane, Weffers, Mohamad, and Wolf [11] proposed a 
taxonomy for vehicle security and privacy aspects.  They 
stressed the security of communication links, data validity, 
devices security, identity, and access control.  They attempted 
to provide an initial repository of threats to vehicle network.  
Security threats and the possibility of attacks can arise when 
drivers try to control the lights, windshields, wipers, air flow 
and the heater of their vehicles through Bluetooth or exercise 
remote starting or unlock doors using their PDA [12].  Any 
attack on the Bluetooth or the PDA will impact security of the 
vehicle and drivers safety.  A vehicle’s ECUs communicate 
through the in-vehicle network and it communicates with 
Service Providers through cellular network [13].  All the 
possible attacks on cellular networks will find their way to the 
vehicle and can impact the ECUs. 
   A  security approach to protect the CAN protocol from 
masquerade and replay attacks was proposed by Lin and 
Sangiovanni-Vincentelli [14]. They provided a software-only 
solution with no additional hardware needed. The focus was 
on run-time authentication after ignition key i s  t u r n e d  o n  
and the security secret keys have been distributed to the 
ECUs.   Han, Potluri, and Shin [15] introduced a security 
architecture to deal with the potential security attacks 
infiltrated by mobile devices, such as smart phones and 
tablets, interfacing with the vehicle to send/receive 
information to/from the vehicle.  Three parties were adopted, 
the user device, the gateway, and the ECUs.  Patsakis, Dellios, 
and Bouroche [16] stressed that the standards for in-vehicle 
security are distant from deploying long-established security 
policies and procedures.  They analyzed the current auto 
industry policies and procedures with regards to security, and 
highlighted a number of vulnerabilities.  In an attempt to 
overcome these vulnerabilities, they introduced a security 
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architecture to support mutual authentications of ECUs and 
various access rights for users. 
   Several attempts have focused on grouping ECUs for 
various purposes.  In one of these attempts, ECUs were 
divided into four groups; Powertrain Master Control Unit, 
Chassis Master Control Unit, Cabin Master Control Unit, and 
Infotainment Master Control Unit [17]. Nilsson, Phung, and 
Larson [18] indicated five categories: Powertrain, Vehicle 
Safety, Comfort, Infotainment, and Telematics.  The groups; 
Comfort Systems, Body Control, Real Time Systems, and 
Safety-Critical systems were suggested by Seo, Kim, Hwang, 
Kwon, and Jeon [8].  Powertrain Gateway, Body and Comfort 
Gateway, Chassis Gateway, and Infotainment Gateway were 
advocated in [4].  ECUs were also grouped as Powertrain, 
Safety, Comfort, and Infotainment and Telematics [2].  A 
further approach adopted by Cho, Bae, Chu, and Suh [19] 
proposed User-Friendly Diagnostic Unit, Engine-
Transmission-Chassis-Body Unit, Safety Unit, and 
Telematics-Information-Entertainment Unit. 
   This paper proposes a security architecture for secure 
transmission of ECUs’ messages.  The ECUs are divided 
among four groups.  Each group is controlled by a Master 
ECU (MECU).  The resulting four MECUs are supervised by 
the Super Master ECU (SMECU).  Public Key cryptology is 
adopted.  Furthermore, the paper investigates the possibility of 
applying symmetric key cryptology, Elliptic Curve 
Cryptology, and stream ciphers.  The security requirements 
are examined.  The remainder of the paper is organized as 
follows: Section II introduces the proposed security 
architecture.  Securing the ECUs using public key cryptology 
is dealt with in section III.  Other possible approaches for 
securing a vehicle’s ECUs are briefly introduced in section IV.  
These include symmetric key cryptology, Elliptic Curve 
Cryptology and stream ciphers. Finally, the paper is concluded 
in section V. 

II. PROPOSED SECURITY ARCHITECTURE 
   In in-vehicle network, buses have ECUs connected to them.  
Three busses are shown in Figure 1 above; high speed CAN 
(CAN-HS), medium speed CAN (CAN_MS) and a LIN bus. 
To these buses various ECUs are connected.  ECUs broadcast 
messages.  In other words, messages are received by all ECUs, 
but only acted upon if the message concerns the receiving 
ECU.  The Body Control Module (BCM) and the Instrument 
Cluster (IC) are connect to both buses; CAN-MS and CAN-
HS.  These will act as gateways to gate the messages received 
from one bus to the ECUs connected to the other bus. Table 1 
provides the notations used in the hypothetical in-vehicle 
network. 

   The security architecture used in this paper is based on the 
principle of grouping ECUs.  The grouping could be based on 
any subdivision approach.  For example, ECUs may be 
grouped based on their location, functionality, or 
collaboration.  The number of groups is not limited.  In Figure 
2 below, the ECUs are distributed among four groups of 
Master ECUs, MECU1, MECU2, MECU3, and MECU4.  A 
number of ECUs are attached to each Master ECU.  MECUs 

do not necessarily contain the same number of ECUs.  For this 
reason, the subscript of the last ECU in each group has 
different letters.  In other words, the use of one subscript letter 
was avoided to indicate possibly different number of ECUs.  
There is no direct connection between the ECUs of each group 
with the other groups. 
 

 
 

Figure 1. Hypothetical In-Vehicle Network 
 

TABLE I 
NOTATIONS USED IN IN-VEHICLE NETWORK 

Symbol Role 

ECM Engine Control Module 
PCM Powertrain Control Module 
TCM Transmission Control Module 
ACC Adaptive Cruise Control 
PAM Parking Aid Module 
ESC Electronic Stability Control 
BCD Blind Spot Detective 
ABS Anti-Lock Brake System Module 
IC Instrument Cluster 
BCM Body Control Module 
HVAC Heat, Ventilation, and Air Conditioning System 
IT Intrusion Detection 
SJB Smart Junction Box 
SBC Seat Belt Control 
ACM Audio Control Module 
FDIM Front Display Module 
TCU Telematics Control Unit 
OBD-II On-board Diagnostic System II 
  

 

   The four master ECUs are connected to the Super Master 
ECU.  The SMECU is the heart of the security architecture.  It 
is the only component connected to the outside word through 
the security architecture for manufacturer-vehicle 
communication, which secures various areas, such as 
Firmware On-The-Air (FOTA), Software On-The-Air 
(SOTA), and on-board diagnostics.  Therefore, SMECU will 
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be protected by that security architecture, which is beyond the 
scope of this paper. 
   The SMECU manages the security of the four MECUs.  
When a message is broadcasted, it will not reach all the ECUs 
as shown in Figure 1 above. Only the MECU that controls the 
broadcasting ECU and the ECUs of the same group will 
receive it.  The MECU of that group will then forward it to the 
SMECU.  To broadcast to the ECUs of the other groups, the 
SMECU will decide which MECU will receive this message, 
by checking the message ID.  Once received by the MECU, it 
will broadcast it to its members.  By observing the message 
ID, the individual ECUs will decide to either ignore the 
message or act upon it.  The security approach adopted by the 
proposed architecture does not allow any direct 
communication between the MECUs.  This will prevent 
threats to the ECUs of one group from propagating to the 
ECUs of other groups. 
   The Super Master ECU manages key creation and 
distribution for the four MECUs.  The individual MECUs 
manage key creation and distribution for their members 
(ECUs). The broadcasted messages are short.  This implies 
that public key cryptology is appropriate here.  However, the 
symmetric key cryptology can also be used. 
 

 
Figure 2. The Proposed Security Architecture 

III. ECUS SECURITY 
   Due to bus frame limitation, an ECU message (payload) will 
be broken down into three messages.  Each frame will contain 
the ECU ID, ECUID, Message ID, MSGID, and the Message, 
MSG. Messages not exceeding the size of the framework will 
be sent in one communication. To facilitate following the 
security protocols, Table 2 provides the protocol notations. 

A. Initialization 
   All nodes will have their initial public and private keys pre-
installed at manufacturing time.  In addition, each MECU will 

have the public keys and IDs of its members and its members 
will have their MECU’s public key and ID pre-installed.  
Further pre-installation include a shared secret value Si 
between MECU i and its members, and a shared secret value 
Vj between each MECU and the Super MECU.  Finally, the 
public keys and IDs of the four MECUs will be pre-stored at 
the SMECU’s memory and the public key and ID of SMECU 
will be stored in each of the four MECUs. 
 
 

TABLE II PROTOCOL NOTATIONS 

Symbol Meaning 

MSG Message 
SMECU Super Master ECU 
MECUi, i= 1- 4 Master ECU i 

ECUij ECU j of MECU i 
PUECU, PRECU Public & private key of ECU 
PUMECU, PRMECU Public & private key of MECU 
PUSMECU, PRSMECU Public & private key of SMECU 
IDECU ID of ECU 
IDMECU ID of MECU 
IDSMECU ID of SMECU 
Si Secret value shared between MECU i & its ECUs 

Vj Secret value shared between MECU j & SMECU 
KECU Key shared between ECU and MECU 
KMECU Key shared between MECU and SMECU 
KMECU MAC Key shared between ECU and MECU 
KMMECU MAC Key shared between MECU and SMECU 
C(KMECU, MSG) MAC function for ECU and MECU 
C(KMMECU, MSG) MAC function for MECU and SMECU 
T Time stamp 
-O Used after a subscript to indicate old 
-N Used after a subscript to indicate new 
Kij Symmetric key shared between MECUi and ECUj 

Ki Symmetric key shared between MECUi & SMECU 

Gi Group key shared between MECUi and its ECUs 
H(X) Hash code of X 
SIG(X) Signature of X 
NX Private key of X in Elliptic Curve Cryptology 
PX Public key of X in Elliptic Curve Cryptology 
  

 

B. Keys Generation and Distribution 
 
   The pre-installed keys will be used once to distribute the 
newly created keys and then ignored.  Each ECU will create 
its own public and private keys.  The MECUs and the SMECU 
will also create their public and private keys. 
   Each ECU will send its public key to its MECU.  The new 
public key, PUECU-N, will be encrypted by the current public 
key of the MECU, PUMECU, and then by the old private key of 
the ECU, PRECU-O.  In other words, the encrypted new public 
key is signed before sending it to MECU: 
 
ECU à MECU: E[PRECU-O, E(PUMECU, PUECU-N)]. 
 
   Note that here only one message is needed.  After carrying 
out the needed decryptions, the MECU will capture the new 
public key and store it. 
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   The MECU will use a similar approach and send the 
encrypted and signed new key to the ECUs belonging to it. 
MECU à ECU: E[PRMECU-O, E(PUECU, PUMECU-N)]. 
 
   Each MECU sends its new public key to SMECU, and the 
SMECU will provide its new public key to the four MECUs 
after receiving theirs following the above style 
 
MECU à SMECU: E[PRMECU-O, E(PUSMECU, PUMECU-N)]. 
SMECU à MECU: E[PRSMECU-O, E(PUMECU, PUSMECU-N)]. 
 
   Having done that, all the old public and private keys are 
discarded.  This approach is also used when the keys need to 
be changed periodically or when needed. 

 

C. Secret Value Generation and Exchange 
 
   The new shared secret value, Si, between MECUi and its 
ECUs is generated as follows: 
 

1) Zero the odd bits of Si to get S’i 
2) Select an ECUj at random to get its ID, IDj 
3) Compute X = S’i XOR IDj 
4) Encrypt X with the public key of MECUi to get Y,  

Y = E(PUMECUi , X) 
5) Zero the even bits of Y to get Z 
6) Select an ECUj at random to get its public key, 

PUECUj 
7) Encrypt Z with this public key to get the new Si,  

Si-N = E(PUECUj , Z) 
    
   The same algorithm is used for generating the shared secret 
value, Vj, between MECU j and the SMECU after replacing 
ECU with MECU, and MECU with SMECU. 

 

D. ECU’s Public Key and ID Exchange 
 

   Each MECU is in charge of ensuring its members have the 
public keys and IDs of all other members.  The MECU will 
send messages containing the public key, ID, and time stamp 
to each ECU.  The messages are encrypted with the private 
key of the MECU and then with the public key of the ECU in 
question.  For example, MECU4 will send the following two 
messages to ECU4s (refer to Figure 2 above): 

 
X1 = E(PRMECU4, PUECU41 || IDECU41 || T) 
X2 = E(PRMECU4, PUECU42 || IDECU42 || T) 
MECU4 à ECU4s: E[PUECU4s, X1) 
MECU4 à ECU4s: E[PUECU4s, X2) 

 
   An alternative would be to have the MECU issue 
certificates.  However, certificates will require more 
communication traffic in this case. 
 

E. Securing ECU Messages 
 

   An ECU message, MSG, includes the payload, ECU ID and 
message ID (MSG = Payload || IDECU || IDMSG).  There are 
other contents that fulfill other ECU or bus requirements.  
However, these will not be included in the security protocol.  
The broadcasting ECU carries out the following: 

 
1) Encrypt MSG with its private key 
2) Calculate the cryptographic hash for MSG || Si, 

H(MSG || Si) 
3) Sign the cryptographic hash using an agreed upon 

digital signature algorithm.  This signature will be 
denoted by SIG [H(MSG || Si)] 
 

   It then broadcasts the following three protocol messages 
to its MECU and members of its group: 
 
M1 = E (PRECUij, MSG || T] 
M2 = E (PRECUij, H(MSG || Si) || T] 
M3 = E (PRECUij, SIG [H(MSG || Si)] || T] 
 
ECUij à X: M1 
ECUij à X: M2 
ECUij à X: M3 

   Here X is used to denote other ECUs in the group and 
MECUi.  The second and third protocol messages need to be 
padded to make them the same length as the first message.  
   Upon receiving these messages, the MECUi will broadcast a 
message to its members indicating which ECU broadcasted 
the message.  The message contains the ID of the broadcasting 
ECU. This will allow the ECUs to use the right public key to 
decrypt each message.  Assuming ECU11 from the group 
controlled by MECU1 is broadcasting, MECU1 broadcasts the 
following message: 

 
MECU1 à ECU1j: E (PRMECU1, IDECU11 || T). 
 

   At this point, each ECU is ready to decrypt the first message 
with the public key of the sender to get the message, MSG.  It 
then checks the message ID, IDMSG, to see if it needs to do 
anything.  If the message does not concern it, there is no need 
to decrypt the other two messages.  Otherwise, the receiving 
ECU calculates the hash of MSG || Si and compares it to the 
received hash code in message two.  Then, the signature 
received in message three is verified.  If either the hash code 
or the signature cannot be verified, the message is ignored and 
MECUi is informed.  This could imply a hardware or software 
issue at the sender site, or a possible attack. 

   MECUi will recover MSG from message M1, encrypt it first 
with its private key and then with the public key of SMECU.  
It then computes the hash of the message and Vj (H(MSG || 
Vj), and signs the resulting hash code.   
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   The resulting messages will be sent to SMECU.  The 
SMECU will perform the needed decryptions, and 
verifications of the hash code and signature.  Based on 
message ID, IDMSG, SMECU will make the decision on which 
MECUs should receive it.  A similar approach will be used to 
create three different messages for each MECU that needs this 
MSG.  Once these messages are received by the MECU and 
MSG is recovered, the MECU will broadcast the received 
message to its ECUs. 
 

F. Fulfilling Security Requirements 
 
   Most of the sent messages are encrypted with the public 
key of the receiver.  This ensures confidentiality because no 
one can decrypt the message but the one who owns the 
related private key.  When a message is broadcasted, it 
cannot be encrypted by the public key of the receiver due to 
the fact that a number of simultaneous receivers exist.  
However, encrypting it with the private key of the sender will 
ensure only the members of the group can decrypt.  It could 
be argued here that the message is confidential for other 
members of the group because only those members know the 
public key of the sender. 
   To ensure message integrity, all the messages have their 
hash code added.  Furthermore, the hash code is signed with 
the private key of the sender.  The receiver can verify the 
integrity of the received message by calculating the hash 
code and comparing the two hash codes.  If there is a 
mismatch, the message has been modified. 

    To ensure that parties (ECUs, MECUs, and SMECU) are 
communicating with the right parties, the messages are 
encrypted with the private key of the sender.  In addition the 
hash code also serves as the authenticator.    
   

IV. OTHER POSSIBLE SECURITY APPROACHES 
 

A. Using Symmetric Keys 
 
Symmetric key cryptology can also be used to secure the 
proposed security architecture.  The initialization step will be 
the same as for the public key cryptology.  The public and 
private keys are removed, and symmetric keys Kij are shared 
between the MECUs and ECUs.  Furthermore, symmetric 
keys Ki are shared between MECUs and SMECU.  Each 
MECUi creates a group key, Gi to be shared with its ECUs. 
The SMECU generates four session keys and shares a unique 
one with each MECU.  Encryption with symmetric key 
provides confidentiality and authentication.  The three 
messages above will be re-written as: 
 
M1 = E (Kij, MSG || T] 
 
M2 = E (Kij, H(MSG || Si) || T] 
 
M3 = E (Kij, SIG [H(MSG || Si)] || T] 

B. Utilizing Elliptic Curve Cryptology 
   Elliptic curve cryptology (ECC) is also effective in securing 
the above-mentioned architecture.  The initialization will 
include pre-installing the global public elements Eq(a, b), G, 
and n.  Here, Eq(a, b) is an elliptic curve with parameters a and 
b, q is a prime integer, G is a point on the elliptic curve whose 
order is a large value n.   
   Each group including the MECU and its ECU members will 
create their private keys, NX, and calculate their public keys, 
PX, where X indicates any ECU, or MECU.  To illustrate this, 
the group of MECU1 (refer to Figure 2 above) is selected.  The 
following procedure is used: 
1. MECU1 selects its private key N1 and calculates its public 

key P1, P1 = N1 x G 
2. ECU11 selects its private key N11 and calculates its public 

key P11, P11 = N11 x G 
3. ECU12 selects its private key N12 and calculates its public 

key P12, P12 = N12 x G 
4. ECU1n selects its private key N1n and calculates its public 

key P1n, P1n = N1n x G 
5. The MECU and ECUs broadcast their public keys.  

Therefore, each one of them will have all the public keys: 
P1, P11, P12, and P1n.  

6. The messages M1, M2, and M3 will be represented as 
points on the curve Eq(a, b) when broadcasted. 

7. The MECU will send the ID of the broadcasting ECU to 
allow the ECUs to use the right public keys. 

   The same procedure of generating and exchanging keys 
applies to MECUs and the SMECU but without the 
broadcasting of step 5.  Instead the SMECU and each MECU 
will exchange their public keys. At the end, each MECU will 
have the public of the SMECU only, but the SMECU will 
receive the public key of the four MECUs.   Step 7 will be 
deleted, as there is no broadcasting between the MECUs and 
the SMECU. 
   With elliptic curve cryptology, only the signature will be 
used.  No hash code or message authentication code will be 
employed. 

C. Employing Stream Cipher 
   Another approach would be using One-Time Pad (OTP).  
The keystream S = {S0, S1… Sn} will be generated using a 
True Random Number Generator (TRNG), such as Intel 
Digital Random Number Generator (DRNG) [20], or the full-
hardware implementation of a true number generator 
suggested by Schaumont [21].  For this purpose, the MECUs 
and the SMECU should encompass the hardware needed for 
generating true random numbers.  Initially, all the shared key 
streams need to be pre-installed at manufacturing time.  
   The SMECU will create four different keystream using the 
installed hardware for TRNG, one for each MECU.  The 
generated keystream will be encrypted with the old keystream 
(initially, the pre-installed one and later the current one) 
shared with each MECU and sent to MECUs.  Likewise, each 
MECU creates a keystream using its TRNG hardware, 
encrypts it with the old keystream and send it to its members 
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(ECUs). Once these keystreams are established, the pre-
installed ones are discarded.   
   To broadcast a message, that message should be encrypted 
with the keystream prior to broadcasting it.  If the bus frame is 
full, another a frame will be used to transmit what is left of the 
message.  The MECU in charge of the broadcasting ECU will 
forward it to the SMECU encrypted with the shared 
keystream. Once received by SMECU, it will be analyzed and 
sent to the MECUs that need the broadcasted message for their 
members (ECUs).  Once the decryptions are performed, all 
used keystreams will be discarded and new keystreams will be 
generated. 

V. CONCLUSION AND FUTURE WORK 

   The Electronic Control Units (ECUs) play a critical role in 
controlling many of the functions of current day’s vehicles. 
Because these ECUs are part of the in-vehicle networks, the 
possibility of security attacks is inevitable.  To protect the 
vehicle ECUs against various network attacks, a security 
architecture based on the notion of master and super master 
ECUs to ensure ECUs’ secure message broadcasting was 
proposed.  This architecture was implemented using public 
key cryptology.  The master and super master ECUs also 
simulated the role of a Key Distribution Center (KDC) 
through being in charge of generating keys for the units under 
their control. The super master ECU controlled the 
broadcasting of ECUs’ messages from one group of ECUs to 
the other groups.  Furthermore, the paper showed that other 
security approaches are reasonable.  To this extent, symmetric 
key cryptology, Elliptic Curve Cryptology, and stream ciphers 
were investigated. 

   Future work will concentrate on the implementation phase.  
During this phase, the optimal grouping of ECUs will be 
determined.  A comparison of the four approaches; public key 
cryptology, symmetric key cryptology, stream ciphers, and 
Elliptic Curve cryptology will be carried out to select the most 
suitable approach for securing the ECUs.  Furthermore, the 
most convenient algorithm that takes into consideration the 
computing resources limitations of the ECUs will be adopted. 
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Abstract— Telecommunication Market evolution poses 
challenges for future mobile networks. On one side, pressure 
on network operators regarding technology investments and 
decreasing revenue; while on the other side, changes in 
customer behavior and perception give rise to the quest for 
structural re-organization and for new business strategies in 
the telecommunications business. This paper gives attention to 
the telecommunication market from the microeconomic 
perspective and describes a solution for a near perfect 
telecommunications market where the market innovation and 
the efficiency of underlying telecommunication system are 
optimized by forces of demand and supply. The author 
envisions a pervasive telecommunication market based on the 
marketplace concept proven over 200 years’ combined with 
advanced wireless network architecture. 

Keywords- Wireless Ticket Exchange; multi-tenancy;  
telecommunications market;  marketplace. 

I.  INTRODUCTION  

The telecommunication market evolution poses 
challenges to future mobile networks. There is an enormous 
pressure on the network operators to reverse the trend of 
decreasing revenues, to adopt new cloud infrastructure, to 
provide broadband, delay and reliability stringent services, 
as described in [1] and to ensure necessary technological 
investments as discussed in [2] and [3]. On one hand, higher 
transmission peak capacity is required and on the other, 
networks are highly underutilized, as stated in [4]. From the 
user perspective, rapid changes in customer behavior (and 
perception) set special requirements for network and new 
service categories force redefinition of the provider-to-
customer relationship [5]. 
A promising approach towards network cost reduction is 
sharing of radio resource. The pure infrastructure sharing 
can be realized, but at the expense of suboptimal profits. In 
contrast, radio resource sharing between “equal” partners is 
very challenging - interoperability and responsibility in 
management decisions are the main problems to solve. The 
literature proposes a lot of strategies for sharing of physical 
radio resources, e.g. game theoretical approaches, but the 
strategies deal with some potential sharing ideals and 
concern mostly single aspects reduced to one specific 
problem, which do not help to solve short term realistic 
multi-dimensional situation in radio resource sharing, as 

discussed in [6] and [7]. There is also a well known concept 
concerning “non-equal” cooperating partners, on one side 
the Mobile Virtual Network Operator (MVNO) and on the 
other the Mobile Network Operator (MNO). MVNO does 
not dispose of own radio infrastructure and has to cooperate 
with an incumbent network operator by leasing radio 
resources within the condition of a service level agreement 
(SLA). Since the SLA contrasts are long-lasting contracts, 
they are not adaptable to changing situation during the 
contract time. So, they are not dynamic to readjust for real 
capacity need in terms of location and time needed and not 
flexible for fast reaction to global market changes. 
Furthermore, the MNO dominance makes impossible for 
upcoming 3rd parties to enter the telecommunication market. 
With other words, the telecommunication market does not 
meet all conditions for flexibility, business dynamicity and 
price discrimination. Therefore we propose Wireless Ticket 
Exchange (WTE) a solution which makes possible, that the 
telecommunication market will be:  
• Open for and transparent to all market players, 
• Flexible and dynamic, 
• Can quickly respond to rapid market changes, 
• Guarantees easy entry to the market for newcomers, 
• Decision freedom and independence of network and 
service providers will retain, 
• Service providers have the possibility to address targeted 
consumer groups rapidly, and 
• Contracts between providers as well as between 
providers and users are flexible with regard to contract 
subject, price, and duration. 

Our approach does not focus only on technology as such, 
but also on integration of economic and user aspects into a 
holistic framework realized by the WTE approach.  
 The rest of this paper is organized as follows. Section II 
provides economic background and introduces basics of 
market mechanisms in user–provider interaction. Section III 
addresses necessary changes towards a future 
telecommunication market. Section IV goes into details of 
the idea of the Wireless Ticket Exchange. Section V 
addresses the user integration into the upcoming pervasive 
telecommunications market. Section VI concludes the 
paper.  
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II. MARKET MECHANISMS 

To understand the issues arising in telecommunication 
network economics, we focus first on some basic 
microeconomics market mechanisms. 

Due to market mechanisms, demand and supply balances 
towards an optimum. The higher the price of a product the 
more the supplier is willing to produce and sell. As seen in 
Figure 1, product demand follows the inverse of the product 
price. The market clears at the equilibrium price p* and the 
quantity q*. The variation of the price and quantity over 
time depends on the way in which supply and demand 
respond to economic variables such as demander’s income, 
production costs, etc. If the price p* is regulated to p1, the 
quantity supplied decreases and a demand shortage develops 
[8]. 
Above mentioned mechanisms show the native market 
feedback balancing demand and supply to the optimum. 
Any external influence violates market forces [9]. 

 

           
Figure 1.  Market mechanisms. 

As shown in Figure 2 the number of potential customer base 
C, as given in (1) depends on users’ affordability A, defined 
as the relationship between the disposable incomes I and 
price p, as shown in (2), where k is a constant. 
 

             
Figure 2.  Normalized customer base vs. product 

affordability. 

                           AeC −−=1 ,                             (1) 

p

I
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Price changes of a product affect the affordability and so 
the number of potential customers in such way that the 
higher the product’s affordability the higher the market size.  
Also, the lower the product price, the more price-sensitive 
users will be attracted [10]. Besides the price, user’s non-
monetary preferences must be taken into account in strategic 
decisions of a provider. 

A. Users utility 

The preferences of a user i using a telecommunication 
service can be therefore represented by a utility function Ui 
which is an abstract concept in economy and which 
represents the satisfaction or benefit that a user gains from 
consuming a given amount of resources. The utility maps 
the set of outcomes q, e.g., Quality of Service (QoS), access 
time to the network, etc., to the set of real values, as e.g. 
proposed in [11]. Usually, the utility function strictly 
decreases in price pi, which means, the user prefers to pay as 
little as possible. The reference utility we can define as 
Ui(q0,0), i.e., a utility without monetary outcome, and then 
the valuation function for the outcome q is the maximum 
price the user is willing to pay for the preferred outcome 
over the reference utility: 

{ }0)0,(),(:sup:)( 01 ≥−= qUpqUpqV iiii .     (3) 

Now we assume, the user would like to stream a video with 
a high quality ϱ and his utility function Ui(ϱ,pi) is increasing 
in ϱ. Additionally, we suppose that the user is willing to pay 
an additional fee β for a higher streaming quality and will 
not pay for  the service with a lower quality than defined as 
ϱmin even if the service is for free. In this case for all 

x+≤≤ minmin0 ρρ   the utility function is defined as 
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If minρρ < , the user is not willing to pay for the service 
improvement, hence the user gets the same utility 

as minρρ = . The valuation function 
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reflects the maximum price the user will be willing to pay. 
Therefore the utility function 
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can be used by the operator to compute an equivalent price 
for a service with quality ϱ. The above model indicates the 
importance of the effects of user preferences on product, in 
this case, on service design. Operator has the opportunity to 
create an extensive service portfolio to measure the demand 
structure, and to calibrate the service parameters according 
to users’ valuation. The wider the service portfolio, the 
higher the probability that certain services comply with 
users’ requirements and the faster an operator can optimize 
services and the revenue. 

B. Operators revenue 

 Building on the above observation we construct a 
business valuation function representing operator’s revenue 
from transactions at the time services are sold. In general, 
the revenue R is the quantity of the sold product times the 
selling price p.  
The number of sold products results from the number of 
customers C who bought a number N of the product. The 
number of sold products results from the number of 
customers C who bought a number N of the product snd so 
the revenue R can be defined 
                                  pNCR **= .                                  (4) 
Considering (1) we define 

                    )1( AeC ηλ −−= ,                                (5) 
 
where 0≥λ is the fraction of users who bought the service, 
and 0>η is a constant. We define product demand as 

                                   
2)(* µ−Γ−= ekN ,                             (6) 

where k>0 is number of transactions per user, 0>Γ is the 
parameter describing service characteristics, and 0>µ the 
most demanded service. Hence with (4), (5) and (6) we can 

define the total revenue totR from service: 
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In summary, a telecommunication market model, as 
shown in Figure 2 and Figure 3 can be characterized by a 
number of potential customers interested in a specific 
telecommunication product and by a number of units of this 
product, the potential customer efforts in dependence on 
product embodiment. 

As shown in Figure 2 the higher the product affordability 
the more customers will probably buy this product. It is 
advantageous to have cheap products due to higher 
customer base. Furthermore cheap product have better profit 
margin. Figure 3 shows, that the better product’s 
embodiment fulfills customer demand the more product 
units will be sold per customer. Services (see Figure 3) 
described by the service depiction value considering 
affordability, price, QoS, duration time, target group, etc. 
have to be carefully designed in order to attract users and to 
maximize the demand. 

The telecommunication market today does not have a 
mechanism which guarantees that a general demand/supply 
balance can be maintained on the market. This entails a need 
for information on market conditions and its capacities. 

          
Figure 3.  Different services and their normalized demand 

on the market. 

Conventional distribution channels such as shops or 
provider’s own internet platform are cost intensive and 
address to low customer base. Therefore, the provider is 
forced to maximize products volume, e.g., to create complex 
and expensive product packages and/or to force the 
customer to accept a long-term contract. This is in turn 
contradictive to above findings. As a result, the provider 
cannot exhaust the market potential and let business 
opportunities unexploited. If the provider would get the 
opportunity to reduce distribution costs and to adopt 
contract volume and duration to customers’ needs more 
closely he would increase its revenues significantly.  

A remedy can be a marketplace that integrates all 
customers having demand for telecommunication products. 
Such marketplace is provided online and so marketing and 
customer assistance in dedicated shops is not needed. 
Purposive provider’s internet pages are superfluous too. In 
addition, contrary to provider’s web pages, offers provided 
on a marketplace are transparent and help customers to 
understand the presented service and price plan. An online 
marketplace provides the product presentation and the 
trading for every provider and will therefore reduce the unit 
costs.  

To enable the telecommunication market fulfilling the 
mentioned requirements in Section I we propose a 
telecommunication marketplace empowering natural market 
forces. Such a marketplace can be represented by an auction 
or an exchange.  

C. Auction and Exchange 

Economics know different embodiments of competitive 
markets, depending on traded artifacts and trading rules. 
Auction and exchange are examples of marketplaces. For 
example, Google proposed recently a concept, where a user 
pings service providers for their best offers while placing a 
call [12]. Then, either the user or an appropriate application 
evaluates the bids and completes the call. In a traditional 
auction there are usually many prospective buyers and one 
auctioneer conducting the auction process which lasts for a 
defined time period. Auctions are in general appropriate for 
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unique objects and in telecommunication markets often used 
to trade licensed radio spectrum [13]. Unlike auctions, an 
exchange is a marketplace with many sellers and many 
prospective buyers, where the prices are posted [14]. Trades 
are made directly between the buyers and the sellers and the 
clearing process is conducted immediately if there is a call. 
Sellers compete by submitting offers to the exchange or, in a 
simplified way, directly to the user.  

Therefore, in order to decide whether auction or exchange 
is more preferable as a trading concept for 
telecommunication products by considering criteria, inter 
alia, transaction duration, dynamicity, openness and 
transactions simplicity, we decided that an exchange is 
better suited as a platform for trading of telecommunication 
artifacts than the auction. 

III.  NEW ARCHITECTURAL AND BUSINESS MODEL 

The above theoretical analysis shows that mentioned 
requirements on the telecommunication sector can be 
fulfilled by creation of a flexible operating platform, the 
marketplace. Marketplace architecture implies multitenancy 
and network virtualization, as claimed in [13]. This opens 
the value-chain of the telecommunication sector and so 
leads to separation of telecommunication provider roles. As 
a consequence, previously closed proprietary interfaces are 
turned into non-proprietary interfaces and thus offer 
infrastructure facilities to upcoming 3rd parties.  

Therefore, in the next generation wireless network a 
possible business model can be based on increased 
specialization of the market players towards: 

• Mobile Network Infrastructure Providers (MNIP). 
• Mobile Virtual Network Operators (MVNO).  
• Service Providers (SP), Content Providers (CP), etc.  
• Marketplace Operator.  

 
Mobile Network Infrastructure Provider offers network 
infrastructure and technologies as well as connectivity 
service. To make physical resources multi-tenant scalable, a 
MNIP transforms its network resources into logical 
resources by virtualization and wraps them to telco artifacts 
targeted to different customers. Telco artifacts are described 
by a number of parameters as QoS, traffic volume, location, 
radio access technology, contract duration, price, etc. The 
MNIP is obligated to guarantee the complete performance 
of the telecommunication artifacts. 

Networks created and managed by Mobile Virtual 
Network Operator are based on virtual resources purchased 
from MNIPs on a marketplace. Note that the proposed 
MVNO differs from the today’s defined MVNO. Since the 
MVNO does not own its own network, no customers can 
roam to that operator. However, all the customers of the 
MVNO have roamed to the networks of the MNOs. This 
makes the situation asymmetric, and this is not the case in 
our concept. MVNO can purchase connectivity services to 
expand its virtual network by additional area. Thanks to the 
flexibility given by the marketplace, MVNO can freely 

design spacial extend of its network and dynamically adopt 
resource volume to predicted traffic load. The calculation of 
needed resource in respect of amount, contract duration time 
and price is in its own responsibility. 
Service Provider cooperates with MVNOs and offers 
services targeting current customer needs. Depending on the 
business model the services can be either integrated into 
existing virtual network or can be offered to the customer 
separately. 
Marketplace Operator provides marketplace platform where 
the MNIPs, MVNOs, and other players offer their products 
and make business.  
 Besides providers and operators also users will play an 
important role on the changing telecommunication market. 
Users will have the possibility to adopt contracts to their 
needs, preferences and actual location and ask for means 
supporting the creation of individual service bundles. 
Furthermore users expect also to have access to networks of 
different operators in order to get the specified service. 

IV.  WIRELESS TICKET EXCHANGE – THE MARKETPLACE 

The envisioned telecommunication market is based on well 
defined and straight trading rules and creates a trading 
environment transparent to all parties. Each bidder knows 
the offerings by competitors and the asked prices. The 
proposed telecommunication market comprises the platform 
WTE, the WTE Operator, various telco artifact providers 
and users.  
On the WTE market players meet one another and conduct 
transactions by trading telco artifacts. Telco artifacts can be 
any telecommunication object provided by 
telecommunication players. This can be hardware such as a 
Base Station, Small Cells, Backhaul as well as spectrum, 
bandwidth, service, etc. The telco artifacts are described in a 
form of standardized Telco Tickets whereby the structure of 
Telco Ticket can differ for commercial and private users. In 
general, Telco Tickets describe details of the offer  
As already indicated, the WTE is provided by the WTE 
Operator. He has a broker role and provides an exchange 
infrastructure supporting the execution and fulfilling of 
transactions.  The broker role comprises in getting Telco 
Tickets from the telco artifacts provider and managing the 
transaction process. A transaction is executed in real-time. 
Since demand and supply interact in a closed-loop, the price 
level and service characteristics have important effect on 
quantity demanded and inversely, the demand influences 
supply.  We would like to emphasize, that the future 
networks will be definitely dominated by solutions allowing 
m:n customer to provider relationships. Assuming so, 
customers are not necessarily bound to long term contracts 
and can choose between multiple providers according to 
user’s specific demand. This will be an opportunity for 
providers to create innovative products and so to 
differentiate from each other. Broad base services in terms 
of technology, service type, service quality and price will in 
turn generate positive stimuli for the market success of the 
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market players. The WTE is separated into the Commercial 
Ticket Exchange and the End User Ticket Exchange. The 
Commercial Ticket Exchange covers trading between 
business companies trading with business addressed 
artifacts, i.e., Business-to-Business (B2B) market. They 
have the possibility to sell and to buy network resources, 
different services, network nodes, etc. Furthermore, the 
companies offer services to the users. Their offers are traded 
on the End User Ticket Exchange serving users demand i.e., 
a Business-to-Customer (B2C) market. Furthermore, 
services such as Machine-to-Machine (M2M) are also 
provided at the WTE.  

A. WTE functions 

The WTE has to perform three tasks: 

• Admission as a trader. 
• Telco Ticket presentation.  
• Transaction processing and fulfilling. 
Admission as a trader is performed in a registration 

procedure where the applicant data is collected. The 
application procedure is different for commercial and for end 
user applicants.  

Telco Tickets will be exposed by a WTE service 
application presenting submitted bids and asks to the 
customers and allowing the customers to purchase selected 
artifacts. The WTE provides exchange facilities with 
interfaces for human interaction and machine type 
communication. 

B. WTE functional architecture 

The main functional entities of the WTE architecture 
are the Trading Facility, the Communication Facility, the 
Service Register, the Root Home Register, the Trader 
Register, the Subscriber Name Server (SNS), and the 
Authentication Center (AuC) (see Figure 4). 

 

       
Figure 4.  WTE functional architecture. 

The Trading Facility allows users to access the WTE as a 
visitor or as a subscriber. Rights a granted to a visitor to see 
the offered bids and asks, but without the privilege to close 
transactions. The WTE subscriber may be the end user as 
well as a commercial user, a commercial company. After the 
registration as a WTE subscriber, the End User gets a 
Subscriber Identity Module (SIM) card authorizing to trade 
on the WTE. Registration data of both, commercial as well 

as non-commercial users’ are stored in the Trader Register. 
The Service Register stores Telco artifacts to be traded.   The 
content of the Service Register, bids and asks uploaded from 
the contractors, is presented in a human readable form to 
allow traders to choose and to select services they need, and 
to buy corresponding tickets. The Communication facility 
supports internal communication between the Registers, 
between the Registers and Trading Facility, and external 
communication between the Wireless Ticket Exchange and 
subsystems of the network. The Root Home Register (RHR) 
receives data from the Trading Facility and stores the data 
and sends it to the Home Service Server of the involved 
network. The Subscriber Name Server (SNS) guaranties that 
the call is routed directly to user’s current location. 

C. Integration of marketplayers infrastructure into WTE 

Trading of products on the WTE requires an integration 
of the infrastructure belonging to market players into the 
WTE functionality, as shown in Figure 5. 

 

        
Figure 5.  WTE extensions to the network. 

This can be achieved by means of a specialized gateway, 
the WTE-Gateway, which is able to translate heterogeneous 
interfaces into WTE standard. The WTE-Gateway is 
moreover connected to other specialized nodes on the MNIP, 
MVNO or SP side. Figure 5 depicts an example of MNIP 
and MVNO. MNIP is equipped with a logical entity called 
Heterogeneous Atomic Resource Manager (HAReM) and a 
customer database. HAReM combines Atomic Resource 
Entities (ARE) collected by Atomic Resource Manager  
(ARM) to larger data transport entities, and creates Telco 
Tickets that will be delivering to the WTE in order to sell. 
Additional architectural entities on the MVNO side are 
Heterogeneous Network Manager (HNM) and Customer & 
Supplier database. HNM is responsible for virtual network 
creation, management of the virtual network, forecasting the 
network capacity due to subscriber’s requirements, and 
foreseen traffic load in respect of considered user demands 
on throughput. The HNM includes also creation and 
management of Telco Tickets. 

V. USERS CENTRIC APPROACH 

To enjoy the benefits of the WTE user has to register to 
WTE service as a trader. After the registration procedure the 
user becomes a trader who can benefit from different offers 
of various MVNOs and Service Providers. The user can 
purchase telco services on the WTE and (in exceptional case) 
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the user can sell acquired Telco Tickets back.  Every WTE 
subscriber is equipped with a SIM card identifying him as a 
trader. The SIM card storing user’s identification number 
(WTE identifier) allows him to access the network of 
MVNOs registered on the WTE. It is quite evident, that the 
trader has to possess Telco Tickets from one or more 
MVNOs before he can do calls in corresponding network. 
When a subscriber buys a service on the WTE, the 
subscriber’s data is automatically transferred to MVNOs 
Home Subscriber Server or corresponding facility in such a 
way that the buyer becomes the status of native subscriber of 
the seller for the time covered by closed transaction. If 
required, transaction procedure can be repeated by any 
number of times with different network operators. As a result 
a user has access to networks belonging to those MVNOs.  
In case off Telco Tickets containing combine services, as for 
example content service and corresponding streaming 
service, both providers are informed about conducted 
transaction. 
At the time the user enters a network of a MVNO that has an 
agreement with the user the MVNO provides the user with a 
MVNO local identifier. The telecommunication system uses 
the local identifier to route the call to the destination address.  
The user gets the status of a native subscriber of the seller for 
the time covered by the closed transaction. 

VI.  CONCLUSIONS 

We conclude that separation of telecommunication 
players’ roles is necessary to fulfill actual and future market 
requirements. By opening the value chain more business 
opportunities for traditional and new players will be 
available. The results will be welfare in maximizing market 
equilibrium by the forces of supply and demand. From this 
point of view we did not restrict our research to pure 
engineering on technological solution but we integrate 
economic and user perspectives, as well. As a consequence 
we draw the idea of WTE where various telecommunication 
providers, network operators, business customers and end 
users trade telecommunication artifacts in a free, dynamic, 
transparent environment with associated functional network 
and marketplace architecture. The many-to-many customer 
to provider relationship forces competitive advantage and 
boost performance in product differentiation and innovation. 
In opposite to known business models, we propose that 
providers retain their independence and freedom of decision 
in issues: which, with whom and how much resource to 
share. Due to flexible and dynamic contracts the WTE 
operators can cope with rapid changes in customers’ 
behavior, attitude and requirements. Again, due to market 
transparency users will generate immense dynamics and 
leverage expected assets.  

From the regulation point of view, WTE allows an easily 
entering the market for upcoming 3rd parties.  However, 
putting such an approach into practice reduces dominancy of 
today players in the mobile radio communication. Since the 
market offers new possibilities too, they can expect 
additional value by developing their commercial creativity. 
To this end, we are confident, trading of telecommunication 

artifacts addressed to commercial companies, as well as to 
private consumers opens new streams of revenue, brings 
opportunity for network monetization, radically improves 
cost structure and increases users’ satisfaction. 
In future works we will provide numerical methods and SON 
market driven algorithms applied to WTE service. 
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Abstract—The task of selecting web services is one of the main 

challenges for successfully exploring the Service-Oriented 

Architecture (SOA) approach in software development 

processes. Whereas the availability of web services tends to 

increase rapidly in the software industry, it is impractical to 

adopt ad-hoc manual approaches for selecting web services. 

Thus, considering a very large and complex search space, it is 

required an automated approach for selecting web services. In 

such a direction, exploring Search Based Software Engineering 

(SBSE) techniques, this paper proposes an automated approach 

for selecting web services, whose optimization strategy is based 

on functional and structural metrics that evaluate the 

functionalities provided by candidate web services, as well as 

their dependencies in the architectural level. As main 

contribution, experimental results show that the proposed 

approach represents an extremely complex problem in a 

systematic and structured way, discovering good-enough or 
even optimal solutions among the candidate web services. 

Keywords-Web Services; Service-Oriented Architecture; 

Search Based Software Engineering. 

I.  INTRODUCTION 

The advancements in software engineering approaches 
have contributed for increasing productivity in software 
development processes [1]. As a promising approach, 
software reuse has the potential to reduce development time, 
cost and risk during the development of a software product 
[2]. In such a context, Service-Oriented Architecture (SOA) 
has emerged as one of the main software reuse approaches, in 
which software systems can be developed reusing services 
available in the internet. Note that, SOA is an architectural 
style for building software systems, while Web Services (WS) 
are the preferred standards-based way to realize SOA [3]. 

Ideally, web services are perfectly connected and 
integrated without additional adaptation efforts for composing 
a software system or even a new web service. However, in 
practice, web services can be developed by different software 
providers, and, generally, such services can only be integrated 
with additional adaptation efforts for resolving 
incompatibilities among their required and provided 
functionalities [4]. As a consequence, such incompatibility 
issues must be already considered during the selection of the 
candidate web services, trying to choose more compatible 
candidates as a mean to reduce adaptation efforts, and 
consequently integration time and cost. 

The selection of web services has proven to be a phase of 
major complexity in SOA-based development processes. 

Most processes for selecting web services take into account 
only quality attributes or non-functional requirements of the 
candidate web services, such as availability, reliability, 
response time and price. However, functional requirements 
also have significant impact in the quality of a SOA-based 
software product. Indeed, functional requirements make 
possible to assess the effectiveness of the integration of all 
candidate web services, minimizing integration mismatch 
issues. The higher the integration effectiveness, the lower the 
amount of incompatibilities that arise from the integration, 
and consequently the lower the adaptation efforts for 
integrating candidate web services. 

Therefore, the selection of web services for a given 
architectural specification is a pivotal task that is more 
complex than traditional products selection [5]. Besides, 
taking into account that the availability of web services tends 
to rapidly increase in software industry, it is impracticable the 
adoption of ad-hoc manual approaches for selecting web 
services. In fact, considering a SOA-based architectural 
specification, several candidate implementations can exist for 
each web service specification included in the architectural 
specification. The amount of possible solutions creates a very 
large search space with exponential complexity, in which the 
base is the average number of candidate implementations and 
the exponent is the number of web service specifications 
included in the architectural specification. 

As a consequence, considering a very large and complex 
search space, it is required an automated approach for 
selecting web services. Even adopting an automated approach, 
the search space is typically too large to be explored 
exhaustively, suggesting the adoption of metaheuristic search 
techniques explored in Search Based Software Engineering 
(SBSE), in which software engineering problems are 
reformulated as optimization problems that can be tackled 
with metaheuristics, such as Genetic Algorithms [6]. 

In such a direction, exploring SBSE techniques, this paper 
proposes an automated approach for selecting web services, in 
which from a SOA-based architectural specification, web 
service specifications are contrasted against their 
correspondent candidate implementations, which are selected 
by evaluating the effectiveness of their integration, 
minimizing integration mismatch issues, and consequently, 
reducing adaptation efforts for integrating them. In the 
proposed approach, the optimization strategy is based on 
functional and structural metrics that evaluate the 
functionalities provided by candidate web services, as well as 
their dependencies in the architectural level. As main 
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contribution, experimental results show that the proposed 
approach represents an extremely complex problem in a 
systematic and structured way, discovering good-enough or 
even optimal solutions among the candidate web services. 

The remainder of this paper is structured as follows. 
Section II introduces the main concepts and fundamentals 
related to the approach proposed herein. Then, Section III 
briefly discusses related work, evincing the contribution of the 
proposed approach. In Section IV, the proposed approach is 
presented, defining the metrics adopted in the optimization 
strategy. Thereafter, Section V presents an experimental 
evaluation in three case studies. Finally, concluding remarks 
and future work are discussed in Section VI. 

II. CONCEPTS AND FUNDAMENTALS 

According the OASIS consortium, SOA is a paradigm for 
organizing and utilizing distributed services that may be under 
the control of different ownership domains [2]. SOA has 
emerged as a means to promote software reuse, in which 
software systems can be developed reusing services available 
in the internet. On the one hand, SOA is an architectural style 
for building software systems, which can be implemented 
using different strategies or technologies. On the other hand, 
Web Services are the preferred standards-based way to realize 
SOA. Thus, while SOA is conceptual and abstract, WS-based 
architectures and technologies are specific and concrete. 

Web Services technologies are built on top of XML based 
open standards, which abstract details related to network 
protocols, operating systems and programming languages. 
Among such standards, Web Services Description Language 
(WSDL) has a fundamental role in the context of the approach 
proposed herein. WSDL is an interface definition language 
that is used for describing the functionality offered by a web 
service, including the provided operations and their input and 
output parameters. Thus, its purpose is roughly similar to that 
of a method signature in a programming language. 

SOA concepts and WS-based architectures and 
technologies support intra and inter-provider service 
integration. However, as already discussed, integration 
mismatch issues can arise and must be treated adopting 
automated approaches during the selection of the candidate 
web services. In such a context, considering a very large and 
complex search space, automated approaches for selecting 
web services have been proposed in the literature adopting 
metaheuristic search techniques explored in the SBSE field. 

According Harman and Jones [6], in SBSE, software 
engineering problems are reformulated as optimization 
problems that can be tackled with metaheuristics, such as 
Genetic Algorithms and Simulated Annealing, facilitating 
automated and semi-automated solutions in situations typified 
by large complex problem spaces with multiple competing 
and conflicting objectives. Complementarily, in [7], Harman 
argues that software engineering provides the ideal set of 
application problems for which SBSE techniques are 
supremely well suited, once the virtual nature of software 
makes it ideal for search-based optimization. 

In order to reformulate a given software engineering 
problem as an optimization problem, SBSE-based approaches 
ought to define: (i) a representation of the problem, which 

must be amenable to symbolic manipulation; (ii) a fitness 
function defined in terms of the adopted representation; and 
(iii) a set of manipulation operators, which are applied in the 
search algorithm for transforming candidate solutions. 

The fitness function is the characterization of what is 
considered to be a good solution, imposing an ordinal scale of 
measurement upon candidate solutions. By contrasting the 
value of the fitness function for each candidate solution, 
metaheuristic search techniques can find good-enough or even 
optimal solutions. Although eventually possible, search 
techniques do not guarantee to find the optimal solution. 
Besides, due to their non-determinist aspects, they can find 
different solutions in different executions. 

In the proposed approach, the adopted search technique is 
genetic algorithms, which is a class of evolutionary algorithm 
that mimics the biological natural evolution process as a 
problem-solving strategy, including operators such as 
crossover, mutation and selection [8]. In summary, a set of 
candidate solutions, represented as chromosomes, are 
quantitatively evaluated using the fitness function. Then, 
promising candidates are kept and allowed to reproduce using 
genetic operators, creating the next generation of candidates. 
The process repeats during several generations, making them 
into better, more complete or more efficient solutions. 

III. RELATED WORK 

Selection of web services is a key research field in SOA-
based development processes. As a consequence, it is possible 
to find several proposals in the literature 
[5][9][10][11][12][13], proving different strategies for 
selecting web services in more effective ways in order to 
reduce development time and cost. Despite their pivotal 
contributions, in general, such available proposals deal with 
criteria related to non-functional requirements only, more 
specifically those related to Quality of Service (QoS), 
including availability, reliability, execution cost and time, 
reputation, location and price. Few proposals can be found 
that deal with criteria directly related to functional 
requirements and structural properties, which clearly is the 
main contribution of the approach proposed herein, as will 
become clear in the following. 

Briefly, this section presents and discuss six approaches 
identified in the literature which are related to our work to 
some extent. In [9], Fetthallah and coworkers propose a QoS 
aware service selection approach based on genetic algorithm. 
The Fetthallah’s proposal has the aim of optimizing the 
composition of web services based on criteria, such as 
response time, availability, reliability, price and reputation. 
Lifeng and colleagues [10] define a penalty-based genetic 
algorithm for QoS-aware web service composition with 
service dependencies and conflicts. The Lifeng’s proposal 
also considers QoS criteria only, such as response time, price, 
reputation, availability and reliability. 

Vescan [11] presents an evolutionary approach for 
component selection. Based on genetic algorithms, it adopts 
QoS-aware metrics such as cost and reusability, but also 
includes a functional metric. Although adopts a functional 
metric, unlike the proposed approach, it does not try to 
identify mismatch issues among dependent components, but 
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tries only measuring the ratio of functionalities provided by 
each component in relation to functionalities required in the 
whole system. Clearly, the functional and structural metrics 
adopted in the proposed approach are much more precise in 
evaluating mismatch issues. 

Adopting similar QoS-aware criteria, Maamar and his 
fellows [12] have discussed the selection of web services for 
composition based on the criteria of execution cost, execution 
time and location of provider hosts. Besides, Tang and Cheng 
[13] analyzed the optimal location and pricing of web services 
from the view of web services intermediary, whose criteria 
can contribute to companies for making selection decisions. 

Lastly, Feng and associates [5] examine an approach for 
web service selection based in six criteria (functional, price, 
location, integration and reputation). The functional criterion 
takes a rough-grain keyword-based search in a service 
repository considering required functionalities that the web 
services must fulfill. In contrast, instead of evaluating 
keywords related to functional requirements, the proposed 
approach evaluates the signature of operations provided and 
required by candidate web services, which represents a much 
more precise strategy than simple keyword-based search. 

IV. PROPOSED APPROACH 

By exploring SBSE techniques, the proposed approach has 
the goal of automating the web service selection process. In 
the proposed approach, the metaheuristic search algorithm is 
based on functional and structural metrics that evaluate the 
functionalities provided by candidate web services, as well as 
their dependencies in the architectural level. Together, both 
metrics evaluates the integration effectiveness among 
candidate web services. As a result, it is expected to find a 
near optimal architectural configuration, which minimizes 
integration mismatch issues, and consequently, reduces 
adaptation efforts for integrating its constituting web services. 
Figure 1 illustrates the stages of the proposed approach. 

WSDL
Descriptions

Identifying 

Functionalities

and Dependencies

Selecting

Web Services

Integrating

Web Services

Sequence
Diagrams

Architecture
Specification

Service
RepositoryFunctionalities and

Dependencies

Architecture
Configurations

Tuned
Search
Parameters

 
Figure 1.  Stages of the Proposed Approach 

The first stage, called Identifying Functionalities and 
Dependencies, has the purpose of identifying provided and 
required functionalities, as well as services dependencies. To 
do that, the first stage adopts as inputs three types of artifacts: 
the architecture specification, WSDL descriptions and 
sequence diagrams. As explained later, all of them are 
produced during the architectural design phase. 

Upon identifying functionalities and dependencies, the 
second stage, called Selecting Web Services, represents the 

core of the proposed approach in which candidate web 
services are evaluated and then selected for composing near 
optimal architectural configurations that reduce adaptation 
efforts for integrating constituting web services. Note that 
several architectural configurations can be recommended, 
allowing the software development team to choose one that 
best meets the needs of the project and organization. 

After selecting web services, in the third stage, called 
Integrating Software System, the software development team 
can integrate and adapt the set of web services included in the 
selected architectural configuration. 

In this paper, the focus is on the first two stages of the 
proposed approach. Due to that, the next subsection 
introduces some notes about the identification of 
functionalities and dependencies. Then, in a succeeding 
subsection, the mathematical representations of the functional 
and structural metrics are presented in details. 

A. Functionalities and Dependencies 

Considering a SOA-based software development process, 
the architectural design phase must come before the service 
selection phase. In the architectural design phase, the software 
architect ought to identify the functionalities provided and 
required by each specified service, together with their 
dependencies. Such functionalities are specified as interfaces. 
When adopting Web Services technologies, interface 
specifications are explicitly described using WSDL, allowing 
to indicate the set of operations provided by each interface for 
each specified web service. Thus, in the proposed approach, 
provided functionalities are effortlessly extracted from WSDL 
descriptions evaluating a set of XML elements, including 
portType, operation, input, output and message. 

Differently, required functionalities and dependencies 
cannot be explicitly represented in WSDL specifications. 
Instead, required functionalities and dependencies can be 
implicitly modeled using sequence diagrams associated with 
each operation provided by each specified web service. Thus, 
in the proposed approach, required functionalities and 
consequently service dependencies are extracted in a more 
elaborated way, evaluating sequence diagrams that show how 
web services collaborate and work together, revealing the set 
of operations required by one web service but provided by 
other ones. For instance, in Figure 2, it is possible to note that 
the getPackage operation, provided by the TravelSrv service, 
requires the getFlight operation, provided by the FlightSrv 
service. As a conclusion, the TravelSrv service requires the 
getFlight operation. Besides, the TravelSrv service depends 
on the FlightSrv service. 

FlightSrvTravelSrv

1: getPackage()

User

2: getFlight()

3: return flight info
4: return package info

 
Figure 2.  Service Dependency in a Sequence Diagram 
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After identifying provided and required operations, it is 
possible to generate an architecture specification that shows 
all constituting web services together with their dependencies 
(Figure 3). To do that, provided and required operations are 
respectively organized in provided and required interfaces, 
making the architecture specification to appear like those 
adopted in component-based development processes [14]. As 
can be noted, each service dependency is characterized by 
connecting the related services through their provided and 
required interfaces. 

CancelReservation

FlightSrv

FlightInfo

HotelSrv

CarSrv

RideTourSrv

TravelSrv

HotelInfo

CarInfo

RideTourInfo

ConsultPrice

MakeReservation

MakePurchage

CancelPurchase

 
Figure 3.  Architectural View for Service Dependencies 

B. Functional and Structural Metrics 

As already discussed, the proposed approach selects 
candidate web services by evaluating integration effectiveness 
through functional and structural metrics that evaluate the 
functionalities associated with candidate web services, as well 
as their dependencies. On the one hand, the structural metric 
evaluates how effective is the link between each pair of 
dependent services. On the other hand, the functional metric 
evaluates how similar are the specification and the 
implementation of web services. 

In order to measure the structural metric, it is necessary to 
evaluate how effective is the integration between the required 
interface of the requester service and the provided interface of 
the provider service. Figure 4 characterizes a link, including 
associated services and interfaces, which together define all 
entities to be considered in measuring the structural metric. 

Linki

Service

Specification A PSjRSk

Service

Specification B

Service

Implementation A

PIjRIk Service

Implementation B

 
Figure 4.  Characterization of a Link 

As can be observed, each link is characterized in terms of 
two interfaces in the architecture specification and two 
interfaces in the candidate architecture configuration: 
RSi - required interface of the requester service specification; 
PSi - provided interface of the provider service specification; 
RIi - required interface of the requester service 
implementation; and PIi - provided interface of the provider 
service implementation. 

Taking into account such interfaces, it is important to note 
that the greater the number of operations in common in such 
interfaces the better the integration effectiveness. 
Consequently, as indicated in (1), the value of the structural 

metric for a link can be defined by the relation between the 
number of operations in common in the related interfaces and 
the total number of operations in the required interfaces of 
both the requester service specification and implementation. 
As defined, the value of the structural metric for a link is in 
the interval [0, 1], where the closer to 1 is the value, the better 
is the integration effectiveness, and so, the lower is the 
adaptation effort. 

 �� =	 |���		∩	��	�	∩	��
		∩	�
	�||���		∪	�
	�|  (1) 

As can be observed in (1), the denominator includes 
operations in required interfaces only. The reason for that is 
the premise adopted in the proposed approach which states the 
following: superfluous operations in provided interfaces do 
not represent extra adaptation effort. In other words, non-
used provided operations in the provider service do not 
impose adaptation effort in the requester service. 

Now, considering all links in the architecture 
specification, as indicated in (2), the value of the structural 
metric for the whole architecture is defined by the relation 
between the total sum of the structural metric for each link and 
the total number of links in the architecture (L). Thus, the 
value of the structural metric for the architecture is also 
between [0, 1], where the closer to 1 the value, the better the 
candidate architectural configuration. 

 �� 	= 	∑ �	�����  (2) 

Unlike the structural metric that evaluates dependencies 
among services, the functional metric contrasts web service 
specifications against their correspondent candidate 
implementations, evaluating their similarity in terms of 
provided and required interfaces. In other words, a candidate 
service implementation imposes a lesser amount of adaptation 
effort when its provided and required interfaces are more 
similar in relation to the corresponding interfaces in the 
service specification. 

In order to measure the functional metric for a given 
service, as illustrated in Figure 5, it is necessary to evaluate 
the functional metric for each provided and required interface 
of the service. 

Service

Specification

Service 

Implementation

Spj Srk

PSj

PIj

RSk

RIk  
Figure 5.  Characterization of Similarity 

Considering correspondent provided interfaces in the 
service specification and implementation, it is important to 
note that the greater the number of operations in common in 
such interfaces the better the integration effectiveness. Thus, 
as indicated in (3), the value of the functional metric for a 
given provided interface can be calculated by the relation 
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between the number of operations in common in the provided 
interfaces in the service specification and implementation 
divided by the number of operations in the provided interface 
in the service specification. Here, once again, the proposed 
approach assumes that superfluous operations in provided 
interfaces do not represent extra adaptation effort, and so, the 
denominator in (3) does not consider operations in the 
provided interface in the service implementation. 

 ��� = ���� 	∩	�
�������  (3) 

Now, considering correspondent required interfaces in the 
service specification and implementation, the greater the 
number of operations in common in such interfaces the better 
the integration effectiveness. Thus, as indicated in (4), the 
value of the functional metric for a given required interface 
can be calculated by the relation between the number of 
operations in common in the required interfaces divided by the 
total number of operations in such interfaces conjointly. 

 ��� = |���	∩	�
�||���	∪	�
�| (4) 

Equations (3) and (4) evaluate individually each provided 
and requited interface in a given service. As defined, the 

values of the functional metrics ���  and ���  are also in the 

interval [0, 1], where the closer to 1 the value, the better the 
provided or required interface. 

Now, it is needed to derive the functional metric for the 
service as a whole, revealing how similar are provided and 
required operations in the service specification and 
implementation. Thus, considering all provided and required 
interfaces of a given service specification, as indicated in (5), 
the value of the functional metric for the service is defined by 
the relation in which the numerator is the total sum of the 
functional metric for each required and provided interface of 
the service, while the denominator is the total number of 
required and provided interfaces of the service. As defined, 
the value of the functional metric for a given service is also in 
the interval [0, 1], where the closer to 1 the value, the better 
the candidate web service. 

 �� =	∑ ��	|��	∪	� |�!" 	#	∑ �$�|%�|�!" 	
|��	∪	�
|	#	|��|  (5) 

As can be seen in (5), in terms of required interfaces, the 
functional metric comprises the number of required interfaces 
in both the service specification and implementation 
conjointly ( |&� ∪ &'| ). However, in terms of provided 
interfaces, the functional metric for the service comprises the 
number of provided interfaces in the service specification only 
(|(�|). Note that, once more, it is supposed that superfluous 
provided interfaces in the service implementation do not 
represent extra adaptation effort, and so, the terms in (5) do 
not account for provided interfaces in the service 
implementation (('). 

At this point, considering all candidate services in the 
architecture configuration, as indicated in (6), the value of the 

functional metric for the whole architecture is defined by the 
relation between the total sum of the functional metric for each 
service and the total number of services in the architecture (S). 
Thus, the value of the structural metric for the architecture is 
also between [0, 1], where the closer to 1 the value, the better 
the candidate architectural configuration. 

 )� 	= 	∑ �	�����  (6) 

Finally, functional and structural metrics should be 
combined together in order to derive the fitness function 
adopted in the metaheuristic search technique, more 
specifically a genetic algorithm. In such a direction, the fitness 
function is defined in (7) as a normalized weighted mean of 
the functional and structural metrics, in which the terms *+  
and *, represent their respective normalized weights. As can 
be noticed, the value of the fitness function is in the interval 
[0, 1], where the closer to 1 the value, the better the candidate 
architectural configuration in terms of adaptation effort. 

 -� =	*+ . )� +	*, . �� 0 0 ≤ *+ 	≤ 10 ≤ *, 	≤ 1*+ +*, = 1 (7) 

V. EXPERIMENTAL EVALUATION 

In order to conduct an experimental evaluation, the 
proposed approach was implemented in the Java platform. In 
such experiments, the genetic algorithm is parametrized as 
follows. For each generation, the population is equal to 300 
candidate architecture configurations. The stopping criterion 
is reached when the highest ranking solution's fitness becomes 
stable in a plateau during 25 successive iterations and no 
longer produce better results. The selection of candidate 
solutions to breed a new generation is based on the tournament 
method. For breeding a next generation, the uniform crossover 
method is adopted, together with a mutation ratio of 20%. 
Finally, the normalized weights *+  and *4  included in the 
fitness function adopt both the value 0,5, representing an equal 
contribution for the functional and structural metrics. 

The experimental evaluation was performed using a 
typical architecture specification composed of five web 
service specifications and six dependencies among them. 
Each web service specification has 30 candidate 
implementations, generating a search space size equal to 305. 
The evaluation takes place in three different scenarios, 
varying the number of specifications that have perfect 
implementations: (i) all specifications with perfect candidates; 
(ii) three specifications with perfect candidates; and (iii) 
absence of perfect candidates. Such scenarios make possible 
to evaluate the proposed approach in the presence or absence 
of perfect candidates, including something in the middle. 

For each scenario, the proposed approach was compared 
against the exhaustive search and the random search. In such 
a comparison, the proposed approach and the random search 
have been executed 1000 times, and the mean value of the 
highest ranking solution's fitness is computed. Besides, the 
exhaustive search has been executed just one time for 
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discovering the optimal solution. As show in Figure 6, 
experimental results reveal that, in all scenarios, the proposed 
approach has always found the optimal solution, which is 
confirmed by the exhaustive search. Due to that, in such 
experiments, standards deviations are equal to zero, and so, 
confidence intervals are not estimated. 

 
Figure 6.  Experimental Results 

Besides, in relation to random searches, in the first 
scenario, in which all specifications have perfect candidates, 
the solutions recommended by the proposed approach are 
around 33,92% more efficient than those recommended by 
random searches, according to the fitness function in (7). In 
the second scenario, in which three specifications have perfect 
candidates, the efficiency of the proposed approach in relation 
to random searches is reduced to approximately 28,04%. 
Finally, in the last scenario, in which there is an absence of 
perfect candidates, the efficiency of the proposed approach 
becomes stable around 30,79%. It is important to stress that, 
in the best cases, the efficiency ratios turned to 50,56%, 
42,85% and 51,35%, respectively. 

As another interesting outcome, it must be highlighted the 
low processing cost of the proposed approach, which can be 
perceived by its fast convergence around 0,3 seconds, against 
the exhaustive search that takes around 300 seconds. In all 
scenarios, the genetic algorithm has converged on average 
between 5 and 7 generations, ranging from 2 generations in 
the best cases to 19 generations in the worst cases. 

VI. CONCLUDING REMARKS 

Considering the relevance of web service selection in the 
context of SOA-based software development, this paper 
represents an interesting contribution by presenting an 
automated approach based on functional and structural 
metrics. The approach provides measures that evaluate the 
functionalities provided by candidate web services, as well as 
their dependencies at the architectural level. Besides, the 
approach proposes a heuristic selection algorithm based on 
Genetic Algorithms, which has low processing cost and 
mitigates the chances of suggesting a local optimum. 

Despite their key contributions, previous work has largely 
been concerned with non-functional requirements. 
Differently, the proposed approach deals with functional and 
structural properties, which clearly represents its main 
contribution. As an additional contribution, the proposed 
approach represents an extremely complex problem in a 
systematic and structured way, discovering good-enough or 
even optimal solutions among candidate web services. 

Experimental outcomes demonstrate the effectiveness of 
the proposed approach not only in terms of the quality of the 
recommend solutions, but also in terms of low processing cost 
in all evaluated scenarios. Despite contributions and benefits, 
as future work, the proposed approach needs to be evaluated 
in more complex scenarios, composed by a large number of 
highly interconnected services. It is important to note that, in 
such future experiments, the expectation is to find more 
interesting results, once that, generally, metaheuristic-based 
approaches can find better results in contrast with random 
search in scenarios with large search spaces. 
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Abstract—Radar Warning Receiver is a type of Military Airborne
Radar system, which works based on a predefined scheduling
algorithm that uses Radar Scan Table. In real life, these tables’
time measurement unit is milliseconds (could be less than one
millisecond for specific radar types). When Radar Warning
Receiver System is part of a Radar Defense System, determinism
and time accuracy become vital properties to have. To satisfy
these properties, a real-time simulation environment is necessary.
Since real-time simulator development process is challenging and
time-consuming, we propose a technique which simulates real-
time multi-radar data using non-real time radar simulator. Our
technique achieves this by managing simulation network.

Keywords–Simulation Network; Radar Simulator; Network Ma-
nagement

I. INTRODUCTION

Radar Warning Receiver (RWR) systems are widely used
for detecting signals from other radar systems [1][2][4]. These
systems warn the pilot if there are emitters in the range of
the RWR. These warnings are handled by, manually or auto-
matically based on the usage type. Military RWR systems are
more complicated than the commercial RWR systems, since
the latter only use specific radar bands [5]. More sophisticated
systems can classify emitter type by using signal strength,
phase, waveform and other signal properties.

Figure 1. Threat Warning Indicator [8]

In military domain, RWR systems generally have a Threat
Warning Indicator (TWI) display, depicted in Figure 1 [8], in
the cockpit. Pilot uses this display to track friend or enemy
emitters (threats). Airborne RWR system consists of different
band antennas placed around the air platform. A receiver
uses these antennas for scanning different frequency bands
periodically [4].

Figure 2. RWR Flow

Figure 3. Deinterleaving

An RWR system can be defined by three major modules:
Signal Detection, Signal Processing and User Interface. At
Signal Detection Module, receivers sense the emitter signals
and determine emitter parameters such as frequency, time of
arrival, direction of arrival, pulse repetition frequency, pulse
repetition interval, etc. These parameters are combined to
define Pulse Descriptor Word (PDW). PDWs are analyzed and
deinterleaved to infer emitter radar characteristics. Figure 3
‘a’ illustrates combined pulses of 2 emitters. Figure 3 ‘b’
and ‘c’ depicts separated pulses after deinterleaving operation.
Deinterleaved PDWs are used for Threat Identification process.
PDWs are matched with previously known emitter records. If
matching process results in only one emitter, the emitter is
identified. If it results in more than one emitter, the ambiguity
problem is solved by intelligent algorithms. The identified
emitters are shown on the TWI and the pilot is warned with
predefined icons on the display.

RWR systems can be defined as passive systems because
they only receive frequency signals from emitters and do not
emit any signals. RWR systems can be used for tracking the
threats in order to take some counter measures [3].

The functionality of RWR Systems can be summarized as:

• Radio Frequency signal detection

• Radar type signal identification
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Figure 4. Signal Bands

TABLE I. SIMPLE SCAN SCHEDULE

Band Dwell
ID Time

(millisecond)
0 10
1 50
2 60

• Detected signal management

• Visual and audio warning generation

The rest of this paper is organized as follows. Section II
will explain real time requirements in RWR domain. Section III
will present problem definition and our approach to solve this
problem. Section IV will explain network flow of our solution
and Section V will conclude the paper.

II. REAL-TIME CONDITIONS

An RWR system needs look-up tables in order to prepare
scan schedule algorithm and identify emitter types. Radar Scan
Table (RST) is used for defining scan steps and Mode Table
is used for defining emitter specific parameters. These tables
are defined in the Mission Data File (MDF) and loaded into
RWR before the operation. Therefore, RWR is a configurable
system according to mission specific needs. The “Dwell Time”
field of the RST represents ‘sensing time of a specific target
on that frequency band’. One important requirement of RWR
systems is to produce enough number of PDWs in an exact
Dwell time (these PDWs will be used to analyze and identify
the emitter type correctly). Dwell time can be changeable
according to mission requirements but its time measurement
unit is milliseconds for military RWR systems. RWR mana-
gement software (RWR-MS) should accomplish these dwells
in millisecond time resolution. Moreover, in some cases this
value may be decreased to microseconds.

In Figure 4 there are three different signal bands (2GHz -
3GHz, 3GHz - 6GHz, 6GHz - 18GHz). Basic scan schedule
can be constructed as seen in Table I. A more realistic scan
schedule can be seen in Table II.

It should be emphasized that, producing enough number of
PDWs, which will be used for emitter identification, in exact

TABLE II. MORE REALISTIC SCAN SCHEDULE

Band Dwell
ID Time

(millisecond)
0 5
1 25
2 30
1 10
0 5
2 15
1 15
2 15

dwell time is the most important requirement of an RWR.
Therefore, RWR Management Software should be developed
with a simulator or an environment, which ensures that at spe-
cific dwell time an emitter emits within a specified frequency
band and the emitter should stop emitting exactly at the end
of the dwell time. Non real time operating systems cannot
supply this requirement, because they cannot guarantee the
determinism. Radar Scan Tables are constructed based on tight
scheduling and determinism assumption. Therefore, a real time
operating systems should be used in RWR systems. “PDW pro-
duction count in exact dwell time” requirement can be tested
only by intersecting the emitter and receiver schedules in exact
time accuracy. Therefore, a real time simulator should be used
to test the RWR system capability. In our study, we prepared
a network environment, which satisfies real time scheduling
requirement and employs standard emitter simulator instead
of a real time emitter simulator. It is achieved by looking the
problem from a different perspective. In our solution, emitter
and receiver schedules are not intersected. Instead, emitter
schedule covers the receiver schedule for each dwell.

III. PROPOSED SOLUTION

In this section, we will define the problem and propose
our solution. Moreover, we will discuss the concepts and
components needed to understand our approach.

A. Problem Definition

In military research and development projects, commercial
products usually cannot be used for security reasons. Therefore
when a new project starts, its development environment also
should be developed parallel with main project (especially
in the projects requiring state of the art technologies). If
simulators or other development environment elements are
complex products, their developments may last nearly half or
full time of the main project development period. At that situ-
ation, main projects cannot use these elements in development
period. In our case, same situation happens and we cannot
use real time radar simulator in development phase of main
project. Therefore, we simulates real time radar simulator with
existing simple radar simulator. In this paper, we introduce
a solution which solves an industry problem by managing
network components and network flow. The novel approach of
this paper is setting up a complex development environment
by using existing products and network components. The
purpose of this solution is achieving the functionality of real
time simulator. Performance comparison with other real time
simulators is beyond the scope of this paper because these
simulators are military specific products and their technical
specifications are not publicly reachable.

B. Our Solution

The proposed system can be divided into two sub units:
RWR Unit and Simulator Unit. They are deployed into differ-
ent hardwares (Figure 5).

• Threat Warning Indicator: This component represents
the graphical components of RWR. The pilot can
see the emitters and send commands by using this
component.
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Figure 5. System Components

TABLE III. RST

RST Dwell Dwell Freq Band Freq Band
ID Period Time Min Max
0 150 10 2000 3000
1 1200 50 3000 6000
2 500 60 6000 18000

• RWR Management Software: It is the main software
which, manages RWR states and operations. It inter-
acts with all of the RWR system to send commands
and receive responses. RWR-MS gets PDW data from
the Receiver and detects the emitter identity. “Scan-
Control” is a class which manages scan operations
among TWI, Receiver and Radar Simulator. It works
on a Single Board Computer. In order to supply deter-
minism, time accuracy and other real time conditions,
VxWorks 6.9 Real Time Operating System is used.

• Receiver: This component receives emitter signals
and converts them into PDWs. It consists from the
Radar Receiver Antenna and a Curtiss Wright FPGA
hardware board.

• Radar Simulator (RadSim): This is an existing Multi-
emitter simulator. It can simulate up-to 4 different
emitter simultaneously. It consists from Intel archi-
tecture single board computer and FPGA hardware
unit. Radar parameters can be entered via graphical
user interfaces. Radar parameters are deployed to its
hardware unit via previously developed “Windows
Forms Application”. This unit has signal generating
and emitting property. In this solution, its application
was modified to communicate with RWR-MS soft-
ware.

RWR-MS “MDF-Reader” class reads Mission Data File
from hard disc and serves RST and Mode Tables to the related
classes (Table III and Table IV):

Table III fields are as follows:

TABLE IV. MODE TABLE

Mode Emit Freq Freq PRI PRI PW PW
ID ID Min Max Min Max Min Max
1 1 2500 2600 5000000 5600000 1200 1400
2 1 3300 3400 4500000 4900000 1400 1700
3 2 2700 2750 7500000 7700000 3500 3550

• Dwell Period: RWR receiver should sense this Fre-
quency Band at least one “Dwell Time” in this period.

• Dwell Time: Exact time required to scan on that
specific band.

• Freq Band Min-Max: Frequency range
minimum/maximum value.

Table IV fields are as follows:

• Emitter ID: This id identifies Mode belongs to which
emitter.

• Freq Min-Max: These fields identify frequency range.

• PRI Min-Max: These fields identify Pulse Repetition
Interval (PRI) range. PRI is the elapsed time from
beginning of one pulse to beginning of the next pulse.

• PW Min-Max: These fields identify Pulse Width (PW)
range. PW is the length of time between the rise and
decay of a pulse.

Figure 6. Radar Simulator Output (Oscilloscope Screen)

IV. SIMULATION NETWORK

This section describes the network flow step by step. Figure
7 represents the data flow diagram between components and
Figure 8 represents the sequence diagram. At the initialization
period of the RWR-MS, ScanControl module starts as a new
process and this process runs as a loop until the RWR system
is shut down. The “Reader” class reads MDF file into memory;
RST and Mode tables are created. At the beginning of each
ScanControl loop, dwell data is read from RST and indexes
of related Mode (Radar running mode) Table entries are
calculated. Next, Ethernet communication class sends indexes
of these modes to RadSim. Simultaneously, same MDF file is
loaded into RadSim before simulation starts. Using the same
configuration files allows us to send only related modes indexes
instead of all data in mode table; in order to manage data traffic
between RadSim and ScanControl efficiently. As an example,
“1,3,-1,-1” is a valid message from ScanControl to RadSim,
which represents two valid Radar modes in this Dwell with the
mode indexes 1 and 3 respectively. Since RadSim can simulate
up-to four different radars at the same time, -1 is inserted in
the message to represent the empty radar slot.
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TABLE V. DWELL TIME ACCURACY

Experiment Simulated RST Dwell Look Dwell Extracted Correct Ambiguous
Number Radar Time Time PDW Emitter Property

(millisecond) (millisecond) Count Identification
1 Search Radar 1 5 3 6 No Unknown PRI Type
2 Search Radar 1 5 4 6 No Unknown PRI Type
3 Search Radar 1 5 5 23 Yes Correct
4 Search Radar 2 10 8 37 No MDF Match Ambiguity
5 Search Radar 2 10 9 51 Yes Correct
6 Search Radar 2 10 10 54 Yes Correct

Figure 7. Network Flow

At the start of the simulation, RadSim reads Mode table in
MDF and loads radar parameters. After this step is completed,
RadSim starts to generate radar signals (Figure 6 shows the
Oscilloscope screen of RadSim output) and “Simulation is
started” message is sent to ScanContol as an acknowledgment
message. At the same time, RWR-MS reads RST to adjust
receiver parameters. ScanControl waits for this RadSim ac-
knowledge message when the receiver is ready. When RadSim
“Simulation is started” message is received, RWR-MS starts
the timer and opens the receiver antennas for the specified
dwell time period. The receiver stops when the dwell time
is completed. As the sequence diagram shows in Figure 8,
RWR-MS opens the Receiver antennas after RadSim starts
simulation. Also, the Receiver antennas are closed after exact
dwell time while RadSim continues to generate radar signal.
This mechanism ensures that Radar Scan Table time accuracy
constraint is exactly applied.

Subsequently, the system passes to the next dwell and
same operations are repeated. Simultaneously, another process
in RWR-MS reads the produced PDWs from the Receiver.
These PDWs are used to identify the emitter type and other
parameters by related modules. When emitters are detected,
they are sent to TWI to warn the pilot (Figure 10). Total full
scan time cannot exceed one second, independent from the

Dwell count. When a full scan is completed; a blink message
is sent to display to warn the pilot.

If we use real time simulator, there will be no interaction
between RWR-MS and Simulator modules. Before simulation,
both RWR and Real Time Simulator are programmed with
predefined Mission Data Files. Simulator only emits data
according to its MDF and RWR only sense data according to
its MDF. We prepare this network environment and handshake
protocol to intersect their schedule exactly for each frequency
band. In our solution, we use Gigabit Ethernet and TCP for
network communications.

We carried out some experiments to show importance of
dwell time accuracy and to validate our simulator (Table V).
In this table, our Radar Simulator simulates two different
Search Radars. In the 1th and 2nd experiment, receiver should
sense 5 milliseconds according to RST but for experimental
purpose it senses less than 5 milliseconds between frequency
band 2000-3000 MHz. In such situations, search radar fre-
quency band and our receiver frequency band are not in-
tersected. Therefore less than necessary PDWs are extracted
from receiver module for 1th and 2nd experiment. The RWR-
MS module performs emitter identification operation but the
emitter is not correctly identified because of inadequate data.
Same situation occurs for 4th experiment. These results show
that dwell time accuracy is very important for RWR and it
should be developed/tested with a precise simulator. For 3rd
and 6th experiment, correct accuracy is supplied and emitter
identification is done successfully. Note that, 5th experiment
is correctly finished but this situation is undeterministic.

In another experiment, our simulator is tested with a more
complex scenario. In this experiment, our simulator simulates
two moving emitters. In the first dwell, Emitter A is emitting
at frequency 3400 MHz and Emitter B is emitting at 3700
MHz. In the second dwell, our simulator changes frequencies.
Emitter A’s new frequency is 2600 MHz and Emitter B’s new
frequency is 2200 MHz. Figure 9 shows the timeline of this
experiment. In this figure:

• T0: First dwell, simulator starts simulation

• T1: First dwell, RWR starts sensing

• T2: First dwell, RWR ends sensing

• T3: First dwell, simulator ends simulation

• T4: Second dwell, simulator starts simulation

• T5: Second dwell, RWR starts sensing

Our solution guarantees that, T0 < T1 and T3 > T2

intuitively owing to its design characteristic. For a single dwell,
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Figure 8. Flow Sequence Diagram

Figure 9. Simulation Timeline

emitting requirement is tested in Table V. Therefore, in this
experiment we investigate its dwell switching capability. We
have (T3 − T2) + (T5 − T4) amount of extra latency in dwell
switching time. In this experiment we find this value as 0.24
millisecond (average value for 10 runs). Main reason for this
loss is TCP overhead and simulator load time. We prepare
an experiment to compare Ethernet protocols efficiencies and
undeterminism. Table VI shows the result of our experiment.
In this experiment 19200 byte data is send from sender
to receiver. This experiment repeated 10000 times to find
min,max and average values. Result shows that Raw Ethernet
protocol can decrease latency but we plan to use ‘Discrete
Wires’ to decrease latency minimum.

In this solution we use an existing simulator that its
emitting capability, signal count and signal strength has already
been validated in previous projects. For this new configuration,
only its scheduling accuracy can be arguable but we do not

TABLE VI. ETHERNET PROTOCOLS

Protocol Min Average Max
Name Time Time Time

(msec) (msec) (msec)
Raw Ethernet 0.085 0.1271 0.1562

UDP 0.131 0.151 0.234
TCP 0.215 0.284 0.445

change its characteristics. RWR-MS sends only start simulation
and end simulation commands to this simulator. However the
results in the Table V verify simulator scheduling accuracy
because this results match up with our theoretical knowledge in
RWR systems. In this experiment, we verify that our simulator
works well in the selected single frequency band. Moreover,
Figure 9 shows that, our solution has a latency value at dwell
switching but our design compensates this. We know this
handicap and we plan to solve this issue by changing network
protocol as future work.

V. CONCLUSION AND FUTURE WORK

In this paper, we present a simulator environment to
simulate radar signals. We prepared a set-up which ensures
that simulator signal is ready when receiver starts to scan. At
the completion of the exact dwell time, receiver stops to collect
data. We have shown that receiver collects radar signal in the
exact dwell time period as required for successful operation.
This enables us to solve RWR real time schedule requirement
and simulate in a real time like environment. In our solution,
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Figure 10. TWI Screen after Emitter Identification

the simulator also compensates the latency while switching
is being performed between two dwells. As a future work,
we plan to replace Ethernet connection with “Discrete Wires”
to decrease network latency and undeterminism. We plan to
change the design of RadSim to support Remote Procedure
Call (RPC). We expect to decrease system jitter time and to
increase determinism by using discrete wires and adding RPC
functionality.
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Abstract—Considering the complexity of the networks, one of 
the solutions for this complexity could be to centralize its 
configuration. Thus the Software-Defined Networking (SDN) 
concept may be an important solution. This paper suggests the 
implementation of a tool to support the development and testing 
of networks and services before they are put into production. 
The use of a tool that simplifies the configuration of a network 
service makes the networks and services to be less susceptible to 
errors and failures by those who set them up, thus allowing 
telecom operators, among others, to be able to create new 
services, improve the monitorization of their human resources 
and, above all, improve their financial results. In the end, 
success will be achieved because with a simple interaction and 
basic knowledge we are able to manage network services. 

Keywords - SDN; network services; network programming; 
NSO. 

I.  INTRODUCTION  
The number of electronic devices with Internet access has 

been increasing in recent years [1]. Nowadays, it is even 
possible to have Internet access with a simple watch. With the 
appearance of these devices along with the advances in 
Information technology (IT), telecom operators need to 
introduce new features to capture the customer’s attention. 
One of these innovations could be the creation of new services 
in the network. One of the problems that the creation of new 
services currently faces is the congestion that the network has. 
This makes the configuration of networks complex and 
increases the difficulty in creating new services. Nevertheless, 
operators have been able to manage both the network and the 
services, but it is natural that they are susceptible to failure by 
those who manage and implement them. This process is 
typically done by a human. Most failures stem from several 
factors, including pressure caused by the need to put new 
services quickly on the market or by the routine repetition of 
processes that limit the potential of the network [2]. 

We can hardly develop a perfect software immune to 
failures and errors, but there are methods that can be used to 
try to prevent them, for example, the use of scripts. Scripts 
allow us to automate some tasks. As these scripts are 
developed by humans, they will be susceptible to failures and 
errors, even if they are unintentional. 

Taking into account the foregoing considerations, the 
scientific community has been looking for new approaches 
that can help to reduce limitations. This area is explained in 
the next sections. Considering the increasing number of 
people using devices with internet access and the consequent 

increase of the network complexity, we are motivated to 
develop an application to help in the service and network 
management so that it can be innovated and improved. The 
aim of this paper is to present the development of a tool, based 
on the concept of SDN, which allows the testing of a network 
and the implementation of services before they are produced. 

Concerning the management of services, one of the 
approaches associated to it is the SDN concept. SDN is the 
basis of this work, which will be introduced in Section II. In 
this section we will present some SDN solutions existing in 
the market, as well as some of the technologies used. In 
Section III, we will present the proposed architecture that 
supports this work. The architecture contributes to the 
mitigation of previously presented problems. In Section IV, 
we will explain the implementation of our proposal. Finally, 
in the last section, we will present the conclusions and 
suggestions to work. 

II. SOFTWARE-DEFINED NETWORKING 
This section initially presents some concepts for a better 

understanding of the article. After, we will introduce some 
commercial SDN solutions that exist in the market and some 
technologies used for the implementation of the tool created. 

A. Background 
According to the Open Networking Foundation, the SDN 

is the physical separation of the control plane and the 
forwarding plane of the network [3]. With SDN concept, the 
networks will be configured and managed in a centralized way 
[4], facilitating the development of new standards and 
services. The SDN concept emerged at the same time as other 
technological solutions, from which the need motivated by 
complexity in the network arises. These needs combined with 
the fact that operators need to put more services in the market, 
as soon as possible, turn the process more complex and more 
likely to fail. 

 The purpose of SDN is to make the management of the 
network easier and transform the network programmable [5]. 
Thus, it simplifies the understanding of the network, which 
means that operators can do their job quicker and easier, 
according to the time-to-market’s factor. Consequently, the 
operators may have good financial profits, which is an 
advantage. 

Now we will present some of the existing SDN solutions: 
Virtualized Services Controller (VSC), by the internal 
company of Alcatel-Lucent, the Nuage Networks [6] [7] and 
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Network Control System (NCS) [8] by Tail-f, currently owned 
by Cisco portfolio. 

B. SDN solutions 
In this subsection we will make a brief analysis of each 

SDN solutions studied. 
 

1) Virtualized Services Controller (VSC) 
VSC, based on Alcatel-Lucent Service Router OS [9], is 

the SDN solution control panel of Nuage Networks and the 
most powerful SDN controller in the industry [7] [10]. VSC 
works in similar way to the network control plane for the data 
center, because it has a complete view of the network and its 
services. VSC automatically discovers network parameters, 
whatever type they are: Layer 2 (switching), Layer 3 (routing), 
Quality of Service (QoS) or security rules. In the VSC, the 
connection between the controller and the network routing is 
established through the communication protocol - OpenFlow 
[11]. This protocol allows the communication between the 
service controller and the network layer where it should find 
the hardware, i.e., the hypervisor and vSwitch [12]. 

 
2) Network Control System (NCS) 

The NCS is the solution to control the network established 
by Tail-f. Later Cisco acquired Tail-f Company and the name 
of the SDN solution set was changed to “Cisco Network 
Service Orchestrator (NSO) enabled by Tail-f” [8]. The NSO 
is nothing more than a transparent layer, or interface, for those 
who configure the network. The NSO was meant to facilitate 
the creation and configuration of network services [13]. This 
solution is independent of brands and network equipment 
manufacturers, whether it is real or virtual. This SDN solution 
can be used to interact with both users/network administrators 
as well as with management applications that are already used 
in a network. 

To sum up, all SDN solutions up to now are more or less 
similar. They are all are composed by three parts: 
implementation, monitoring and infrastructure/network 
equipment. This structure is more or less predictable given the 
SDN architecture. 

C. Technologies used 
This subsection will refer briefly to some technologies 

used or associated with the development of the proposed 
solution and also related to SDN. These technologies are: 
YANG, extensible Markup Language (XML) and Network 
Configuration Protocol (NETCONF). 

 
1) YANG 

The YANG is a data modelling language used for a data 
state configuration model. This language is used by the 
network configuration protocol - NETCONF - and is 
published in the Request for Comments (RFC) 6020 of 
September 2010. The YANG is related to the content and 
operations in layers of NETCONF [14]. 

 
2) XML 

The XML is used to describe data. This shape can be easily 
used to read and write data. XML is adopted in many areas of 

information technology, including networks. It can be 
dynamic and it is very similar to the Hypertext Markup 
Language (HTML). We can consider that the construction of 
XML is done by blocks which are identified by tags [15]. 

 
 

3) NETCONF 
The NETCONF is generically used to make the 

management of network devices configuration and it is based 
on the encoding in XML [16]. This protocol defines basic 
operations that are equivalent to commands to be executed 
from the Command-Line Interface (CLI). As in XML, 
NETCONF also uses tags. One of the manufacturers that uses 
NETCONF on its devices is Juniper Networks [17]. 

III. ARCHITECTURE PROPOSAL  
In order to frame the solution/tool to propose, first we must 

present a logical structure of the SDN and after we will present 
the generic architecture of the solution developed. 

The logical structure of the SDN, based on the same 
technology architecture, has three main layers, displayed in 
Figure 1 that are: Application Plane, Control Plane and Data 
Plane. 
 

 
Figure 1.  Logical structure of SDN 

Next we will explain each layer mentioned above [18]: 
• Application Plane: it can refer to some net apps such 

as orchestration applications, business applications 
and SDN applications; 

• Control Plane: it aims to implement all coordination 
protocols that are necessary for the proper functioning 
of the Data Plane; 

• Data Plane: it serves to analyze the headers of 
incoming packets and forward these packets to their 
final destination, depending on the routing and 
switching tables. 

After presenting generically the SDN architecture, it is 
time to present an approach to SDN, more dedicated to 
network management, adopted to implement this work. The 
architecture shown in Figure 2 is quite simple, as it is divided 
into three layers: user, orchestration of the network and, 
finally, the network itself. 
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Figure 2.  Generic architecture implementation performed 

The architecture consists of three layers, described below: 
• Management Application or User: this layer, as the 

name implies, is where the user, who will interact 
with the network, has the primary role and where we 
think he will spend most of the time; 

• Network Service Orchestration: this is the “smart” 
layer of the presented architecture. In this layer the 
entire process will be unfolded. The Network Service 
Orchestration will interpret the user’s input and 
transform it so that it can be applied to the network, 
which is the next and last layer to be presented; 

• Network devices: this last layer is the physical 
infrastructure of the network. It is composed by the 
core and the access network, where it intends to apply 
the settings for network management and for the 
creation of services. 

After presenting the generic architecture of the solution 
implemented, we will make a deeper analysis of the same. 

A. Architecture used in the implementation 
A more detailed architecture proposed for the 

development of this work is shown in Figure 3. 
 

 
Figure 3.  Architecture used in the proposal 

In this figure we can observe that from the starting point 
(Network Engineer or User) to the end point (Network 
Topology), the user only interacts with a WebUI to configure 
the network mode as required. The WebUI is the point we have 
recreated, being more intuitive, specific and simpler to use, 
which is something new, compared to the existing tool. The 
novelty consists in the communication between the NSO and 
a web interface, as it is made through the Network-wide CLI 
and, as we can observe in the figure, this communication cam 
be bidirectional. The necessary mechanisms to convert the 
high-level user-made settings must be previously configured 
and implemented, allowing users with low technical level to 
proceed with the configuration of the network and services. 
Then the form communicates with the Network Service 

Orchestrator through the implementation made in back-end of 
WebUI and in command line. Note that this process is abstract 
to the final user. It is in the stage of communication between 
the NSO and the type of Network that all the fundamental 
processes for the correct operation of this took are taken. The 
NSO is divided into four parts (three layers and a part relating 
to data storage) [13]: 

• Service Manager: this is where the intelligence of the 
NSO tool is. This layer enables the operator to 
manage high-level aspects of the network that are not 
supported by the devices that are directly connected 
to it. The services should be defined previously. It is 
from here that the management (creation, editing or 
deletion) of network services will be made; 

• Device Manager: its function is to manage the 
configuration of transactional devices, supporting the 
synchronization feature of bi-directionally settings 
and refined changes in real time; 

• Configuration Database (CDB): it is here that the 
information on the device configurations is all stored, 
so there is data synchronization. It is in the CDB that 
the synchronization, consistency and reconciliation 
with respect to the configuration between the services 
and devices occurs; 

• Network Element Drivers (NED): they are 
responsible for the link between the NSO and network 
devices. The NED uses the concept of atomicity, i.e., 
the execution of a command is either correct and runs, 
or if a simple thing is wrong, nothing will be executed. 
The NSO, according to the device we want to 
configure, informs the device type (device-type) of 
what to do, independently of the brand/device 
manufacturer. The device interface is modeled on 
files, using the YANG, and each file is modeled with 
the controls - that can be updated – in the respective 
device. The philosophy of the NED varies from 
device to device. For Cisco and Alcatel, commands 
are converted to CLI to run on the device terminal. 
For the Juniper equipment, that already uses 
NETCONF - based encoding in XML -, the 
philosophy is different, i.e., not needing to convert 
settings. 

As it was said before, the communication between NSO 
and the devices should be done by OpenFlow, NETCONF, 
XML, CLI or any other. If we do a deeper analysis of the 
communication, we will notice that the communication 
between the NSO and the network equipments are the 
responsibility of the NED or the OpenFlow controllers, as we 
can see in [19] document. Note that this communication is 
made by the NSO and it was not changed in the proposed tool. 

We finally get to the network and the devices, which may 
be of different brands and models. In this solution, the NSO 
gets to know the equipment by means of the communication 
Secure Shell (SSH) protocol.  

After the presentation of the proposed tool architecture, we 
will explain, in the next section, how it is implemented. 
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IV. PROTOTYPE 
The implementation of this tool is based on the 

architecture presented in Section III. In this section, we will 
deepen the architecture used, namely the implementation 
carried out and which ultimately resulted in the presentation 
of a simple tool that makes the network services management. 

 

A. Prototype implementation 
As mentioned above, our aim is to develop an Open 

Source tool where we can test the settings of a network and its 
services. The network can be either real or virtual. The 
concept behind the tool is SDN. With this kind of tool, the 
entire configuration process is centralized and this same 
configuration does not require in-depth knowledge of 
computer networks. So we can simplify the configuration and 
understand a network. From a purely visual point of view, the 
developed tool is nothing more than a Graphical User 
Interface (GUI) or WebUI. Next, we will explain the process 
of implementing this tool. The solution developed is based 
upon three main stages: 

• Scenario/network topology – where the network 
equipment is included; 

• Development of the intermediate layer – a layer that 
will make the connection between the configuration 
and network equipment and which is transparent to 
the user. The development basis was the use of the 
platform “Cisco Network Service Orchestrator 
enabled by Tail-f” and this is the platform that 
connects the network topology to the graphical 
interface. Cisco NSO is an orchestration technology 
that is based on the SDN concept, since the 
Orchestrator Apps are part of the Application Plane, 
one of the layers that belong to SDN. This phase will 
be the back-end for the user; 

• Graphical User Interface - primary site of interaction 
between the user and the network. Front-end for the 
user. 

The implementation of these three stages will be presented 
in the following subsections. 

 

1) Scenario/network topology 
Initially a virtual Linux Ubuntu machine was created to 

run the 14.4 version. In this machine a network was developed 
on a network simulation software GNS3 [20], shown in Figure 
4, where several different manufacturers were set, including 
Cisco and Juniper. 

In Cisco's routers they used the file “c3725-
adventerprisek9-mz.124-25d.bin” to virtualize the IOS. This 
model was the only one to which we had access, although we 
know that there are more recent models. As for Juniper, we 
had to use a vSRX Open Virtual Application (OVA) image, 
more specifically a 12.1X47-D15.4 version of JunOS vSRX. 
The only settings made in this equipment were addressing, 
routing, the Open Shortest Path First (OSPF) in this case, and 
the communication protocol configuration used – SSH. 

 
Figure 4.  Network topology defined to test developed in GNS3 

To bridge the gap between the topology developed and the 
GUI we used, as mentioned above, the NSO solution that we 
will explain in detailed in the next subsection. 

 

2) Development of the intermediate layer 
After the topology and configuration of the devices is 

completed, we have defined some services to be implemented 
and tested on the network. One of the objectives of this tool 
was that, later, the communication services could be 
configured using the GUI. The services implemented were 
QoS, Virtual Private Network (VPN) and a basic service of 
Virtual Local Area Network (VLAN), as well as the Hostname 
configuration of the equipment. One of the aims is to use the 
developed prototype to manage the referred network services. 
With this prototype we can, in just a few steps, configure QoS, 
VPN, VLAN or the hostname in a network. The hostname 
service would serve as proof of concept. After setting 
communication services, we have set up the configuration 
parameters of the service. To do this, we created a “skeleton 
service” to be implemented. In this “skeleton” there are 
several files, including the modelling of services, using the 
YANG. It is in the YANG files’ that the fields, or parameters, 
are defined to be ordered for proper implementation of the 
services in the network. Figure 5 shows an example of part of 
a YANG file (hostname.yang) for implementing the hostname 
service, with the purpose of changing the hostname of the 
required device. This service, as mentioned previously, was 
created to demonstrate the implementation done and will be 
reflected in the tested network devices. 
module hostname { 
 namespace "http://com/example/hostname"; 
 prefix hostname; 
 import tailf-ncs { 
  prefix ncs; 
 } 
 container host { 
  list hostname { 
   description "Configure 
hostname"; 
   key name; 
   uses ncs:service-data; 

  ncs:servicepoint "hostname"; 
  leaf name{ 
   type string; 
  } 
    leaf device { 
   type leafref { 
     path 

"/ncs:devices/ncs:device/ncs:name"; 
   } 
    } 
    leaf changeto { 
   type string; 
    } 
    } 
  } 
} 

Figure 5.  YANG file for modelling a service: Hostname (hostname.yang) 
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In Figure 5 we can see the set parameters which will 
support the data to be filled in the NSO. On the YANG model 
we can see the name of the device whose hostname we want 
to change, and the new hostname we want to give it. If we run 
the command to create the Hostname service, it works, but 
only on the data storage in NSO CDB. After the change in 
YANG file, we must define the service mapping so that the 
command is executed and the service created. As for the 
mapping setting, this is nothing more than changing the 
template (hostname.xml) that is generated when we create the 
service in the NSO. In Figure 6 we present an example of 
Hostname service. the result may be the template shown next. 

 

 
Figure 6.  Hostname service’s template (hostname.xml) 

In Figure 6 we can also note that the template already 
follows the hostname configuration, either to a Cisco router, 
identified by your operating system (IOS) or to the Juniper 
router, identified by your operating system (JunOS). 

In Figure 7 we present a command that is an example of 
the Hostname service configuration and that may be used for 
practical implementation of changing of a device hostname, in 
this case, the router p0. 

 

 
Figure 7.  Example of command for Hostname service creation in NSO 

After explaining the NSO, we will explain the creation of 
the GUI process that, for the network manager, is the only part 
that will be used for service management, after the network 
and the service are created, naturally. 

 
3) Development tool 

The final stage resulted in the development of a graphical 
interface where the user is expected to interact most of the 
time with regard to the service management part. The 
graphical interface was created in WordPress and is very 
simple. It is important to note that the main purpose was not 
the implementation of a high-level web interface, but the 
development of a solution that can serve as a stage prior to the 
configuration of the network and production service. We tried 
to create a simple and functional interface to make its use as 

easy as possible. There are more graphic tools with the 
function of network configuration, but most of them have 
many concepts which may not be necessary to those who will 
manage a network and its services [21]. The Cisco NSO 
technology is not very used yet but it is property of a big 
network company so it has potential. We have not found any 
related work with it, so to the best of our knowledge, our work 
is the first of its kind. 

The implementation of the WebUI is divided into two 
parts: the visible (front-end) and non-visible (back-end), 
which are running the most important process. The front-end 
is very simple and it is based mainly on buttons and filling out 
forms. The back-end is where the data, that was previously 
filled in by the user forms, is read. In the back-end of the tool 
we have done the proper implementation to interpret and 
process everything the user sees. This reading follows the 
sequence shown in Figure 8. 

 
Figure 8.  Process execution sequence runs in back-end in graphic 

interface 

In what concerns the database, it is very simple and it is 
used mainly to synchronize the data to be presented in the 
form with the data on the NSO. The most important command, 
through which the connection between the GUI and terminal 
NSO is made, is shown in Figure 9. 

 

 
Figure 9.  Access command terminal of NSO 

Running a script with this command is reflected in NSO 
terminal and later, in the existing network. The 
communication mode between the prototype and the NSO was 
the NSO [NCS] CLI Scripts [13], since it was the simplest and 
quickest way of implementing what we intended to test. Our 
NSO CLI Script is a solution available by NSO technology 
itself, thus it is a valid option to be used.  There were other 
communication modes like the Python, REST and Java, 
depending on the type of solution to the management of 
network we have or we intend to develop. 

To conclude the chapter, we present an example test of the 
entire process carried out. 

B. Test of tool operation 
On the graphical interface, the NSO checks the data after 

the user fills out a form for the hostname change. The form is 
shown in Figure 10. 

<config-template xmlns=http://tail-f.com/ns/config/1.0 
servicepoint="hostname"> 
 <devices xmlns="http://tail-f.com/ns/ncs"> 

 <device> 
  <name>{/device}</name> 
  <config> 
   <hostname 

xmlns="urn:ios">{/changeto}</hostname> 
   <configuration 

xmlns="http://xml.juniper.net/xnm/1.1/xnm"> 
    <system> 
     <host-

name>{/changeto}</host-name> 
    </system> 
   </configuration> 
  </config> 

  </device> 
 </devices> 
</config-template> 

 

admin-ncs(config)# host hostname troca device p0 
changeto p0cisco 
admin-ncs(config)# commit 

 

$ /home/tail-f/ncs_new/bin/ncs_cli -C -u admin 
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Figure 10.  Hostname form, part of the graphic tool developed. 

The parameters are validated after they are inserted. Only 
after their insertion will the commands be executed in the 
NSO terminal, the data is stored in the CDB and the mapping 
definition is made. This definition is reflected in the template 
result in the XML file, previously shown in Figure 6. Finally, 
the NED interprets the received data. The command is 
executed on the machine and the result is successful, as shown 
in Figure 11. 

 

 
Figure 11.  Execution of commands sequence in back-end.  Transparent 

process for the user. 

All network services were implemented on the prototype.  
We did not develop all template services, because this work is 
expected to be done/developed by network or device 
manufacturers. Although we only present the test for 
hostname service, for proof of concept of the prototype tool, 
the results of testing QoS services will also be successful in 
Alcatel router. The changes were confirmed in this specific 
router. 

We conclude the presentation of the implementation and 
of the demonstration of this tool execution. 

V. CONCLUSION AND FUTURE WORK 
We proposed and implemented an Open Source tool that 

can be used to manage a network, and especially its services 
before they are put into production. Using the concept of SDN, 
the management can be done either in a real network or in a 
virtual one, whether it already exists or it is created from 
scratch. Its simple use allows the users to spend less time in 
the configuration and creation of services and, at the same 
time, it can be used to optimize both the network and the 
creation of new services. In practice, the process is simple: add 
a tool to a network and that tool is ready to be used. The 

configuration of the equipments, as it is done nowadays, will 
be maintained, but it will use a graphic tool so that this process 
becomes more simplistic and abstract to the user. 

As future work, we can suggest the implementation of new 
services and the consolidation of this tool through a more 
optimized prototype. It would be an advantage to present this 
prototype to managers or network administrators, who work 
in this area daily, in order to improve this tool. 

REFERENCES 

[1] Cisco Systems, Inc, “Cisco Visual Networking Index: Global 
Mobile Data Traffic Forecast Update, 2014–2019”, 2015. 

[2] HP Enterprise Business, “Why SDN… Software-defined 
Networking?”, 2014. Available from: 
<https://goo.gl/kfclyH>. Accessed on: December 05, 2015. 

[3] Open Networking Foundation, “Software-Defined 
Networking (SDN) Definition. Open Networking 
Foundation”. Available from: <https://goo.gl/hMOCuy>. 
Accessed on: January 10, 2016. 

[4] D. Kreutz, F. M. V. Ramos, P. Verissimo, C. E. Rothenberg, 
S. Azodolmolky and S. Uhlig, “Software-Defined 
Networking: A Comprehensive Survey”, Proceedings of the 
IEEE  (Volume:103 ,  Issue: 1), January 2015. 

[5] Y. Jarraya, “A Survey and a Layered Taxonomy of Software-
Defined Networking”, IEEE Communications Surveys & 
Tutorials  (Volume:16 ,  Issue: 4), April 2014. 

[6] Nuage Networks, “Products - Nuage Networks”. Nuage 
Networks. Available from: 
<http://www.nuagenetworks.net/products/>. Accessed on: 
December 15, 2014. 

[7] Nuage Networks. Virtualized Services Platform, “Nuage 
Networks VSP Data Sheet”, June 2014. Available from: 
<http://goo.gl/Qj4nqB>. Accessed on: December 15, 2014. 

[8] Cisco Systems, Inc., Tail-F Systems, “Cisco Network Service 
Orchestrator (NSO) enabled by Tail-f”. Available from: 
<https://goo.gl/Oy1BKH>. Accessed on: December 22, 2015. 

 [9] HP Enterprise Business. “Leverage SDN: Create consumable, 
programmable, and scalable cloud networks”, 2015, pp. 17. 

[10] Nuage Networks, “Arista and Nuage Networks: Building 
Cloud Datacenters with OpenStack”, Dec. 01, 2015. 
Available from: <http://goo.gl/zJ4juN>. Accessed on: 
January 07, 2016. 

[11] N. McKeown, G. Parulkar, T. Anderson, L. Peterson, H. 
Balakrishnan, J. Rexford, S. Shenker and J. Turner, 
“OpenFlow: Enabling Innovation in Campus Networks”, 
ACM SIGCOMM Computer Communication Review, 
Volume 38 Issue 2, April 2008, pp. 69-74, doi:  
10.1145/1355734.1355746. 

[12] I. M. Kultan and Nuage Networks, “Virtualized Services 
Platform (VSP) & Network Services (VNS)”. Vienna, 
Austria, pp. 16. 2015. 

[13] Cisco Systems, Inc, “Tail-f Network Control System 3.3 
Getting Started Guide”, 2014, pp. 1; 3; 51-52; 59. 

[14] Cisco Systems, Inc., Tail-F Systems, “What is YANG?” 
Available from: <http://www.tailf.com/education/what-is-
yang/>. Accessed on: November 25, 2014. 

58Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-482-4

ICNS 2016 : The Twelfth International Conference on Networking and Services

                            71 / 84



[15] M. Rouse, “What is XML (Extensible Markup Language)?” 
TechTarget, Dec. 2014. Available from: 
<http://goo.gl/v65bZi>. Accessed on: January 10, 2016. 

[16] R. Enns, M. Bjorklund, J. Schoenwaelder and A. Bierman, 
“RFC 6241 – NETCONF Configuration Protocol”, Jun. 2011. 
Available from: <https://tools.ietf.org/html/rfc6241>. 
Accessed on: December 31, 2015. 

[17] Juniper Networks, Inc, “Junos OS NETCONF XML 
Management Protocol Developer Guide”, pp. 3. 2015. 

[18] W. Stallings, “Software-Defined Networks and OpenFlow”, 
The Internet Protocol Journal, March 2013. 

[19] J. J. Jensen, “Multi-Vendor Service Orchestration & Network 
automation for today’s networks”, 2016. 

[20] GNS3 Technologies, Inc, “What is GNS3?”, 2016. Available 
from: <https://www.gns3.com/software>. Accessed on: 
February 21, 2016. 

[21] L. D. Vecchio “GUI for Netfloc – An OpenSource SDK for 
SDN”, January 29, 2016. 

 

 

 

59Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-482-4

ICNS 2016 : The Twelfth International Conference on Networking and Services

                            72 / 84



Island-Based Sensor Relocation in Wireless Sensor Network to Improve
Connectivity

Sahla Masmoudi Mnif
National School of Computer Science

University of Manouba
Tunisia 2010

e-mail: sahla.masmoudi@ensi-uma.tn

Leila Azouz Saidane
National School of Computer Science

University of Manouba
Tunisia 2010

e-mail: leila.saidane@ensi.rnu.tn

Abstract—Wireless sensor networks applications require
connectivity between deployed sensors over the region of
interest (ROI). We note that the random deployment of
sensors, leads to dividing the network in different partitions
and makes the communication impossible between deployed
nodes. In this paper, we propose to use a mobile robot which
will travel through the supervised area and will relocate
redundant sensor nodes in order to ensure connectivity. We
assume in our work that the mobile robot is not aware of the
network topology, so that the robot has to discover the network
topology and to enhance the connectivity in the WSN. We
propose for this purpose two Island-Based strategies. In the
first strategy, the robot walk is made in a random manner; this
strategy is called Island-Based Random Walk (IBRW). In the
second strategy, called Island-Based Walk with Memorization
(IBWM), the robot memorizes the collected information and
tries to improve the connectivity in the WSN. Through
simulation we evaluate and compare the performances of these
strategies.

Keywords- Sensor; Wireless Sensor network; Connectivity;
Mobile Robot; Relocation.

I. INTRODUCTION

Ensuring connectivity in Wireless Sensor Networks
(WSNs) is a challenging issue, especially in hazardous areas.
Many applications of WSN require an important level of
connectivity in the network to detect any abnormal event
(e.g., fire, seism, intrusion detection, etc.) and forward an
alert to the "sink" node in order to inform users. As examples
we can mention, detection instruction application in military
fields, the survey of frontiers zones and the control of
mountains and forest occupied by terrorists. In fact, to survey
this kind of environment, sensors are generally deployed, in
a random manner (e.g., dropped from an aircraft). Sensor
nodes are expected to detect any given events (intrusion, fire,
etc.) and communicate together in order to survey a Region
Of Interest (ROI). But nevertheless, the total connectivity
between sensors is not guaranteed with random deployment
of sensor nodes, which leads generally, in partition of the
network.

Upon an initial deployment, the sensors should
communicate and maintain this communication between
nodes in order to stay reachable to each other.

A. Motivation

In recent years, the mobility has been introduced in
WSNs to ensure and improve connectivity and coverage of
the ROI. The sensor node using a mobile platform will have
the possibility to move and to relocate its position. In our
work, we are essentially interested by hazardous areas like
inaccessible mountains, forests and deserts or harsh frontiers.
Our goal is to survey these areas against any attacks (terrorist
attacks). For this kind of areas, the deterministic deployment
of sensors is not easy. For this purpose, in this paper we deal
with a random deployment of sensors.

In general case, with random deployment the total
connectivity is not guaranteed. Sensors need to be relocated
to achieve total connectivity. Some existing sensor self-
deployment algorithms [4][12][15] are adaptive to node
failure and may actually be employed to solve the sensor
relocation problem regarding sensing hole healing. A sensor
relocation algorithm is proposed in [2]; this algorithm
relocates redundant nodes in a cascading manner. However,
its assumption, i.e., pre-knowledge about sensor field, makes
it less practical in real-world scenario. Noting that, using
mobile sensor nodes is expensive, we envision using, in our
work, static sensor nodes and a mobile robot to relocate
static nodes if necessary. The robot is assumed to be
equipped with sensors and moves through the ROI according
the given strategies. The robot has to relocate sensors to
obtain a connected and covered network. The main task of
the mobile robot is to discover disconnected nodes and to try
to ensure total connectivity over the network. Different
scenarios are envisaged where robot is in short of static
sensors and should pick up redundant sensors and relocate
them in the ROI. We propose to exploit the redundant nodes
resulting in random deployment of sensors rather than
adding some new sensors for economic purpose.

B. Problem Statement

We consider a given ROI equipped with a large number
of wireless sensors which are deployed randomly in this area.
By this deployment of nodes, the connectivity between nodes
is not guaranteed. In our work, we propose to use a mobile
robot to relocate redundant sensors in order to ensure
communication between sensors.
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Assumptions: we are assuming the following:
• The deployed nodes are wireless static sensors.
• The number of deployed sensor nodes is very

important.
• Each sensor node is characterized by its unique

Identity which is computed from its address.
• Each sensor node is able to compute its location by

mean of localization technique like the Global
Positioning System (GPS).

• Each sensor node has two independent components:
sensing and communication units. Both parts are
powered from the same limited source of power
(battery).

• Each sensor node is able to compute its residual
energy.

• The transmission (communication) range of each
node is denoted rc. We suppose that all nodes have
the same communication range.

• The sensing range of each node is denoted rs. We
suppose that all nodes have the same sensing range.

• After a random deployment of sensor nodes in the
area, they will be redundant nodes in some zones
and they will be non- covered zones.

• We use a mobile robot which is a mobile sensor and
have a very important storage and computation
capacities.

• The robot has a communication range noted Rc and a
sensing range Rs larger than the other sensor nodes.

• Initially, the mobile robot is equipped with sensor
nodes (which we will call them “Reserve Nodes”)
that it can use them to enhance connectivity in the
network.

The mobile robot should run through the controlled area
and decides the appropriate action to do: the robot can
discover the network topology (discover the position of
deployed sensors), can pick up redundant sensors or can
continue its travel in the ROI.

Our paper is structured as follows: We start with a brief
review of the existing solutions for the redeployment of
sensors in WSN. Then we present our solution and we
validate it by means of different experiments and simulations
and finally, we close this paper by a conclusion.

II. RELATED WORK

In recent years, sensor relocation has been a challenging
matter that was studied by many researchers. Several
solutions have been proposed to solve the redeployment
issue. One relevant solution was to provide motion capability
to all sensors. This way, the sensors can move and relocate
themselves in order to adjust the topology and achieve the
connectivity and/or the coverage.

The sensors must synchronize their movement to
enhance the network topology.

Among the proposed solutions, we mention particularly
the cascade motion which is detailed in [2]: instead of
moving directly to the target, the sensor nodes adopt a
cascade movement which means that the nearest node to the

target point will move there, and the location of nearest node
is replaced by moving another sensor and so on.

Virtual Forces Aspect has been also proposed as a
solution for sensor relocation. In this way, deployed sensors
communicate together and compute their new locations in
order to ensure connectivity and/or coverage. Then these
sensors exercise a repulsive or an attractive force to move to
their estimated locations. This strategy was studied and
presented in [18].

The mobility of nodes is very efficient and improves the
network topology, but it requires an important energy
consumption which causes the node depletion and decreases
the network lifetime.

Other solutions consist of the use of fixed sensor nodes
and the network is assisted by some "actors" like mobile
robots.

Some studies proposed to use the robot to carry data
between disconnected sensors so that the robot collects the
detected event from nodes and then delivers these
information to the other nodes. This approach is presented by
Zhao et al. [19]. In this way, the event is delayed and a
latency time is introduced which can be considered as a
shortcoming for critical applications.

Another set of related works include algorithms using
DATA MULES [14][15], which are wireless devices
integrated on mobile entities (e.g., animals, vehicles, etc.) A
DATA MULE is a data collector; it picks up data from nodes
and relays it to other nodes, so that, data would not be
relayed on long routes and the network lifetime is increased

In other proposed solutions, the actors are mobile sensors
that exploit the redundant nodes and relocate them to achieve
better connectivity and/or coverage trying to preserve the
network lifetime as long as possible. Most of the proposed
solutions are grid-based ones like the solution proposed in
[2]. For sensor relocation in mobile sensors networks we
mention for example ZONER proposed in [20]. This solution
presented a distributed zone-based sensor relocation protocol
for mobile sensors on the basis of restricted flooding
technique. When mobile sensors are cost effective and have
critical energy constraints, we try in our work to propose a
sensor relocation strategy for static sensor networks using a
mobile robot.

III. PROPOSED SOLUTIONS

In this section we present our approach to relocate the
sensors using a mobile robot. We start this section by
presenting the network modeling and then we define the
robot algorithms to relocate the sensors.

We assume that the region of interest is unreachable,
making the deterministic deployment impossible. Hence, we
consider an initial random deployment of sensor nodes and
we scatter a large amount of sensors within the region of
interest.

Each node in the network knows its own position by an
attached GPS (Global Positioning System) or any other
equipment of localization. Sensors have the same
communication range rc and the same sensing range rs, we
note that rc >= rs.
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Using this kind of sensor deployment, connectivity in the
resulted network is not guaranteed. Furthermore, the random
deployment leads to the creation of disconnected islands.

1) Definitions:
Island: An isolated set of connected sensor nodes.
MainIsland: The Island containing the "Sink" node is

called “Main Island”.
Redundant sensor: a sensor is said to be redundant if his

perception zone is covered by the perception zones of other
sensors.

In each island, the connectivity is ensured but the islands
are not able to communicate between each other. Generally,
each island contains redundant sensor nodes. Figure 1 shows
an example of an Island-based network.

Figure 1. Example of an Island-Based WSN.

2) Redundant Sensor Identification: the mobile robot
has to identify the redundant sensors in order to use
them to connect islands. We use a hexagonal
partition of region in order to identify and locate
redundant sensors. The structure of hexagon cell is
chosen in a manner that sensors belonging to two
adjacent cells are able to communicate. A sensor is
said to be redundant if its cells (perception zone) is
covered by other cells. Tasks of redundant sensors
can be made by the neighboring sensors and so that
the redundat sensor can be in a passive mode in
order to save energy.

3) Island-Head Identification : For each Island, a
chief is elected, called Island-Head. This island-
Head collects all the information about the island
(positions of redundant nodes, positions of nodes in
the islands, etc.). The Island-Head is elected as the
node with the highest level of residual energy and
having the largest set of neighbors. In order to
select the Island-Head, an election factor noted f is
defined by (1):
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where Eres and Emax, represent respectively the residual
energy and the maximum level of energy for a given node.
Nbn and Nbnodes refer to the number of neighbors of a sensor
node and the number of nodes in a given Island.
The node with the highest value of f is elected as an Island-
Head. In case of multiple candidates, the node with higher
Identity is elected. A backup Island-Head is chosen to
replace Island-Head in case of its depletion.

When the Island-Head is elected, it collects the positions
and all information concerning the redundant nodes. After
that, the Island-Head orders the redundant sensor nodes go
to the passive mode (sleeping mode) to save energy of the
whole network.

We assume that the robot knows the position of the sink
node. Therefore, it is not aware of the network topology.
Hence, the main role of the mobile robot is to discover the
topology of the network and simultaneously, it tries to
redeploy redundant sensors in order to enhance the network
topology and to ensure connectivity between each Island of
the network and the “MainIsland” to obtain a connected
network.

We notice that, the mobile robot is considered as a
sophisticated entity with an important computational
capability and a large amount of energy. We suppose also
that the robot can be recharged as needed. The robot has
also sensing and communication capabilities, we note Rc the
communication range of the robot and Rs its sensing range;
Rc>= Rs. We assume also that the robot is equipped by a
number of sensors Nbres that can be used connect
disconnected Islands.

Each couple of nodes (whether sensor node or robot) can
communicate directly when they are within each other
communication range.

In our solution, we will exploit sensor redundancy to
enhance the connectivity over the network. We mention that
the mobile robot can be in one of these states:

• Discovering topology: it has to discover the position
of deployed sensors, Islands, etc.

• Collecting redundant sensors: when encountering
redundant nodes, the robot can pick them up.

• Connecting Island: the robot places sensors in order
to connect the Islands

• Free: the robot has no task to do.
We propose two strategies for sensor relocation: the first

strategy is called Island-Based Random Walk (IBRW) in
which the robot walk is made completely in a random
manner and the second strategy is called Island-Based Walk
with Memorization (IBWM) in which the robot walk is
made based on the recently discovered information (about
topology, position of redundant nodes, disconnected islands,
etc.)
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A. Island-Based Random Walk

Our first proposed solution is called Island-Based
Random Walk (IBRW). In this solution the robot walks in
the ROI in a random manner. Periodically, the robot stops
(after a distance of 2* Rc) and sends a Hello-Robot
Message. Each sensor receiving a "Hello-Robot", forwards
this message to its "Island-Head" and the "Island-Head"
replies with "Island-information" containing all the
information concerning this island (position of nodes,
positions of redundant sensors, sensors identities, number of
redundant nodes, etc.).

• If the robot does not receive any reply (after a
prefixed duration), it continues its walk in a random
direction.

• If the robot receives an "Island-information", it
computes the position of the nearest node of the
"sink" and then it calculates the number of needed
sensors to connect the island to the “MainIsland”.

o If this requested number of sensors is
available on the robot, it relocates them (the
nodes will be relocated according to
hexagonal pavement).

o If this requested number of sensors is not
available on the robot, it continues its walk in
a random manner.

Figure 2 shows the way that two Islands should be
connected using the hexagonal pavement. Green cells are
used to connect an Island to the “MainIsland”.

Figure 2. Connecting two Islands

B. Island-Based Random Walk with Memorization

In this strategy, the robot adopts the same functioning as
the IBRW with some other amelioration. The robot is
initially in a free state. The robot starts its travel in
Discovering Topology state and it moves through a random
direction. The robot, during this state, sends periodically a
Hello-Robot Message. When the robot encounters an Island,
it receives a reply from the Island-Head. This message
contains all information about the considered Island. All

received information is saved in the robot and the robot
updates its information about the network topology.

• When a robot encounters an Island, it memorizes all
the information concerning this Island mainly the
locations of redundant nodes.

• When they are no carried sensors on the robot, the
robot returns back to the nearest redundant nodes,
picks them up and relocates them like in the IBRW
algorithm. Then the robot continues its travel in a
random direction.

IV. PERFORMANCE EVALUATION

Our proposed solution is implemented under NS2
simulator. Several simulations were established with
different scenarios. For all simulations we use a large
number of deployed sensors to ensure full connectivity and
enhance coverage over the network.

The sensors are initially deployed randomly through a
square ROI; we set rc=25m, rs=25m and Rc=45m. We set the
dimension of the ROI to 500*500. The Initial load of the
robot 5Reserve nodes) is fixed to 60 sensors. The number of
deployed sensor nodes is set to 200 sensors in the first time.
In a second step, we will vary the number of deployed
sensors from 100 to 600 sensors.

The number of created islands over the network is an
important factor which gives us an idea on the total
connectivity in the network. Figure 3 shows that the number
of created islands increases when the number of deployed
sensors decreases. As a result, the connectivity between
nodes increases when the number of deployed sensors
increases.

Figure 3. Number of formed Islands

In our work we try to attend a tradeoff between the
number of deployed sensors and the connectivity rate. In
other terms, we try to determine the optimal number of
deployed sensors to achieve a desired connectivity level.

To evaluate our proposed solutions we fixed some
metrics like connectivity rate, connectivity Time, the total
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travelled distance by robot and the average consumed energy
by static sensors.

A. Connectivity Time

Connectivity time (CT) is the time needed by the robot
to ensure connectivity over the entire network. This metric
should to be minimized.

Figure 4 shows that when the number of deployed
sensors increases, the connectivity time decreases for the
two proposed strategies IBRW and IBWM. This can be
explained by the important number of redundant sensors
when the number ofdeployed sensors number increases. In
this case the number of Islands to connect to the
“MainIsland” decreases.

We remark also that IBWM outperforms IBRW in terms
of connectivity time which can be explained by the
optimization of functioning of robot for IBWM compared to
IBRW.

Figure 4. Connectivity Time

B. Connectivity Rate

The connectivity rate (CR) is the rate of connected
sensors in the network; this metric can be given by (2)

sensorsdeployedofnumberThe

sensorsconnectedofnumberThe
(2)

This metric should be maximized to enhance the
performance of the tested algorithms. We modify the number
of deployed sensors and we compute the CR to show the
impact of the numbers of the deployed sensors on the
connectivity rate.

Figure 5. Connectivity Rate

Figure 5 shows that CR increases with the number of
deployed sensors. Figure 5 illustrates also that IBWM
algorithm outperforms IBRW in terms of connectivity rate.
In fact, the walk of robot is more optimized in IBWM
strategy making the connectivity process easier.

C. Total Travelled Distance

We compute for each proposed algorithm the total
travelled distance by the robot. Figure 6 shows that the
travelled distance decreases when the number of deployed
sensors increases. In fact, in this case, the robot had to
connect more Islands to the “MainIsland” and is obliged to
travel more long distances. Figure 6 shows also that IBWM
outperforms the IBRW in terms of the total travelled
distance. In fact, compared to IBRW, the IBWM algorithm
exploits the nearest discovered redundant sensors.

Figure 6. Total Travelled Distance

D. Energy Consumption

The high energy consumption driven by mobile sensors
is an important criterion which justifies the use of static
sensors and a mobile robot to redeploy them. We compute
for our proposed solutions the average consumed energy by
all static sensors. Figure 7 represents the mean consumed
energy according to the number of deployed sensors.

Figure 7. Average Consumed energy by static sensors

We note that the energy consumption decreases with the
number of deployed sensors. In fact, when the number of
deployed sensors increases, the number of resulted islands
decreases and so the number of redundant sensor nodes
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increases within each island; the redundant nodes will be in
sleeping mode. We note also that IBWM outperforms
IBRW strategy in terms of consumed energy. In fact, in
IBRW strategy, the robot does not memorize any
information about the topology. Each time the robot is
obliged to communicate with encountered sensors.

E. An illustrative Example:

Our proposed solutions can be used to insure
connectivity in WSN applications. We mention mainly
agriculture precision, where a set of sensor nodes is
randomly deployed on a zone and a mobile robot can be used
to ensure connectivity in this network. From Figure 4, we
can know the minimum number of needed deployed sensors
to ensure connectivity in a given time. We can also
determine the minimum number of needed sensors to have
connectivity lower than a given threshold. For example in
our example the CR is greater than 0.96 when the number of
islands exceeds 7.

Detection Intrusion in hazardous areas is an example
which can use our work. A robot can be used to redeploy
sensors in order to achieve total connectivity. The optimal
number of deployed sensors to achieve a given level of
connectivity in a given time can be determined from curves
and figures resulting from our simulations.

V. CONCLUSION AND FUTURE WORK

In this paper we proposed a robot-based sensor
relocation to ensure connectivity in the Wireless sensors
networks. We proposed to model our network by a set of
disconnected islands that are formed due to a random
deployment of nodes. We proposed also to use a mobile
robot to relocate redundant nodes in order to connect the
islands of the networks.

We defined two strategies; in the first one IBRW, the
mobile robot makes a random travel. In the second one the
robot memorizes the locations of encountered redundant
nodes and uses the nearest ones when needed. Through
several simulations we validated our work.

We show that our work can be used to determine a
tradeoff between the required connectivity rate or time and
the number of deployed sensors.

As a further work we propose to enhance these solutions
by the use of a large number of robots and we propose also
to compare our proposed solutions to other relevant
proposed solutions in literature.
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Abstract—Service interruptions in critical infrastructures, like
the power grid, can lead to serious consequences for safety and
security of people. To avoid such interruptions of distributed
applications or process control systems belonging to a critical
infrastructure, reliable recovery mechanisms for the associated
communication systems are essential. OpenFlow, a standard for
software defined networking (SDN), provides the fast failover
group mechanism to forward packets via alternative paths in
case of link failures. In contrast to the conceptual and theoretical
discussions of this concept, in this work, the performance of
path restoration using SDN fast-failover groups is compared to
the performance of path computation when using the Rapid
Spanning Tree Protocol (RSTP). Our results show, that current
implementations of OpenFlow can significantly improve the
failover performance compared to RSTP, which makes it possible
to use SDN in ultra high reliability communication networks. But
it is also shown that there is a potential to further improve the
SDN recovery mechanisms by deeply inspecting the correlations
between OpenFlow/SDN implementations, the used hardware and
the operating system.

Index Terms—Critical infrastructure; Fast failover evaluation;
Software defined networking; Reliability; Network recovery

I. INTRODUCTION

Some technical systems like the electrical grid or other util-
ity systems are of special importance for our modern society
as they are providing the basis on which our communities,
economies and everyday lives are founded. Such technical
systems are referred to as critical infrastructures. In the last
years, there has been a recognizable trend of a proceeding aug-
mentation with Information and Communication Technology
(ICT) to increase advantages and efficiency of such systems.
With this progress, critical infrastructures are getting highly
dependent on a working communication infrastructure, making
this ICT itself to a critical infrastructure [1]. One example for
this development can be seen in case of power grids, which
are evolving towards Smart Grids. Here, various entities of the
power systems like generators, sensors, and intelligent devices
are getting interconnected using ICT in order to enrich the
power grid with more sophisticated functions for monitoring
and control, trading, and Demand Side Management [2].

Nowadays, communication networks for critical infrastruc-
tures are often operated as dedicated networks where connec-

tions to other networks (especially the Internet) are avoided.
Mainly due to the risk of introducing security and performance
issues as certain ICT functions in critical infrastructures have
special requirements for reliability, data security and quality
of service (QoS). This however, has several disadvantages
such as high operating and installation costs for dedicated
networks and the impossibility to share information between
systems belonging to different critical infrastructures. But,
when already existing communication infrastructures are ex-
tended to be used for critical infrastructures beside its orig-
inary operation purpose, methods are needed that guarantee
the reliability of critical traffic. To achieve this, (1) critical
traffic should be separated from non-critical traffic and (2) for
critical traffic special treatment is needed in order to guarantee
communication reliability. One approach often discussed in
current and recent research project is the use of Multiprotocol
Label Switching (MPLS) networks. With MPLS and its traffic
engineering extension Ressource Reservation Protocol - Traffic
Engineering (RSVP-TE), traffic of distinct applications can be
forwarded differently within the network, which leads to traffic
separation. Furthermore, with RSVP fast reroute a fast method
is given to reroute packets as soon as link failures occur.
This can be used to increase the communication reliability of
critical traffic. The disadvantage of MPLS, however, are high
efforts for maintenance and often high costs for provisioning
of MPLS services (e.g., renting MPLS lines from service
providers).

Software-defined networking (SDN) provides other ap-
proaches to tackle the aforementioned topic. This can be
shown in the SDN testbed for critical and non-critical appli-
cations. Here, SDN is considered as a promising candidate to
separate traffic of critical and non-critical applications. This
also goes in conjunction with better mitigation of potential
security risks, increased reliability through isolation from
configuration errors of other applications and networks, and
a simplified configuration and management for both, infras-
tructure users and providers.

The SDN testbed implements solutions as a proof of concept
in a real-end user, OpenFlow enabled [3] fibre to the home
infrastructure operated by a district heat provider. The district
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Figure 1. SDN testbed for co-existence of critical and non-critical network applications.

heat provider uses this infrastructure on the one hand for
controlling purposes of the heating system, and on the other
hand to offer his communication infrastructure to service
operators, which in turn offer additional services (such as high
speed Internet) to customers. Also the integration of metering
solution for smart grids or water systems for utility service
providers or the local government is possible. Figure 1 gives
an overview of the SDN based testbed.

The topic addressed in the current study is reliability of
critical infrastructure communication. Certain applications of
critical infrastructures require a high degree of reliability
regarding communication interruptions. Here, OpenFlow pro-
vides a special fast failure recovery method allowing for
configuring switches at the SDN forwarding plane with fast-
failover groups. Such a group defines a list of alternative ports
on which packets can be sent out belonging to a certain traffic
trunk. This means, that for all computed paths between a
source and a destination, all switches on these paths can have
multiple opportunities to forward packets to follow one of the
precomputed paths. As soon as one forwarding port is not
usable in case of a link failure the alternative port can be
used. The decision, which one of the possible output ports is
used, is taken at each switch based on the locally available
link state information.

In the present performance comparison study, OpenFlow
fast-failover is compared to the commonly used rapid spanning
tree protocol (RSTP) that also provides the reroute capabilities
when link failures occur. In difference to OpenFlow’s failover
groups, alternative paths are computed by a distributed algo-
rithm right after a link failure occurs [4]. In this paper, we
focus on the comparison of the OpenFlow fast failover groups
with RSTP as we had a focus on layer 2 of the OSI model.
Further more the study is done to examine the applicability
of SDN/OpenFlow for reliable communication in the SDN
Testbed. The aim of this work is also to encourage further

discussions on augmenting communication networks of critical
infrastructures with SDN technology.

The paper is organized as follows: Section II contains a brief
overview of other work related to this paper. In Section III a
short introduction to MPLS fast reroute method is depicted.
Section IV describes the network infrastructure used for the
tests as well as the methodology of the tests. Section V
describes the validation results in detail before we give an
outlook on future work in Section VI.

II. RELATED WORK

Several studies have investigated the application of SDN
in Smart Grid communication systems. Dong et al. focus on
possibilities of SDN to improve the resilience of a Smart Grid.
They also discuss critical issues of SDN, which need to be
taken into account before deploying SDN to Smart Grids [5].
The use of SDN in the area of substation automation based
on IEC-61850 is discussed in [6]. Here, Cahn et al. describe
a system that automatically configures the network infras-
tructure of a substation with respect to the communication
requirements of present IEDs and monitoring devices. This
work is brought to a more practical level in [7], where the
current development state of SDN/OpenFlow implementations
was investigated in detail and, in addition, the ability of SDN
to fulfill communication requirements of Smart Grid commu-
nication networks was evaluated. [8], [9] and [10] evaluates
different methodologies to implement failure recovery in SDN
based networks. Dorsch et al proposed approaches for fast-
recovery and guaranteed quality of service [2]. In contrast to
the fast-recovery approach proposed in our work, the logic for
re-routing of packets is centralized at the SDN Controller -
i. e., if a link failure occurs, the corresponding switches send
a message to the SDN controller, asking for an alternative
forwarding rule. The approach of our work utilizes OpenFlow
fast-failover groups to provide multiple alternative paths to
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the switches at the same time. Switching to alternative paths
can be done based on local decisions of switches, which
is expected to reduce link down time and packet loss. Our
approach could be extended by the work of [11] where a
SDN Controller precalculates multiple forwarding paths from
a sender to a destination at the same time, and download
the corresponding forwarding rules to the switches. In such
an approach OpenFlow enabled switches have to deal with a
significant higher number of flow entries and this harbours the
risk of flow table explosion.

III. RSVP-TE FAST REROUTE

For critical infrastructure communication, MPLS (and espe-
cially its extension RSVP-TE) is frequently proposed in order
to guarantee reliability, traffic separation, reliable bandwidth
separation and the like. RSVP-TE enables to establish label
switched paths (LSP) throughout an MPLS network including
resource reservation on end-to-end links such as minimum
bandwidth or delay requirements. One extension of RSVP-
TE to LSPs is fast reroute functionality. Fast reroute allows
the establishment of additional backup LSPs which can be
switched to as soon a link failure or network failure occurs.
RSVP-TE fast reroute is specified in RFC 4090 [12].

In general, fast reroute works according to the following
simplified model: When a new LSP is requested (usually by
the network administrator), several detours are precomputed
and preestablished along the LSP. These detours are paths
between MPLS routers, which provide local repair capabilities.
After a link failure has been detected by a directly connected
Label Switching Router (LSR) it becomes to the point of
local repair and uses one of the preestablished detours to
quickly reroute traffic around the failure point. In a second
step, after rerouting the traffic via the detour, the router sends a
notification to the MPLS ingress router, which then, establishes
a complete new LSP avoiding the network failure point. While
the computation of a new LSP takes several seconds, the local
repair can be established within several milliseconds after a
failure has been detected.

For the detection of link and node failures, the fast reroute
makes use of MPLS hello messages for the detection of
unreachable neighbour MPLS nodes and additionally can
make use of local physical layer information to detect link
failures to next-hop neighbours. While rerouting based on the
local link information can be done within some milliseconds,
using hello messages to detect failed neighbor nodes takes
times in the scale of some seconds. In the latter case, hello
messages are periodically (every two to five seconds) sent out
by LSRs to their neighbours and if no reply is received from a
neighbour LSR, this LSR is considered as broken. Due to this,
a link failure can remain undetected several seconds before
the local repair mechanism starts to work. In several practical
implementations and evaluations, it has been shown that fast
reroute can reach failure recovery times in the range of up to
50 milliseconds for the local repair mechanisms when physical
layer information is used [13].

While a direct comparison between MPLS fast reroute
networks and SDN approaches would be highly interesting, in
this paper we are focusing on pure layer 2 link failure recovery
techniques. For a comparison of MPLS fast reroute and SDN
approaches, a more comprehensive evaluation should be done
including also features like bandwidth protection, which are
provided by RSVP-TE fast reroute.

IV. VALIDATION ARCHITECTURE AND METHODOLOGY

Content of this section is a description of testbed architec-
tures and testing methodologies for the failover performance
evaluation of SDN/OpenFlow and RSTP.

A. RSTP fast-failover evaluation

The network infrastructure used for RSTP evaluation con-
sists of two hosts A and B, connected with a network of four
switching devices S1, S2, S3, and S4 (see Figure 2).

Both end devices are standard desktop computers using
1 Gbit/s standard Ethernet interface cards. On host A a sending
application is able to send UDP flows with a configurable
packet size and sending interval. During the evaluation mea-
surements, the packets are forwarded through the network
and finally delivered to the destination host B. At host B a
receiving application is running, which captures the packets
sent by host A and keeps track of receiving timestamps of each
packet. The UDP packets’ payload containing their sending
timestamps and a packet number increased by 1 for each
packet sent out (the first packet has number 0). Both contents
are written by the sending application. By utilizing the packet
numbers stored in the packet’s payload, it is possible to
compute lost, reordered, and duplicated packets. The receiving
application keeps track about the packet numbers of incoming
packets. If gaps are detected the according packets are con-
sidered as lost. In the case of out-of-order packet numbers
of incoming packets, packet reordering is considered. If one
packet with the same packet number is received twice, packet
duplication can be assumed.

In the RSTP test network, standard desktop computers are
used as switching devices running Open vSwitch 2.3.90 sup-
porting RSTP IEEE 802.1D-2004 [4]. All PC based switches
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Figure 2. Overview of RSTP evaluation network infrastructure.
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TABLE I. OPTIMIZED RSTP PARAMETERS

Parameter standard value optimized value
Forwarding Delay 15 4
BPDU max. age 20 6
Transmit Hold Count 6 1
BPDU timeout 1200 1

(S1, S2, S3 and S4) are equipped with identical fiber optical
network interface cards in order to make sure that impacts of
different network hardware on the recalculation performance
can be excluded.

At the beginning of the test, a primary path is computed
by RSTP leading via the switches S1, S3, and S4 to the
destination host B. When a link failure occurs between S3
and S4, RSTP establishes the alternate path via S2 and S4 to
host B (see Figure 2). As soon as the connection between S3
and S4 is available again, the primary path gets restored by
the RSTP path computing algorithm.

During the test, the fiber optical connection of the primary
path were automatically (by a test program) disconnected
and reconnected in time-intervals of 10 seconds. In total 40
disconnect and reconnect actions has been executed during
the tests. Each action led to path recalculations of the RSTP
protocol in order to find most cost-efficient path towards its
neighboring switches and establish a new forwarding path.
When the link failure occured (after disconnection of the
primary path) RSTP re-established a path via the alternate path
and the computation time for the alternate path was recorded.
When the broken link has been reactivated, the time needed
to return to the default route has been measured.

To maximize the speed of RSTP link failure detection
and path calculation, the algorithm parameters forwarding
delay, BPDU sending interval, and maximum age of BPDUs
are reduced compared to standard values. Table I contains
a comparison between RSTP standard values and optimized
values.

B. OpenFlow fast-failover evaluation

The network infrastructure for the evaluation of OpenFlow
fast-failover performance has the setup shown in Figure 3. The
hosts A and B are standard desktop computers, equipped with
1 Gbit/s standard Ethernet network interface cards. These inter-
faces are faced to the network used for OpenFlow performance
evaluation. The switch S1 is a standard desktop PC configured
as switch and is running Open vSwitch Version 2.3.90 as Linux
Kernel module supporting OpenFlow until Version 1.3. S1 is
equipped with a dual port fiber-optical network interface card.
One of the ports is connected to switch S2, the other to switch
S3. Finally, the switches S2 and S3 are connected to switch
S4, which in turn is connected to host B. The switches S2,
S3, and S4 are identically built switching devices providing a
1 Gbit/s fiber-optical network. The hardware is natively run-
ning Open vSwitch Version 1.9.90, also supporting OpenFlow
up to Version 1.3. The switching hardware S2, S3, and S4
are generally i386 Linux boxes with designated TCAM based

switching hardware bringing mainly a performance boost for
their forwarding actions (TCAM based rule selection).
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Figure 3. Overview of the OpenFlow/SDN evaluation network infrastructure.

Like in the RSTP tests, on host A, UDP traffic is generated
and sent to host B, using the same applications and configu-
rations as in the RSTP evaluation.

To evaluate the OpenFlow fast failover behavior, the net-
work is configured with a fast-failover group at S1, which
forwards packets to switch S3 during default operation (pri-
mary path). When S1 looses its connection to S3 the alternate
path via S2 is used. Furthermore, switch S2 and switch S3 are
configured with static flow entries in order to forward packets
to switch S4. Switch S4 also has a static flow entry to forward
all incoming packets to destination host B.

The sending application is configured to generate Ethernet
traffic of about 4.6 MBit/s with following properties:

• 242 Bytes payload of each UDP packet
• 8 Bytes for the UDP header
• 20 Bytes IP header
• 18 Bytes Ethernet header
• 500 microseconds mean packet sending interval

The performance tests were carried out in one automated
test scenario to emulate software failures, and one manual test
scenario to emulate hardware link failures. This is also done
to unveil impacts on the link failure detection mechanism,
depending on whether the link failure is produced by turning
off the network interface via a user space command or when
a physical network connection breaks.

In the automated test scenario, the link between S1 and S2
is interrupted by a disconnection command, which instructs
the operating system to deactivate the network interface on
switch S1, which is connected to S2. After a waiting time of
10 seconds, the network interface is reactivated again. This
procedure is repeated every 10 seconds until the UDP traffic
flow from host A to host B has stopped. The automated test
is done during a test period of 40 switching actions. The
manual test scenario, the link interruption is done manually by
interrupting the physical optical fiber connections. Like in the
automated scenario, the 10 seconds interval when connecting
and disconnecting the link is kept and also 40 switching
actions are performed.
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In the manual test scenario a SFP-based fiber optical media
converter is placed between the switches S1 and S3 (see Figure
3). These devices are normally used, e.g., to convert a single
mode fiber optical connection into a multi-mode connection.
In the manual test, however, the media converters are used
to manually interrupt the connection between S1 and S3.
For this purpose the external power connection of the media
converter is used. This has the benefit, that contact chatter
can be avoided, which was observed when manually plug and
unplug optical fibers into the NIC ports. When the media
converter is turned off, a link failure appears at both sides
of the connections, i. e., both switches S1 and S3 will detect
the link failure.

V. RESULTS

In the following section we present and discuss our fast-
failover evaluation results with RSTP and OpenFlow.

A. RSTP fast-failover evaluation

When looking at RSTP, the protocol need to recompute the
path in two cases: As soon as the primary path fails, which
results in a fast transition of the forwarding behavior of switch
S4 from its preferred designated port (connected to S3) to its
alternate port (connected to S2), and as soon as the primary
path has been restored. Then, switch S3 changes to use the
more cost efficient (originary) designated port.

For changing the forwarding behavior at switch S4 from the
designated port to the alternate port in case of primary link
failures, it took 3 ms in minimum and 65 ms in maximum.
The average time to establish the backup connection between
both hosts were 26 ms. For link reactivations after the primary
path has been re-established, RSTP need in minimum of
about 500 microseconds and in maximum 809 milliseconds.
The mean time for re-establishing the primary path after
a reconnect (path restore) is about 401 ms. The differences
between first and second case as well as the large interval
between minimum and maximum values (in the second case)
cannot be conclusively explained but one reason is surely in-
troduced by operating system scheduling and hardware control
at the computer hosting switch S4. For the evaluation of these
path computation times all 40 connection and disconnection
actions has been considered.

One hint in this direction is also given, when comparing our
results to those published in a Siemens Whitepaper covering
a RSTP performance evaluation [14]. In this work failover
times between 50 ms and 100 ms has been measured depending
on the networks’ size and using specialized RUGGEDCOM
switches supporting RSTP standard 802.1D-2004.

B. OpenFlow fast-failover evaluation

The results of the OpenFlow fast-failover evaluation are
given by packet losses occurred following a switching action.
From the amount of lost packets a worst-case estimation for
the interruption time can be made.
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Figure 4. Losses appeared in the automated test scenario.

The bar plots 4 and 5 showing the packet losses resulting
from switching actions. On the horizontal axis, the switching
actions (Path Change Action) are depicted, on the logarithmic
scaled vertical axis, the amount of lost packets per switching
action is outlined. All three figures using the same scale for x
and y axis. The bars denoted with ’Path Repair’ representing
packet losses occurred when the primary path in the evaluation
architecture is deactivated in a automatic or manual manner.
The bars denoted with ’Path Restore’ representing packet
losses occurred after the primary path was restored and the
packet flow was switched back to use the primary path. When
no packet losses occurred after a switching action the symbol
’0’ is written to the plot.

Figure 4 shows the packet losses in case of the auto-
mated test scenario when link interruptions were initiated by
software. As can be seen from the plots, no packet losses
occurred when packet forwarding was switched from alternate
to primary path (’Path Restore’). When looking at packet
losses occurred after the primary path was interrupted, the
mean amount of packet losses was 5.8 packets (minimum
4 packets, maximum 8 packets). As it can be seen from
the figure, mostly, the amount of lost packets were 6. This
results in a estimated worst-case interruption time between
3 ms and 5 ms (considering a mean packet sending interval of
500 microseconds).

Figure 5 shows the packet losses in case of the manual
test scenario with 1 converter, and the link between switch
S1 and switch S3 is physically disconnected. Looking at
the ’Path Restore’ bars, packet loss after switching from the
alternate path to the primary path occurred only once. Here,
18 packets got lost meaning a worst-case interruption time
of 10 ms. When looking at packet losses occurred after the
primary path was interrupted, the mean amount of packet
losses was 32.45 packets. The minimum of lost packets was
2, and the maximum 160. As the median of the amount of
lost packets were 4, it can be seen that high loss values
are not frequent. This also is shown by the 3rd quantile of
the measured values lying at 28.00 packets. Considering the
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Figure 5. Losses appeared in manual test scenario 1.

mean amount of lost packets, the worst-case interruption time
was around 17 ms. Taking the maximum packet loss as a
basis, the worst-case interruption time is around 81 ms. For
the worst-case estimation, again, a packet sending interval of
500 microseconds is considered.

Comparing the OpenFlow fast-failover scenarios, a very
important result is that in most of the cases, no packet
losses occurred when switching back from the alternate path
to the primary path. Furthermore, the amount of packet
losses and interruption has a larger spread and variability
in case of the manual test scenario. Comparing the results
of RSTP and OpenFlow/SDN, the fast-failover performance
using SDN/OpenFlow is significantly improved. While the
maximum time for switching a path with RSTP was mea-
sured with about 800 ms (mean: 200 ms) in our measurements
(Siemens measured with specialized Hardware up to 100 ms)
with OpenFlow we measured a maximum interruption time
around 81 ms (mean: 17 ms).

VI. CONCLUSION AND FUTURE WORK

Our results show that using OpenFlow fast-failover recovery
clearly outperforms path recovery mechanisms of RSTP. This
makes SDN/OpenFlow a promising approach for establishing
an ultra-high reliable communication network for critical in-
frastructures. A further aspect is that OpenFlow based fast-
failover mechanism is able to manage a symmetric loss and
timing behaviour. RSTP uses different port roles and port
states and this result in an asymmetric behaviour.

On the other hand, our results showed, that the performance
of SDN fast-failover highly correlates with used Open vSwitch
implementations, networking hardware and operating system
support. To fully understand these correlations, it is necessary
to extend our validation methodology, e.g., to be able to mea-
sure the packet one way delay accurately in the range of small
fragments of microseconds. Possibly, clock synchronization
using PTP or Sync-E could be used. A further question we
want to answer is, how hardware based and high perfor-
mance network stacks and package processing approaches like

DPDK [15] or OpenOnload [16] can improve the quality of
failure resistance of SDN/OpenFlow networks.

Answering these questions can lead to high quality
productive networks usable for critical infrastructures and
other domains like industrial automation systems where
latency in the range of micro- and nanoseconds is requested.
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