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ICNS 2011

Foreword

The Seventh International Conference on Networking and Services (ICNS 2011), held between May 22 -
27, 2011 in Venice, ltaly, continued a series of events targeting general networking and services aspects
in multi-technologies environments. The conference covered fundamentals on networking and services,
and highlighted new challenging industrial and research topics. Ubiquitous services, next generation
networks, inter-provider quality of service, GRID networks and services, and emergency services and
disaster recovery were considered.

IPv6, the Next Generation of the Internet Protocol, has seen over the past three years tremendous
activity related to its development, implementation and deployment. Its importance is unequivocally
recognized by research organizations, businesses and governments worldwide. To maintain global
competitiveness, governments are mandating, encouraging or actively supporting the adoption of IPv6
to prepare their respective economies for the future communication infrastructures. In the United
States, government’s plans to migrate to IPv6 has stimulated significant interest in the technology and
accelerated the adoption process. Business organizations are also increasingly mindful of the IPv4
address space depletion and see within IPv6 a way to solve pressing technical problems. At the same
time IPv6 technology continues to evolve beyond IPv4 capabilities. Communications equipment
manufacturers and applications developers are actively integrating IPv6 in their products based on
market demands.

IPv6 creates opportunities for new and more scalable IP based services while representing a fertile and
growing area of research and technology innovation. The efforts of successful research projects,
progressive service providers deploying IPv6 services and enterprises led to a significant body of
knowledge and expertise.

With the growth of the Internet in size, speed and traffic volume, understanding the impact of
underlying network resources and protocols on packet delivery and application performance has
assumed a critical importance. Measurements and models explaining the variation and interdependence
of delivery characteristics are crucial not only for efficient operation of networks and network diagnosis,
but also for developing solutions for future networks.

Local and global scheduling and heavy resource sharing are main features carried by Grid networks.
Grids offer a uniform interface to a distributed collection of heterogeneous computational, storage and
network resources. Most current operational Grids are dedicated to a limited set of computationally
and/or data intensive scientific problems.

Optical burst switching enables these features while offering the necessary network flexibility
demanded by future Grid applications. Currently ongoing research and achievements refers to high
performance and computability in Grid networks. However, the communication and computation
mechanisms for Grid applications require further development, deployment and validation.

The conference has the following independents tracks:
ENCOT: Emerging Network Communications and Technologies



COMAN: Network Control and Management

SERVI: Multi-technology service deployment and assurance

NGNUS: Next Generation Networks and Ubiquitous Services

MPQSI: Multi Provider QoS/SLA Internetworking

GRIDNS: Grid Networks and Services

EDNA: Emergency Services and Disaster Recovery of Networks and Applications
IPv6DFI: Deploying the Future Infrastructure

IPDy: Internet Packet Dynamics

GOBS: GRID over Optical Burst Switching Networks

ICNS 2011 also included:
LMPCNA 2011: The Third International Workshop on Learning Methodologies and Platforms
used in the Cisco Networking Academy

We welcomed technical papers presenting research and practical results, position papers addressing the
pros and cons of specific proposals, such as those being discussed in the standard forums or in industry
consortia, survey papers addressing the key problems and solutions on any of the above topics short
papers on work in progress, and panel proposals.

We take here the opportunity to warmly thank all the members of the ICNS 2011 technical program
committee as well as the numerous reviewers. The creation of such a broad and high quality conference
program would not have been possible without their involvement. We also kindly thank all the authors
that dedicated much of their time and efforts to contribute to ICNS 2011. We truly believe that, thanks
to all these efforts, the final conference program consisted of top quality contributions.

We hope that ICNS 2011 was a successful international forum for the exchange of ideas and results
between academia and industry and to promote further progress in sensor technologies and
applications research.

We are certain that the participants found the event useful and communications very open. We also
hope the attendees enjoyed the beautiful surroundings of Venice.
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Comparative Analysis and Tests of Intelligent
Streaming Video on Demand for Next Generation
Networks: Two Colombian Study Cases

Juan Sebastian Zabala; Harold René Chamorro; Margarita Maria Diaz; Elvis Eduardo Gaona
Ingenieria Electronica, Facultad de Ingenieria, Universidad Distrital
Bogotd, Colombia
jszabala@ieee.org; hr.chamo@jieee.org; margarita.diaz@ieee.org ; egaona@udistrital.edu.co

Abstract — This document proposes to evaluate the transmis-
sion of Video on Demand using Intelligent Streaming and Next
Generation Networks concepts. Intelligent Streaming is an adap-
tive methodology to take advantage of bandwidth and the net-
work resources, the streaming system had been tested over the
UDNET and RUMBO-RENATA networks during the peak data
traffic. Jitter deviation, data packet losses, user datagram proto-
col efficiency and quality of service are some of the indicators
measured. The Intelligent Streaming guarantees the quality of
service matching the server with the client needs, without chang-
ing the network policies delivery systems.

Keywords — Intelligent Streaming; Video on Demand; Next Gen-
eration Networks; TCP and UDP; Network Efficiency.

[.  INTRODUCTION

Communications have generated a change in people’s daily
habits since Internet is accessible to everyone. Internet has
become the main tool for work, networking and leisure activi-
ties due to home use as well as the number of smart mobile
terminals. Now, the way to share Internet content has changed
with the Next Generation Networks (NGN) because the files
are sent in data packets [1, 2]. An efficient way to broadcast
information is video streaming which has become the main
application for video-conferencing, Video on Demand (VOD)
and video-aided distance learning [3, 4].

The streaming transmission over the web has been devel-
oped for many authors [5, 6], where the reliability of real time
playing of video segments is shown. Some of them study the
point of traffic in the network making a pre-release of infor-
mation and broadcast at a defined time. If someone wants to
access to specific video, the user has to subscribe and when
the information is available the user has to authenticate the
subscription [7]. One of the limitations for video streaming is
the consumption resources when too many users are con-
nected. Bandwidth efficient algorithms applications show the
non - reduction of efficiency system when the level of interac-
tion increases. The interaction available is not affected and the
overheads are associated to external sources and not to an
algorithm failure [8].

The development exposed in this paper is a transmission
VOD using intelligent streaming, increasing the QoS (Quality
of Service) and decreasing jitter. In this proposal the QoS is
defined according to the features of the client’s connection and
the streaming server capability, keeping the policy delivery
unmodified.

Copyright (c) IARIA, 2011.  ISBN: 978-1-61208-133-5

The advantages of intelligent streaming are playing the vid-
eo while the information is being downloaded and analysing
the client’s speed connection in order to transmit the data
packet in a bit rate appropriately in relation with the channel
bandwidth, avoiding delays and getting hung up [10, 11]. The
strategy for improving the systems quality and transmission
rate is the use of dedicated servers for streaming instead of
web servers. These servers are in charge of storing and operat-
ing the data packets [12].

The design requirements are a trade-off between latency,
memory and the overhead, take advantage of bandwidth,
availability of data network and decrease in data packet losses
and jitter [13, 14].

This paper is organized as follows; the first part shows the
features of a streaming system, the tool chosen for this devel-
opment, the process for encoding files and the selection of
encoding rates for multimedia contents. Next the streaming
model proposed for being tested using VOD is described. Also
the delivery polices and the operation of the server streaming
sub-system. In the last section the test results over the UDNET
and RENATA-RUMBO networks are compiled and analysed.

II. STREAMING STUDY FEATURES

A streaming system comprises the user with a specified
bandwidth and transmission rate [1], a player that supports
video and audio, an Internet Service Provider (ISP), a stream-
ing server with a control, storage and communications sub-
system, an encoding and compression unit and video and au-
dio sources. The components are explained briefly next. Fig. 1
depicts a typical structure of streaming.
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Fig. 1 Streaming system components
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User: supports the multimedia contents reception and uncut
viewing as well as VCR (Video Cassette Recorder) com-
mands.

Player: is in charge of sending the user requests to the
streaming server, the storage received contents in local buf-
fers, encoding contents and synchronize the data for display-
ing.

Distribution and Delivery: Internet is the platform for ex-
changing information between player and streaming server.

Streaming server: the main functions are management of
the policies delivery, system storage of the contents and to
answer the requests made by the clients.

Encoding and Compression: is in charge of modifying the
video and audio sources in a compatible format file with the
user player.

Video and audio: are the sources for a streaming system.
Their transmission can be on demand or live.

The aim of NGN and IPTV is convergence [15], for this
reason the software for developing the application must satisfy
this.

The tool Windows Media” has been chosen for its encoding
system with a public domain license useful for files format
supported by WMP® (Windows Media Player) like wma for
audio files and wmyv for video files. WME® (Windows Media
Encoder) is a free multimedia contents player; the platform
server is Windows Server 2008.

WME® offers a variety of possibilities for video edition and
guarantees high quality and high compression file [16, 17].
The most important feature of WME is the capture contents in
frames enabling the transmission of encoding sequences for
different transmission rates, what is known as Intelligent
Streaming. Besides it has other features: hardware accelera-
tion, high definition video, multi-channel sound quality, seg-
ment-based encoding, easy to use because it has an intuitive
interface, save contents and manage QoS delivery policies
with the client. In addition to, it supports protocols for copy-
right like ISAN (International Standard Audiovisual Number),
Ad-ID (Advertising Industry Standard Unique Identifier) and
DRM (Digital Rights Management).

For encoding contents using WME it is necessary to get the
source in a digital format, select the source, the distribution
method and the characteristics of user connection, add the
meta-data to the file and apply DRM. The process of encoding
contents is:

File Conversion: this option allows for converting an avi or
mpeg format file to compatible formats file with WME like
wmy, wma or way.

File Information: in this stage the meta-data are updated in
the streaming file.

Direct Encoding: WME" allows it capture multimedia con-
tents directly from the sound card or video card for encoding.

Select Source: the input file must be selected for encoding
as well as the file name and the storage directory.

Distribution Method: is selected depending on the encoding
formats and the kind of application. The streaming server for
this development is WMS® (Windows Media Server).
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Connection Characteristics: the transmission rate must be
set, depending on the quality of connection. Also is possible
set the transmission rate for multiple terminals that will be
adjusted by intelligent streaming as is proposed in this docu-
ment. In Table I. are showed the encoding rates selected.

TABLE I. SELECTION OF ENCODING RATES FOR MULTIMEDIA CONTENTS

FRAME

TRANSMISSION RATE FRAME RATE SIZE USE
HIGH VIDEO DEFINI-
320X  TION BROADCAST OVER
1128 Kbps 29.97 fps 240 HIGH BANDWIDTH
NETWORKS
STANDARD VIDEO
320X DEFINITION BROAD-
548 Kbps 29.97 fps 240 CAST OVER MOD-
ERATE BANDWIDTH
NETWORKS
320X  LOW BANDWIDTH NET-
282 Kbps 29.97 fps 240 WORKS
320 X NETWORKS WITH DATA
148 Kbps 29.97 fps 240 TRANSMISSION RATE

NEAR TO 500 KBPS

III. MODEL SERVICE CHARACTERIZATION

The streaming systems are classified according to services
offered like interactivity and information availability [17].
These characteristics make attractive the service increasing the
interest and the desire to interact and learn about specific top-
ics. The most common services offered are “Live” and “On
Demand”.

Live: is a transmission that is being generated in real time
[16]. On demand: is a transmission that is has its information
stored in a buffer, allowing the user to download at any time
video selected [4]. The model proposed and tested to VOD
and applying Intelligent Streaming is presented in Fig. 2.
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Intelligent streaming is a feature of WMS that scaling the
data rate transmission through multiple video tracks [18]. The
process for intelligent streaming begins with the request from
the user, this request defines if the data source is live or VOD.
Then the streaming server start the negotiation of rate trans-
mission defining the QoS policies. In all streaming transmis-
sion the audio has priority over the video, because of overlap-
ping is less noticeable in video than audio. Next, media con-
tent can be broadcasted in any of the 4 coding rates explained
and the requests are analyzed to broadcast the video preserv-
ing the audio quality. The next steps are encoding separately
audio and video and synchronize them on the client player.
Data transmission is the stage that define if it is necessary
storage the encoding files in a storage server, it happens when
the request is unicast, while a broadcast request send the in-
formation to all terminals and each client decide what infor-
mation wants to watch [16]. The advantage of broadcast is the
traffic reduction over the net, the decreasing bandwidth
needed and the streaming server processes are steady. The
player has a storage system that save a part of files and the
playing begins, this stage is a dynamic system that is storing
and playing the information [8].

Streaming server delivery policies are the basis to synchron-
ize data transmission ensuring data flow along all network and
are related with a control sub-system [19], a communications
sub-system and a storage sub-system as is depicted in Fig. 3.

Control
Sub-system

Admission <
Control

|

{ Scheduling sy

@sm  User's
| Next Commands
\nterfaCe supp Video
Streaming

‘Communications;
Sub-system

Delivery Polices

orage, H
Storage gy
Control i %

Storage 8
Sub-system

Fig. 3 Server Streaming Sub-systems

The storage sub-system has three sub-modules, storage, file
system and storage control. All the encoding files are saved on
data storage and the sub-module file system is in charge of
enabling the data saving or transmission depending on the
control sub-system requests. The sub-module storage control
is communicated with the sub-module delivery policies of
communications Sub-system, and its function is informing the
capabilities of system during the transmission [19].

The control sub-system has the sub-modules of admission
control and scheduling. The admission control must ensure the
QoS and the resources availability as disk bandwidth,
processing bandwidth, bandwidth network and space for sto-
rage, for the client. The scheduling sub-module has two sub-
modules, disk Scheduling and network scheduling their func-
tion is planning how must be the data transference from the
Storage sub-system to the memory buffers and from the mem-
ory buffers to the network. Communications sub-system has
the sub-modules, delivery policies and net interface. The main
function is responded to user requests and offers the services
according to client capabilities.
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IV. NETWORK ANALYSIS MEASUREMENT RESULTS

With the known benchmark program GNU Iperf [20],
which measures some TCP/IP network features, two networks
are studied as study case with the same video data and are
evaluated with different performance indices in order to show
the effectiveness of the intelligent streaming model proposed.

Fig.4 shows two pictures of the same video from a server to
a client — server, the software mentioned evaluate the TCP and
UDP performance.

Fig. 4 Real Time Video Streaming Implemented
A.  Measurements on the UDNET Network

The first study case is the UDNET Network (Universidad
Distrital Network) which is LAN (Local Area Network) and
its theoretical transmission bandwidth is of 100 Mbps/s, the
evaluation indicates that this network has more efficiency with
large amount of information without fragmenting; the first test
shows the TCP window rate with 8, 20000, 100000 and
1000000 Kbytes and is observed how the efficiency increase
with those windows rates. Fig. 5 shows this network test.

MBytes/ s

1000000
TCP Window Rate

Fig. 5 TCP Effective Bandwidth of UDNET Network.

Data packets have not always the same delay [14], this as-
sociated to the jitter effect which relates the time expected
when packets arrive, with the time of packets are delivered.
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Fig. 6 In blue: UDP litter derivation in UDNET network. In red: UDP Jitter
average.
Jitter measurement in this application is presented in Fig. 6;

the jitter difference between the average is minimal; it shows
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that there is no degradation in video transmission. The average
level of jitter deviation is 0.38ms, with a maximum value of
0.689ms and a minimum of 0.118ms.

It is well known that packets of data do not have a correct
order in delivery and the rate transmission has losses and is
also inconstant, however the audio requires this rate to be
constant. Jitter buffer at the receiver compensates the effects
by its function of trade off between delay and loss [10], these
jitter buffers have a variations of 30ms and manage the audio
transmission at a constant rate.

If the rate of transmission is slower than supported in
buffer, is presented with high losses in packets spoiling the
transmission quality, the maximum limit of losses should not
exceed 1% [10, 12], due to these data losses which are notice-
able in the final user and the service is demoted. The data
video on the network studied shows the next behaviour ac-
cording to the amount of information transferred.

7.55
7.5

s nﬂ\}v‘mumm
35 AT Y
A \

7.3
7.25
7.2
7.15
7.1
7.05

MBytes

1 4 7 1013161922252831 34374043 46 4952 55 58
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Fig. 7 In blue: Amount of Information Deviation Transferred. In red:
Amount of Information Average.

According to the effective average of data transmitted,
which is of 7.36 Mbytes, 3600 samples per hour are sent
(sample per minute), Fig. 8 shows the variability of losses,

obtaining a minimum deviation of average reference.
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Fig. 8 In blue: Data Packet Sent Losses on the UDNET Network. In red:
Information Losses Average.

The packet average lost is of 49 packets per 5351 packets
sent, with a maximum lost of 80 and a minimum of 35 pack-
ets. In percentage terms the value of data packet losses is
about of 0.91%, which is suitable to guarantee a QoS (Quality
of Service QoS) in voice and video standard demand of lower
value of 1%. Tests on UDNET network shows this fulfillment
demanded in this kind of service. Fig. 9 shows the efficiency
measurement mentioned.
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Fig. 9 In blue: UDP Efficency on the UDNET Network. In red: UDP Efficen-
cy Average.

The efficiency average in the network faced with observed
variations, has a measured value of 99.1% which is in the
within margins in a correct service.

Table II shows the main measurements performance indices
evaluated in the UDNET Network, where TB, EB and TCP
WR mean Theoretical Bandwidth, EB Effective Bandwidth
respectively (Mbytes/s) and TCP Window Rate (Kbytes).

TABLE II. UDNET NETWORK MEASUREMENTS SUMMARY
SEcONDS MBYTES TB EB TCP WR EFFICIENCY

10 109 100 91.3 8 91.3
12 133 100 92.4 20000 92.4
19.3 213 100 92.7 100000 92.7
11.3 127 100 94.4 1000000 94.4

AVERAGE 92.7

B. Measurements on the RUMBO-RENATA Network

Now, the same tests exposed above are applied to the sec-
ond study case, the RUMBO — RENATA network. Fig. 10
shows the measurement of the network with the same window
rates of the first case, this presents a better efficiency trans-
mission packet that is about of 20000 Kbytes and its theoreti-
cal transmission rate is of 60Mbytes/s.
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8 20000 100000 1000000

TCP Window Rate
Fig. 10 TCP Effective Bandwidth for RUMBO-RENATA Network.
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Fig. 11 In blue: UDP litter derivation in the RUMBO-RENATA Network. In
red: UDP Jitter Average.

Jitter average deaviation measured is 0.46ms, with a
maximum of 0.690ms and a minimum of 0.267ms, these
values are in the margins to bring a suitable service to VOD,
this value is according to the maximum value allowed in
buffer jitter mentioned before.
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Fig. 12 In blue: Amount of Information Variability Transferred on RUMBO-

RENATA Network. In red: Amount of Information Variability Average
Transfered.

Fig. 12 shows the effective transference in the network, the
average data transferred is 7.21 Mbytes with some variations
observed, like in the first case 3600 samples has been sent in
one hour.
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Fig. 13 Network. In blue: Data Packet Sent Losses on the RUMBO-
RENATA Network. In red: Information Losses Average.

Data packet loses average is of 13 per 5351 packets sent
which represents 0,24%, with a minimum of 2 packets and a
maximum of 27, this fits with the parameters established.
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Fig. 14 UDP Efficiency on the RUMBO-RENATA Network. In blue: UDP
Efficency on the RUMBO-RENATA Network. In red: UDP Efficency
Average.

Average efficiency conexion has a value of 99.8% which
implicates a well performance in video transmission.
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TABLE III. RUMBO RENATA NETWORK MEASUREMENTS SUMMARY

SEcoNDS MByYTEs TB EB TCP WR EFFICIENCY
10 111 100 56.7 8 94.50
12 130 100 58.3 20000 97.17
19.3 220 100 57.4 100000 95.67
11.3 118 100 54.3 1000000 90.50

AVERAGE 94.46

From measurement Table is concluded that RENATA-
RUMBO Network presents a high level efficiency in video
packets transmission using intelligent streaming

V. CONCLUSIONS

Next Generation Networks have become a viable option for
firms and has impacted positively in clients which demand
them, tests performance in this document demonstrate the
simplicity to broadcast multimedia contents with intelligent
streaming in networks where it is not apparently supported.

A high efficiency performance of TCP and UDP is obtained
in both Intranet networks (92.7%), even though the peak hour
traffic (8:00 am — 9:00 am) and it validate the implementation
QoS in the two study network cases developed here.

This real time application shows how it is improved the
quality of service applying intelligent streaming in some local
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study cases networks, without a change in the policies or
access network, only requiring network negotiations between
client and the server.

It has found that the peak hour is between the 8 and 9 of
morning because in this hour the University starts the most
Network activities, start to work the administrative area and a
big part of University’s computers request access to the serv-
ers, as shown in Fig. 15.

Multimedia streaming has been gradually gaining ground
from peer to peer networks used to download and make play
lists contents, due to streaming technology it does not require
high storage capacity of streams, on the other hand, peer to
peer requires first, a complete download to reproduce the
content.

The TCP Protocol is used only for the service website and
the connection control, the pair of protocols RTP/UDP was
used for the transmission of audio and video data.

SCTP Protocol was no used because their greatest features
as RTO and heartbeats to declare inactive or failed connec-
tions would not be exploited, also for this specific application
was unlikely that the computer, laptop or smartphone to have
3 or more IP address to take advantage of another great feature
of this protocol as the “multihoming”.

This paper shows a relatively easy and efficient way to
transmit audio a video through a typical network and an aca-
demic network of advanced technology using techniques such
as intelligent streaming with support for IPv6 using Windows
Server 2008, and comparing the results of efficiency in both
networks.
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Abstract—This paper presents the design, implementation
and deployment of a simulation platform based on
distributed workflows. It supports the smooth integration of
existing software, e.g., Matlab, Scilab, Python, OpenFOAM,
ParaView and user-defined programs. Additional features
include the support for application-level fault-tolerance and
exception-handling, i.e., resilience, and the orchestrated
execution of distributed codes on remote high-performance
clusters.

Keywords-workflows; fault-tolerance; resilience;
simulation; distributed systems; high-performance computing

L INTRODUCTION

Large-scale simulation applications are becoming
standard in research laboratories and in the industry [1][2].
Because they involve a large variety of existing software
and terabytes of data, moving around calculations and data
files is not a simple avenue. Further, software and data
often reside in proprietary locations and cannot be moved.
Distributed computing infrastructures are therefore
necessary [6, 8].

This paper details the design, implementation and use
of a distributed simulation platform. It is based on a
workflow system and a wide-area distributed network.
This infrastructure includes heterogeneous hardware and
software components. Further, the application codes must
interact in a timely, secure and effective manner.
Additionally, because the coupling of remote hardware and
software components are prone to run-time errors,
sophisticated mechanisms are necessary to handle
unexpected failures at the infrastructure and system levels.
This is also true for the coupled software that contribute to
large simulation applications. Consequently, specific
management software is required to handle unexpected
application and software behavior.

This paper addresses these issues. Section II gives a
detailed overview of the implementation using the YAWL
workflow management system [4]. Section III is a
conclusion.
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II.  'WORKFLOW PLATFORM

A.  The YAWL workflow management system

Workflows systems are the support of many e-Science
applications [1][6][8]. Among the most popular systems
are Taverna, Kepler, Pegasus, Bonita and many others
[11][15]. They complement scientific software suites like
Dakota, Scilab and Matlab in their ability to provide
complex application factories that can be shared, reused
and evolved. Further, they support the incremental
composition of hierarchic composite applications.
Providing a control flow approach, they also complement
the usual dataflow approach used in programming
toolboxes. Another bonus is that they provide seamless
user interfaces, masking technicalities of distributed,
programming and administrative layers, thus allowing the
users and experts to concentrate on their areas of interest.

The OPALE project at INRIA (http:/www-
opale.inrialpes.fr) is investigating the use of the workflow
management system for distributed multidiscipline
optimization [3]. The goal is to develop a resilient
workflow system for large-scale optimization applications
[26]. It is based on extensions to the YAWL system to
add resilience and remote computing facilities for
deployment on high-performance distributed
infrastructures [4]. This includes large-PC clusters
connected to broadband networks. It also includes
interfaces with the Scilab scientific computing toolbox
[16] and the ProActive middleware [17].

Provided as an open-source software, YAWL is
implemented in Java. It is based on an Apache server
using Tomcat and Apache's Derby relational database
system for persistence. YAWL is developed by the
University of Eindhoven (NL) and the University of
Brisbane (Australia). It runs on Linux, Windows and
MacOS platforms [25]. It allows complex workflows to
be defined and supports high-level constructs (e.g., XOR-
and OR-splits and joins, loops, conditional control flow
based on application variables values, composite tasks,
parallel execution of multiple instances of tasks, etc)
through high-level user interfaces.
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Formally, it is based on a sound and proven operational
semantics extending the workflow patterns of the
Workflow Management Coalition [21, 32], implemented
and proved by colored Petri nets. In contrast, other
workflow management systems which are based on the
Business Process Management Notation (BPMN) [27]
and the Business Process Execution Language (BPEL)
[28] are usually not supported by a proven formal
semantics. Further, they usually implement only specific
and /or proprietary versions of the BPMN and the BPEL
specifications. There are indeed over 73 (supposedly
compliant) implementations of the BPMN, as of January
2011, with several others currently being implemented
[27], in addition to more than 20 BPEL engine providers.
However, BPEL supports the execution of long running
processes required by simulation applications, with
compensation and undo actions for exception handling
and fault-tolerance, as well as concurrent flows and
advance synchronization [28].

Workflow Task WT |- +[]-®

SH EX

Figure 1. Exception handler associated with a workflow task

Designed as an open platform, YAWL supports
natively interactions with external and existing software
and application codes written in any programming
languages, through shell scripts invocations, as well as
distributed computing through Web Services.

It includes a native Web Services interface, custom
services invocations through codelets, as well as rules,
powerful exception handling facilities, and monitoring of
workflow executions [13].

Further, it supports dynamic evolution of the
applications by extensions to the existing workflows
through worklets, i.e., on-line inclusion of new workflow
components during execution [14].

It supports automatic and step-by-step execution of the
workflows, as well as persistence of (possibly partial)
executions of the workflows for later resuming, using its
internal database system. It also features extensive event
logging for later analysis, simulation, configuration and
tuning of the application workflows.

Additionally, YAWL supports extensive organizations
modeling, allowing complex collaborative projects and
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teams to be defined with sophisticated privilege
management: access rights and granting capabilities to the
various projects members (organized as networked teams
of roles and capabilities owners) on the project
workflows, down to individual components, e.g., edit,
launch, pause, restart and abort workitems, as well as
processing tools and facilities [25].

Current experiments include industrial testcases for
automobile aerodynamics optimization, involving the
connection of the Matlab, Scilab, Python, ParaView and
OpenFOAM software to the YAWL platform [3]. The
YAWL workflow system is used to define the
optimization processes, include the testcases and control
their execution: this includes reading the input data
(StarCCM+ files), the automatic invocation of the
external software and automatic control passing between
the various application components, e.g., Matlab scripts,
OpenFOAM, ParaView.

B. Exception handling

The exception handlers are automatically tested by the
YAWL workflow engine when the corresponding tasks are
invoked. This is standard in YAWL and constraint
checking can be activated and deactivated by the users [4].

For example, if a particular workflow task WT
invokes an external EXEC code through a shell script SH
(Figure 1) using a standard YAWL codelet, an exception
handler EX can be implemented to prevent from
undesirable situations, e.g., infinite loops, unresponsive
programs, long network delays, etc. Application variables
can be tested, allowing for very close monitoring of the
applications  behavior, e.g., unexpected values,
convergence rates for optimization programs, threshold
transgressions, etc.

A set of rules (RDR) is defined in a standard YAWL
exlet attached to the task WT and defines the exception
handler EX. It is composed here of a constraint checker
CK, which is automatically tested when executing the task
WT. A compensation action CP triggered when a
constraint is violated and a notifier RE warning the user of
the exception. This is used to implement resilience [26].

The constraint violations are defined by the users and
are part of the standard exception handling mechanism
provided by YAWL. They can attach sophisticated
exception handlers in the form of specific exlets that are
automatically triggered at runtime when particular user-
defined constraints are violated. These constraints are part
of the RDR attached to the workflow tasks.

Resilience is the ability for applications to handle
unexpected behavior, e.g., erratic computations, abnormal
result values, etc. It is inherent to the applications logic
and programming. It is therefore different from systems or
hardware errors and failures. The usual fault-tolerance
mechanisms are therefore inappropriate here. They only
cope with late symptoms, at best.



ICNS 2011 : The Seventh International Conference on Networking and Services

C. Resilience

Resilience is the ability for applications to handle
unexpected behavior, e.g., erratic computations, abnormal
result values, etc. It lies at the level of application logic
and programming, not at systems or hardware level. The
usual  fault-tolerance  mechanisms are therefore
inappropriate here. They only cope with very late
symptoms, at best.

New mechanisms are therefore required to handle logic
discrepancies in the applications, most of which are only
discovered at run-time [26].

It is therefore important to provide the users with
powerful monitoring features and complement them with
dynamic tools to evolve the applications according to the
erratic behavior observed.

This is supported here using the YAWL workflow
system so called “dynamic selection and exception
handling mechanism”. It supports:

e Application update using dynamically added rules
specifying new codes to be executed, based on
application  data  values, constraints and
exceptions.

e The persistence of these new rules to allow
applications to handle correctly future occurrences
of the new case.

e The dynamic extension of these sets of rules.

The definition of the new codes to be executed
using the framework provided by the YAWL
application specification tool: the new codes are
just new workflows included in the global
composite application specification.

e Component workflows invoke external programs
written in any programming language through
shell scripts, custom service invocations and Web
Services.

In order to implement resilience, two particular

YAWL features are used:

e Ripple-down-rules (RDR) which are handlers for
exception management,

e  Worklets, which are actions to be taken when
exceptions or specific events occur.

The RDR define the decision process which is run to

decide which worklet to use in specific circumstances.

D. Distributed workflows

The distributed workflow is based on an interface
between the YAWL engine and the ProActive middleware
(Figure 2). At the application level, users provide a
specification of the simulation applications using the
YAWL Editor. It supports a high-level abstract description
of the simulation processes. These processes are
decomposed into components which can be other
workflows or basic workitems. The basic workitems
invoke executable tasks, e.g., shell scripts or custom
services. These custom services are specific execution
units that call user-defined YAWL services. They support
interactions with external and remote codes. In this
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particular platform, the external services are invoked
through the middleware interface.

This interface delegates the distributed execution of the
remote tasks to the ProActive middleware [17]. The
middleware is in charge of the distributed resources
allocation to the individual jobs, their scheduling, and the
coordinated execution and result gathering of the
individual tasks composing the jobs. It also takes in charge
the fault-tolerance related to hardware, communications
and system failures. The resilience, i.e., the application-
level fault-tolerance is handled using the rules described in
the previous Sections.

Monitoring Seripting Construction
Publication

Scheduling Testing

Execution s

SCILAB scies

PROACTIVE

REMOTE
Figure 2. The OMD2 distributed simulation platform

The remote executions invoke the middleware
functionalities through a Java APIL. The various modules
invoked are the ProActive Scheduler, the Jobs definition
module and the tasks which compose the jobs (Figure 3).
The jobs are allocated to the distributed computing
resources based upon the scheduler policy. The tasks are
dispatched based on the job scheduling and invoke Java
executables, possibly wrapping code written in other
programming languages, e.g., Matlab, Scilab, Python, or
calling other programs, e.g., CATIA, STAR-CCM+,
ParaView, etc.

Application
Workflow

YAWL Engins

Workflow Results Data

ProActive Job

Figure 3. The YAWL workflow and ProActive middleware interface.

Application

ProActive Tasks |

ProActive Scheduler

Middleware

Optionally, the workflow can invoke local tasks using
shell scripts and remote tasks using Web Services. These
options are standard in YAWL.
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E. Secured access

In contrast with the use of middleware, there is also a
need to preserve and comply with the reservation and
scheduling policies on the various HPC resources and
clusters that are used. This is the case for national, e.g.,
IDRIS and CINES in France, and transnational HPC
centers, e.g., PRACE in Europe.

Because some of the software run on proprietary
resources and are not publicly accessible, some privileged
connections must also be implemented through secured
X11 tunnels to remote high-performance clusters (Figure
4). This also allows for fast access to software needing
almost real-time answers, avoiding the constraints
associated with the middleware overhead. It also allows
running parallel optimization software on large HPC
clusters. In this perspective, a both-ways SSH tunnel
infrastructure has been implemented for the invocation of
remote optimization software running on high-
performance clusters and for fast result gathering.

Using the specific ports used by the communication
protocol (5000) and YAWL (8080), a fast communication
infrastructure is implemented for remote invocation of
testcase optimizers between several different locations on
a high-speed (40 GB/s) network at INRIA. This is also
accessible through standard Internet connections using the
same secured tunnels.

Current tests have been implemented monitoring from
Grenoble in France a set of optimizers software running on
HPC clusters in Sophia-Antipolis near Nice. The
optimizers are invoked as custom YAWL services from
the application workflow. The data and results are
transparently transferred through secured SSH tunnels.

In addition t the previous interfaces, direct local access
to numeric software, e.g., SciLab and OpenFOAM, is
available through the standard YAWL custom services
using the 8080 communication port and shell script
invocations. Therefore, truly heterogeneous and distributed
environments can be built here in a unified workflow
framework.

F. Interfaces

To summarize, the simulation platform which is based
on the YAWL workflow management system for the
application specification, execution and monitoring,
provides three complementary interfaces that suit all
potential ~ performance, security, portability and
interoperability requirements of the current sophisticated
simulation environments.

These interfaces run concurrently and are used
transparently for the parallel execution of the different
parts of the workflows. These interfaces are:

e The direct access to numeric software through
YAWL custom services that invoke Java
executables and shell scripts that trigger numeric
software, e.g., OpenFOAM, and visualization tools,
e.g., ParaView

e The remote access to high-performance clusters
running parallel software, e.g., optimizers, through
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secured SSH tunnels, using remote invocations of
custom services

e The access to wide-area networks through a grid
middleware, e.g., ProActive, for distributed
resource reservation and job scheduling

Application
Workflow

Custom

Results Seivices

Remote HPC

Locel Clusters

Machine

Figure 4. High-speed infrastructure for remote cluster access.

G. Service orchestration

The YAWL system provides a native Web service
interface. This is a very powerful standard interface to
distributed service execution, although it might impact
HPC concerns. This is the reason why a comprehensive set
of interfaces are provided by the platform (Section F,
above).

Combined altogether and offered to the users, this rich
set of functionalities is intended to support most
application requirements, in terms of performance,
heterogeneity and standardization.

Basically, an application workflow specifies general
services orchestration. General services include here not
only Web services, but also shell scripts, YAWL custom
services implemented by Java class executables and high-
level operators, as defined in the workflow control flow
patterns of the Workflow Management Coalition [5, 21],
e.g., AND-joins, XOR-joins, conditional branching, etc.

The approach implemented here therefore not only
fulfills sound and semantically proved operators for task
specification, deployment, invocation, execution and.
synchronization. It also fulfills the requirements for
heterogeneous distributed and HPC codes to be deployed
and executed in a unified framework. This provides the
users with high-level GUIs and hides the technicalities of
distributed, and HPC software combination,
synchronization and orchestration.

Further, because resilience mechanisms are implemented
at the application level (Section C), on top of the
middleware, network and OS fault-tolerance features, a
secured and fault resilient HPC environment is provided,
based on high-level constructs for complex and large-scale
simulations.

The interface between the workflow tasks and the actual
simulation codes can therefore be implemented as Web
Services, YAWL custom services, and shell scripts

10



ICNS 2011 : The Seventh International Conference on Networking and Services

through secured communication channels. This is a unique
set of possibilities offered by our approach (Figure 5).

B

Composite Task CT

Service Service

Figure 5. External services interfaces.

H. Dataflow and control flow

The dual requirements for the dataflow and control flow
properties are preserved. Both aspects are important and
address different requirements [6]. The control flow aspect
addresses the need for user control over the workflow
tasks execution. The dataflow aspect addresses the need
for high-performance and parallel algorithms to be
implemented effectively.

The control flow aspect is necessary to provide the users
with global control over the synchronization and execution
of the various heterogeneous and remote software that run
in parallel to contribute to the application results. This is
natively supported by YAWL.

The dataflow aspect is also preserved here in two
complementary ways:

¢ the workflow data is transparently managed by the
YAWL  engine to ensure the  proper
synchronization, triggering and stopping of the
tasks and complex operators among the different
parallel branches of the workflows, e.g., AND joins,
OR and XOR forks, conditional branching. This
includes a unique YAWL feature called
“cancellation set” that refers to a subset of a
workflow that is frozen when another designated
task is triggered [3]

e the data synchronization and dataflow scheme
implemented by the specific numeric software
invoked remain unchanged using a separation of
concerns policy, as explained below

The various software with data dependencies that

execute based on dataflow control are wrapped in adequate
YAWL workflow tasks, so that the workflow engine does
not interfere with the dataflow policies they implement.

This allows high-performance concerns to be taken

into consideration along with the users concerns and
expectations concerning the sophisticated algorithms
associated with these programs.
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Also, this preserves the global control flow approach
over the applications which is necessary for heterogeneous
software to cooperate in the workflow.

As a bonus, it allows user interactions during the
workflow execution in order to cope with unexpected
situations. This would otherwise be very difficult to
implement because when unexpected situations occur
while using a pure dataflow approach, it requires stopping
the running processes or threads in the midst of possibly
parallel and remote running calculations, while (possibly
remote) running processes are also waiting for incoming
data produced by (possibly parallel and remote) erratic
predecessors in the workflow. This might cause intractable
situations even if the errors are due to rather simple events,
e.g., network data transfers or execution time-outs.

Note that so far, because basic tasks cannot be divided
into remote components in the workflow, the dataflow
control is not supported between remotely located
software. This also avoids large uncontrolled data transfers
on the underlying network. Thus, only collocated software,
i.e., using the same computing resources or running on the
same cluster, can use dataflow control on the platform.
They are wrapped by workflow tasks which are controlled
by the YAWL engine as standard workflow tasks.

For example, the dataflow controlled codes CO and C1
depicted Figure 5 are wrapped by the composite task
which is a genuine YAWL task that invokes a shell script
to trigger them.

Specific performance improvements can therefore be
expected from dataflow controlled sets of programs
running on large HPC clusters. This is fully compatible
with the control flow approach implemented at the
application  (i.e., workflow) specification level.
Incidentally, this also avoids the streaming of large data
collections of intermediate results through network
connections. It therefore alleviates bandwidth congestion.

The platform interfaces are illustrated by Figure 5.
Once the orchestration of local and distributed codes is
specified at the application (workflow) level, their
invocation is transparent to the user, whatever their
localization.

1. Experiments

The current testcases include vehicle aerodynamics
simulation (Figure 6) and air-conditioner pipes
optimization (Figure 7). The distributed and heterogeneous
platform is also tested with the Gmsh mesh generator
(http://geuz.org/gmsh/ ) and the FAMOSA optimization
suite developed at INRIA by project OPALE [34]. It is
deployed on HPC clusters and invoked from remote
workflows running on Linux workstations.

FAMOSA is an acronym for “Fully Adaptive
Multilevel Optimization Shape Algorithms” and includes
C++ components for:

e CAD generation,
mesh generation,
domain partitioning,
parallel CFD solvers using MPI, and
post-processors

11
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The input is a design vector and the output is a set of
simulation results. The various components are invoked by
shell scripts. FAMOSA is currently tested by the PSA
Automotive Company and ONERA (the French National
Aerospace Research Office) for aerodynamics problem
solving.
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Figure 6. Vehicle mesh for aerodynamics simulation (Gmsh screenshot).

The various errors that are taken into account by the
resilience algorithm include run-time errors in the solvers,
inconsistent CAD and mesh generation files, and
execution time-outs.

The FAMOSA components are here triggered by
remote shell scripts including PBS invocations for each
one on the HPC cluster. The shell scripts are called by
YAWL custom service invocations from the user
workflow running on the workstation.

Additionally, another experiment uses the distributed
simulation platform for testing the heterogeneity of the
application codes running on various hardware and
software environments. It includes four remote computing
resources that are connected by a high-speed network. One
site is a HPC cluster. Another site is a standard Linux
server. The two other sites are remote virtualized
computing resources running Windows and Linux
operating systems on different VirtualBox virtual
machines that interface the ProActive middleware.

III. CONCLUSION

This paper presents an experiment for deploying a
distributed simulation platform on grids. It uses a network
of high-performance computers connected by a
middleware layer. Users interact dynamically with the
applications using a workflow management system. It
allows them to define, deploy and control the application
execution interactively.

In contrast with choreography of services, where
autonomous software interact in a controlled manner, but
where resilience and fault-tolerance are difficult to
implement, the approach used here is an orchestration of
heterogeneous and distributed software components that
interact in a dynamic way under the user control [29]. This
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allows the dynamic interaction in case of errors and erratic
application behavior. This approach is also fully
compatible with both the dataflow and control flow
approaches which are often described as poorly compatible
[30, 31, 32] and are extensively used in numeric software
platforms.

Because of the heterogeneity of the software and
resources, the platform also combines secured access to
remote HPC clusters and local software in a unified
workflow framework.

This approach is also proved to combine in an elegant
way the dataflow control used by many HPC software and
the control flow approach required by complex and
distributed application execution and monitoring.

A significant bonus of this approach is that the users
can define and handle application failures at the workflow
specification level. This means that a new abstraction layer
is introduced to cope with application-level errors at run-
time. Indeed, these errors do not necessarily result from
programming and design errors. They may also result from
unforeseen situations, data values and boundary conditions
that were not envisaged at first. This is often the case for
simulations, due to their experimental nature, e.g.,
discovering the behavior of the system being simulated.

This provides support for resiliency using an
asymmetric checkpoint mechanism. This feature allows for
efficient handling mechanisms to restart only those parts of
the applications that are characterized by the users as
necessary for overcoming erratic behavior.

Further, this approach can be evolved dynamically, i.e.,
when the applications are running. This uses the dynamic
selection and exception handling mechanism in the YAWL
workflow system. It allows for new rules and new
exception handling to be added on-line if unexpected
situations occur.
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Abstract—This  paper presents preemptive channel
allocations (PCA) for multiple-sector cellular networks,
where directional antennas are used to divide the coverage of
a cell into a number of same-sized sectors. When traffic in a
sector unexpectedly increases, call blocking probability will
increase accordingly. To remedy channel insufficient
problem in a single sector, two aspects of channel
preemptions are utilized. First, to reduce the blocking
probability of new calls, the proposed PCA allows a new call
to preempt an ongoing call when the ongoing call is located
in the overlapping regions of two adjacent sectors or two
neighboring cells. Second, the reserved channels not only can
be used by the handoff calls, but also by the preempted calls.
For the purpose of performance evaluation, we build an
analytical model with four-tuple Markov chains. Numerical
results show that the proposed PCA scheme improve the
system performance in terms of the blocking and preemption
probabilities.

Keywords-Preemptive channel allocations; multiple sectors;
cellular networks; blocking probability; Markov chains;

I INTRODUCTION

Over the past decade, the rapid growth of the cellular
technology (2G/3G/3.5G or even the upcoming 4G) has
been proven that it can provide high reliability, stability,
and ubiquity for personal communications [1]. A basic
cellular network is composed of a base station (BS) and
numerous mobile terminals (MTs). Channel capacity of a
cellular network may become insufficient when MTs are
attached to the network or moving between cells or sectors.
There have been many previous works focused on the
preemption mechanisms for cellular networks. A scheme
called Adjusted Multimode Dynamic Guard Bandwidth
(AM-DGB) [1] can temporarily block one or more lower-
priority calls to guarantee longer connection time for
higher-priority calls. A centralized and decentralized
preemption algorithm was proposed by Lau et al. [3] for a
connection-oriented network to minimize the service
disruptions of ongoing calls. Recently, there were copious
researches on sector-based cellular networks, such as
WiMAX and LTE (Long Term Evolution)/LTE-A (Long
Term Evolution-Advanced) networks. For example, to
improve the throughput and capacity and to alleviate the
inter-cell interference, numerous schemes on frequency
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reuse were proposed. Among them, Lei et al. [4] proposed
a frequency reuse scheme to divide the available
subcarriers into two groups, the super group used for the
central region of a cell and the regular group used for the
boundary of a cell. Similarly, Ali et al. [5] proposed the
architecture of a dynamic fractional frequency reused (FFR)
cell. Dynamic FFR scheme only partitions subcarriers into
two physical groups. In our work, the main objective is to
design a novel preemption scheme for ongoing calls
residing in the overlapping areas of any two adjacent
sectors. The remainder of this paper is organized as
follows. Section II introduces the proposed channel
preemption algorithms. Performance evaluation model is
described in Section III. Section IV shows the analytical
results along with discussions. Finally, Section V contains
our concluding remarks.

II.  PREEMPTIVE CHANNEL ALLOCATIONS

A. Sector-based Cellular Networks

Figure 1. Generalized topology of a sector-based cellular network

A sector-based cellular network consists of multiple
sectors divided by directional antennas. Figure 1 shows a
generalized topology of a sector-based cellular network,
consisting of one central cell and six neighboring cells. In
the sector-based cellular network, we assume the cell has
radius R. Due to the different coverage areas, an MT in a
sector may reside in the following four regions. Region 1
(R1): MT resides in the clockwise overlapping region of
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two adjacent sectors (e.g., MT-A). Region 2 (R2): MT
resides in the counterclockwise overlapping region of two
adjacent sectors (e.g., MT-B). Region 3 (R3): MT resides
in the overlapping regions of two adjacent cells (e.g., MT-
C). Region 4 (R4): MT resides in a sector other than the
Regions of 1, 2 and 3 (e.g., MT-D). We design two
different types of handoffs; (i) Inter-sector handoff: an MT
originally residing in the sector is moving out to the
neighboring sectors by passing through R1 or R2, and (ii)
Inter-cell handoff: an MT originally residing in a cell is
moving out to one of its six neighboring cells by passing
through R3. A cell is divided into N sectors, and the n-th

sector has channel capacity, C; , among which certain
amount of channels are purposely reserved for inter-

sector/inter-cell handoff and preempted MTs, where
n=1,2,...... N, (counted in clockwise direction). Thus, the
total channel capacity within a single cell is

Ns n n
C, =Zn:l C; . Let Cg, represent the channels reserved
by the n-th sector for inter-sector handoff calls and
preempted calls resides in the overlapping region of two
adjacent sectors. Let Cr, and Cj, represent the channels

reserved by the n-th sector of the central cell and that of
the neighboring cell respectively for inter-cell handoff and
preempted calls resides in the overlapping region of two
adjacent cells. Accordingly, in a cell, the total channels of

Ns n Ny n
Cyp = anl Cgr , the total channels of Cg, = anl Cir

NS n .
and the total channels of C,, = Z . Cy - As a result, in

the central cell, the available channels of the n-th sector
that can be assigned to new calls become

C} =C; —Cg —Cgy . Then the total available channels of

the central cell are C, = ZN; C) .

B. Channels for Odd/Even Sectors

To reuse the frequency spectrum, the total carriers in a
cell can be divided into two subcarriers: {C, /2,C; /2} for

even number of sectors (e.g., Ng =2, 4, 6...... ),
{CT/S,CT/S,CT/3} for odd number of sectors (e.g.,

Ng=3,5,7...... ). Thus, for even sectors, C; = CT/Z, and

for odd sectors, C; =C, /3 . Figure 2 illustrates the

generalized cases of frequency reuse and channel
allocations in a sector-based cellular network.

A preemptive channel allocations (PCA) algorithm is
designed for the cellular network with multiple sectors.
Under this assumption, three phases of channel preemption,
PCA-cws, PCA-ccs, and PCA-nbc, could be invoked by an
MT. They are explained one by one as below. PCA-cws:
When the available channels in the n-th sector are used up,
a new call generated in the sector can be blocked. However,
PCA-cws can be invoked by the new call if: (i) one active
MT residing in R1 is employing an available channel of
the n-th sector, and (ii) at least one reserved channel of the

clockwise neighboring sector Cii' is free, where

{1, if n=N,
n+l=

. PCA-ccs:
2,3, ... N, otherwise

When the
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available channels in the n-th sector are used up, and there

n+l

is no active MT residing in R1 or Cg; are also used up, a

new call generated in the sector can be blocked because
PCA-cws is not possible. However, PCA-ccs can be
invoked by the new call if: (i) one active MT residing in
R2 is employing an available channel of the n-th sector,
and (ii)) at least one reserved channel of the

. . . -1 -
counterclockwise neighboring sector Cg, is free, where

N;,if n=1
n—-1= PCA-nbc: When the

1,2,.... N, —1, otherwise '
available channels in the n-th sector are used up, and PCA-
cws and PCA-ccs are not possible, then a new call
generated in the sector can be blocked. However, PCA-nbc
can be invoked by the new call if: (i) an active MT residing
in R3 is employing an available channel of the n-th sector,

and (ii) at least one channel of C,;, is free. We define the

following four types of ongoing calls which currently use
the available channels in a sector according to the four
regions; (i) i = the number of ongoing calls which reside in
R4 of a sector, (ii) j = the number of ongoing calls which
reside in R1 of a sector, (iii) kX = the number of ongoing
calls which reside in R2 of a sector, and (iv) [ = the
number of ongoing calls which reside in R3 of a sector. In
addition, we use five variables, ¢, , ¢, ,c,, c,, ,and c, to

u?’ cs? Tew?

represent channel increment or decrement in Cj,, Cg,
n n+l n—1 :
Csr, Cr »and Cgy , respectively.

Number of channels = C; = {C;/2,Cr/2} = {C;/3,C1/3,C1/3}

f £ | & K | eee

\\ / \. f,
Total channels of even number of sectors

=Ny X Cr/2

Total channels of 1&0: sector =2 X Cy/2  Total channels of‘)g:sector =4xCr/2

Total channels of 120° sector = 3 x C;/3  Total channels of 72° sector = 5 x (/3

Total channels of odd number of sectors

=Nx /3

Figure 2. Channel allocations for odd/even sectors

IIl. PERFORMANCE EVALUATION MODEL OF PCA

In this section, we are interested in evaluating the
proposed PCA algorithm on the sector-based cellular
networks. Using 4-D (i, j, k, [) in a Markovian state, we
can capture the characteristics of the proposed PCA.

A. Model Assumptions

The following assumptions are made in the analytical
model: (i) it needs one and only one channel for an MT to
become active; and (ii) the co-channel interference is
ignored when an active MT resides in the overlapping
regions of two adjacent sectors or cells. To facilitate our
analysis, as shown in Figure 3, we approximate a single
hexagon cell with six overlapping areas into an equivalent
topology with two concentric circles [6], the outer circle
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with radius a xR, . and the inner circle with radius bX R, .
33
2

Hence, R, is the equivalent radius of the hexagon cell. By

where Req= R=091R, 1<a<2, and 0<bH<1.

adjusting the parameters, a and b, we can enlarge or shrink
the handoff area. As compared to Figure 1, R3 is converted
to the area between the outer and the inner circle, and R4 is
converted to the area of inner circle by excluding R1 and
R2. If we let AR, AR,, AR, and AR, denote the area

ratio of R1, R2, R3 and R4 to the outer circle, respectively,

) 2
we have AR = A, = APOIXOR ’
AA
2 2 2
AR = (8,/360°)x(a* —=b R, , and
3 AA
A, -2%- % xR, 1~ (@ bR 7
AR, = 360 360 =1-AR - AR, - AR,

AA

Notice that the coverage area of a directional antenna is
A, =(€T/360°)><(aR£,q)27r , the angle of a sector is
6; =360°/N, ,
directional antenna. If « denotes the angle of two
overlapping sectors, then & =6, — 6, .

@, is the transmission angle of a

Figure 3. Equivalent topology of a single cell

B. Markov Chains

TABLE 1. STATE TRANSITION RATES FOR ARRIVAL PROCESS

Ay =ARyx 2y (L1) ‘ Ay= ARy x Ay (12) ‘ Ay= ARy x 2y (L3) |A;= ARyx 2y (14)
[Eq.aILT)
Eq.(IL7)+Eq.(V.9)
Eq(IlL4) | Eq.(IIL7)+ Eq.(V.10)
EqIIL2) a5 EQIL4+Eq(V.9) (1¢) |Eq.ILT)+Eq.(V.11) (LT)

Ay =1{Eq(IIL2) + Eq(IV.3)
Eq.(IIL2) + Eq.(IV.6)

A, ={Eq(ILT)+Eq.(V.12)
|Bq.(1L7)+ Bq.(V.13)
| Bq.(L.7)+ Eq.(V.14)
| Eq.(IIL7)+ Eq.(V.15)
|Eq.(IIL7)+ Eq.(V.16)

Eq.IIL4) + Eq.(IV.14)

A, ={Eq(IlL4)+Eq.(IV.11)
Lqmunfquv 16)

(Eq.(IILS) Eq.(IIL6)
Eq.(I1L5) + Eq.(V.1 Eq.(IIL6) + Eq.(V.5
EqV.7) 18 [EHER I g 40O +ER(V-) ( 10)
A?;:(E i (L8) A, = {EqIIL5) + Eq.(V.2) Ao ={Eq.(1IL6) + Eq.(V.6)
(EaaV.12 Equ.(IIL5) + Eq.(V.3) Eq.(IIL6) + Eq.(V.7)
| Eq.(1ILS) + Eq.(V 4) |Eq.(IIL6) + Eq.(V.8)
Ap=AvVi=i-1 (L) |Ap=AVj=j-1 (L12) |Awp=AyVk=k-1 (13)
A=A Vl=1-1 (L14) |As=4sVj=j+1 (115 |As=AsVk=k+1 (L16)
A=A vi=1+1 @17) | A =AgVk=k+1 (L18)
Apg=Ao,VI=1+1 (L19) | Agp=AsYI=1+1 1.20)

A 4-D Markov chain model with states (i, j, k, [) is built
to analyze the proposed PCA algorithm on a sector-based
cellular network. The transition rates for arrival and
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departure processes are listed as in Table I and Table II,
respectively.

TABLE II. STATE TRANSITION RATES FOR DEPARTURE PROCESS

Dy =ixp (IL1) Dy =X pu+jX gy (1.2) Dy=lkxp+kxps, (I3)
Dy=1lxpu+lxpy (IL4) Ds = Eq. (11.8) (IL5) Dg = Eq. (1119) (IL6)
. Eq.(IIL1)
Eq.(IV.1 1.9,
D, = Eq. (11L10) (IL7) D=4 , ) ) (1L.8) D, ={Eq. (IL1)+Eq.(IV.2) @)
(Eq.(V.4) Eq.(IIL1)+Eq.(IV.5)
Eg.(I1L3)
Eq.(IL3)+Eq.av.s)  (IL10)
D, ={Eq.(I1L3)+ Eq Dy =D Vi=i+1 (L) | Dy =Dy¥j=j+1 (IL12)
Eq. (IIL3)+ Eq. (V.13
Kg.(I1L3)+ Eq.(IV.15)
Dyy=DyVhk=lk+1 (LI13) |Dy=D,vi=1+1 (IL14) |Ds=Ds,Vi=0+1 (IL15)
Dig=De¥i=i+1 (L16) | Dy =Dy vi=i+1 (L17) |Dig=DgVj=j+1 (IL1§)
Dio=Do¥j=j+1 (IL19) ‘ Dyo=DiVk=k+1 (1.20)

The call departure rates from one region to another
region in a sector and the inter-sector/inter-cell handoff
rates are listed in Table II1.

TABLE III. DEPARTURES RATES FOR CALLS MOVING BETWEEN REGIONS

Departure rates Conditions | From/To | Eq.
AR ARs
J R RI/R3 (IL1)
H—xAR-;+2><AR.,
T j>0
AR,
IR Xy 2
HLXAR-;+ZXAR4 1 RI/R4 (I1.2)
T
Hix ARy
kX X iy, RYR3 (I11.3)
B X ARy + 2 AR,
T k>0
. AR,
W e X iy B
HiXAR:‘ 12 % AR, RYR4 (IL.4)
T
1 AR R3RI L5
O k.S & 3
2% (AR, + ARy + ARg) M3 &9
[P E— >0 R3R2 L6
% % 3R2 g
2X (AR, + ARz + ARy) M CHe
AR, N
Ixmxpm R3/R4 (1L7)
N ARl
ix — X My
AR]+ARZ+H-"H o ary) R4/R1 (IIL.8)
s
. ARz
X Xl 2
Bs —a R4/R2 (IL.9)
ARy + ARy + ==X ARy) i>0
B amy
ix s X pay R4/R3 (IIL.10)
ARy + AR: 4 -‘H % AR3)
s

The call preemption probabilities under PCA-cws and
PCA-ccs are listed in Table IV, and the call preemption
probability under PCA-nbc is listed in Table V.

TABLE IV. PREEMPTION RATES FOR NEW CALLS UNDER PCA-CWS AND

PCA-CCSWHEN i+ j+k+1=C)

Rates Conditions Regions | Phase Eq.

ARy X Ay 2 (IV.1)

ARy X Ay j > 0&&cy, > 0 3 (IV.2)

ARy X Ay 4 (IV.3)

PCA-cws

ARy KA gy i SPEAYS 2 (IV.4)

ARy X Ay x SPCA-cws > 08&&eq, =0 K (IV.5)

AR R Qi SPEAT WS 4 (IV.6)

ARy X Ay k > 0&&c, >0 1 (IV.7)

ARz X Ay 3 (IV.8)
j = 0&&k > 0&&c.e > 0

ARy X Ay 4 (1v.9)

ARy X Ay X (1 — §PCA-cws) 3 (IV.10)
Cow = 088K > 0&&cee > 0

AR i (1 —§PCA-ews) 4 (IV.11)

PCA-ccs

ARy Az STEA-EE k> 0&&c, =0 1 (IV.12)

ARy X Ay X SPCA—ces 3 (IV.13)
j = 0&&k > 0&&c,e = 0

ARy X Ay x SPCA=ces 4 (IV.14)

ARyxAyix (L —S§PCA-wsy 3 (IV.15)
Cow = 0&&K > 0&&cye = 0

AR X Ay % (1 — §PCA-cwsy % 4 (IV.16)
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TABLE V. PREEMPTION RATES FOR NEW CALLS UNDER PCA-NBC

WHEN i+ j+k+[=C}

Preempted rates Conditions Regions | Eq.
ARy X Ay k = 0&&I > 0&&c, > 0 v.1)
ARy X Ay X (1 — §FCAcs) Coe = 0&&I > 0&&c,, >0 V2
ARy % Ay % SEGA0e k = 0&&I > 0&&c, = 0 : (V.3)
HARK Ay 2 (1 = S PEAmersy s gheamnbe Coe = 0&&I > 0&&c, =0 (V4)
ARy X Ay j = 0&&I1 > 0&&c, >0 (V.5)
AR 3 Pk (- — IS PEAENE Cop = 0&&I > 0&&¢, > 0 (V.6)
ARy X Ay % ShgA—mbe Jj = 0&&I > 0&&e, =0 2 (V.7)
ARy X Ajy 3 (1 = SPCA=CWSY 57 CHCA—nbC Cow = 0&&I > 0&&ey = 0 (V.8)
ARy X Ay j = 0&&k = 0&&I > 0&&c, >0 (V.9
ARy X Ay x (1 — §PEA=ces) j = 0&&c,; = 0&&I > 0&&c, >0 (V.10)
AR5 A% (1 = §FCA=CWs) Cow = 08&K = 0&&I > 0&&c, > 0 (V.11)
AR, X Ay X (1 = §PEAES) x (1 = SPCA-cws) Coy = 0&&c,, = 0&&I > 0&&c, >0 (V.12)
ARy X Ay x SPG—be j = 0&&k = 0&&1 > 0&&c, =0 N (V.13)
ARy X Ay X (1 — SPCA-ccs) ¢ ghea-nhe Jj = 0&&eee = 0&&1 > 0&&e, = 0 (V.14)
ARy X Ay X (1 — SPCA=cws) o ghea-ne Cow = 0&&J = 0&&I > 0&&cy, = 0 (V.15)
ARy x Ay x (1 = SPEAC0%) x (1 — PEA-wsy e sfga-me | ¢ = 0&&c = 0&&I > 0&&c, =0 (V.16)

To derive the state transition rates in Table I and Table
II, first of all, we need to define the cell service rate and
the handoff-area service rate by referring to [7] and [8]. In
the model, we assume that the new-call arrival rate is a
Poisson process with mean A, and the call duration time,

T, is exponentially distributed with mean x'. Let T, ,
T,,,T,,and T,, represent the dwell time of an ongoing
call in R1, R2, R3 and R4, respectively. The service rates
of four regions (denoted as ,,, #,,, M,5 and f,,) can
be computed as shown in Eq. (1).

P 2E[V]  360° _ 2E[V] 360°
4T xR, TR a-bxR, 6 (1)
__2EIV] | 360°

d4 —
TXDbR,, Os—a

When an MT resides in R1 or R2, the probability of
moving out the overlapping region of two adjacent sectors
is determined by the area ratio of R3 and R4. Thus, the
inter-sector handoff rates of an MT residing in R1 and R2,
denotes as i, and f,, can be derived from &, and g,
directly. Similarly, when an MT resides in R3, the inter-
cell handoff rate of an MT, g, , can be derived from g,
directly. That is,

AR, AR,
”51 =a7><lu(ll’/u52 =Q7Xﬂ(lz’
—XAR, +2%x AR, —XAR, +2X AR,
0, 6, (2)
1
Hy ==X Hy

2

Let "™ be the successful-generation probability
of a new call when available channels in the n-th sector
and the reserved channels of the clockwise neighboring
sector becomes zero, but at least one active MT resides in

RI. Let $"™“ be the successful-generation probability
of a new call when available channels in the n-th sector
are used up, PCA-cws cannot be invoked, and the reserved
channels of the counterclockwise neighboring sector
becomes zero, but at least one active MT resides in R2.We
have
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I
pea-ews _, M Ay
N =(———

u
if i+ j+k+1=Cl)&&(j > 0) & &(c,,, =0)

),

L (3)
sheaees ¢ H _le )C_’{K‘

u
if ((+j+k+1=C)&&[(i=0)l(c. =0)]& &k >0) & &(c,. =0)

B

Likewise, let Sic*™ be the successful-generation

probability of a new call when available channels in the n-
th sector are used up, PCA-cws and PCA-ccs cannot be
invoked, and the reserved channels of the n-th sector in the
neighboring cell becomes zero, but at least one active MT

resides in R3. Let S/ be the successful-generation

probability of a new call when available channels in the n-
th sector are used up, PCA-cws and PCA-ccs cannot be
invoked, and the reserved channels of a sector in the
central cell becomes zero, but at least one active MT
resides in R3. We have

. 1 CRg
gpca-nbe _ (BT1An
NE == ;

G+ + ke + L= CDERIG = 0)]|(Cew = 0)JR&[(K = 0)]I(cee = 0)]&&( > 0)&&(c, = 0)

(4

- -1, CZr
gpca-nbe _ (K1"Ay
CR = .

G+ )+ k1= CDRRIG = 0| (cow = DR&[(K = O)][(cee = DI&&( > 0)&& (e, = 0)

An inter-sector call can use the reserved channels of a

sector. Let F"

mers D€ the failure probability of an inter-

sector call which moves from the neighboring sectors to
Fout_cw and Faut_cc be the

the n-th sector. Similarly, let F . < Totons
failure probability of an inter-sector call which moves from
the n-th sector to the clockwise sector and to the
counterclockwise sector, respectively. We have

1

o
1 1 - -1 —1yy Che
(B T o ny X T e X pae Tt — g X ptas” ")
IJnferS -

ut

X gy ™t 1y X g™t g X g1\
:(”’ Pao THa” Raz 77 % Hav ) F[G > 0)]1Ck > 0)]&&(cey = 0)

pt

1 1

cnpt
- -1 -1 —1y\ &SR
out_cw W= (T oy X g T =g X gy T — g X g ))

Finters = -1
(5)

1%
My X gy L4 1y X gy 1+ 1y X g, TR .
1 d1 2 a2 4 d4 G > 0)&&(cy, = 0)

wt

e
-1 -1 -1 -1 —1y\ SR
outce _ (HTH— Tt —ng X pay T — g X pap ™ — ng X paa”t)
Finters = T

B (nj X figy A Ny X gy Tt N X gy

14\ CE*
— ) Lif (k> 0)&& (e = 0)
1"

For inter-handoff calls, let Fy. . be the failure

probability of an inter-handoff call which moves from the
F/" . be the

InterC
failure probability of an inter-handoff call which moves

F out

InterC

central cell to the neighboring cell, and

from one of the neighboring cell to the central cell.
and F"

Intert

¢ can be computed from Eq. (6).

1

1 -1 -
P (™t =y X gy
Interc —

1 1 —1yy CRr
—Np X gzt = Ny X plas”t — ng X s
wt

_ (1(] X gy Tt Ny X fgp Tt g X gy Th 0y X gyt

Cle
= ) (1> 0)&&(c, = 0)
"

(6)

-1 ~-1 -1 -1 -1 —1y\ Cér
(u — (Wt g X gy Tt~ Mg X pgp ™ — Mg X g™t — My X ftgs ))

Fin
I ot

nterc =

- = - —1, C8
_ (n] X gy "t N X pgy Tt ng X pgy T+ ny X gy ’) cr > 0)&&(e, = 0)
= — , b=

u

Notice that, in Eq. (5) and (6), n,, n,, n,, and n,
denote the number of times which an ongoing may pass
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through R1, R2, R3, and R4 respectively. In this paper, we
let ny=n,=ny=n,=1. Finally, let 7(i, j,k,[) be the
steady-state probability in the 4-D Markov chain model.
To analytically solve this model, we have to include the
initial condition, as shown in Eq. (7), into the state-

transition matrix, which can be derived from Tables II and
I1I.

C! Cl—l Cli—l—k Cli—l—k—j

> (z Jk)=1
i=0

C. Performance Metrics

(7N

=0 k=0 j=0

Let P, be the PCA preemption probability in the n-

th sector. P,., can be computed as shown in Eq.

n
(8). Poca_ens » Prcaees » and Ppg, .. respectively represent

the preemption probability of new calls under the
operation of PCA-cws, PCA-ccs, and PCA-nbc in the n-th
sector as shown in Eq. (9), Eq. (10), and Eq. (11),
respectively.

(8)

n  _ pn n n
PPCA - PPCA—L’WA + PPCA —ccs + PPCA nbc

Where

—k
[/z' —j=k~=1,j.kDlifc, >0
P;C'A—(‘w.\' = l " - ”/:1 & ( 9)
[7(C) — j—k—1, j,k,HxS"]if ¢, =0

) Ci-l =k

+ Y H(C - k=L jk hx(=S" ] ¢, >0

Pleps = (10)
G-l
ZZ[IC” k=10.k.1) 5PC4LU]
=)
C} Ci-l Cj=1k
+Z Z[:r((”—/ k=1, jk d)x (1= §4CP-em ) §PEss | if o = ()
[ ) C3-l
Z 7(C}—1,0,0,1) +szq G=1,.0,0)x (1= §7A)
[E] I=l j=1
Ci G-
3 Y IHCG kL0 Dx(= ")
=1 k=1
C C-HC -k
+z [2(Ch = j=k =1, j,k,)x (1= S" " )x (1= § ") ] if ¢, >0
==l Al
N (11)

PCh-nbe =

Ci Cj
2[ (C1—10,0,))x 8" +ZZ[;:C4 =1, 7,0, 1% (1= § POy § PO

= [N

“x § PeA=nibe ]

Z[ (C =k =10k, D)x(1- § P4~
=

-k
Z[;:(c: — k=1, ke, 1)x (1= SO0 (1= §POAeery g PO if ¢ =)

Let P, be the new-call blocking probability in the n-th

sector as shown in Eq. (12). Basically, P, consists of two

terms which describe PCA cannot be invoked. The first
term represents the probability that there is no ongoing call
residing in R3, and the second term represents the
probability that the reserved channels of the neighboring
cell become zero.
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Zl’ﬂi-()-“-0>l+2w62 — 00y (1= 5=y

|

P= *Z"”C 0.k 0)x (1=§4==)]
rJ><1I—S“”“)|l

+ZZ|7NC’;—j—k‘j.k.())xtl—S“""‘“

(12)
ch Z100.0)x(1= ""1+iilﬁ C = o, J0Dx(1= 5“5 ) (1= %)

Y N IAC; -k = L0k DX (1= 8 (1= §7)] l

(==

*ZZ Z'”

L= k=L kDX A= S (1= § ) x (1= 8]

IV. NUMERICAL RESULTS

TABLE VI. PARAMETERS USED IN THE ANALYTICAL MODEL

Parameters Values
Total channel capacity in a cell (Cr) 36
Csr» Crs Cg I, 3
Call duration time (1/4 ) 500 sec
Distance from the hexagon center to 1000 m
any vertex (R)

The parameters and values listed in Table VI were used
when running the MATLAB tool. To investigate the
impact of the traffic in the networks, we define traffic load

as p=4 / C,u . Figure 4 shows the new-call blocking

probability as © increases from 0.3 to 1.2. It is interesting
to notice that new-call blocking probabilities can be
significantly reduced under the cell with four or five
sectors due to the expanded available channels. There is
another phenomenon worthy to observe that new-call
blocking probability will be slightly increased when the
speed of MT decreases from 10 to 50 km/h. The reason is
because that by referring to Eq. (1), low-speed MT will
increase the dwell time in the sector. In other words, the
channel occupancy time of low-speed MT (e.g., V = 10
km/h) is much longer than that of high-speed MT (e.g., V=
50 km/h).

afb=12, Ciy=C",

n
nb

Traffic load

Figure 4. New-call blocking probability versus traffic load

Figure 5 shows the preemption probability of PCA in
the n-th sector (
sectors increases from 10°

Pi., ) as the angle of two overlapping
to 25° . It is observed that
Py, is increased more rapidly as ¢ increases when a cell
is divided into five sectors. This is because increasing «
in a cell with more sectors (e.g., Ny =5) has higher
possibility to let the MT residing in R1 be preempted than
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with less sectors (e.g., Ng=2 ). Another interesting

phenomenon is that Py, is continuous increased when the

reserved channels becomes more (e.g., Cg, =3) in a sector,

because the preempted calls have higher possibility to

sustain their connections when PCA mechanism is invoked.

p=05, V=50km/h, atb=14, C,=Cl,=3,

Pre

a{degree)

Figure 5. Preemption probability of PCA versus the angle of two

overlapping sectors

p=05, V=50km/h, a=10°, C},=Cl= 3,

A

afb

Figure 6. Preemption probability of PCA versus the ratio a/b

Figure 6 shows the preemption probability of PCA in
the n-th sector is increased as the inter-cell overlapping
region ratio increases from 1.2 to 1.8. In the figure, it is
observed that P, at Ny =5 is higher than that at
Ny =2. This result reveals that more number of sectors
have higher possibility to invoke the preemption scheme
because of the more overlapping regions. We can also
observe that by simply increasing Cj, from 1 to 3 can
significantly increase the preemption probability. It should
be noticed that although incrementing Cj, can increase

the increasing preemption probability, it may adversely
increase the new-call blocking probability, since available
channels in the neighboring cell could be reduced.

Finally, let us investigate the average speed of MT
versus P,., when the overlapping regions are changed.
Figure 7 shows the preemption probability of PCA is
decreased as the speed of MT increases from 20 km/h to
80 km/h due to the channel occupancy time (by referring
to Eq. (1)). By fixing Ny =4 and Cg, =Cp, =Crp =3,
we can observe that the reserved channels are quite enough
for the preempted calls to execute PCA mechanism. Thus,
when the overlapping regions of two sectors or cells are

increased, Py, is still increased.
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V. CONCLUSIONS

This paper has presented an analytical model of

adaptive channel preemption (PCA) for sector-based
cellular networks. Three different preemption phases,
PCA-cws, PCA-ccs, and PCA-nbc were proposed to fully
utilize the capacity of the cellular networks with multiple
sectors. One of the novelties presented in this paper is right
in that the proposed PCA allows a new call to preempt an
ongoing call when the latter is located in the inter-sector or
inter-cell overlapping region. Analytical results have
revealed two annotations: (i) the reserved channels can not
only used by the inter-sector/inter-cell handoff calls but
also used by the preempted calls, and (ii) the low-speed
MT makes more impact on the new-call blocking
probability than the high-speed MT due to the longer
channel occupancy time.

PCA

Ne=4, p=05,b=1, Cg,=C =C\. =3

v (km/h)

(1]

(2]

(3]

(4]

[5]

(6]

(7]

(8]

Figure 7. Preemption probability of PCA versus speed of MT
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Abstract—Remotely accessing services or content based at
home is increasingly required as high speed wireless networks
become more widespread and mobile terminals more capable.
Still, providing such access in reliable and secure fashion presents
challenges, especially since media is involved. We explore here
how this can be done in a SIP-based framework, taking into
account more recent developments in media architectures such
as IMS, from extension to home-based (DSL, cable) access to
new means of exchanging information between end users through
messaging. We demonstrate how MSRP is used to that effect.

Keywords - SIP; SDP; MSRP; Home monitoring; Home Ser-
vices.

I. INTRODUCTION

Cheap, ubiquitous Internet access, from hotspots to greater
affordability of wireless (3G and beyond) services, means that
users can be connected to the Internet in almost continuous
fashion. This however does not translate into universal access
to services as specific, remote access terminals (e.g. RIM’s
blackberry) remain the norm. We thus tend to see the cre-
ation of mobile-device specific variants of common services,
or services created specifically for mobility (again, RIM’s
service)[2], [6]. Even for newer devices (e.g. the iPhone), there
tends to be a distinction between a hotspot-based use and a
cellular-based use.

We can argue that there are really two different markets
at play here, one based on the mobile terminal, “always”
connected, the other that of the mobile computer, served
by hotspots in a context such that, for the user, connec-
tivity is indistinguishable from the home network, at least
as long as massive data transfers are not involved. In the
case of the mobile terminals, the restrictions in the nature
of the service which can be accessed are manifest: while
some are infrastructure-based, most applications are essentially
terminal-based, with simple client-server behaviour, and acti-
vated on demand or periodically, typically the “app” market
for new devices. In either case, user to user (IP-based)
communications are elusive.

The emergence of middleware for mobile services, such as
the IP Multimedia Subsystem (IMS) puts another twist on this
issue, as they allow the creation of new services with proper
mechanisms to overcome restrictions that mobility and/or
restricted bandwidth access can impose. These operator-based
services can come in competition with Internet-based services
and this is actually a topic of some controversy, although this
is not our focus here.
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Both models, Internet-based service specific or operator-
based middleware multi—service, present restrictions in the de-
livery of services. In the first case, we depend on a silo model,
where only services deployed on Internet servers are available,
with little—or proprietary—means for extension. While this
model serves some applications such as social networks or
personal communications rather well, it has clear limits in
terms of integration (e.g., [3], [9]. The middleware-based
model is more flexible in that respect, but users themselves
usually have no possibility to provide personal extensions. In
both cases, access to personal information is quite limited,
restricted to repositories, or confined within applications (e.g.
pictures).

Our focus here is on providing access to home-based
services or information from remote terminals, as well as
allowing home-based applications to communicate remotely
with owners, in a secure way, where both parties can mutually
authenticate and protect their communications.

In this paper, we show how current SIP-related features
actually provide most of the required support for such services,
with minimal extra effort. Such an approach has advantages
over network-based services as it can more easily enable
direct (user to user) communications. It also avoids holding
information in the network for the user, which may have
security and legal ramifications. Finally, it also allows us to
take advantage of established mechanisms to bypass devices
which restrict communications.

In section II, we start with an overview of the different
elements upon which our argument is built. Section III presents
our view of home-based services. Section IV discusses all the
issues which need to be resolved. Section V illustrates how
messaging mechanisms can be used to transport various forms
of date. Our solution is discussed in Section VI and we draw
our conclusions in Section VII.

II. BACKGROUND

In this section we present the key elements required to
understand the foundations of our work. We assume that
the reader will be familiar with most of the technological
underpinnings and we keep this presentation succinct.

A. Home Monitoring Services

Remote access to home services from a wireless terminal is
hardly a new concept. For example, we find in [6] a description
of the use of off—the—shelf protocols and programming tools to
implement alarm monitoring. More recently, wireless operators
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have started to offer such services, again centred around
monitoring and alarms. In AT&T’s case[2], for example,
the application was proprietary and required users to deploy
specific hardware, which included a remotely operable video
camera and various sensors. Motion, door and window activity,
water leakage, and temperature changes are cited as common
examples.

Building a home sensor network is certainly no longer a
challenge, and it is also straightforward to program alarms
based on monitored values. The issue is rather the intercon-
nection of this network — or a home-based driving application
— with the remote user. In AT&T’s case, the application had
a web interface and the user had to connect to the server
remotely via IP to access the services, essentially enabling
access to a web server from any terminal, including cellular
phones with such a capacity.

However, while conceptually straightforward, remote access
to home-based servers is blocked by many operators, and
IP addresses may change through time. Furthermore such a
form of remote—access is open to various forms of attacks, as
typically befalls web servers.

B. Other services

While sensors/actuators and video surveillance are the most
often cited examples of home applications, there are many
other possibilities we can imagine, such as access to various
forms of content, including audio and video, or pictures.
Such access can take different forms, as we shall see later.
Accessing content directly from the home is important to
alleviate such issues as protecting copyrighted, personal or
sensitive information.

C. SIP & SDP

The Session Initiation Protocol (SIP)[10] is the foundation
of media services. SIP is a signalling protocol which supports
negotiation of parameters for the establishment of an end-
to-end session for multimedia communications. The Session
Description Protocol (SDP)[7] is used to present parameters.

While SIP was originally proposed for multimedia services,
we must take notice that it resolves many issues that arise
in home connectivity and enriched, interactive end-to-end
communications. The challenge is to identify whether it offers
all the flexibility we need for home services and, in the next
section, we clarify our expectations in that respect.

III. HOME SERVICES

There is no single definition of what home services can be,
so we must define what we mean in this context. We have
seen earlier examples of monitoring, alarms and surveillance.
We broaden this definition with entertainment. We must insist
here that we focus on remote services, namely services which
must be accessible (but not exclusively) remotely.

Figure 1 presents a schematics view of home services and
their connection to the outside world. We consider a network
for home devices, with possibly separate dedicated networks
for sensors based on proximity technology such as variants of
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802.15 (Bluetooth, Zygbee). Communications with the Internet
go through a gateway device, which acts as an SIP User
Equipment (UE); this device would integrate other functions
described below.

Note also that we can have internal home communications
as well as communications between the home and an external
user. Home communications can be device to device, device
to person or person to device. These communications need
not be SIP-based, and can be supported through proprietary
means. We shall come back to this issue later.

A. Remote services

Home Monitoring: Monitoring is a classical example of
remote home automation. This includes remotely receiving
alarms notification, reading sensor, setting actuators but also
possibly reading documents, such as a shopping list of a family
memo and receiving a video stream.

From an Internet-based service perspective, such services
do not present many challenges. Access and security are the
key issues, but the functionality required to manipulate sensors
and actuators and the network resources required are readily
available.

Home Entertainment: We mean here access to media
sources, such as music and video, from a home server, not
unlike what is achievable through Apple’s iTunes software in
a LAN.

Such an offering is more challenging. We need to be able
to browse directories and activate transmission of a specific
content. It may be necessary to choose a suitable codec—
or suitable parameters/profile—for the medium. Depending
on the quality desired, as well as the degree of interactivity
required, bounded bandwidth and delay constraints may exist.

B. Some support

We require to make some assumptions about support func-
tions for these services.

Connectivity: We assume that all services are supported
by a home IP network, wired and/or wireless. Monitoring
devices on a wireless sensor network could be accessible
indirectly, i.e. through a control centre which itself would be
part of a home network.

Access: For uniformity, we suppose that internal/external
access to services is organized through a home-based portal. It
receives requests and redirects them to the appropriate device
and answers back to the query device. It must also keep track
of whether requests are internal—within the home, or external.
In the latter case, it would also have to act as a relay for media
communications.

Presence: Because alarms are to be sent unrequested, it
is important to know whether the user is inside or outside the
home to notify her with the suitable means. The portal must
therefore also register presence information for the user and
forward requests accordingly. Our assumption is that, unless
the user is registered internally, the portal will attempt to reach
her externally. In any case, all events will always be logged
and the logs available for consulting.
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Figure 1.

Inter-Networking: To allow external access, the portal
must be reachable from the outside network. As we have seen
in examples above, this can sound like a simple statement,
but there are practical limits: network connectivity is one, as
is security and possibly quality of service.

Networking restrictions can be imposed by the operator
or also the networking equipment used to connect the home
network to the Internet: use of private addresses or firewall
blocking impose typical limits. Networking devices will typi-
cally allow traffic to originate from the home network towards
the Internet, but block incoming requests for connection.

When private addresses are used translation devices (i.e.
NAT boxes) may impose restrictions on application traffic. It
is necessary to translate private to public addresses, including
communication ports. If we have SIP traffic, for example, this
requires that its SDP content be modified.

IV. ISSUES

The simple challenge we are confronted with is to provide
access to home services remotely. Some would argue that it
could easily be done directly, in a typical Internet end—to—end
(e2e) model, but there are many practical restrictions to such a
model and we propose that there are benefits to take advantage
of the access to the IMS infrastructure and its features. Most
important, network-based support is required to circumvent
restrictions imposed by the presence of middleboxes, which we
have mentioned before but revisit below in closer relationship
with SIP/SDP. Beyond transport-level connectivity, we must
also consider user to user connectivity, i.e. that either home
and user can initiate communications at any time.

A. Middleboxes

Middleboxes are network devices which impair communica-
tions in some way, either for security reasons, such as firewalls,
or for address reuse, such as NATs. Each create specific
problems. In the first case, TCP connection establishment can
be blocked in one direction and authorized in the other. Still,
once established, traffic can freely flow on both directions
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Home Services

although this may require modification of signalling content—
in our case SDP bodies.

Extensions to SDP provide support to help alleviate the
problem; they are specific annotations in SDP bodies which
are read and possibly manipulated by middleboxes. For TCP
transport, it is possible to set an attribute (a=setup:) with
the values of active, passive, actpass or holdconn. These
values announce whether or not the end point can set up the
connection or not, does not care one way or the other (actpass),
or whether the establishment should be suspended for the time
being.

Another attribute, a=connection:, allows to specify whether
a new connection must be established or an existing one can be
reused. It supports modifying the parameters of an established
connection without having to tear down and re-establish a new
TCP session.

We must note that the protocol does not support the estab-
lishment of several TCP connections for the same medium.
On the other hand, the secured form of TCP, TLS, is also
available for transport.

B. Presence & Reachability

Alarms are sent from the home to the user and the user
can contact her home to access sensor status and media. This
requires that:

e User and home must have names well-known to each
other,

o The home knows whether the user is “present” in the
network and,

e Both user and home can initiate connections, which
implies that,

o Both user and home can access each other’s address.

Names are important because home and user need to be
able to reach each other, i.e. initiate data transfer. This is done
trivially if both are customers of the same service network, but
generalized with URIs. Presence should also indicate whether
the user is reachable at all.
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C. Relays

Middlebox traversal can be sufficient to achieve user to
network communications, but may not be sufficient to achieve
end to end connectivity, e.g. if both end users are behind
firewalls. In this case, application relays in the network have
to be used. Such architecture is commonly used by services
such as Skype[12] and are also fundamental to the architecture
of the Asterisk[11] soft PBX.

The use of such relays raise several issues of security. They
require proper authentication, protection against hijacking or
DoS. Note that there is also a chicken and egg issue at work
here: To enable a relay, there must be a way to discover
it to force its presence on exchanges. This can be done
through a separate discovery process, or through registration
mechanisms a la SIP: either communications are permanently
enabled between both ends, or an enabling signalling channel
is established which allows to negotiate and setup proper
connections.

The relay may provide added value to the communication.
Minimally, it can be buffering and flow control, in case
of mismatched performance in the links. Media conversion
(transcoding) can also be performed.

D. Information transmission

The remaining issue is the transmission of information from
end to end. This includes:

¢ Commands and values for sensors and alarms;
¢ Menu, menu selection;
o A/V streaming and streaming control, e.g. play/pause.

A protocol is therefore required to carry this information.

V. MSRP

The Message Session Relay Protocol (MSRP[4]) is a pro-
tocol to support session-oriented instant messaging. It is text-
based, connection-oriented and supports exchange of arbitrary
(binary) MIME-encoded content. Unlike SIP’s page-mode
messages, MSRP allows messages of any length and structure.

Unlike other messaging protocols, MSRP is integrated with
SIP and its offer-answer mechanism, and thus blends naturally
into IMS. Note here that we have three protocols present in
MSRP exchanges:

o SIP carries the information required to negotiate the
exchange between endpoints, possibly through relays;

o SDP is used to capture this information, including data
format, ports, transport used, etc.;

o MSRP formats the IM messages, supports chunks, frag-
mentation, success reports, etc.

The specific use of SDP and MSRP is illustrated below.

A. Basic MSRP Operations

The following example, borrowed from [4], illustrates key
elements of the use of MSRP; it is a typical first step in a SIP
transaction between Alice and Bob.

INVITE sip:bob@biloxi.example.com SIP/2.0
To: <sip:bob@biloxi.example.com>
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From: <sip:alicelatlanta.example.com>;tag=786
Call-ID: 3413an89KU
Content-Type: application/sdp

c=IN IP4 atlanta.example.com
m=message 7654 TCP/MSRP x
a=accept-types:text/plain
a=path:

msrp://atlanta.example.com:7654/jshA7Tweztas; tcp

The c field sets the address (Internet, IPv4) of the source

point. The m field specifies an IM protocol, based on MSRP,
and the port used for communications. The a fields contain
MSRP-specific information, including encoding supported.
The presence of “path” information in mandatory.

The field values “TCP/MSRP” and “TCP/TLS/MSRP” have

been added to the SDP protocol for explicit support of MSRP.
They support two forms of transport for MSRP content, one
plain TCP the other one encrypted.

Note that, with MRSP and unlike other use of SDP, the

attributes—and more specifically the a=path attributes—rather
than the information contained on the ¢ and m lines are to
be used to determine where to connect. Also note that a TCP
connection can be used for several different transfers.

Bob’s answer could be the following:

SIP/2.0 200 OK
To: <sip:bob@biloxi.example.com>;tag=0877js

From: <sip:alice@atlanta.example.com>;tag=786

Call-ID: 3413an89KU
Content-Type: application/sdp

c=IN IP4 biloxi.example.com

m=message 12763 TCP/MSRP =«
a=accept-types:text/plain
a=path:msrp://biloxi.example.com:12763/

kjhd37s2s20w2a;tcp

The answer contains Bob’s contact information which

matches Alice’s, i.e. IP address (or name) and port, together
with protocol.

And Alice’s final answer:

ACK sip:bob@biloxi SIP/2.0

To: <sip:bob@biloxi.example.com>;tag=0877]s
From: <sip:alicelatlanta.example.com>;tag=786
Call-ID: 3413an89KU

We see that this exchange follows the normal SIP 3—way

handshake of INVITE, OK and ACK. After this, both Alice
and Bob can open a TCP connection and exchange MSRP
messages over it. MSRP has SEND methods and acknowl-
edgement. The SEND method supports sending fragments of
large messages. It is also possible to specify the nature of the
content of the message.

MSRP a786hjs2 SEND
To-Path: msrp://biloxi.example.com:12763/

kjhd37s2s20w2a; tcp

From-Path: msrp://atlanta.example.com:7654/

jshA7weztas; tcp

Message—-ID: 87652491
Byte—-Range: 1-25/25
Content-Type: text/plain

Hey Bob, are you there?
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7777777 a786hjs2s

All messages sent are acknowledged with a copy of the
transaction identifiers present in the message header, as well
as a copy of information present in the SDP body: to-path and
from-path.

MSRP has several provisions for reporting on message
sent. It is possible to request in the header whether or not
a report should be sent in situations of success or failure.
Reports use the message ID to differentiate between different
transmissions.

B. URIs, Paths and Relays

MSRP endpoints are identified by URIs, with am msrp (or
msrps, when carried by TLS) prefix, as seen in the example
above. From-Path, To-Path fields in MSRP contain sequences
of URIs, which are relays to the final destination. Beyond the
protocol used, URIs have features we are accustomed to from
other uses of SIP. Rather than a fully qualified name, it is also
possible to use IP addresses.

An endpoint that uses one or more relays will indicate that
by putting a URI for each device in the relay chain into the
SDP path attribute. The final entry will point to the endpoint
itself. The other entries will indicate each proposed relay, in
order.

Since both ends of communications can be isolated behind
security devices, it may be necessary to communicate through
relays, not unlike what is done for SIP. In our specific case,
we would consider the use of a single relay. In the following
section, we see how it can be inserted in the communication,
and its practical benefits.

VI. DISCUSSION

We propose that both a home user agent and the remote
user are both customers of the same IMS infrastructure. End
to end communication establishment is done by the basic
mechanisms of IMS. Both parties know each other’s name
and correct authentication is guaranteed by IMS. e2e signalling
is thus quite trivially established between parties. The issues
remaining are the transparency of the home services (for the
IMS infrastructure) and the support for information exchange.

Services: Home services and their nature are essentially
transparent for the IMS operator: media exchanges can be no
different from typical usage, while notifications, menus and
operations are embedded in MSRP messages and encoded
in, say, XML, in a simple command—parameter format. The
following example shows a sequence of sensor information.

<?xml version="1.0" encoding="IS0-8859-1"7>
<status date=31/01/2009>

<sensor>
<name code="1">Kitchen</name>
<value>empty</value>

</sensor>

<sensor>
<name code="2">Living Room</name>
<value>empty</value>

</sensor>
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</status>

A generic application can associate operations and (GUI)
presentation based on XML documents exchanged through a
SIP UA. This application has a home and a remote flavour. At
home, it interacts with devices and with the user either through
the UA or through a local menu. On the remote terminal, it is
only interacting with the user.

We are not investigating the application any further here as
it presents no specific challenge.

Communications: The main hurdle we face is the possi-
ble presence of devices restricting the establishment of com-
munications in one direction. While IMS-related standards[5]
are designed to circumvent such restrictions, we may still re-
quire that a relay be present in the network; this relay acts as a
back to back user agent (B2BUA), typical in SIP architectures.
Note that this relay has two dimensions: signalling, and media.
IMS is structured in such a way that a signalling relay is not
necessary, beyond what is supplied by the CSCF. Yet in some
circumstances, the use of a B2BUA has been mandated (e.g.
(1.

Media is a more critical issue, especially when TCP is used
for transport, which is also why MSRP relays [8] were created.
Typical UDP-based SIP communications are initiated from
the user to the network, with the first REGISTER message,
which would be allowed to traverse NATs and firewalls and
set the path for future SIP exchanges. TCP connections must
be initiated from one side only. Our alternative is either to use
a B2BUA, or simply an MSRP relay.

The relay issue is important for another reason: the provider
must not hold any personal information for the user, unlike
typical Internet “service in the cloud” models, beyond sub-
scription information. We must therefore exclude architectures
where a storage server would act as a temporary repository.
Note however that communications between home and relay,
and user and relay can be encrypted, but other solutions must
be found if strict end-to-end confidentiality is required.

We propose that a B2BUA would be required for all
communications, i.e., media and data. While some forms of
communication could be authorized by middleboxes and not
others, it is simpler to use a single connectivity model for all.

Relay Discovery: An issue with the B2BUA is to 1)
decide whether or not it is necessary and 2) discover its
location.

For the first problem, it is simpler to impose its systematic
use, as we have just discussed. For the second one, S-CSCF
filters must be used to route the call through the B2BUA.
This can simply be done by assigning homes a special class
of URIs, and recognizing a communication between the user
and the home.

Configuration: Home User Agent and Remote User must
share some information for proper inter-operation, such as list
of known devices/sensors and other supported media services,
e.g. audio, video or pictures. We would typically create a
remote configuration based on that of the home application
and transfer it to the remote terminal.
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They would also obviously know each other’s URI and
could also share keys for mutual authentication and message
encryption.

All these issues are beyond the IMS infrastructure’s influ-
ence, however.

Integration: Figure 2 illustrates an example of end-to-end
connectivity. The home is connected to the IMS infrastructure
via a Network Attachment Subsystem (NASS), associated with
a Resource and Administration Control Subsystem (RACS)
which can perform network security operations. At the other
extremity, the user would have a mobile terminal exploiting a
radio access network (RAN).

Home-User SIP sessions are switched by the CSCF function
towards the B2BUA which bridges requests and connects
data/media flows. As we have explained above, the use of
the B2ZBUA can be transparent to the users and inserted in the
signalling path through the S-CSCF filters.

The functionality required of the B2BUA for the data/media
path is minimal, and content dependent. Audio/Video codecs
are negotiated end-to-end and media frames, carried over UDP,
need only be relayed towards their destination.

MSRP data is carried over TCP and presents a different
problem. While it would be possible to collect TCP segments
and relay them directly, it is more appropriate to collect well-
formed messages and forward them, as would an MSRP relay.
Again, it is possible to use encryption to keep message content
private if necessary.

Overall, we see that the infrastructure we need for our
communications is well within the IMS model. Since filtering
is involved, the participation of the IMS operator is required,
although we should put a caveat there: all IMS services
(A/V communications, Messaging) are straightforward, except
that operator support is required to overcome networking
restrictions imposed in some domains. While we can imagine
that, in some circumstances, offered IMS services could be
integrated into a suitable application, it may also well be the
case that a B2BUA would have to be deployed in the operator’s
network, with a matching service offering. Considerations for
a suitable business model are beyond the scope of this paper,
however.
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VII. CONCLUSIONS

We have shown a SIP-based model to support home-based
services and how it is possible to use an IMS infrastructure to
deploy such basic tools. Beyond established A/V services, the
use of MSRP, for data exchange, combined with a B2BUA in
the operator’s network are sufficient to allow the user to safely
exchange information between home and remote locations.
The application itself can be designed independently, for ex-
ample on an XML basis, while benefiting from IMS’ services.
The scheme proposed is overall rather straightforward and
would support applications of various degree of complexity.

Further work is required to study how to support streaming
more efficiently, or closer to an Internet model, since we have
here IMS’ interactive model. We believe this would require
special support in a network B2BUA.

Finally, we should be able to bridge the gap between home-
internal and home-external communications, if only to be able
to transparently reuse the same devices. This is also the focus
of further investigations.
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Abstract—The new Italian GPS receiver for Radio Occul-
tation has been launched from Satish Dhawan Space Center
(Sriharikota, India) on board of the Indian Remote Sensing
OCEANSAT-2 satellite. The Italian Space Agency has estab-
lished a set of Italian universities and research centers to
develop the Web Science Grid, an infrastructure based on
grid computing, that is implemented for the overall processing
Radio Occultation chain. In consideration of the complexity
of our scenario due to the modules involved and difficulties
of geographically dispersed nodes, after a brief description
of the algorithms adopted, that can be used to characterize
the temperature, pressure and humidity, the paper presents
an improvement of job scheduling in order to further decrease
the elaboration time. Two applications to manage automatically
the Radio Occultation data are described: Local and Global
scheduler, one for worker nodes and one for the master node.
Also the estimated processing time and actual processing are
shown.

Keywords-radio occultation; grid computing; local scheduler;
global scheduler; job scheduling.

I. INTRODUCTION

The GPS Radio Occultation (RO) is an emerging remote
sensing technique for the profiling of atmospheric parame-
ters (first of all refractivity, but also pressure, temperature,
humidity and electron density, see [1] and [2]). It is based
on the inversion of L; and Lo GPS signals collected by an
ad hoc receiver placed on-board a Low Earth Orbit (LEO)
platform, when the transmitter rises or sets beyond the
Earth’s limb. The relative movement of both satellites allows
a ’quasi” vertical atmospheric scan of the signal trajectory
and the profiles extracted are characterized by high vertical
resolution and high accuracy. The RO technique is applied
for meteorological purposes (data collected by one LEO
receiver placed at 700 km altitude produce 300-+-400 profiles
per day, worldwide distributed) since such observations can
easily be assimilated into Numerical Weather Prediction
models. Anyway, it is also very useful for climatological
purposes, for gravity wave observations and for Space
Weather applications. Starting from the first operational RO
mission on board the German CHAMP satellite [6], there are
presently several other satellite missions carrying on-board
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a RO payload. The most important are RO experiments on-
board the European METOP-1 mission [3] and on-board the
USA/Taiwan COSMIC constellation mission. Several other
missions are planned for the next future. In particular, during
the 2009 autumn season, the Indian OCEANSAT-2 mission
carrying on-board the Italian ROSA (Radio Occultation
Sounder of the Atmosphere) GPS receiver was launched. In
the framework of this opportunity, the Italian Space Agency
[4] funded a pool of Italian Universities and Research
Centers for the implementation of the overall RO processing
chain, which is called ROSA-ROSSA (ROSA-Research and
Operational Satellite and Software Activities). The ROSA-
ROSSA was integrated in the operational ROSA Ground
Segment by an Italian Software enterprise (INNOVA, lo-
cated in Matera, Italy), and the ROSA ground segment
is operating in Italy (at the ASI Space Geodesy Center,
near Matera) and in India (at the Indian National Remote
Sensing Agency [5], near Hyderabad) starting from the 2009
autumn season. This version implements RO state-of-the-art
algorithms and, for the first time, it was developed and it
runs on a distributed hardware and software infrastructure
exploiting a grid computing strategy, which is called Web
Science Grid (WSG). The paper is structured as follows:
Section 2 is devoted to a more detailed description of
the ROSA-ROSSA software. This section is given in order
to better set up the scientific application which exploits
grid processing strategies. Section 3 describes motivations.
Section 4 presents the structure of our system and scheduling
description. Section 5 contains considerations about the time
execution obtained by the system based on grid computing.
Section 6 draws the conclusions.

II. THE PROCESSING CHAIN OF RO OBSERVATIONS

The ROSA-ROSSA software implements state-of-the-art
RO algorithms which were already available from the sci-
entific group and are during the validation phase before
their final transfer inside the official Ground Segment of
the ROSA Radio Occultation receiver. The processing chain,
which is subdivided into seven different software modules
(namely Data Generators-DG), is executed in a sequential
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Figure 1. ROSA-ROSSA Overall Chain.

mode. Figure 1 shows a simple diagram of the processing
chain and of the corresponding data-flow. Before delving
into how the various parts work, a DGs explanation is
given, in order to focus the data types to process. Starting
from ROSA Level l.a engineered data coming from the
ROSA on-board OCEANSAT-2 platform observations, from
the ground GPS network and from other support data, the
ROSA-ROSSA is able to produce data at higher levels,
using a data processing chain defined by the following Data
Generators. SWOrD is a software module that fully supports
orbit determination, orbit prediction, and implements Level
2 data generation connected with the ROSA sensor on-
board OCEANSAT-2. Input data for SWOrD are ROSA
GPS navigation and Radio Occultation observations, ground
GPS network data and other support data. It generates the
following output data:

o Estimated rapid orbits and predicted orbits for the GPS
constellation;

o Estimated rapid orbits and predicted orbits for the
OCEANSAT-2 platform;

¢ 50 Hz closed-loop and 100 Hz open-loop excess phases
and signal amplitude data for each single occultation
event;

o Tables showing estimated and predicted (up to 6 hours
in advance) occultation (Data Level 2.c).

The BMDL Data Generator predicts a bending angle and
impact parameter profile (Level 2.d data) usable as input in
the ROSA on-board software excess doppler prediction mod-
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ule for open-loop tracking. For each “predicted” occultation
event, latitude and longitude of the geometrical tangent
points (the nearest point of each trajectory to the Earth’s sur-
face, evaluated through predicted orbits) is used to compute
bending angle and impact parameter profile from interpo-
lated numerical weather prediction models (bending angle
and impact parameter are geometrical parameter univocally
identifying each trajectory followed by the RO signal. See
Figure 2 for details). Predicted bending angle and impact
parameter profiles o (a) (2.d Data Level) are stored in ASCII
data files containing bending angles and impact parameters
together with the UTC time stamp, one file for each event.
Input data for DG_BMDL are 1b.a, 1b.b (predicted GPS
and LEO orbits, respectively) and 2.c (Predicted Occultation
Tables), together with ECMWF world forecasts for the
synoptic times valid for the future observed occultation
event. The BEND Data Generator provides “raw” bending
angle and impact parameter profiles a(a) computed on GPS
occulted signals on both GPS frequencies L; and Lo, by
using a Wave Optics approach below a certain altitude
(generally in troposphere). Above that altitude threshold,
standard Geometrical Optics algorithms are applied. Raw
bending angle and impact parameter profiles «(a) (Data
Level 3.a) are stored for each event in ASCII data files.
Inputs for DG_BEND are 2.a data (L; and Ly excess-
phases and related orbit data) and 2.b data (L1 and Lo signal
amplitudes).
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Figure 2. Radio Occultation geometry. The quasi instantaneous trajectory
can be defined by the following geometrical parameters: the bending angle
«, the impact parameter a. R; is the local Earth’s radius and h the tangent
point height.

The BDIF Data Generator provides (for each event) a
bending angle and impact parameter profile, on which the
ionospheric effects have been compensated for. This DG pro-
cesses both L; and L bending angle and impact parameters
profiles (Data Level 3.a) given as input, in order to minimize
the first order ionospheric dispersive effects. Outputs for
DG_BDIF are bending angle and impact parameter iono-free
profiles (Data Level 3.b). The BISI Data Generator provides
profiles of bending angle versus impact parameter optimized
in the stratosphere above 40 km. In the ROSA-ROSSA,
data coming from a Numerical Weather Prediction Model
(ECMWEF analysis) are used in place of climatological data
for implementing the statistical optimization procedure nec-
essary to reduce the high noise level left to the signal after
ionospheric first order compensation applied by the previous
DG_BDIF. DG_BISI processes bending angle and impact
parameter profiles obtained from Data Level 3.b. Output for
DG_BISI are bending angle and impact parameter profiles
optimized in the stratosphere (Data Level 3.c). The NREF
Data Generator provides (for each event) the refractivity
profile and dry air temperature and pressure profiles. This
DG is able to process iono-free and properly initialized
bending angle and impact parameter profiles (Data Level
3.c) in order to compute the corresponding dry air ’quasi”
vertical atmospheric profiles (Data Level 3.d). The ATMO
Data Generator allows to evaluate the temperature and the
water vapour profiles using forecasts or analysis obtained
by numerical weather prediction. This DG receives on input
Level 3.d data files and produces on output Level 3.e data
files, which contain the total temperature and total pressure
profiles in terms of wet and dry components.

III. ARCHITECTURE MOTIVATIONS

The main purpose is to create a flexible architecture in
order to manage the radio occultation data and to reduce
their processing time. The system guarantees the entire
processing chain automatically that consists of seven DGs
executed sequentially as explained before. In a learning
phase, we evaluated that for each day, the events number to
process are about 250, on a single machine the elaboration
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Figure 3. Web Science Grid.

time for the entire chain processing, is approximatively 40
hours. The idea of using a distributed environment arose
from the need to reduce this processing time because these
makes it difficult to use the results. The WSG has been
developed with the goal of simplifying this task, by provid-
ing implementations of various core services provided by
Globus Toolkit and deemed essential for high-performance
distributed computing. Furthermore, it allows engineers and
physicists of the project to have a tool for processing and
sharing data, independently from the university in which
they are.

IV. ARCHITECTURE DESIGN

The Web Science Grid (WSG) is an integrated system
devoted to handle and process RO data of the OCEANSAT-
2 ROSA on board sensor.

A. Web Science Grid architecture

The WSG is composed by the subsystems(see Figure 3):
middleware, central repository, relational database, sched-
uler, agents and applications. The general purpose of our
project is: sharing the computational resources, transferring
a great amount of files and submitting jobs from several
different organizations of the scientific community located
in different places in Italy. All these operations are processed
in an automatic way without any user interaction. The pool
of nodes consists of 10 nodes with 2 processors each, 2 GB
RAM, 64 bit machines , and on all these machines run Linux
(Ubuntu). The nodes are located geographically in Italy, for
accuracy to:

o Istituto Superiore Mario Boella (Turin);

« Polytechnic University of Turin (Turin);

o University of Padua (Padua);

o Sapienza University (Rome);

o University of Camerino (Macerata);

« International Center of Theoretical Physics (Trieste);

o Italian Space Agency (Matera);

« Institute for Complex System (Florence).
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The Globus Toolkit has been used as middleware [7] and [8],
since it allows obtaining a reliable information technology
infrastructure that enables the integrated, collaborative use
of computers, networks and databases. The Globus toolkit
is a collection of software components designed to sup-
port the development of applications for high-performance
distributed computing environments, or computational grids

[11].
B. Automatic chain

Our software allows to run the chain automatically; it is
composed from two schedulers: one who listens to the mas-
ter node, called global scheduler, and checks for files ready
for execution and sends them to worker nodes, according to
the scheduling rules, the other, called local scheduler, listens
on the worker nodes, and when it receives a file executes and
returns the result file obtained on the master node [9] and
[10]. In Figure 4, data flow is depicted, the first transaction
takes place on master node; it receives the files directly from
the satellite and performs the first step in the chain, i.e.,
SWOIrD, generating about 256 files that are placed in the
folder the next step, DG_BEND. When there are files in
the folder DG_BEND, the global scheduler checks nodes
available by querying the database, and sends files to them.
Global scheduler provides for automated scheduling of any
input files. It uses all machines belonging to the grid to
distribute work load and to provide a backup system for
all critical tasks within the system. The choice of how to
share the file to run is based on 2 sets of scheduling rules,
one concerning the available nodes and one derived from an
analysis of the file to run. An agent is installed on each node,
is used to monitor the availability of each service on the node
and periodically, it sends its general status to the database on
master node, if all services are active the node is in condition
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to receive a job. For the selection of nodes available and
ready to run, the global scheduler checks on the database
directly instead of querying each machine. When the worker
node sees a file in its folder, starts the processing procedure
that will generate an output file that will be sent to master
node in the folder next step, i.e., DG_BDIF. This procedure
is performed for every steps of the chain, the operation is
as follows: from SWOrD, the DG n-1 generates the output
file that will be the input files of DG n, and so on. On
worker nodes, each execution is performed in a temporary
folder, so that, in case of error, identify the type of error
made and then to reprocess the file. Two types of errors
can occur: the first for lack of data in the file due to the
satellite reception, the second for network failures or node
crash. Only in the last case it is worth recover the process,
and it is enough reprocess il file. Anyway, each process has
a timeout, if within a fixed time processing has not been
completed, the process is killed. An important component of
this architecture is the database, which allows us to monitor
any action of the grid. Regarding the automatic chain, each
transaction is stored on the database when it starts running,
when it ends, input files, output files, the node that has run
and type of error, if it has generated them. The database
also contains information on the status of each node and
are available to receive the file to run, this allows us to
understand whether there are network problems, so if the
node is reachable.

V. IMPROVING PERFORMANCES

All DGs of the processing chain have been tested during a
learning phase; for a single event it obtained the percentage
values in Figure 5, and for a daily events in Figure 6.
In the two graphs, the difference is due from that, for
each hour SWOrD generates only one event for DG_BMDL
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and instead from DG_BEND to DG_ATMO it generates
about nine events. Number of input, output and time for
elaboration have been considered. It has been assumed
that SWOrD has already been executed, then it is outside
the calculation processing. The Eq. 1 and Eq. 2 represent
an estimation time of elaboration and cover both a non-
distributed (N = 1) and distributed architecture (N > 1).

T,=T.%n ey
1 n
Ty = D (Tei + ) )
i=1

Where:

T, = Total ProcessTime
T. = EventProcessTime
T.; = FEventiProcessTime
1n = Numberof ROFEvents
N = NumberofGridNodes

8 = FileTransferTime

DG Elaboration for a single event

DG_BMDL
38%

DG_BDIF
2%

DG_BISI
2%

DG_MREF
2%

Figure 5. DG Elaboration for a single event.

In Figure 7, the execution time trend is estimated, when
the number of nodes and events is increased. When only
one node is available, the total execution time for a daily
files is 1752 minutes (about 29 hours), instead increasing the
number of nodes, the execution decrease further, just note
that with 2 nodes is 912 (about 15 hours). An important
point when a single event is processed is that there is no
gain time in grid environment; rather time is higher because
we must consider the transfer time; it has a sizeable gain
time only when a set of files are processed.

In Table I, processing time detected for daily data elabo-
ration is considered; it depicts how to change the processing
time when worker nodes increase. Certainly, the benefits
of the grid is ensure the elaboration the overall chain
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Figure 6. DG elaboration for daily events.
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Figure 7. Estimated processing time for daily data (about 250 events)

in less time, instead, in distributed system where worker
nodes are geographically located, it can have disadvantage
in the network layer, in case of network failures or slow
connections, to overcome this problem only internal nodes
are available for elaboration.

[ NODES NUMBER | PROCESSING TIME |

10 2h20m

8 3h06m

6 4h00m

4 6h30m
Table 1

DETECTED PROCESSING TIME FOR DAILY DATA (ABOUT 250 EVENTS)

VI. CONCLUSIONS

The ROSA-ROSSA software implements Radio Occul-
tation technique, which run for the first time on a grid
computing infrastructure, called Web Science Grid and
elaborations time are described. This paper want to be an
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example of application where you can use grid computing. In
frameworks such as Radio Occultation, where the amount of
data to be processed is significant, the use of a distributed
architecture as the grid can be the best choice. We have
focused on a way to manage the assignment nodes for
execution in automatic way without any human interaction
through a local and a global scheduler. As future works we
plan the extension of the proposed architecture to clusters
available across the European Grid Infrastructure (EGI) and
we are studying a solution for EC2 environment by Amazon
to allow to further increase available computing power.
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Abstract— Nowadays IEEE 802.11 standard is the most widely
used one in wireless LAN (WLAN) technology. One of the key
reasons is the continuous amendments presented by the IEEE
802.11 working group. One of these amendments (IEEE
802.11n) was approved to enhance 802.11 for higher
throughput operation. IEEE 802.11n is an ongoing next-
generation wireless LAN standard that supports a very high
speed connection with more than 100 Mb/s data throughput
measured at the medium access control layer. In this paper we
examine the major improvements introduced by IEEE 802.11n
MAC: aggregation, block acknowledgement, and reverse
direction. We show the impact of each parameter in the
network performance.

Keywords-component; IEEE 802.11n; aggregation; block
ACK; reverse direction

L INTRODUCTION

These days, the wireless LAN (WLAN) technology is
usually deployed using the IEEE 802.11 standard. One of
the main factors for the popularity of the IEEE 802.11 is the
continuous amendments. The IEEE 802.11 working group
has always strived to improve this wireless technology
through creating new amendments to the base 802.11
standard. The amendments try to solve the low efficiency of
its medium access control (MAC) and physical (PHY) layer
protocols, which restrict its applications to support high data
rate multimedia services. Current WLAN systems endure
difficulties due to the increasing expectations of end users
and volatile bandwidth Delay-boundary demands from new
higher data rate services, such as high-definition television
(HDTV), video teleconferencing, multimedia streaming,
voice over IP (VoIP), file transfer, and online gaming.

In 2002, the IEEE 802.11 standard working group
established the high-throughput study group (HTSG) with
the aim to achieve higher data rate solutions by means of
existing PHY and MAC mechanisms [2, 3]. Its first interest
was to achieve a MAC data throughput over 100 Mb/s using
the 802.11a standard. However, the objective proved to be
infeasible. So, in September 2003, the HTSG set off the
IEEE 802.11n (“n” represents next-generation) resolution to
compose a high-throughput (HT) extension of the current
WLAN standard would increase the transmission rate and

This work was supported by the Spanish MEC and MICINN, as well as
European Comission FEDER funds, under Grants CSD2006-00046 and
TIN2009-14475-C04. It was also partly supported by the Council of
Science and Technology of Castilla-La Mancha under Grants PEII09-0037-
2328 and PI12109-0045-9916.
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would reduce the unavoidable overhead. The main goal of
the TEEE 802.11n task group (TGn) was to define an
amendment that had a maximum data throughput of at least
100 Mb/s (measured at the MAC layer) and at the same time,
to allow coexistence with legacy devices. To achieve high
throughput in 802.11 wireless networks, the most commonly
used method is to increase the raw data rate in the PHY
layer. For this propose IEEE 802.11n [4] include multiple
input multiple output (MIMO) antennas with orthogonal
frequency division multiplexing (OFDM) and various
channel binding schemes. Moreover, IEEE 802.11n expands
the channel bandwidth to 40MHz to increase the channel
capacity.

However, higher PHY rates do not necessarily translate
into corresponding increases in MAC layer throughput.
Indeed, it is well known that the MAC efficiency of 802.11
typically decreases with increasing PHY rate [5], [6]. To
solve this limitation, IEEE 802.11n defines new mechanisms
to increase the network performance.

The main contribution of this work is to provide an
understanding of the three IEEE 802.11n MAC layer major
enhanced mechanisms: aggregation, block
acknowledgement, and reverse direction. Most previous
works on IEEE 802.11n performance evaluation only
explored aggregation mechanism [7, 8]. In [9] the authors
evaluate both physical and MAC enhanced.

The rest of this paper is structured as follows: in Section
2 we describe a brief outline of the current IEEE 802.11
standard, followed by a discussion of its maximal throughput
limitations. We describe the IEEE 802.11n in Section 3. We
carry out a performance evaluation in Section 4 by means of
extensive simulation. Section 5 concludes this paper.

II. IEEE 802.11

A.  Overview of IEEE 802.11 PHY

The IEEE 802.11 PHY layer specification concentrates
mainly on wireless transmission. The original specification
was first approved in 1997 [1] and includes a primitive MAC
architecture and three basic over-the-air communication
techniques with maximal raw data rates of 1 and 2 Mb/s.
Because of their fairly low data bandwidths, further
amendments have been proposed throughout the years: IEEE
802.11a [10], 802.11b [11], and 802.11g [12]. Both 802.11a
and 802.11b were finalized in 1999 and support raw data
rates up to 11 Mb/s and 54 Mb/s, respectively. In June 2003,
a third PHY specification (802.11g) was introduced, with
similar maximum raw data rate as 802.11a but operating in
separate frequency bands. For this period, there were many
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amendments and countless research works for improved
PHY specifications that mostly aim to provide reliable
connections and higher data rates. This is mainly because
there is a continuous rapid increase in user demand for faster
connections. In spite of establishing novel techniques that
theoretically can be used for higher data transmission rates,
the throughput outcomes at the MAC data are surprisingly
low and in most cases, half of what the underlying PHY rates
can offer.

B. IEEE 802.11 MAC

The MAC architecture is based on the logical
coordination functions, which determine who accesses to the
wireless medium at each time. In the legacy IEEE 802.11
standard, there are two types of access schemes: the
mandatory distributed coordination function (DCF), which is
based on the carrier sense multiple access with collision
avoidance (CSMA/CA) mechanism; and the optional point
coordination function (PCF), which is based on a poll-and-
response mechanism. These MAC schemes are inadequate to
resolve differentiation and prioritization between frames and
multimedia applications such as VoIP and audio/video
conferencing with strict performance constraints. Due to
these applications have become widely popular, a new
extension was vital. In late 2005, IEEE 802.11 TG approved
the IEEE 802.11e amendment [13] to provide an acceptable
level of quality of service (QoS) for multimedia applications.
The 802.11e proposes the hybrid coordination function
(HCF), which uses a contention-based channel access
method, known as enhanced DCF channel access (EDCA).
EDCA has the ability to operate simultaneously with a
polling-based HCF controlled channel access (HCCA). In
addition to the differentiation and prioritization that IEEE
802.11e offers, the transmission opportunity (TXOP) was
introduced in order to improve MAC efficiency. A TXOP is
an interval of time in which multiple data frames can be
transferred from one station to another (also known as
bursting). During a TXOP period the station can transmit
multiple data frames without entering the backoff procedure,
reducing the overhead due to contention and backoff period.
Along with frame bursting, another type of acknowledgment
(ACK), known as block ACK, was established. Receivers
can acknowledge multiple received data frames efficiently
by using just a single extended ACK frame.

C. Throughput Limitations

To understand the inefficiency of IEEE 802.11 over
higher data rates, we must briefly describe the legacy DCF.
A successful packet transmission in DCEF is illustrated in Fig.
1. When a station has a data frame (MAC service data unit,
MSDU) to transmit, MAC headers are added to form
MPDUs. A station may start to transmit after having
determined that the channel is idle during an interval of
time longer than the distributed interframe space (DIFS).
Otherwise, once the transmission in course finishes and in
order to avoid a potential collision with other active
stations, if the channel is busy, the station will wait a
random interval of time (the backoff time) before start to
transmit. The station will be able to begin transmission as
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soon as the backoff counter reaches zero. In order to know
if a transmission has been successful, the destination
station should respond to the source station with an ACK
in an interval of time equal to the short interframe space
(SIFS).

Overhead Payload time Overhead
N
4 Y
DIFS Backoff SIFS

Payload

| busy Header |

STA

AP busy

ACK

Figure 1. Legacy IEEE 802.11 operation.

By looking into the procedure of a packet transmission,
we note that the channel is inefficiently used by the DCF.
During the transmission procedure, transmission time is
divided into a DIFS, a Contention Window backoff time, the
PPDU transmission time, a SIFS, and the ACK frame
transmission time. The PPDU transmission time can be
further divided into two parts: 802.11 header and data
payload transmission time. Other than the payload
transmission portion is the overhead. The overhead of the
DCF mechanism results in the inefficiency of the channel
utilization, and thus limits the data throughput. When the
payload is small, the overhead is relatively large and is less
efficient. The percentage of the overhead among all usable
airtime increases as the physical transmission rate increases.
This fact causes that he overhead limits the achievable data
throughput. In a higher data rate scenario, although the frame
transmission time is reduced, the part of the overhead is
unchanged due to the backward compatibility issue. As a
result, to achieve higher throughput in 802.11 reducing the
percentage of overhead is critical.

M. IEEE&02.11N

Although 802.11e adds the support of QoS, TXOP and
block ACK, the inefficiency of channel utilization in legacy
802.11 MAC is not fully solved. To satisfy the current need
of the high-speed wireless network access, the major target
of IEEE 802.11n, is to provide a high throughput mechanism
based on state of art design while allowing the coexistence of
legacy 802.11 devices. To meet the requirements of “high
throughput”, two possible methods can be applied. The first
one is to increase the data rate in the PHY layer, and the
second one is to increase the efficiency in the MAC layer.
Based on the foundation of 802.11a/b/g/e, many new
features in PHY and MAC layers are introduced to enhance
the throughput of IEEE 802.11 WLAN.

A. MIMO-OFDM physical layer

To achieve high throughput in 802.11 wireless networks,
the most commonly used method is to increase the raw data
rate in the PHY layer. IEEE 802.11 uses two mechanisms to
increase this data rate: MIMO technology and a channel
bandwidth that is twice as size (from 20 MHz to 40 MHz).
IEEE 802.11n expands the channel bandwidth to 40MHz in
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order to increase the channel capacity. However, IEEE
802.11n operates in OFDM scheme with MIMO technique
[6]. MIMO can effectively enhance spectral efficiency with
simultaneously multiple data stream transmissions. In theory,
channel capacity gain could be up to the number of
transmitting antennas without additional bandwidth or
power. The power of the MIMO system relies on using
space-time coding and the channel information for intelligent
transmission. Multiple antennas could help to transmit and
receive from multiple spatial channels simultaneously.
Multipath  wireless fading channel results in poor
performance in legacy 802.11 PHY scheme. Hence, 802.11n
PHY applies MIMO technique to improve performance over
multipath environment. With this enhancement in the PHY
layer, the peak PHY rate can be boosted up to 600 Mbps to
meet the IEEE 802.11n high throughput requirement.

B.  Aggregation

Increasing the data rate of PHY layer alone is not enough
to achieve the desired MAC layer throughput of more than
100 Mbps due to rate independent overheads. We have
described the overhead in legacy IEEE 802.11 MAC, which
has been partly solved by the TXOP technique introduced by
the 802.11e amendment. Aggregation may further enhance
efficiency and channel utilization. The aggregation
mechanism combines multiple data packets from the upper
layer into one larger aggregated data frame for transmission.
Overhead in multiple frame transmissions is reduced since
the header overhead and interframe time is saved.

In IEEE 802.11n MAC, the aggregation mechanism is
designed as two-level aggregation scheme, and hence two
types of aggregation frames are defined: aggregate MAC
protocol service unit (A-MSDU) and aggregate MAC
protocol data unit (A-MPDU). The aggregation mechanism
is able to function with A-MPDU, A-MSDU, or using both
of them to form two-level aggregation. A-MSDU is
composed of multiple MSDUs and is created when MSDUs
are received by the MAC layer. To ease the de-aggregation
process, the size of a MSDU, including its own subframe
header and padding, must be multiple of 4 bytes. Two
parameters are used to form an A-MSDUs: the maximum
length of an A-MSDU (3839 or 7935 bytes by default), and
the maximum waiting time before creating an A-MSDU.
Aggregated MSDUs must belong to the same traffic flow
(same TID) and have the same destination and source.
Broadcasting and multicasting packets are excluded.

In the second level, multiple MPDUs are aggregated into
an A-MPDU, which is created before sending the MSDU (or
A-MSDU) to the PHY layer for its transmission. Unlike the
A-MSDU, the MAC layer does not wait for additional time
before the A-MPDU aggregation. It only uses the available
MPDUs in the queue to create A-MPDUs. The TID of each
MPDU in the same A-MPDU might be different. The
maximum size limit of A-MPDU is 65535 bytes. In an A-
MPDU, each MPDU has an MPDU delimiter at the
beginning and padding bytes at the end. These bytes ensure
that the size of each MPDU is multiple of 4 bytes. Delimiter
is used to separate the MPDUs in an A-MPDU. The de-
aggregation process first checks the CRC integrity. If the
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CRC check is passed, the MPDU will be de aggregated and
sent to upper layer.

Subframe
Header

padding

First level

Second level

MSDY subframe

Figure 2. Aggregation in IEEE 802.11n.

The two-level aggregation mechanism is shown in Fig,. 2.
In the first level, MSDUs received by the MAC layer from
the upper layer are buffered for a short time until A-MSDUs
are formed according to their TID, destination, source, and
the maximum size of A-MSDU. Then, the complete A-
MSDUs and other non-aggregate MSDUs are sent to the
second level to form an A-MPDU. Due to compatibility
reasons, every MPDU in A-MPDU should not exceed 4095
bytes. It must be taken into account that 802.11n aggregation
does not support frame fragmentation. Only complete A-
MSDUs or MSDUs, not the fragments of A-MSDUs or
MSDUs, could be contained in an A-MPDU. The whole
aggregation mechanism completes when A-MPDU is
created.

C. Block ACK

Originally, the block ACK operation incorporates the
TXOP mechanism, as previously described in the 802.11e
MAC design. The block ACK mechanism is further
enhanced in 802.11n to be applied with the aggregation
feature. Although a larger aggregation frame may
significantly reduce the overhead in a transmission, the
frame error rate is higher as the size of the frame increases.
Large frames in a high bit-error-rate (BER) wireless
environment have a higher error probability and may need
more retransmissions. The network performance might be
degraded. To overcome this drawback of the aggregation, the
block ACK mechanism is modified in 802.11n to support
multiple MPDUs in an A-MPDU. Fig. 3 shows the block
ACK mechanism. When an A-MPDU from one station is
received and errors are found in some of the aggregated
MPDU, the receiving node sends a block ACK which only
acknowledges the correct MPDUs. The sender only must
retransmit those non-acknowledged MPDUs. Block ACK
mechanism resolves the drawback of large aggregation in the
error-prone wireless environment and further enhances the
performance of 802.11n MAC (Fig. 3).

Block ACK mechanism only applies to AMPDU, but not
A-MSDU. That is, when an MSDU is found to be incorrect,
the whole A-MSDU needs to be transmitted for error
recovery. The maximum number of MPDUs in an A-MPDU
is limited to 64 as one block ACK bitmap can only
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acknowledge at most 64. The original block ACK message
in [EEE 802.11¢ contains a Block ACK bitmap field with 64
x 2 bytes. These two bytes record the fragment number of
the MSDUs to be acknowledged. However, fragmentation of
MSDU is not allowed in 802.11n A-MPDU. Thus, those 2
bytes can be reduced to 1 byte, and the block ACK bitmap is
compressed to 64 bytes. This is known as compressed block
ACK. Compared with 802.11e, the overhead of block ACK
bitmap in 802.11n is reduced. Moreover, IEEE 802.11n
introduces the use of implicit block ACK. With this
mechanism is not necessary to request the sending of ACK
block, reducing overhead.

STA AP

PHY HEADER
MPDU 1] MPDU2 | MPDU3

MPDU 4 I MPDU 5 I MPDU 6

PHY HEADER
MPDU 1

MPDU 4 MPDU 6

PHY HEADER
Ack 1= 1 [ack 2= 0 ack 3= 0
ACK 4= 1| Ack 5= 0 JACK 6= 1

PHY HEADER
Ack 1= 1Jack 2= 0] Ack3= 0
ACK 4= 1 |ACKS= 0] ACK6= 1

PHY HEADER
MPDUS

PHY HEADER

MPDU2

PHY HEADER

ACK2=1

PHY HEADER

[Ack2=1]acks=1]Acks=1]

Figure 3. Block ACK with aggregation.

D. Reverse Direction

Reverse direction mechanism is a novel breakthrough to
enhance the efficiency of TXOP. In conventional TXOP
operation, the transmission is uni-directional from the station
holding the TXOP, which is not applicable in some network
services  with  bi-directional  traffic  like  VolIP,
videoconference and on-line gaming. The conventional
TXOP operation only helps the forward direction
transmission but not the reverse direction transmission. For
application with bi-directional traffic, their performance is
degraded by the random backoff and contention of the
TXOP. Reverse direction mechanism allows the holder of a
TXOP to allocate the unused TXOP time to its receivers and
hence, enhancing the channel utilization and performance of
reverse direction traffic flows.

RDinitiator RD responder

PHY HEADER RDG=1

MPDUs 1
1) siFs

PHY HEADERRDG=1 | Block ACK1

0 sIFs

PHY HEADER RDG=0 MPDUs 2

PHY HEADER
PHY HEADER RDG=0

Block ACK2

Remaining TXOP (1)

Remaining
TXOP (2)

MPDUs 3

PHY HEADER

Block ACK 3

\V/A\V

Figure 4. Reverse direction.
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The reverse direction operation is illustrated in Fig. 4. In
reverse direction operation, two types of stations are defined:
RD initiator and RD responder. RD initiator is the station
which holds the TXOP and has the right to send reverse
direction grant (RDG) to the RD responder. RDG is marked
in the 802.11n header and is sent with the data frame to the
RD responder. When the RD responder receives the data
frame with RDG, it responds with RDG acknowledgement if
it has data to be sent, or without RDG if there is no data to be
sent to the RD initiator. If the acknowledgement is marked
with RDG, the RD initiator will wait for the transmission
from the RD responder, which will start after a SIFS or a
reduced inter-frame space (RIFS) once the RDG ACK is
sent. RIFS can be used in the scheme when no packet is
expected to be received after the transmission, which is the
case here. If there is still data to be sent from the RD
responder, it can mark RDG (which represents MORE
DATA) in the data frame header to notify the initiator. The
RD initiator still has the right to accept the request. To
allocate the remaining TXOP, the initiator will mark the
RDG in the acknowledge message or the next data frame. To
reject the new RDG request, the initiator just ignores it.

The major enhancement of the reverse direction
mechanism is the delay reduction in reverse link traffic.
These reverse direction data packets do not need to wait in
queue until the station holds a TXOP but can be transmitted
immediately when the RD responder is allocated for the
remaining TXOP. This feature can benefit a delay-sensitive
service like VoIP. We will show a performance enhancement
in the simulation section.

IV. PERFORMANCE EVALUATIONS

In this section, we carry out a performance analysis on
the effectiveness of the IEEE 802.11n standard. We examine
the major improvements introduced by IEEE 802.11n MAC:
aggregation, block acknowledgement, and reverse direction.
We show the impact of each parameter in the network
performance.

A.  Scenario

In our simulations, we model an IEEE 802.11n wireless
LAN using OPNET Modeler tool 10.0 [14]. We use a
wireless LAN consisting of several wireless stations and an
access point connected to a wired node, which serves as sink
for the flows from the wireless domain. All the stations are
located within a basic service Set (BSS), i.e., every station is
able to detect a transmission from any other station. The
parameters of the wired link have been chosen to ensure that
the bandwidth bottleneck of the system is within the wireless
LAN. Each wireless station operates at 300 Mbit/s [EEE
802.11n mode and we assume the use of an ideal channel.
All the stations use a MIMO configuration with 2x2
antennas.

For all the scenarios, we have assumed a bi-directional
and constant bit-rate application. This application has an
average rate of 8 Mbps and a packet size equal to 1000 bytes.
We start by simulating a WLAN consisting of two wireless
stations. We then gradually increase the network load by
adding the number of stations each time. We increase the
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number of stations 2 by 2 starting from 2 and up to 20. In
this way, the offered load is increased from 32 Mbps (16
Mbps in the AP and 16 Mbps in the stations) up to 320Mbps.
The traffic sources are randomly activated within of the
interval [1,1.5] seconds from the start of the simulation.
Throughout our study, we have simulated two minutes of
operation of each particular scenario. Our measurements start
after a warm-up period allowing us to collect the statistics
under steady-state conditions. Each point in our plots is an
average over thirty simulation runs, and the error bars
indicate the 95% confidence interval.
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Figure 5. Performance evaluation for different sizes of aggregation.

For the purpose of our performance study we are selected
the normalized throughput. The normalized throughput is
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calculated as the percentage of the offered load actually
delivered to destination.

B.  Results
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Figure 6. Performance evaluations with implicit block ACK..

Figure 5 shows the normalized throughput with different
maximum size of aggregation. In this simulations we have
fixed the first level of aggregation (A-MSDU) changing the
second level of aggregation (A-MPDU). We evaluate several
maximum sizes for the aggregated frames (20, 40, 60 and 64
packets). The figure shows that the larger the aggregation,
higher performance is achieved. This improved performance
is higher in the AP (see Figure 5.b). This is because the AP
has more packets to transmit that the stations so the AP will
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use the higher size of aggregation. This result is expected
since a higher aggregation size leads to a lower overhead.

Figure 6 shows the effect of using the implicit block
ACK. In these simulations, the maximum size of aggregation
is fixed to 60. The figure shows that the normalized
throughput increases when an implicit ACK block is used.
This is due to the reduction in overhead. When the implicit
block ACK is used, the station does not request
confirmations.
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Figure 7. Performance evaluations for different sizes of reverse direction..

Finally, the impact of use the reverse direction is shown
in Figure 7. This figure shows that the use of reverse
direction improves network performance. This result also
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was expected because if bidirectional applications are
transmitted, the destination station takes advantage of the
TXOP that belongs to the sending station. However, the size
of the reverse should not be too large, because it gives too
much traffic to the destination station

V. CONCLUSIONS

We have investigated the performance of IEEE 802.11n
MAC protocol. The three enhanced 802.11n MAC
mechanisms: aggregation, block acknowledgement and
reverse direction have been discussed. We have implemented
an 802.11n module in Opnet Modeler. We designed several
simulation scenarios in order to evaluate the influence of the
different enhanced mechanisms. The simulation results have
shown that the aggregations, implicit block ACK and reverse
direction mechanisms reduce the overhead allowing an
increase of the network performance.
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Abstract—GPS can only be used in outdoors where the satellite
signals can be received, so it cannot be used to know the
position of a device inside buildings. Cellular networks can be
used to locate devices indoors, but the mobile phone network is
owned by an enterprise, so a regular user is not allowed to
know this information. So, new positioning systems are needed
for urban zones and indoor locations. In this paper, we present
a geopositioning system that uses public and private WiFi
networks placed in cities in order to estimate the location of the
user. Then we present the architecture of the system and the
prototype implementation. Finally, we will show the developed
protocol operation.

Keywords-geopositioning; WiFi location; Wifi placement;
WiFi tracking.

1. INTRODUCTION

Nowadays, the society demands new location systems to
adapt the new services provided by the information
technology, which demonstrates the acceptation and
projection of the society in the Information Technologies.
Some years ago, the Global Positioning System (GPS) [1]
involved a revolution in the positioning systems (navigators,
navy control, anti-thief systems, etc.). It is actually the most
used positioning system in the world because it can be used
worldwide. Its main features are:

e Global position thanks to a constellation of 30 satellites
of the Army of USA.

e It is possible to include a random mistake for security
reasons.

e There is a precision up to 5 meters.

e [t is indispensable to have direct view from the devices
to the satellites, so it cannot operate inside the buildings,
tunnel, narrow streets, and in adverse atmospheric
conditions.

However, although it is a mature system, this technology
has an important limitation: it is not operative in indoors and
places where there is a roof, and even in urban environments
because a direct view to the satellite is required. GPS have
several well-know limitations [2]. These limitations are
found in:

e  GPS signal reception

e  GPS signal integrity

e  GPS signal accuracy

GPS measurements are influenced by several types of
errors: satellite errors, signal propagation errors, receiver
errors and those provided by the GPS geometry. There have
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been several researchers with the purpose of solving GPS

limitations.

Because the cellular telecommunications infrastructure is
very large in urban zones, it can be used to locate mobile
devices inside the cities and towns. Moreover, mobile phone
networks offer mobile coverage inside the buildings. But
cellular networks are owned by an enterprise, so a regular
user is not allowed to know this information. Its main
features are:

e The mobile device searches all cells that is able to
connect with. This information is used to estimate its
position.

e The system has high coverage and can be use in all
places where there are mobile networks.

e It is cheap because it uses a network that is used for
other purposes.

e It is quite imprecise, from 200 to 20.000 meters
(depending on the number of cells). The precision is
enhanced as a function of the density of cells.

e There are more precise systems that involve signal
levels and delay times. Nevertheless, this information is
only available by the mobile service operator.

Recently, a new location technology based on WiFi
networks has been developed as an alternative. This
technology uses the radio signals provided by all WiFi
networks found in the urban zone in order to estimate the
position of the device. In addition, the number of private and
public access points is increasing in the cities and the WiFi
coverage is getting higher, thus higher precision can be
provided. Because WiFi networks can cross several walls, a
continuous service can be offered in outdoors as much as
building indoors [3]. The position based on WiFi has the
following features:

e It works inside the buildings.

e The precision is variable and depends on the number of
WiFi networks. It achieves up to 2 meters of accuracy.

e Itrequires a training phase in order to measure the signal
level from a large number of geographic positions. The
system could not run properly where the training process
has not been performed.

e  The set of signal levels measured in a moment is known
as a WiFi pattern.

This new technology will favor a wide range of new
applications oriented to people positioning and tracking.
Recent studies show how a campus that has deployed a
Wireless Local Area Network (WLAN), allow the network
administrators to place the services in the most appropriate
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sites, and even the behavior of the people could be studied

and their mobility tracked [4]. Otherwise, GPS technology is

commonly used for cars with high mobility or pedestrian

(when they are in rural zones or hill walking).

Positioning systems based on WiFi networks is a
promising technology, but its deployment presents many
Issues:

e The radio coverage of the access points depend on the
walls crossed and on the obstacles in the in the line of
sight between the emitter and the receiver. Moreover, in
indoors, the power received in each point depends on
many factors (even differs between different IEEE
802.11 variants) [5].

e  Generally, where the WiFi access points are physically
placed is unknown. Moreover, their position can vary
dynamically, new access points could appear and others
could disappear. Therefore, a training system or a
baseline data is indispensable to characterize the
network [6].

e There is not any WiFi position standard and normalized
position processes in existence.

e Itrequires complex algorithms to locate a device starting
only from radio signals. Nowadays, the research
community is discussing on which is the most adequate
algorithm [7].

In order to solve these issues and difficulties, some
algorithms and specific and innovative processes should be
developed. In this paper we will show a new geopositioning
system based on public and private WiFi networks for urban
zones. We have developed several algorithms in order to
have an accurate system.

The remainder of this paper is structured as follows. In
Section 2 we will discuss some existing related work. Our
architecture is explained in section 3. Section 4 details the
deployed prototype. The protocol operation is shown in
section 5. Finally, Section 6 draws our conclusion and future
work.

II.  RELATED WORK

As we have stated before, the global positioning systems
(GPS) are not efficient in outdoor places where there are
buildings, because there are shadow areas where there is no
satellite signal. This related work section has been split in
three main parts. The first one shows WiFi positioning
systems for outdoors. The second one shows some
alternatives or proposals that combine GPS with WiFi and
other technologies. The third one shows some indoor WiFi-
based positioning systems.

Y. Cheng et al. evaluate the feasibility of building a
wide-area 802.11 Wi-Fi-based positioning system in [8].
Then, they explore how a user’s device can accurately
estimate its location using existing hardware and
infrastructure and with minimal calibration. They evaluate
the estimation accuracy of a number of different algorithms
(many of which were originally proposed in the context of
precise indoor location) in a variety of scenarios. Although
the accuracy of their system is lower than existing
positioning systems, it requires substantially lower
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calibration overhead than existing indoor positioning
systems and provides easy deployment and coverage across
large metropolitan areas. They conclude the paper letting us
know that in dense urban areas Place Lab’s positioning
accuracy is between 13—20 meters.

In [9], B. Li et al. analyze two WiFi positioning
technologies for outdoors: trilateration and fingerprinting.
Then, they carry out a fingerprinting study case in the
Sydney central business district (CBD) area where WiFi APs
are densely deployed. The fingerprint of a specific place can
be used to identify the location. The key idea of the
fingerprinting approach is to map location-sensitive
parameters of measured radio signals in areas of interest.
Their results show that the fingerprinting-based positioning
system works well for outdoor localization, especially when
directional information is utilized, with errors in the tens of
meters. The same authors propose a location fingerprinting
method in wireless LAN (WLAN) positioning in [10].

In [11], Amalina Abdul Halim developed an outdoor
WiFi positioning system that can estimate the location of
mobile devices based on the signal strength broadcasted by
the access points. One of the main innovations of this work is
the device location algorithm, which uses the K-NN
algorithm (based on the nearest neighbor). A prototype was
applied to the bus services of the University of Technology
of MARA (UiTM), which allows estimating the location of
the bus and the arrival time at the next stop.

Hereinafter we will see some positioning proposals that
combine GPS with WiFi and other systems.

In [12], M. Weyn and F. Schrooyen combine WiFi
localization with satellite-based navigation to form a WiFi-
Assisted-GPS ubiquitous solution to make GNSS useful in
urban and indoor environments. This combination is
analyzed from a mathematical perspective. The WiFi
location is based on fingerprints. To minimize the
initialization and the training of the WiFi-positioning a self
mapping system is needed.

The authors of the paper in [13] used the Time
Difference of Arrival (TDOA) measurement, generated by
the pseudorange observations of two visible satellites GPS
with the WiFi fingerprint technology. The authors show that
the integration of both technologies can improve the
positioning accuracy by more than 50% when the method is
applied.

In [14], Pornpen Ratsameethammawong and M. L.
Kulthon Kasemsan study cell phone and WiFi positioning
systems in environments where standard GPS fails. They
focus their main research on a location system based on the
Wi-Fi signals received from the existing hardware
infrastructure of their University. They conclude that is
better to use combined systems.

In [15], B. Li propose a client-based mobile phone
location tracking by the combination of GPS, Wi-Fi and Cell
location technology. Their proposal use vector calculations
to track and locate mobile phones whereabouts are
introduced. The combined methods make the tracking and
locating of moving mobile phone more accurate and more
effective despite the fact that GPS signal is not available.
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In [16], A. Kealy et al. study the potential of positioning
WiFi to provide solutions in indoor environments. They
present the practical results generated from a case study
comparing commercial WiFi positioning systems.

Because indoor WiFi positioning systems have been
studied in depth, we will show some methods, some of them
published by the same authors of this paper.

The location systems in indoor environments have
difficulties as the walls, interferences, multipath effect,
humidity, temperature variations, etc. In [17], the authors
describe two approaches where wireless sensors could find
their position using WLAN technology inside a floor of a
building. Both approaches are based on the Received Signal
Strength Indicator (RSSI). The first approach uses a training
session and the position is based on a heuristic system using
the training measurements. The second approach uses
triangulation model with some fixed access points, but taking
into account wall losses and signal variations.

This idea of combining several positioning systems to
locate a device is used in [18]. The authors proposed a new
stochastic approach which is based on a combination of
deductive and inductive methods whereby wireless sensors
could determine their positions using WLAN technology
inside a floor of a building. Their goal is to reduce the
training phase in an indoor environment, but, without a loss
of precision. They conclude their paper showing that their
method is better than the existing ones.

None of the papers aforementioned use exclusively
unknown WiFi access points to estimate the position of the
devices in outdoors.

III.

This section presents the architecture of the proposed
geopositioning system. There are three main entities: the
devices to be located (mobile devices), the one used to
estimate the position (positioning manager), and the
application infrastructure. It is shown in figure 1.

A. Mobile device

This is the device that is desired to be located. It is
typically a mobile phone with a wireless interface, although
it could be a PDA or a laptop. A software application will be
installed in the mobile device. It will be running hidden and
transparent to the user, so the device can be used regularly as
a phone, PDA or laptop. It can be a device exclusively
developed for location purposes. It can be included in a
bracelet or a wristband, or could be embedded in any type of
device that is wanted to be located.

The operation of the mobile device is as follows. It will
connect to the positioning manager periodically and the
positioning manager will reply with the information used for
to estimate its location. This information consists on the
radio signal strength received from several access points of
the WiFi network (hereinafter called WiFi pattern).
Optionally, the GPS position could also be sent if the device
allows it and if the device is under several GPS satellites
coverage. If the device is a mobile phone, it could also use a
third location system: the location provided by the cells of
the mobile phone providers.

SYSTEM ARCHITECTURE
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B. Positioning manager

The main function of this entity is to geoposition the
mobile devices by using the information received from them.
It can also act as a database to allow the vertical software
applications ask the position of any mobile device. The
positioning system can be divided in three modules:

e  Positioning module

The positioning server receives the positioning
information from the mobile devices periodically. Using this
information, the positioning module estimates the position of
the device and stores it in a database.

Typically, this information consists of the signal strength
level received from the access points that are closed to the
mobile device. It could also receive the GPS position or the
closest mobile cells.

In order to find the position from the WiFi signals, we
use the algorithm described in [18], which has been
developed by the authors of this paper. Its main drawback is
that this method needs a previous training process, so it is
only applicable when the mobile device is placed in a
previously training area.

In the case of GPS, a positioning module is not needed
because it directly provides longitude and latitude
coordinates.

The mobile cells positioning case can only used if the
device is a mobile phone. We have configured our system to
use this option only if the others are not available. The
information used to estimate the position is using the closest
cells signals. We are aware that this method could have
errors of about 100 meters [19]. Last research includes
artificial neural networks in the location methods.

e  Enquiry module

It provides service to the vertical software applications. It
allows to ask the current position of a mobile device, or to
ask for a historic list of its position. The information
provided is the code of the device, longitude, latitude, high,
accuracy estimation, time and date. This module will be
implemented as a web service. XML documents will be
exchanged using the HTTP protocol. The web service will be
used by the vertical applications or by third parties.

e  Training module

A training phase is indispensable for the positioning
module, so it is performed in the training module. The WiFi
patterns, jointly the position coordinates, are provided during
this phase. Its purpose is to create a big database where a
coordinate is associated with the received signal strengths.

The training process will be carried out in differently in
outdoor than in indoor. In outdoor, a device with WiFi and
GPS is needed. This device will be transmitting both GPS
and WiFi data to the training module in the area to train. The
indoor training process is more complex. It has to be carried
out by a person that has to be indicating its position inside
the building while it is shifting. A comparison between
trilateration and training methods is shown in [6]. However,
there are methods that let us estimate the position inside the
buildings by using the training carried out outside the
buildings. These methods are quite less accurate.
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C. Applications infastructure

Each vertical application will have specific needs that
will be solved in this entity. All software applications will
acquire the positioning information using the enquiry
module. The applications infrastructure is formed by an
Apache Web Server (using PHP programming) and a
MySQL database. We have used AJAX (Asynchronous
JavaScript And XML) to create interactive applications in
our system.

Figure 2 shows the architecture operation.

IV.

In this section we describe the elements needed to
implement the prototype. As a basis the architecture
described in the previous section will be used.

We have deployed two positioning devices with different
features in order to cover higher number of applications.

A. Cellular Mobile Device

Nowadays, the cellular mobile device has become an
indispensable tool in the personal communications. Thus, a
location software application installed in the phone may open
a wide range of new applications.

In order to use the device, it should have a WiFi interface
and the software application should be compatible with the
mobile phone operative system. In order to reach to a high
number of mobile devices we have developed our software
application to different operative systems. These Operative
systems are the following:

e  Microsoft NET (Windows Mobile)
e  Google Android
e Apple iPhone

Many mobile devices are able to obtain their location by
using additional information sources than WiFi signals. The
software application detects if the device has GPS and

PROTOTYPE IMPLEMENTATION
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identifies the closest mobile phone cells (in case of a cellular
phone). Then the device will send this jointly with the WiFi
patters. This information is sent periodically to the
positioning module in regular intervals which are
configurable by the application and depends on the mobility
of the user (larger time intervals will be used when there is
less mobility).

B.  Specific Device

There are many cases were a mobile phone cannot be
used so another type of device is needed. Some examples are
a positioning wristband or bracelet, or an anti-theft device.
Because of it, a specific device for geopositioning is also
needed in the market.

In this case we have chosen a SoC (Solution on Chip),
from G2 enterprise [20], to develop the device. We used
G2C543 Wi-Fi SoC model. It embeds a WiFi interface, a
CPU and an I/O ports in a unique Chip. It has the following
features:

e 32-bits CPU

¢ Internal memory: 128 KB RAM and 512 KB ROM

e A flexible interface for external sensors.

e An operative System with TCP/IP protocol stack,
security and IEEE 802.11 b/g.

e A power management subsystem to save energy.

G2 enterprise has also a module called Epsilon Module
Family PB which can be used with G2C543 to enhance its
features [21].

e 8 Mb Memory Flash

Low consumption WiFi Antenna.

Real time clock.

Power regulator for alkaline batteries.

Reduced dimensions.
Table I shows a comparison of the main features of the
two proposed devices for our geopositioning system.
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TABLE L. DEVICE FEATURES COMPARITON
Cellular Mobile Device Specific Device
Type of Phone + positioning Focused only on
device positioning
Coverage |Medium city Building or campus
area
Type of Internet (GPRS/UMTS) + Only WiFi
connection | WiFi
Application | Teenager control / mobile Movement Control /
Examples |workers ... equipment
management

V. ProTOCOL OPERATION

In this section we describe the operation of the developed
protocol. First, a user connects to the vertical server of
application using a web navigator. This web page allows
him/her to authenticate in the database or register as a new
user. The web page is shown in Figure 3. When there is a
new user, he/she must click on the "New User" button and
Figure 4 appears. It shows the information needed for
registration. This procedure allows registering himself. Then,
the user must choose the group to join. So after being
authenticated, it receives a popup asking for the joining
group (see figure 5). This popup even allows creating a new
group if the user will. Finally, if the device is not included in
the system, it must be added by clicking in the "New device"
button. Figure 6 shows the information that must be filled up
to add a new device in the system. Only the users with
enough privileges can add new devices to the system. If the
device is yet added, this step is not needed because the
system will know the device (each device has a unique WiFi
interface MAC address which is also associated to a user or
users).
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Finally, after having filled up the user and the group and
having the device recognized in the system, the GeoWiFi
main window is opened (see figure 7). It shows the device
list and a map with the placement of all devices in a group.
We have programmed the application to reply some
enquires. Thus, a user can know the last position for each
device in its group. Moreover, the trace of a device can be
also estimated. The map screen shows the placement of each
device in real time. The "OK" button leaves the application.

A registered user, that is already registered in a group and
is using a device that is included in the system, will follow
the message flow shown in figure 8. Only four messages are
exchanged between the Vertical server of the application and
the user.

VI. CONCLUSION

In this paper, we have shown the implementation of a
Geopositioning System Based on WiFi Networks. It uses the
radio signal strength of the WiFi networks in order to
estimate the position of the users.

The system uses a WiFi pattern method that allows
having the most accurate system. Thus, a previous training
phase is needed before setting up the system.

The developed system allows knowing the position or
tracking teenager, mobile workers, and equipment
movement.

We have shown the web pages used for authentication,
registering and for displaying the information estimated by
the system.

Our next step is to provide higher security in the user
authentication procedure and to provide a intrusion detection
system in order to grant access only original MAC addresses
(not copied or cloned).
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Abstract—For network service providers, assessing and moni-
toring network parameters according to a Service Level Agree-
ment (SLA) as well as optimal usage of resources are important.
Packet loss is one of the main factors to be monitored especially
when IP networks carry multimedia applications. Measuring
network parameters will be more valuable when it is accurate
and online. In this paper, we investigate a method to estimate
packet loss probability (plp) under several conditions and improve
the quality of the estimation over established techniques by
introducing a new formula. In this method, the estimation of
the plp in the intermediate nodes is based on the input stochastic
traffic process. Different traffic situations and node buffer sizes
are simulated by NS-2 and the accuracy of the method is
investigated. The simulation results show that our new formula
significantly improves the quality of the plp estimate.

Keywords—Packet loss probability; estimation; stochastic traffic
process.

I. INTRODUCTION

In telecommunications, performance is assessed in terms of
quality of service (QoS). QoS is measured either in terms of
technology (e.g., for ATM, cell loss, variation, etc.) [1] or at
some protocol level (e.g., packet loss, delay, jitter, etc.) [2].

Today, increased access to Internet networks as well as
broadband networks have made possible and affordable the
deployment of multimedia applications such as Internet tele-
phony (VoIP), video conferencing, and IP television (IPTV) by
academia, industry, and residential communities. Therefore the
quality assessment of media communication systems and the
parameters which affect this quality have been an important
field of study for both academia and industry for decades. Due
to the interactive or online nature of media communication
and the existence of applicable solutions to deduce the effect
of delay and jitter (e.g., deployment of a jitter buffer at the
end user node [3], [4]), data loss is a key issue which should
be considered. If there is a possibility for online accurate
measuring of the amount of packet loss, then the network
service providers can take the appropriate action to satisfy the
contractual Service Level Agreement (SLA) or to improve and
troubleshoot their service without receiving end user feedback.

Packet loss often happens because of congestion. In other
words, buffer overflow at the outgoing interface in intermediate
network nodes causes the packet loss. Since measuring the
packet loss ratio at the intermediate nodes in high speed
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networks does not seem applicable in real time, some recent
research has focused on estimation of packet loss probability
(plp) [51-8].

According to central limit theory, the aggregated input traffic
at intermediate nodes in the network core can be described
with a gaussian model [9], [10]. Based on the Large Deviation
Theory (LDT) and the large buffer asymptote approach, the plp
can be estimated by a stochastic process. Since the input traffic
is described by a gaussian process, the latter can be identified
by online measure of the mean and variance of the input traffic.
In this paper, the plp is estimated by the input traffic and the
information which was measured in the past. In other words,
we use some online and offline measuring data for accurate
online estimation and improve on earlier results. The overall
architecture of measurement, estimation, and control loop to
keep the quality of service/experience within the SLA bounds
is shown in Fig. 1.

Network

To Input Traffic
Generators

=
-

Estimator Unit

Control Unit

Fig. 1. Measurement, estimation, and control loop schematic.

The rest of the paper is organized as follows: Section II
describes recent studies on plp estimators and introduces our
improved estimator. Section III presents the testbed and our
simulations. Numerical results and comparison that demon-
strate the effectiveness of our new estimator are presented in
Section IV. Section V concludes the paper and points to our
future work.
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II. PACKET LOSS PROBABILITY ESTIMATOR

There are several approaches to estimate packet loss proba-
bility. Sending probe packets periodically through the path and
processing the returned signals for predicting the performance
of path (e.g., packet loss ratio, delay, etc.) is one of the recent
methods for estimating the plp [5], [11]. The disadvantage of
this method is to increase the burden of probe packets’ bit rate
to the available bandwidth when greater accuracy is requested.

Estimation of plp based on stochastic input traffic process
is another approach in this field [7], [8], [14]. In this method
some important assumptions are taken as follows: 1) Mea-
surement and estimation take place at intermediate nodes in
high-speed core links of networks and therefore the input
traffic is a mix of a large number of individual traffics and
thus the gaussian process model is considered to represent the
stochastic input traffic process [9], [10]; and 2) the size of the
buffer should not be large, otherwise the queue process is not
exponential and the behaviour of the traffic in large buffers
cannot be approximated by a logarithmically linear behaviour
[12], [13], so the input traffic process cannot estimate plp.

Following the gaussian model assumption for the input
traffic, the effective bandwidth in this model [15] is given by:

eb(0,t) = p+ %VarZ(t) ()

and

VarZ(t) = o*t*H 2)

where 6 is the space parameter, ¢ is the tfime parameter
which corresponds to the most probable duration of the buffer
congestion period prior to overflow, u is defined as the traffic
mean, Z(t) is the stochastic process gaussian distributed with
a mean of zero, Var represents the second moment of Z(t), o>
is the variance of the random variable, and H is the Hurst
parameter.

Based on the classical assumption for input traffic, the H
parameter is set to 0.5 [7]. So the effective bandwidth can be
simplified into:

6
eb(0,t) = pu+ 502 3)

In [16], Chang has proven that plp can be calculated by the
following equation based on LDT:

In(Pross) = —0%b — In(ud™) 4
where 6* is the solution for
tlim eb(0,t) = ¢ ®)

and c is the finite value (i.e., the bandwidth). By solving (3)
and (5) and replacing 6" in (4), Pj,ss can be obtained from:

_2(6—2u) i <2u(02—/~t)> ©)

g o

Zn(-Ploss) -
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In line with other similar studies [7], [8], we change the
base of the logarithm function from e to 10. Thus, (6) can be
replaced by:

10g(Pioss) = —wlog(e) —log (W) (7

g

Replacing i and o with their measurement value fi(k) and
& (k) changes (7) to the following equation:

2c— p(k),

log(Ploss) = - 5'2(k’) 09(6)

g (e ©
where fi(k) and & (k) are defined as:
N-1
B = 5 3 alk—i) ©
=0
and | v
ot (k) = 1 D [atk—i) —a(k)*  (10)
=0

where a(k) is the measured input packet rate in the kth time
interval and N is the number of time intervals for calculating
the average of the mean and variance of the packet rate.

In the rest of the paper let epl(k) denote the log(Pess),
which is estimated by the formulas above, and pip(k) denotes
the logarithm of real packet loss probability during the time
slot [k, k 4+ 1) which can be expressed by:

L(k)

plp(k) = log (a(k)>

where [(k) is the number of lost packets during the time slot

[k, k+1) and «(k) is the number of packets that arrive during
the time slot [k, k + 1).

Some estimation errors are expected due to the assumption
made for the stochastic traffic process and the simplifications
and approximations employed in (8). Zhang et al. introduce
in [8] a Reactive Estimator (re) which is constructed as:

Y

re(k) = epl(k) + % > lplp(k —1) —re(k = 1)) (12)
=1

where epl(k) and plp(k) are calculated via (8) and (11),
respectively. This estimator uses the measured {plp(k—1),l =
1,2,...,n} data for reducing the error between re and plp.

A careful examination of (12) reveals that the error will be
decreased to the amount of difference between re and pip,
whereas the error is really the difference between epl and plp.
We therefore present a new, improved estimator, cre, defined
as:

cre(k) = epl(k)

n

—|—% Z plp(k — 1 —m) —epl(k —1—m)] (13)

=1
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where m is the number of interval periods after which the data
of plp is available from (11).

With this new estimator, the required time for measuring
and calculating the plp is represented by m in (13), where the
mean of errors between epl and plp during a moving window
(i.e., n time intervals) in the past (i.e., m time intervals ago) is
added to epl to estimate the new plp. Therefore, the duration of
time interval is independent from measurement and calculation
speed of plp, whereas in former estimator (re) the minimum
duration of time interval was equal or greater than the required
time for measuring and calculating plp (it is assumed in (12)
that the measured plp is available after one interval time). In
other words, m in (13) makes the new estimator flexible about
duration of measuring time interval.

To investigate the accuracy and applicability of the re and
epl estimators and to compare their performance with that of
our proposed estimator, cre, we propose to conduct simula-
tions. In these simulations, the effects of different configura-
tions of network traffic and packet loss ratio on estimators’
performance are examined, which will be discussed in detail
in Sections III and IV.

III. SIMULATION TESTBED

The NS-2 software [17] is used to simulate the network.
The network topology which is simulated is shown in Fig. 2.

Fig. 2.

Testbed topology.

An MPEG?2 traffic flow is generated by node 1 and the
RTP protocol is deployed for transferring video data to node
4. Node 2 generates the voice traffic flow which is coded by
G.729. This data is transferred to node 5. Node 3 and node 6
are designed to generate the common Internet traffic flow for
background traffic and make the aggregated traffic situation
closer to the gaussian distributed traffic for stochastic input
traffic process. The Tmix module in NS-2 is utilized in node 3
and 6 in order to generate realistic Internet network traffic [18].
The protocol deployed for communications between nodes 3
and 6 is TCP. Since the background traffic is TCP-based traffic,
congestion (i.e., buffer overflow and loss) affects traffic flows,
which leads to a situation similar to that of a real Internet
network traffic. Nodes 7 and 8 generate the on-off traffic to
randomly increase the packet loss probability. Measurement
of the input and output traffics is performed at node 9. Since
the focus is on node 9, the bandwidth of all links except link
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A is set to 100 Mbps and the buffer size of all nodes except
node 9 is set to 500 packets. We vary the size of the buffer
of node 9 from 5 packets to 100 packets to examine different
router configurations. The bandwidth of link A, to generate
different amounts of packet loss, varies between 8 Mbps to
10 Mbps. With these settings loss takes place only in node 9.
When the bandwidth of link A is set to 10 Mbps and nodes 7
and 8 do not generate any traffic, the packet loss probability
will be about 0.1 percent and when the bandwidth is decreased
to 8 Mbps, the packet loss probability in node 9 increases to
about 1 percent which is closer to the amount where effect of
loss on media communication quality becomes considerable.
By turning on the traffic of nodes 7 and 8 at some short
periods of time, the packet loss probability reaches 7 percent
which is an unacceptable amount of loss packet ratio for media
communications. In the next section the numerical values of
the different estimators in these situations will be examined.

Log (plp)
15 \’
o i
251

-3
-35

4

-4.5

0 10 20 30 40 50 70 80 9 100
Time (Sec)
Fig. 3. Measurement and estimation of packet loss probability when plp is
about -3.

Log (pip)

0 10 20 30 40 50 60 70 80 90 100
Time (Sec)

Fig. 4. Measurement and estimation of packet loss probability when plp is
about -2.

IV. NUMERICAL RESULTS ANALYSIS

First, all the mentioned estimators (i.e., epl, re, and cre)
are evaluated in a situation where the bandwidth of link A is
10 Mbps and there is no traffic coming from nodes 7 and 8.
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Fig. 5.

As shown in Fig. 3, the measured plp is around -3 (packet
loss probability ~ 1073). The accuracy of proposed estimator
(cre) to estimate the plp compared to other estimators is
demonstrated in this figure. With this amount of loss, although
there is an offset between the plp, re, and epl, but re
and epl follow the variations of plp and it can be seen as
some soundness of the use of re and epl as the packet
loss probability estimator but with a considerable error. In
all experiences the time interval is 20 ms. In Fig. 3 cre is
calculated according to (13) where m is 50. It means cre uses
plp data measured one second before.

Since 1073 can be negligible for loss packet ratio in
media communication, we change the network conditions to
increase the loss ratio and then re—evaluate the accuracy of
estimators. To achieve this situation, the bandwidth of the link
A is decreased to 8 Mbps. Fig. 4 shows the results of this
experience: during the time periods of [15,25] and [40,41],
nodes 7 and 8 add network traffic and bring the loss ratio
close to 7 percent (log(plp) = —1.5). As Fig. 4 shows, the
effect of simplification and approximation in (7) and (12) on
the operation of epl and re methods for the bigger loss ratio
is more apparent.

As mentioned before, buffer size affects the plp and the
accuracy of estimators [12], [13]. The bigger the buffer size,
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(d) PDF of error for different estimators when buffer size is 5
and m=10.

The comparison of PDF of error for different conditions.

the lesser plp and the accuracy of estimation. The effect
of buffer size on estimation methods, re and epl, has been
examined in [7] and [19] respectively. Beside the size of buffer,
m, in (13), also affects the accuracy of cre estimation and
it is determined by the speed of measuring and processing
packet loss. We define the error as the difference between
estimated and measured plp, and study this parameter in
different configurations to shows the effect of the network
situation on estimation accuracy. Fig. 5 shows the probability
density function of error when buffer size is 5, 20, and 100
packet and m is 10, 25, and 50 (m = 50 means using a
plp measured 1s before), and the effect of the buffer size on
estimation. Considering the effect of buffer size on estimation
derived from (8), it appears that the accuracy of estimation
(cre) will improve if the role of the measured plp is increased.
Therefore, (13) is changed to:

cre(k) = p x epl(k)

+% Z[plp(k‘ —1l—m)—pxepllk—1—m)] (14)
1=1

where p is the proportional coefficient and is less than 1.
To increase the importance of the second term in (13), n is
increased from 3, which is recommended in [8], to 10 and to

decrease the effect of first part, p is set to % For an smaller
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Fig. 6. PDF of error for estimator which uses (14) when buffer size is 100.

p, when a considerable variation happens to plp (e.g., at 40s
in Fig. 4), the estimator (cre) cannot follow the plp properly
and the error will be significant.

Fig. 6 shows the error when buffer size is 100 and (14)
is used for estimation. Comparing Fig. 6 and Fig. 5c, the
effectiveness of the changes in estimation is clear.

To conclude, the advantages of proposed estimator com-
pared to other estimators are: 1) increasing the accuracy of
estimation by using the measured parameters properly, 2)
being flexible about duration of measuring time interval, and
3) estimating the plp reasonably accurately in case of large
buffer.

V. CONCLUSION

One of the most important issues in multimedia quality of
experience is packet loss, which has an especially critical role
in interactive communications. Accurate online network-based
measurements of loss are necessary to give Service Providers
the means to estimate the quality received by a user and to
give them an opportunity to take remedial action to satisfy the
contractual SLA. Increased use of multimedia communications
in the Internet has led to a renewed interest in the measure
and estimation of loss, in the form of the plp, in modern
communication networks. More specifically, recent studies
have focused on estimation of the plp by measurement of input
traffic based on LDT and the large buffer asymptote. In this
paper, we have reviewed the theory behind plp estimation. By
changing the way we use the measurement of output traffic
of the node in which loss happens, we have introduced a
new formula which significantly improves the quality of the
estimate. To study the accuracy of the estimates, we have used
the NS-2 simulator and real input traffic at the measurement
node. Overall, the simulation results demonstrate the effect of
different configurations, such as buffer size, on the estimates.
The analysis of the results shows the improvement of accuracy
in plp estimation achieved by our new calculation method.
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For future research, we plan to investigate how it can be
possible to estimate the end user’s perception, aka the Quality

of Experience (QoE). Along this line of research, we plan to
study the methods of estimation of other network parameters

(e.g., delay and jitter) to utilize them as the input of QoE
measurement.
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Abstract—Up-to-date TCP traffic characteristics are essen- that create reordering as a side effect. For instance, madil
tial for research and development of protocols and applications.  hoc networks (MANETS) often use routing mechanisms that
This paper presents recent trends observed if0 measurements  eata reordering in their mode of operation. It is therefor

on backbone links from 2006 and 2009. First, we provide . tant to track the d | t of deri th
general characteristics such as packet size distributions and Important to trac € development Of reordering over the

TCP option usage. We confirm previous observations such as last years.
the dominance of TCP as transport and higher utilization Studies on packet-level characteristics have been pub-

of TCP options. Next, we look at out-of-sequence (OOS) |ished before, especially during the early 2000’s. Figures
TCP segments. OOS segments often have negative effects on apqyt packet size distribution and transport protocol de-
TCP performance, and therefore require special consideration. o . .
While the total fraction of OOS segments is stable in our composition  of Intgrnet traces from different wide-area
measurements, we observe a significant decrease in 00S due to measurement locations (OC3-OC192) have been presented
packet reordering (from 22.5% to 5.2% of all OOS segments).  repeatedly since 1997 [2]-[5]. Also usage of TCP options
We verify that this development is a general trend in our  has been presented on data collected until 2000 [6] and
measurements and not caused by single hostsinetworks or 2004 [5]. However, since our summary about packet char-
special temporal events. Our findings are surprising as many L
researchers previously have speculated in an increased amount aCter'St'F:s 9f backbone data from 2006 [1] therg have been
of reordering. no publications with complete packet-level details of wide
area Internet traffic. Nevertheless, there have been studie
specialized towards certain aspects of TCP. For instance,
Maier et al. [7] present transport protocol features such
as TCP option deployment and configuration on Internet
The flexibility and versatility of the Internet architectur traffic data from DSL connections of a large European ISP
allows protocols and applications to be developed and den 2008 and 2009. Qian et al. [8] compared TCP flow
ployed quickly. These properties have thus enabled a rapidizes and also tried to infer the evolution of a number
evolution of the Internet. To support further developmeint o of TCP implementation details in traces from 2001 and
the Internet it is important to investigate and highliglenids  2008. Also measurements of TCP out-of-sequence (OOS)
in its evolution. segments have been conducted in several studies between
In this paper, we follow up on our previous observations1999 and 2008 [9]-[13]. To our knowledge, however, there
on backbone traffic [1] by comparing general packet charhave not been any studies that have collected data from the
acteristics betweeBb traces from 2006 an8b novel traces same location, at different points in time, to detect pdssib
from 2009. We have complemented the basic packet-levatends. We believe that it is important to keep the research
characteristics with an analysis of out-of-sequence (OOS3ommunity updated with this type of basic information,
TCP segments. A TCP segment is said to be OOS whewhich enables accurate and realistic simulation models to
it arrives at a receiver that is expecting another segmensupport refinement and development of network protocols
Segments can arrive OOS for different reasons, includingnd devices.
retransmissions, network duplication and packet reanderi In Section Il the data collection and processing is de-
Although TCP is designed to deal with OOS segments, thecribed. Section Ill presents and compares general IP packe
performance might suffer. For instance, packet reorddeng characteristics, such as packet size distributions and TCP
a problem as it causes receivers to emit duplicate acknowlbption deployments. Section IV compares different TCP
edgments (dupACKSs) back to the sender. A high degree o®DOS deliveries, and details the trends of OOS due to packet
reordering can therefore cause TCP to falsely assume packegordering. The frequency of TCP OOS segments appears to
loss, leading to unnecessary retransmissions and ineocati be quite stable between the measurements, affecting about
of the congestion control, which substantially lowers thel7% of all TCP connections. However, we were surprised
throughput. Interestingly, a number of novel networkingto see that OOS segments due to packet reordering have
technologies that now are being deployed use mechanisntecreased significantly in 2009. Finally, Section V progide

Keywords-traffic measurement; TCP; reordering;

I. INTRODUCTION
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a number of concluding remarks. 1

Il. DATA COLLECTION AND PROCESSING 08 + 4
The two data sets compared in this paper were collected in
the time from April to November 2006 and January to June 06 1
2009 (see Table I) on backbone links in the Swedish Univer- /
sity Network (SUNET). Altogethef70 traces were collected, 04 |

each trace consisting of ten minutes of bi-directionafizaf
The measurement times of tl38 traces collected in 2006
where spread out over a period of eight months, and the
2009 collection times over a period of six months. We
collected the traffic on OC192 (10Gbit/s) links on two dif- O T 0 400 600 800 1000 1200 1400
ferent generations of SUNET. The 2006 data was collected
in GigaSUNET, a ring architecture with a central Internet
exchange point in Stockholm. The measurement locatiofftigure 1. CDF for IP packet sizes for the 2006 and the 2009 meamants.
was on a OC192 ring which was the primary link from the
region of Gothenburg to the main Internet outside Sweden.
The link mainly carried traffic from major universities and lIl. GENERAL RESULTS
large student residential networks, but also from a rediona The 70 packet traces consist mainly of IPv4 packets
access point exchanging SUNET traffic with local ISPs.  (99.98% and 99.99% of all frames observed in 2006 and
The 2009 data was collected in the upgraded SUNET (Op2009, respectively). The remainder of the traffic is mainly
toSUNET), a star structure over leased fiber. All customerspvé routing traffic (BGP). In the rest of this paper, only
are redundantly connected to a central Internet access poinPv4 traffic is considered. Note that the 2006 data is a subset
Besides some local exchange traffic, the traffic routed tf the data set analyzed in [1].
the main Internet outside Sweden is carried on two links
(40Gb/s and 10Gb/s) between SUNET and NorduNet. Thé IP Traffic Characteristics
data used in this study was collected on the 10Gb/s link, 1) IP Packet Size DistributionEarlier Internet measure-
which according to SNMP statistics carried 50% of all ments, conducted between 1997 and 2002 [2]-[4], [20],
inbound but only 15% of the outbound traffic volume. reported of cumulative IPv4 packet distributions being tri
We collected data by using optical splitters attached tamodal, with major modes at abod® bytes (TCP acknowl-
two Endance DAG6.2-SE cards (i.e., one measurement cakblgments)576 bytes (the default datagram size [21]) and
for each direction). We configured the DAG cards to capturel500 bytes (the Ethernet MTU). Default datagram sizes
the first120 bytes of each frame to ensure that the networkrepresented about) — 40% of all packets. However, later
and transport headers were preserved. After recording th@easurements have reported of a much smaller fraction of
traces, the IP-addresses were anonymized using the prefilefault datagram sizes (e.$.8% in 2004 [5]).
preserving CryptoPAN software [14] and the remaining Figure 1 shows the cumulative distribution function (CDF)
payload, beyond the transport layer, was stripped to ensuref packet sizes in our measurements. The packet size
privacy and confidentiality. During data collection, the ®A distributions are bimodal with major modes at aroutid
cards were synchronized with each other using Endacebytes andl500 bytes. The percentage of packets having the
DUCK time synchronization [15], allowing us to merge the default datagram size is abou¥ in both measurements,
data into well-aligned bi-directional packet-header ésac not even being among the three largest modes anymore. As
Further details on the data collection and pre-processang ¢ we already reported earlier [1], this can be explained by the
be found in [16]. common use of PathMTU Discovery. We can also see that
To process and analyze general traffic properties we usetthe fraction of small packets has increased significantly.
available tools like CAIDA's CoralReef [17], as well as own  2) Transport Protocols:Table Il shows the fractions of
specialized tools for additional sanity checking and resulpackets/bytes carried by each protocol compared to total
processing. For packets of special interest, the correpgn IPv4 traffic. The figures confirm the domination of TCP as
TCP flows were extracted and manually analyzed. For detedransport protocol, but also indicates an increasing tiand
tion and classification of OOS TCP segments we used TstaiDP traffic. The percentage of UDP packets has increased
2.0 [18]. Tstat's OOS detection and classification method idrom 8.2% to 16.27%, and the amount of bytes frot4%
described in [13], and is a refinement of the methodologyto 8.53%. This is in line with other measurements that also
used by Jaiswal et al. [19]. We further describe this methodhave reported increased UDP traffic, especially in terms
in Section 1V. of flow numbers [22], [23]. The reason for this has been

02 r

Packet size (bytes)
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Table |
SUMMARY OF THE DATA SETS.

Dataset Collection Period| #Traces| Trace Dur. | Total Volume | Total #Packets
GigaSUNET || Apr.-Nov. 2006 35 10 min 2.3 TB 3.3 x 109
OptoSUNET Jan.-Jun. 2009 35 10 min 4.6 TB 7.9 x 109
Table 1l |
PROTOCOLS ATTRANSPORTLEVEL (IN %). 2006 — T
2009 -
GigaSUNET 2006 OptoSUNET 2009 038
Pkts Data Pkts Data
TCP  91.50 96.50 82.90 90.40
UDP 8.20 3.40 16.27 8.53 0.6
ICMP  0.17 0.02 0.23 0.04
ESP 0.13 0.06 0.47 0.93
0.4
reported to be an increase in P2P signaling traffic, gemeyati 02 .
large numbers of small flows over UDP. j‘"
Also other protocols have become more prevalent. Es- T
pecially the use of Encapsulating Security Payload (ESP) 10 100 1000 10000 100000 le+06  le+07
[24], used to enhance security and confidentiality of data Flow size (bytes)
transfers, has increased fran6% to 0.93%. Although ESP _ _
is only responsible for about% of the data, the increase Figure 2. CDF for TCP flow lengths (in bytes).
is substantial. We speculate that this could be caused by a
rising popularity of IPsec tunnels as a reaction to the new
IPRED law in Swedeh differences are apparent. This confirms recent results by
o Qian et al. [8], reporting about no qualitative differences
B. TCP Characteristics in TCP flow sizes when comparing AT&T backbone data

In order to analyze TCP characteristics, we aggregateffom 2001 and 2008.
packets into bi-directional TCP flows. In this paper, a TCP 2) TCP Options: Earlier measurements have shown a
flow is the same as a TCP connection. Thus, a flow igather significant deployment of TCP options, such as Se-
identified by a connection initiation (3-way handshake) andective Acknowledgments (SACKs), Window Scaling (WS),
a termination (by FIN/RST signaling). Flows without an Timestamps (TS), and Maximum Segment Size (MSS).
observed, complete handshake have been excluded from offiman [6], for instance, reported that abd@t% of all hosts
analysis. This strict flow definition was used to allow moreallowed the WS and TS options. SACK was shown to be
accurate results. more commonly deployed, abod®%. In a recent study by

1) Flow Lengths: Even if our measurements do not Maier et al. [7], WS was reported to be advertised by at least
contain flows longer than0 minutes we investigated TCP one endpoint ir82 — 35% of connections carrying data, and
flow size distributions. When considering TCP flows, theeffectively used by28—31%, TS was advertised ihl —12%
classical assumption is that TCP traffic is heavy-tailesl, i. and used ir8%, and SACK was advertised 7% and used
it consists of a large number of small flows (mice) and ain 82% of the connections.
small number of large flows (elephants) [26], [27]. The TCP  We have previously shown that the use of the WS, TS,
flow size distributions for our measurements are plotted INSACK, and MSS options is rather widespread [1], [28]. The
Figure 2. The graph shows the CDF of TCP flow sizes inMSS option, for instance, was advertised in ab@dff; of
bytes. all the TCP SYN segments in [1]. In this paper, however,

Consistent with the classical assumption, the distriloutio we only focus on established TCP connections. Thus, we
of flow sizes appear to be heavy-tailed. About half of all flow only deal with connections that have had a proper SYN-
sizes are around000 bytes only, but very large flows are SYN/ACK exchange. Table Ill shows the percentage of TCP
not negligible and are responsible for a large fraction ef th option advertisement/usage for the connections that were
total traffic volume. On average, it appears as flow lengthgstablished during our measurements. The advertised oolum
have increased slightly from 2006 to 2009, but no significanshows if at least one party of the connection tried to use the

option, while the used column shows if the corresponding
10n April 1, 2009, an anti-piracy law based on the Europeaactiire

on the enforcement of intellectual property rights (IPRER§][came into optlon. W(’_is actually used in the connecfuon.
effect in Sweden. As indicated by the table, TCP options are used to a
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TCPOPTION USAGE IN SUCCESSFUL THRESVAY HANDSHAKES (IN %).

Table Il

2006 KK
2009 m—

TCP GigaSUNET 2006 OptoSUNET 2009 80 |
Option | Advertised Used Advertised Used

MSS 99.99  99.40 99.99 99.21

WS 21.20 18.60 44.22  37.64 o |
SACK 96.34  80.36 98.43 86.83 k]

TS 17.27  14.25 23.93 19.63 £
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significant extent, and are even more commonly employed
than in the DSL connections of the large European ISP
studied in 2009 [7]. In our data, the MSS option is used

20

RR KX X
KRS
R

X
S
o

. . E’O [va% XA
by nearly all connectionsx{ 99%) in both 2006 and 2009. oL K KX _
RTO FR Reo NetDup FC Un.RTO Un.FR Unkn

The use of WS have almost doubled, from abo9f; to
38%. The use of SACK and TS have also increased, from

80% to 87% and from14% to 20%, respectively. Figure 3. OOS classification of TCP segments in 2006 and 20h8. T
% % % % P y significant decrease in reordered segments, from 2006 to, 20@8% main

difference between the data sets.

Classification

IV. TCP OOS [ELIVERIES

This section presents and compares OOS segments found
in the measurements. As mentioned in the introduction, aobserved (Fast Retransmit (FR)). If the loss recovery of the
OO0S segment is a segment that arrives unexpectedly at tteender is likely to have triggered a retransmission of the
TCP receiver. In our definition of OOS we also include segment although both the segment and its acknowledgment
segments that already have been received, i.e., duplicatddive been observed already the retransmission is unneces-
segment arrival. We start by describing the methodologysary (Un.RTO, Un.FR). If the segment has been observed
used for identifying and classifying OOS segments. Weand acknowledged previously, and TCP window probing
then give an overview of OOS segments observed in ouis conducted, it is classified as flow control (FC). If the
measurements. Finally, we provide an extended analysis gfegment has not been observed yet, and it is unlikely that
reordered TCP segments. the sender has invoked any of its retransmission mechanisms

it is reordered (Reo).

A. Methodology In addition to these categories, Tstat may also classify
The methodology used was originally developed in [19]segments as “unknown” (Unkn). This classification is used
and later extended in [13]. The methodology both identi-whenever Tstat is unable to infer the exact cause of an
fies OOS segments and classifies them. For example, if @0S segment. As Tstat's OOS segment classifier uses
segment is lost and is retransmitted using a retransmissiolETF's TCP standards when calculating e.g., the RTO of
timeout the methodology will identify retransmission time a connection, segments can be OOS for no obvious reason.
out as the underlying cause. This happens as there are variations between different TCP

The basic detection of an OOS segment is straightforwardmplementations, both in logic and in configuration.
given a bi-directional traffic trace the sequence and ac- ,
knowledgment numbers can be used to infer if segments afg: OOS Overview
arriving in-order or OOS. To further classify OOS segments Figure 3 shows the classification of all OOS segments
is a more complicated task. We chose to use the Tstah our measurements. In total,6% of all segments were
tool [18] which implements the methodology in [13]. A OQS, for both the 2006 and the 2009 data. This is about the
short description of the classification follows below, vehil same as, or slightly lower than, figures reported in related
the exact details of the classification process can be fountheasurements: in [12].9% — 7.1% of all packets in seven
in [13]. different traces were OOS, and in [13] an averagé%f—

If the observed segment has both the same IP identifie3% were reported. The differences between our and related
and the same sequence number as an already observagasurements can be of many reasons. For instance, [12]
segment it is due to network duplication (NetDup). If the ob-only considered connections with at ledét segments and
served segment is unacknowledged and the loss recovery [f3] reported large variations between different measergm
the sender is likely to have triggered the transmission ef th points.
corresponding segment it might be due to a retransmission. Although the amount of OOS seems to be stable between
Triggering of the loss recovery mechanisms are assumed dur measurements, the OOS distributions vary. Three distin
the estimated loss recovery time is greater than the exgbecteive differences can be observed. First, the amount of OOS
RTO, or if three duplicate acknowledgments have beersegments due to RTOs are more common in 203%)
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Table IV
TRAFFIC VOLUME AND OOSBREAKDOWN FOR2006TRAFFIC, ALL FIELDS IN % OF TOTAL.

Length Pkts  Flows O0S| RTO FR Reo Dups FC Un.RTO Un.FR Unkn

SHORT 5.78 64.55 21.90 | 25.12 1.42 18.02 87.52 13.73 38.37 0.17  10.22

MEDIUM 10.48 27.46 17.94 | 24.75 2.25 11.19 7.18 1.88 37.68 0.67 10.28

LONG 83.74 8.00 60.16 | 50.13 96.33  70.80 5.30 84.39 23.94  99.17 79.51

BREAKDOWN 43.50 6.48  22.52 2.79 0.30 6.54 0.01 17.85
Table V

TRAFFIC VOLUME AND OOSBREAKDOWN FOR2009TRAFFIC, ALL FIELDS IN % OF TOTAL.

Length Pkts  Flows O0S| RTO FR Reo Dups FC Un.RTO Un.FR Unkn
SHORT 5.29 60.10 17.86 | 20.43 0.98 17.21 64.83 17.57 35.15 0.00 8.37
MEDIUM 10.64 30.64 26.57 | 33.25 3.08 12.28 21.15 1.95 44.18 5.38 17.00
LONG 84.07 9.25 55,56 | 46.32 9594 70.50 14.02 80.47 20.67 94.62  74.63
BREAKDOWN 53.51 7.68 5.19 1.81 0.18 7.89 0.00 23.74

than in 2006 3.5%). Second, segments classified as O0S ' [ze == ' ' ' ' ' '
due to unknown reasons have increased from 2008%)

to 2009 @3.7%). The unknown classification is for instance sl ]
used when a packet seems to be retransmitted but the number
of dupACKs are less than three or the estimated RTO has not
yet expired. The increase of OOS segments in this category 5
might be related to the increase in TCP implementations £
that use more aggressive loss recovery mechanisms than thé |
ones standardized in [29], [30]. Linux, for example, uses
a minimum allowed RTO 0of200 ms, while the standard
is 1 s. Furthermore, Windows XP allows segments to be
retransmitted after onlg dupACKs. Finally, the amount of

OOS due to packet reordering dropped significantly between 0 _ 22
the 2006 £2.5%) and 2009 §.2%) measurements. We will RIO TR R N a0 R e

analyze this more thoroughly in Section IV-D.
Figure 4. OOS classification of TCP flows in 2006 and 2009. The

Altho.ljgh .the meaSl.Jred b.aCkbone raffic is hlghly aggre ignificant decrease in reordered segments, from 2006 to, 20€% main
gated, it might be misleading to draw conclusions baseference between the data sets.

solely on packet-level observations. A few flows could skew
the statistics, such as long-lived high-volume elephamisio
where every other packet is OOS. Therefore, OOS segmenthort flows are flows including not more than five data
were also classified on a per-flow basis (see Figure 4). Fasegments (1-5). Medium sized flows have a minimum of
the measurements in 20067.3% of all flows had at least sjx data segments and a maximum26fdata segments (6-
one OOS segment, and in 2006.4% of the flows had at  20). Long flows have a payload that is larger tfndata
least one OOS segment. The OOS distribution on row—Ieve!;egmentS %20). The bottom lines of the two tables show
is also about the same as on packet-level. Thus, it is nahe total occurrence of the different OOS classes. Thus, the
likely that the observed trends are due to a small number dhottom lines convey the same information as Figure 3.
misbehaving flows. The flow size distributions are quite similar in 2006 and
. 2009, moving slightly towards longer flows in 2009. About
C. OOsS Details 60% of all flows are short (containing— 6% of all packets),
Tables IV and V show the 2006 and 2009 OOS distribu-27 — 30% of the flows are medium sized (containing%
tions for different flow size classes. We present the results of all packets) an& — 9% of the flows are long (containing
a similar way as Mellia et al. [13]. The figures in the tables83 — 84% of all packets). The amount of OOS segments
correspond to the ratio between the number of specific OO the different flow size classes have also shifted slightly
events occurring in a given flow class over the total numbemaking medium sized flows subjected to more OOS in 2009
of such OOS events. For instand&,21% of all reordered  (from 17.94% to 26.57%), while the OOS in short and long
segments in the 2009 measurements (Table V) occurred iflows has decreased somewhat. This is also visible when
short flows. inspecting the different OOS categories where the medium
Three different flow size classes are used in the tablesized flows now have a larger portion of almost every OOS
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40
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20

10 |

Reordered segments (% of all OOS segments)

Time of measurement

ative effects reordering poses on TCP performance. It would
therefore be intuitive that reordering might have increase
the last years. Our measurements, on the other hand, iadicat
a significantdecreasein packet reordering. It is, however,
important to remember that novel networking technologies
that might lead to increased reordering often are employed
in specialized networks, and that such deployments do not
affect backbone traffic that much.

Figure 5 shows the fraction of reordered segments/in
of all OOS segments) for our0 collected traces in 2006
and 2009. As shown in the graph, the amount of reordering,
and also the variance between the traces, is much smaller in
the 2009 traces. For the 2006 traces the fraction of recddere
segments goes from approximatel§% to 35%. The 2009

traces display a rather stable amount of reordering around
1 — 8%, except for a few outliers.

To rule out that reordering events are induced by a few
specific networks (or a few specific routers), we looked at the

category. In general, it is evident that the relatively smal @mount of reordering events per /16 and /24 network prefix
amount of packets belonging to short flows account for dclass B and class C networks). In 2006, the average number
large portion of all 0OS segments7(— 22%). The large  ©f reordering events per /16 network wHg7, with an 95%
flows, which represent a vast majority of all the traffic do confidence interval of139, 215]. In 2009, the corresponding
only account fol55—60% of the OOS segments. Thus, short figure was only45 with an 95% confidence interval of
flows seem to be more subjected to OOS than medium sizB2,57]. In 2006, the average number of reordering events
and long flows. in /24 networks wastb, with a 95% confidence interval
When comparing 2006 to 2009, the most interesting®f [33,58]. In 2009, the average number of reordering
difference is the total distribution of OOS segments (the€vents per /24 network was only, with a corresponding
bottom line in the tables). For instance, the portion of RTOsconfidence interval of12,19]. The mean values together
and unknown events has increased while reordering hayith the confidence intervals lead us to the conclusion
decreased significantly (fro22.52% to 5.19%). While the that the significant decrease in reordering events, between
portion of reordering in 2006 are comparable with previous2006 and 2009, was not caused by a few misbehaving
studies, e.g., Mellia et al. [13] found reordering to be routers/networks.
responsible fo28.12% of all OOS segments in traces from 10 further rule out temporal events as the cause for the
2004, the 2009 results displays a surprisingly low amounflecrease in packet reordering, we investigated the tempo-
of reordering. It is very hard to find specific reasons to whyral distributions. Figure 6 shows OOS events during one
these OOS categories have changed so significantly betwedigasurement in 2009. Thg-axis shows the number of
2006 and 2009. The increase in RTOs and unknown evenf@OS segments during each millisecond of the measurement
might be a consequence of more recent, and aggressivis-axis). The white bottom part of the graph shows the
retransmissions schemes; RTO timers that expire beforaction of reordered segments. The frequency of OOS (and
fast retransmit can be invoked; fast retransmit algorithmgeordering) events does not follow any particular mode, but
that requires less than three dupACKs. For the decrease f@ther appear as noise. Although the graph only shows one

tative for all traces. Since we are not able to attribute the

D. Packet Reordering decrease in packet reordering to any specific network event,
Packet reordering can occur for a number of reasonwe speculate that modern networking equipment has been

including e.g., multi-path routing and parallelism within more carefully designed not to introduce packet reordering

routers [9], [10]. As mentioned in the introduction, novel e.g., by taking routing decisions on flow or IP-pair level

networking technologies that now are being deployed useather than on individual packet level.

some of these techniques and are thus believed to cre-

S ) . V. CONCLUSIONS
ate packet reordering in their mode of operation [31]. To ) .
mitigate the negative effects of reordering, a number of To reveal recent trends in TCP packet-level charactesistic

reordering robust TCP versions have been developed durin§® have measured and compared highly aggregated back-

the last years_ (69’ [31]-33]). Most _Of these proposals do 2Note that the applied prefix preserving IP address anonyinizatiows
however, not inhibit the actual reordering but merely thg-ne this type of analysis.

Figure 5. Reordered segments as a fraction of all OOS segnsats,
measurement.
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Abstract—This paper presents a new method that provides
weighted fair sharing without queues and delay while outper-
forming traditional traffic throttling mechanisms. A mathemati-
cal description and model is presented to justify the findings and
to provide better knowledge about traffic throttling characteris-
tics. Simulation, numerical results and statistical discussion are
also presented to underpin the findings especially where exact
mathematical results are not or just partly available.

Keywords-Network management; Service level agreement;
Overload control; Traffic shaping; Fair sharing; Maximal
throughput

I. INTRODUCTION

There are many overload and congestion control and load
sharing problems to be solved in telecommunication networks
of various kinds e.g., in the Internet Multimedia Subsystem.
Considering any type of network and signalling protocol a
protocol operation flow consists of messages. The network
nodes are entities receiving these messages and they process
them using their resources such as CPU capacity or memory. If
they lack the resource to process an offered message then the
node is overloaded. Similarly, in packet switched networks,
congestion control and fair resource (link bandwidth) sharing
aims to keep the system utilizing its resources at its rated
capacity while providing satisfactory service for the users and
quality of service for service classes.

Many overload control mechanisms are developed to avoid
overload and congestion situations. In some of them the
target node (the critical resource) itself can deny to serve
the request/forward a packet or sometimes reject/drop (send
a negative reply message using minimal resources/ignore) it
(see Figure 2). Another solution is that the sender (source)
does not send out the message if it knows for some reason
that the target will not be able to serve it. This information
can be hard coded or can be gained from measurements by the
source itself or gathered via special messages from peers (see
Figure 1). In all cases i.e. in all overload control mechanisms
there is a decision point and logic that decides to reject or
admit/send out the request. This entity is called the throttle
which is in the center of our interest. We suppose that the
control information and the requirements on the behavior are
available and up to date for the throttle. (Such information
is to be gained with measurement or with some closed/open

Copyright (c) IARIA, 2011.  ISBN: 978-1-61208-133-5

loop control mechanism. It has a large literature and is out of
the scope of this paper to examine the characteristics of such
mechanisms.) The throttle itself can be physically located in
the target as Figure 2 shows, in the source or might also be
distributed in multiple sources as Figure 1 shows.

control info
Network N

|

GW1]

target

GW2

control info

Fig. 1. A scenario where two operators A and B share a common core
network N. The Gateways associated to each network implement distributed
throttling to prevent the central nodes (target) to get overloaded. The central
node—or any overload control agent— distributes control information to the
Gateway Nodes to ensure fair service of requests from networks A and B
while keeping maximum utilization of Network N.

The throttle entity discussed here is one very important and
well defined part of overload control systems of any type as
it has the role to reject (or drop) an offer or to let it go
through i.e., admit it. When a throttle realizes a call gapping
mechanism it makes the decision based only on previous offers
thus no offers in the future are examined. (Call gapping means
that calls are not admitted for a given period of time based on
some measurements and collected information.) In our case
the non-anticipative throttle is not allowed to delay an offer
and only one offer arrives at a time i.e. the call gapping
mechanism cannot buffer the offer and admit it later than it has
arrived. This makes a fundamental difference from Weighted
Fair Queuing and mechanisms like those in [4], [3]. Weighted
fair resource sharing with no delay and maximum utilization
is the main advantage of the method introduced and discussed
in this paper.

For the sake of clarity, definition of terms and word usage
is presented here:
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Fig. 2. The throttle is implemented in the Base Station and applied to
avoid congestion on links when multiple users are sharing media in a small
cell. Users not sharing media are also given a minimum share to be able
to communicate. The throttle at the base station should select wisely which
packet to be dropped and which to forward.

o The throttle decision function is a function mapping
from the offer load point process to the set {admission,
rejection}. (Each throttle is uniquely assigned a function
~ that transforms the intensity process p(t) of the in-
come process to an intensity process of the admissions
Y(p()) = a(t). 19D

o An offer is the event for which the throttle has to decide
on admission or rejection. If an offer is admitted it cannot
be rejected (dropped) and vice versa, and there is no third
possibility. An offer has properties: arrival time, priority
level and class that can be measured.

o The traffic class and the priority level sets have finite
elements.

e The offered traffic (or offer load) is the flow of offers
modeled with a progressively measurable not necessarily
stationary point process marked with the marks from the
mark space that is the direct product of the set of priorities
and classes. (This implies that the probability of two offer
events occurring at the same time is zero.)

o The admitted traffic (or throughput) is the flow (i.e. the
point process) of admitted offers (offers for which the
throttle yields admission). The flow of admitted offers
can be conditioned upon the whole history (past) of the
offer load flow and upon the throttle parameters and
undoubtedly on the decision strategy.

The above assumptions and definitions are natural and
obvious and also necessary to make the discussion clear.

The typical verbal definitions of the requirements we inves-
tigate the different throttles against are given here preliminary.
They are not precise and many contradict and can have multi-
ple exact (i.e. mathematical) definitions with different results.
In this paper we give exact definitions of these requirements:

o Requirement-A Maximal throughput with bound: No
offer should be rejected if there is enough available
capacity in the system to serve it, but no offer should
be admitted if there is not enough available capacity to
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serve it in the system.

o Requirement-B Priority levels: Each offer may be as-
signed a priority level and the offer with higher priority
shall be admitted in favor of the one with the lower
priority level.

o Requirement-C Throughput share for traffic classes: The
offers can be classified and for the traffic class 7 the s;
portion of the capacity of the target shall be provided.

The three requirements are associated with three behavior
aspects. We propose a so-called rate based call gapping
mechanism and compare it with Token Bucket [7] against
Requirement-A and Requirement-B.

In Section II, we introduce traffic throttling mechanisms,
namely the Token Bucket and the rate based call gapping. Then
in Section III, the new call gapping mechanism is proposed and
it is shown how it meets the requirements. We also show how
it can be extended with the original Token Bucket concept,
achieving similar throughput characteristics to the original
algorithm while keeping the good properties of the introduced
one. In Section IV we present our simulations and some figures
about the offer and admission traffic flows with the three
mechanisms. Using statistics we show how each mechanism
meets Requirement-B.

II. CLASSICAL REQUIREMENTS IN A QUEUE-LESS
ENVIRONMENT

A. Traffic throttling, priority handling and weighted fair shar-
ing

Many call gapping mechanisms have been developed for
different purposes with different characteristics. One of the
most important call gapping algorithms is the Crawford algo-
rithm [5] but one of the most widely implemented solutions is
Token Bucket call gapping mechanism defined in the Overload
Control Standard H.248.11 [13].

1) The Token Bucket with parameters (r,W): The Token
Bucket call gapping mechanism is the following: there is a
bucket of available tokens representing available resources
(free capacity) of the system. Requests are offered to the
system and each of them is assigned a number of tokens
needed i.e., the amount of resources it requires to be served.
Once there are enough tokens in the bucket the request is
admitted or dropped. (Thus no queues are applied and no
delay is present in the system because of the Token Bucket
call gapping algorithm.)

By the definition of the original Token Bucket the tokens
are generated into the bucket with exponential distribution and
the offers arrive with a Poisson process in most of the models
that means, the time interval between the consecutive arrivals
is also exponentially distributed. We analyze and describe such
a variant.

Firstly we mention that decision about serving a request are
often implemented differently. The most important difference
is in the interpretation: rather than consuming the tokens the
bucket fill b is increased when a request arrives. The token
generation is then realized with decreasing the bucket fill. The
maximum fill is the watermark W that cannot be exceeded and
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also the bucket fill can not be lower than 0. This concept is
equivalent to the original algorithm.

Secondly we consider deterministic token generation instead
of the exponential one that is used in most cases (e.g., [13]),
because it is much easier to implement and sometimes to
analyze, as well.

Then the Token Bucket mechanism we discuss works as
follows: When a new request arrives at ¢,, than the needed
bucket fill is calculated: b(t,) as if the request was served.
This is done with calculating the expected number of tokens
that would have been generated from the time when the former
service was served (t,,—1) then multiply it with the throughput
capacity of the bucket i.e., the Token Bucket rate at ¢,,: r(t,,)
and subtract it from the former bucket size at b(¢,,_1). Then
it tests it against the preset constant watermark: W.

Definition 1: Token Bucket call gapping strategy ~:(r, W).

b(tn) = max{x(t),b(tn—1)—7(tn—1)({tn—tn—1)+x(t)}, (1)

where x(t) = 1 iff there is an offer. Admit if b(¢,) < W. If
the offer is admitted, the above definition is used for the next
value of the bucket fill b. If the offer is rejected, then b(¢,,) is
recalculated with x(¢) = 0.

In many solutions the offers for the bucket can be of
different types with different resource needs thus S;x;(t) is
used for update, where S; is the so-called “splash amount”
i.e., the expected number of tokens needed to serve the request
of type i. From now on we suppose that S; = 1, since
the calculations would be much more difficult without any
qualitatively different result with respect to the requirements
we consider now.

2) Rate based call gapping: One obvious solution to regu-
late traffic is to limit the admitted offers in a given time frame.
The Crawford algorithm worked as follows: for each time
period 7" when the number of offers reached a certain number
¢, the capacity of the target, no other offers are admitted in
the given period. This introduced bursts in traffic thus not
preferred in most cases.

The idea and our proposal is to maintain an estimate of
the traffic intensity p updated at each ¢,, an offer arrives. The
provisional admission rate estimate a(¢,) is also calculated
and then compared to some goal function g(¢,,), say the actual
maximal throughput rate c(t,,). Iff a(¢,,) < g(¢,,) then the offer
is admitted.

The essence of such a mechanism lies in the way how the
estimates are calculated and how g(¢,,) is determined. The first
statistics that can be used and examined as an estimate for the
intensity of a point process is the simplest first moment type
estimate:

Definition 2 (Periodic intensity estimate):

Mt 7) i M) = Nt = T)

ift,>T

ift, <T )
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To calculate the value of the periodic intensity estimate one
has to maintain all ¢ < t; <t — T event times and it is often
too resource consuming thus not feasible in real time systems.
An adaptive estimate is often preferred and introduced by
patent [14] to control network traffic. The definition is the
following:

Definition 3 (Dynamic intensity estimate):

S\(tn; T) = max{l T;\(tn—ﬁT)_(tn_tnfl)x(tn—l;T)JFl }

T T )
Ato; T) = 0. 3)

We do not want to go into details of intensity estimation of
inhomogeneous point processes in this paper.

B. Priority handling with Token Bucket and Rate-based call
gapping

At first we would like to clarify that once the offered
traffic is modeled with a point process and the throttle meets
Requirement-A we cannot provide priority between the of-
fers. Why? Suppose that we have an offer in the system and
we have to decide if we should admit it or not. Requirement-
A tells us to admit the offer if we have the capacity to serve it.
Suppose that this is the case and see that if the throttle would
not admit the current offer to reserve this capacity for offers
of higher priority then it might happen that there will be no
higher priority offer in the future and the throttle would suffer
a loss of workload.

1) Priority handling with Token Bucket: However, giving
up the maximal throughput requirement with turning it into an
efficient-enough requirement, some priority handling naturally
can be done. In the Token Bucket concept different watermarks
are assigned to each priority level. The offers of lower priority
are checked with a lower watermark. This means reserving a
set of tokens (system resources) to the higher priority traffic.
This method violates Requirement-A whenever b(¢) declines
to 0 before rejecting an offer. Whenever this event has a low
probability, using different watermarks for different priority
levels is a good solution to meet Requirement-B with a Token
Bucket throttle.

This is a strict priority handling in the sense that when
possible, resources are always reserved for higher priority
offers. The probability of rejecting an offer on a given priority
level is given by a formula which is, together with other
regulation properties, discussed in [10].

2) Priority handling with rate based call gapping only: For
rate based call gapping mechanisms the above solution cannot
be applied but less strict priority handling can be achieved
using the dynamic intensity estimate 3 with different settings
of parameter 7.

The dynamic estimate is asymptotically unbiased with low
variance proving its usability and also, the dynamic one
often performs better than the most commonly used periodic
estimate 2. Such discussion is pure mathematics thus out of
the scope of this article.

It can be also proved that the expected bias of the dynamic
estimate 3 is lower than the real intensity and this property is
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monotonous in 7. More exactly, at each ¢, an offer arrives

if 1 < Tp < oo then E[A(t,;Th)] < E[Atn;Te)] <
E[A(tn;00)] = A(t,). The load is thus slightly underesti-
mated, but the more likely the load is underestimated the more
likely the offer is admitted i.e., higher priority offers should

have lower T" parameter and Requirement-A is met.

C. Weighted fair sharing

Fair sharing is about the differentiation between offers on
the same priority level. (Note that traffic classes are not the
same as priority levels.) Suppose a scenario like Figure 1
where the resources of Network N should be equally split
between the two contractors while emergency (priority) calls
still have to be served. In our other example minimal share for
different data types should be achieved on limited bandwidth
while it is allowed that there are some priority e.g., time critical
packets such as voice, video, media, etc.

The solution in an environment without queues proposed in
this paper is rather straightforward: one should measure the
incoming rates for each class and check each offer against on-
line calculated goal levels. The goal throughput rates can be
adjusted dynamically according to the weighted fair sharing
agreements and also according to the maximal throughput
requirements.

The problem with the solution using Token Bucket only is
that it does not measure the incoming traffic rates. (Using the
bucket fill instead of measurement gives false result.) However,
using any kind of rate based call gapping method the problem
is solved. One can also measure the incoming rates for each
class with the estimates presented above and set the bucket fill-
up rate r according to the desired goal levels but this is already
a combination of the methods. A solution for the network level
case is proposed in the GOCAP standard [11].

III. WEIGHTED FAIR SHARING WITH NO DELAY

In this Section our new method, the proposed fair sharing
method with no delay is presented. At first we introduce the
complete proposed procedure clearly. Then we discuss and
prove how it satisfies all the requirements and what possible
extensions, modifications or other solutions might result in a
similar good algorithm. At the end of the discussion we present
the relationship between the new method and the original
Token Bucket algorithm.

A. The new call gapping algorithm ~v,(c, T, g, s)

Suppose that the consecutive offers arrive to the throttle at
e <tpo1 < tp <tpy1 < ... time instants respectively. Each
offer has a well defined priority level j,7 € 1..J and traffic
class i € 1..1. Each priority level j has a priority parameter
T; assigned (T; > Ty) if the offer with priority k has the
higher priority and each traffic class has a pre-configured
weight ¢ — s; € (0,1) C R, (where > s; = 1). For each
1 the algorithm maintains an estimation of the incoming offer
rate p;(t), a provisional admission rate &;(t) from which it
calculates a bounding rate ¢;(t) and then according to the
decision it estimates an admission rate a;(t).
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We suppose that the rate of the throttle varies with the
following function: ¢(t). (This value is determined and given
for the algorithm and represents the capacity of the throttle
and might be different from r(t)).

Definition 4: Define the proposed throttle decision strategy
¢ in the following way. Let us suppose that at ¢, an offer
arrives and the system is in state {t,_1,p;(tn—1),ai(tn—1)}
and c(t,,):

1) Determine priority constants i.e., calculate 7T7;

2) Update the incoming rates estimated for all ¢ classes:

p(tn) with xg(t,) = 1 iff ¢ = k, O otherwise;

3) Calculate a provisional admission rate for all i: a(t,)

with xi(t,) = 1 iff ¢ = k, 0 otherwise;

4) Calculate the bounding rate for class ¢ only: g;(t,);

5) If &; < g; then admit the offer and a(t,,) := «(t,) else

reject the offer and update &(t,) with xx(t) = 0, Vk(!);

6) (Continue with 1. for the next event).

We propose to update p;, &;, a; according to the following
equation:
j)‘(tnfl) - (tn - tnfl))‘(tnfl)

Mty) = X(tn) +max{0, g T

Tj J

2
“4)

where )\ is an estimator asymptotically unbiased for the \()
real intensity of a point process thus to be replaced by p;, &, a;
and indicator x;(t,—1) = 1 iff the offer is of type ¢ and 0
otherwise (or further specified like in step 5). Note that the
time parameter T); changes in time as well according to the
priority level and that the former always has to be remembered.

To calculate the bound rate we introduce w(t) the provi-
sional used capacity according to Requirement-B:

u(t) = > min{s;ic(t), pi(t)} 5)
Vi
= ) 2

pi(t)<sic(t) sic(t)<pit)

ﬁi (t) + SiC(t)

Thus the remaining (unused) capacity in the system is c(t) —
u(t). This has to be split between traffic classes with higher
incoming rate then the agreed share p;(t) > s;c(t). Then

c(t) — u(t)
p—ult)

It is important to see that our method is capable to handle
other class-wise throughput criteria than fair sharing and
maximal throughput. Giving upper or lower bounds for g one
can implement fairly complex throttle mechanisms.

As one can see the new method is more complex than the
original token bucket mechanism. However, the processing
cost of updating the few variables introduced is significantly
smaller than processing the offers, thus it does not count even
in case of overload.

9i(t) := min{p; (1), sic(t) + (pi(t) —sic(t)) } ©)

B. v, meets all the requirements

Now that the strategy is introduced we prove that it meets all
the requirements. We define each requirement mathematically

60



ICNS 2011 : The Seventh International Conference on Networking and Services

then we show how they are satisfied. We introduce some
notation to make the discussion clear.

o ¢(t) represents the true capacity of the system expressed
in rate, deterministic and coming from an external input
source.

o p(t) is the real intensity of the offered traffic and p(t) is
its estimate with (4).

e a(t) is the real intensity of the admitted traffic and ()
is the estimation of the intensity with (4).

e «ty) is the preliminary admitted traffic intensity for
which the following stands: «(t) = a(t),Vt < t,, and
a(ty,) is the intensity a(t,) would have if the offer was
admitted at time ¢, and its estimate is &(t) accordingly.

1) Requirement-A : This requirement consists of two parts.
Firstly, it says that there exists an upper bound for the system
that should not be exceeded i.e., it limits the admission rate to
avoid overload. Secondly, it tells us that once the limit is not
exceeded then all the offers should be admitted to maximize
the utilization. However, in theory the words capacity and
bound can have many different definitions depending on the
model we use for the target node.

The target node is often modeled with an inverse Token
Bucket, i.e., a server with deterministic serving rate s and
a queue of maximal length @Q. It is very easy to see that
the Token Bucket throttle ~;(s, Q) can perfectly meet the
requirement in this case. (Note that this is only true supposing
that there is no delay in the system between the throttle and
the protected entity while s(t) = r(t) is satisfied.)

Another approach is to assume that the target can handle
requests on a maximal call rate c that is used as the bound at
the throttle.

Both models have benefits and drawbacks while a mixture
of them is used in practice. Speaking about the capacity of
a node in Next Generation Networks engineers often refer to
the call rate value in industrial contracts and Service Level
Agreements. It is very important to note that the feedback
driven overload control mechanisms work with call rate infor-
mation too (see [13]). On the other hand a server with queue
is a common model in the academic literature for the CPU
capacity and Token Bucket (or versions of it) is proposed in
many standards (e.g., [13] again) and implemented into nodes.

As a consequence we say that although it is rather difficult
to give an exact definition for Requirement-A we can give a
certain definition grabbing a few properties depending on the
method we use.

Definition 5: Call rate bound. Requirement-A is met if
S>> Ela;(tn)] < c(tn) (the throughput rate is bounded in
expected value).

Theorem 1: The throttle with strategy v, meets the call rate
bound requirement.

Proof: The proof relies on the fact that the estimator is
asymptotically unbiased i.e., imr_, ;o Ela;T;] = E[a;] with
negative bias if T > 1/a; (thus E[a;] < E[a;]). The proposed
strategy 7, limits a; in a way that a; < g;, thus showing
g(t) :=>" gi(t) = ¢(t) competes the proof.
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Define ui(t) = > ;5 )<sc Pi(t) and us(t) =
Zi:s,;c(t)<m(t) sic(t) thus u = wy + ug and then g; =
min{p;, sic + (pi(t) — sic(t)) 5=y }. Although the system is
non-stationary it is homogenous in time so f(¢) = const. for
all functions. Now calculate g(t):

o . c—u
g = Zgiszln{0i73i0+(0i_Sic)p_u}:
R R c—u
= Z piJr,ZhsiCJr(piiSic)p—u:
1:0;<8;C 1:5;¢c<p;
c—uL—u
g = U1+U2+(p_’U,1—U2>71 2 _ec. @)

P — Ul — U2

Corollary 1: The following calculation of g can also be
used:

c(t) — u(?)

9:(t) = min{py, sie(t) + (pilt) = sie(t) =

where u(t) = >, 5 (1)<s,c) Pi(t) = a(t). Then (7) becomes:

bo®

C— Ul — U2
p— Ul — U

The difference between the two strategies is that in case
of g the remaining capacity is split between the classes with
higher offer rates proportionally to their weights while using ¢’
the remaining capacity is split proportionally to the remaining
offer rates. Both satisfies Requirement-A and Requirement-
Cas we will show. From now on g means either g or ¢’ and
the results will be obviously the same.

2) Requirement-B: As pointed out before, the priority re-
quirement for call gapping is the most complex one in a way,
since in the gapping algorithms it is supposing that we make
decisions using measures on the past and the present offer.
No future events can be used, thus Requirement-B is always
satisfied. There is always one offer in the system and the
throttle can admit or reject it according to Requirement-A
and Requirement-B.

In the case of the Token Bucket call gapping, different
watermarks I/ are introduced for each priority level j. One
interpretation is that the bucket allows larger peaks for traffics
with higher priority, thus W; < W}, whenever £ represents the
higher priority level. Doing this, the bucket implicitly reduces
the throughput for lower priority traffics (the extra peak in the
bucket has to be refilled with tokens i.e., b(t) has to decline
below the low watermarks to admit low priority traffic). Note
that the different watermark levels have no effect if the offer
rate is low with small peaks thus the rejection probability is
small i.e., if there is no overload. Supposed that the true bound
is W = max{W;}, this system preserves capacity for high
priority traffic.

We give a similar solution for the problem through the timer
parameter of the estimators: 7'. As defined above, we introduce
a function of 1" : j — T} where T}, < T} if k represents the
higher priority. (Note that it is the other way round for Wjs.)
The interpretation is that the estimator forgets the high offer

g =ui +us+ (p—us —ug) =c. 9
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rates faster for the traffic of the higher priority. Let T, =
min{7}} the true bound on the throttle using different 7s.
This means that for low priority traffic it remembers the high
peaks for a longer period, thus reserves capacity for the higher
priorities similarly to the Token Bucket.

The two methods have different characteristics, but one
thing is common. Both reserve capacity for higher priority
traffic. Now we say that to meet Requirement-B the system
has to have this ability and define it in the following way.

Definition 6: Requirement-B. Suppose that the throttle has
rejected an offer at time ¢,_;. Let ¢,,; be the closest time
the throttle is able to admit an offer of priority level j.
Requirement-B is met iff V&, l(t, < t,y) < (B > 1) (k
represents a higher priority).

The exact proof of this statement is not ready yet. The
simulation results show that the proposed strategy satisfies
Requirement-B. We discuss the statement in the Numerical
Results Section.

3) Requirement-C: This is referred to as the throughput
share requirement and tells us that there should be at least an
s; portion of the capacity dedicated to traffic class <.

Definition 7: Requirement-C. The Minimum share re-
quirement is met if Vi : (p;(t,) < s;¢(t)) = Ela;(t,)] =
pi(tn) ie., if the offer rate of a traffic class is less than the
agreed share, it should be fully admitted.

Theorem 2: The throttle with strategy v,
Requirement-C in expected value.

Proof: We have the asymptotical unbiasedness for our
estimators, thus limp_, o Ela;T;] = Ela;], meaning that
the proof is true for the expected value of a;.

Statement a;(t,) = p;(t,) whenever Vip;(t,) < s;c(t) is
equivalent to the statement (g;(t,) > &;(t,) thus) g;(¢,) >
a;(tn) whenever p;(t,) < s;c(t). According to strategy g:

(tn) = pi(tn) whenever p;(t,) < s;c(t) and since &;(t,) <

i(tn) because G;(tn—1) < pi(tn—1), it is true that &;(t,) <
gi(t,) thus the offer is admitted (and also a;(t,,) < g;(t,)). ®

meets

9i
pi
C. Rate model for Token Bucket and a joint algorithm merging
the methods

In this section we introduce a model for Token Bucket that is
equivalent to the definition in Section II but makes calculations
easier.

Definition 8: Token Bucket Rate Model Strategy: 7 (r, W)
Let us define T'(t) = W/r(t) and use the following equation
for updating the bucket rate variable:

Ta(tn—1) = (tn = tn1)7(tn)+
T }

a(t,) = X(;n) + max{0,

where x(t) = 1 iff there is an offer at time ¢. Admit the
offer iff a(t,) < r(t,). If the offer is admitted then the above
definition is the used for the next value of the bucket rate
variable a(t). If the offer is rejected then a(t,,) is recalculated
with x(t) = 0.

Theorem 3: The Token Bucket and the Token Bucket Rate
Model Strategy are the same: vy = ;.
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Proof: Tt is easy to show that b(t,—1) = a(tp—1)T
b(t,,) = a(t,)T and the decision is b = T'a(t) < Tr(t) =
also trivial.

If one extends the Token Bucket for traffic class handling
with some role like in the proposed mechanism it will not
provide traffic class fairness. The reason is hidden in the
fact that unlike p,a,a, B and all such estimators is not
asymptotically unbiased i.e., E[A] = A as t — + oo is not
true for the estimators defined with:

TA(tn-1) — (t,
Tj-kmax{o, ( 1) (T

m=!

— tnfl)’l“(tn)

}.
(10)

The bucket fill does not represent at all the used capacity in
the system it only measures the peakedness of the traffic but
these peaks can happen on low offer rates too.

On the other hand, the proposed method does not allow
such big transient peaks in the traffic. Now we aim to make
the proposed new call gapping to behave like Token Bucket.
We define the following strategy that is a mixed architecture.

Definition 9: Rate Based Call Gapping with Bucket-type
Aggregate Characteristics: 7, Take all the definition from
the new call gapping mechanism v, for p,&,a,u,g; and
define T (t) = W;/r(t). Take W; and the bucket fill change
definition b from the original token bucket ~;. Perform all
the steps like in vy, but decide using the following constraint

fone 2n) -
equation: =z ai(tn) < gi(tn).

We will show numerically that the mixed algorithm behaves
like Token Bucket on aggregate level and meets all the
requirements. The source of the idea comes from the fact that
a(t) places a strict bound on the rate thus a(t) < r(t) is always
true as required. However we decrease the value of a thus
allow peaks in the traffic like Token Bucket does. (See that
Token Bucket ~; allows temporary bounding violation rate-
wise unlike ~y, but like 7,. The bucket size related to the
whole bucket is a kind of measure of this violation.)

1) v and ~, and Requirement-A : Here we discuss
how the different algorithms meet the maximal throughput
requirement. It is obvious that Token Bucket cannot meet
Requirement-A in the way it was defined before since that
definition assumed that the target has an infinite queue.

We do not aim to give an exact definition to Requirement-
A but we derive relations between the bucket and the estimator
based throughput characteristics. The number of admitted
offers i.e., the probability of admission is in the center of our
interest.

The probability of admission for token bucket depends on
the offer rate with the following formula: 1 — Erlang|p, r].
Thus the probability of losing calls is only defined at given
values of p.

For rate based call gapping, since the estimator always over-
estimates the rate (A < ;\) and cuts the traffic strictly with ¢
the admission rate is always below the target. But for the same
reason it is possible that the offer is rejected although it could
have been accepted according to the bound. The probability of
this is the probability of estimating higher rate than ¢ while the
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true offer rate is lower: P& > cla < ¢ =1 — w,

where B[T] = 1/(T(1 — F[T]) + E[At|t < T]) — « is the
bias. (Knowing the exact bias if constant intensity is supposed
for the offer rate, the bound can be modified to have maximal
throughput and strict bound at the same time.)

The two methods can only be compared at a given value
of the intensity. For all those values when the value of the
intensity is not between ¢ — B[T] and c¢ the -, strategy
works perfectly. The Token Bucket drops a call with positive
probability for any value of the offer rate and also might admit
when the intensity is higher than allowed. This means that we
cannot tell which method is better or has the higher throughput
since it depends very much on the offer rate.

Theorem 4: The mixed strategy 7, meets Requirement-A
with appropriate watermark settings.

Proof: Tt is shown in Theorem 1 that }_ ¢;(¢t) = g(t) =
¢(t) and since the definition of g was not changed we should
only examine what means to compare g; to Wijd rather than
to a.

When we admit a request then 1 < b(t,) < W; < Wiax
thus a; < La; < bg,)A < G;. This tells us that v,

W[udx Wj 7T X
lets through more messages than -y, since E| bt ’J‘) a;] < Ela;).
Fortunately the maximal watermark limits this overflow error
Wide[az] < E[b(t")az] It tells us that there is a setting of
watermarks that guarantees bounding. (It is obvious that if
Wmax —  + oo then b4 becomes very small and we
always admit the request thus the theorem cannot be proved
for any watermark settings.) ]

2) 7, and Requirement-B: Some simple theorems are
proved to show that the mixed strategy meets the priority and
the throughput share requirements.

Theorem 5: Token Bucket strategy ~; meets Requirement-
B.

Proof: Obviously, the time to accept the next offer of
priority level j is the time when the bucket level declines
sufficiently to b(t) < Wj. For all levels k& > j, Wi, > Wj ie.,
b(t) declines under the lower threshold later in time and the
requirement is met. u

Again it is rather hard to show that the mixed strategy
v, meets Requirement-B. However, it seems to be trivial
that ~, satisfies Requirement-B more drastically than -,
does. We have interesting simulation results presented about
this property. We can see numerical results about this in
Section IV.

3) 7z and Requirement-C:

Theorem 6: The mixed strategy -, meets Requirement-C.

Proof: As pointed out v, admits at least all the offers
4 does since Vi, L 041 < ¢&; is compared to s;c while a
comparison of & would be enough. This means that the
mixed strategy provides minimum throughput share and fulfills
Requirement-C. u

IV. NUMERICAL RESULTS AND ANALYSIS

Although we have nice proofs on the good behavior of
the proposed rate based call gapping mechanism the complete
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mathematical discussion about the differences and similarities
with Token Bucket is not ready yet. It is also true that
the requirements can be interpreted with definitions slightly
different from those we gave. Therefore, we would like to
present some simulation results and show that the findings are
valid.

The simulation is written in Mathemat-
ica [15] and a  notebook  is available at
http:/fwww.math.bme.hu/ kovacsbe/rbcg/BENEDEK-KOVACS-
rate-based-call-gapping-PRELIMINARY-VERSION.nb as an
electronic appendix.

A. Requirement-A

The figure shows that all the mechanisms limit the admitted
offer rate while trying to keep the highest throughput. In this
scenario we examine the traffic on aggregate level i.e., there
is only one traffic class for which the capacity of the throttle
should be maximized and limited. The capacity is 1 offer/sec
for the simple simulation case while the average number of
offers per sec increases from 0.8 to 2 meaning that there is a
200% load on the node.

{Number}

S S S NS
0 100 200 300 400 500 600

Fig. 3. The new algorithm (v4) on aggregate level. (Black: nominal offer
rate, red: the token bucket’s, blue: ~y4’s, green: ~y;’s throughput.)

As it can be seen in Figure 3 all three mechanisms limit the
admitted traffic although Token Bucket allows considerable
peak at the beginning. (The size of the peak depends on the
parameters we set. Here the 1 offer/sec capacity is very small
compared to the watermark which is set to 10.) On the other
hand, rate based call gapping seems to under-utilize the system
while the joint mechanism seems to have the smoothest and
also maximal throughput.

After a total 600 offers from each traffic with the same
exact trajectory the results show that 7y, 4,7, has admitted
415, 386, 404 number of calls respectively.

The problem with the mathematical discussion of maximal
throughput is that the results depend very much severely on
the value of the offer rate and capacity. It is only possible to
compare the mechanisms at given rates, which is useless for
real applications.
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90 | 100 | Wi =10 || {0.1.} | {038,0.62} | {0.01,0.99}
W, =15 || [.002,002] | [015.015] | [.006,.006]

150 | 100 | Wy =10 || {02098} | {0406} | {0.05,0.95}
W, =15 || [.003,003] | [.007.007] | [.005,.005]

10 | 10 | Wg =10 || {0.1.} | {031.0.69} | {0.L}
W, =20 || [.000.000] | [014.014] | [.000,.000]

10 | 10 | Wy =10 || {0505} | {0505} | {05053}
W, =10 || [.008,008] | [.009..009] | [.007,.007]

TABLE I

IN EACH ROW THE FOLLOWING QUANTITIES ARE PRESENTED
RESPECTIVELY: TOTAL OFFER RATE: p, MAXIMAL THROUGHPUT: c,
WATERMARK SETTINGS: WyigH, Wiow WHILE T := W; /c. THEN
PORTION IN REJECTED MESSAGES FOR TOKEN BUCKET, RATE BASED

CALL GAPPING AND THE MIXED MECHANISM RESPECTIVELY.

B. Requirement-B

To discuss Requirement-B we provide the reader with some
statistical results. The sample is generated with our simulation
program. Generally there are two priority levels: normal and
emergency calls. Each call is one of the two types with
1/2 probability. The means and the standard deviations are
presented of 100 samples with 10 000 offers handled in each
sample. The further setups for the simulation can be seen in
Table IV-B.

It can be seen that all three methods reject less offer from
those of higher priority but Token Bucket (v;) and the mixed
mechanisms (7, ) enforce a more strict priority handling than
the simple proposal. Note that in case of sustained overload
(row 2) almost all dropped offers are the lower priority ones.

C. Requirement-C

The results tell explicitly that unlike the new rate based call
gapping proposal the original Token Bucket algorithm does
not meet Requirement-C. We consider a scenario when there
are two traffic classes Class A and Class B. The agreed share
for Class A is the 20% of the total capacity of the node while
the share for Class B is the remaining 80%. The offer rates
set for the simulator are exactly the inverse of this for the two
types of traffic.

The aggregate offer rate increases from 0.7 offers/sec to
2 offers/sec and reaches the scenario of 100% overload (the
capacity of the node is 1 offer/sec while the offered rate is
a 2 offers/sec on average). The offer rate of traffic Class B
is 0.4 i.e., it is still under its provided share, thus all such
calls are admitted. On the other hand, the whole remaining
capacity should be granted to traffic Class A and it should
be admitted on a higher level than the agreed share and only
those exceeding the capacity limit are to be rejected.

Figure 4 shows the behavior of the rate based call gapping
mechanism. With the proposed mechanism the minimum share
is guaranteed for traffic Class B (the admission line is around
the offered), while the requirement fails for Token Bucket.
With the proposed method there is no rejected message of
Class B, since it never offers on a higher rate than the
agreed share. The throughput of the throttle is limited but also
maximized, since Class A is granted all remaining capacity.
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Showing that the proposed method meets Reg—B.
Rate (message/sec)
20

,,,,,,,,,,,,,

15¢

10— o —

05F

Number of offers

Fig. 4. The new algorithm (v4) with two traffic classes. Black: aggregate
throughput rate, Red and Blue: the throughput rate of each traffic class, Solid:
throughput, Dashed (large): nominal capacity, required minimal throughput,
Dashed (small): nominal offer rates

V. CONCLUSION

We have presented a weighted fair sharing mechanism with
no delay and its extension with the original Token Bucket
to provide good network characteristics as well. These unique
mechanisms meet the maximal throughput with bound require-
ment, handle priority messages and offers, and give minimum
share for different traffic classes without using message buffers
or queues. New ways of measuring traffic intensities are also
proposed.

Examining the properties of the mechanisms we gave math-
ematical definitions of the three requirements and accompa-
nied the mathematical model with several theorems. Still, the
proof of priority handling is missing for the new methods, we
presented statistical analysis instead. We used simulation that
we implemented to underpin our proposal and findings.

Our rate based call gapping strategy can use different traffic
intensity estimators. It is still remains an open task to find the
optimal estimator and the optimal parameter setting of the
estimators considering Poissonian input traffic with variable
intensity or even a non-Poissonian (e.g., general renewal or
Hawkes type) input process. The mathematical background
on to prove the properties of the estimates of the intensity of
a point process is to be published in the near future.
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VI. APPENDIX

Notations:
a,a(t) | Real admission rate
a,&(t) | Estimated admission rate
b, b(t) Actual bucket fill
c(t) Maximal capacity of the target (rate)
9i, gi(t) | Goal rate for traffic class i
g,9(t) | Sum of goal rates of all traffic classes
r,7(t) Token Bucket’s token generation rate
T Parameter of the estimator
T} Parameter of the estimator for priority level j
u,u(t) | Used capacity according to Requirement-B
W Watermark for Token Bucket
W; Watermark for offers of priority level j
&, a(t) | Estimated preliminary admission rate
B,B(t) | Preliminary bucket size
ol The token bucket throttle function
Vg The rate based call gapping throttle function
Yg' The variant of the rate based
call gapping throttle function
Y The rate based call gapping throttle function
with Token Bucket extension
A, A(t) | Intensity (rate) of a Poisson process
A\ (t) | Estimated rate (intensity)
p,p(t) | Real offer rate
p,p(t) | Estimated offer rate
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Abstract—IPv4 is a foundation of Internet communication.
Designed many years ago the protocol is inadequate in modern
networks. New sixth version is replacing the older one. It is
often repeated that IPv6 was designated to solve some security
problems. This statement is true only to some extent. IPv6
deployment for the future infrastructure IPv6DFI (especially
in the transition phase) will have large impact, not always
positive on many aspects of Internet services: network
performance, data security, economy. As number of IPv6
networks grow, new threat awareness and understanding
become more important. The paper attempts to present
comprehensive survey on IPv6 security and to identify many
issues of data security in the transition from IPv4 to IPv6
phase.

Keywords: IPv4; IPv6; Internet security.

I. INTRODUCTION

Internet evolution from IPv4 to IPv6 is the biggest
transformation in Internet infrastructure since its beginning.
The process is (and will be for many years) very complex
and resources (human, money) consuming. It must be
expected that the transformation will have huge impact on
many aspects of Internet services: network performance, data
security, economy. In general, security issues in [Pv6 are not
better or worse than in [Pv4, they are just different. There are
risks related to all security features: confidentiality, integrity
and availability. For many years we will live in a dual
IPv4/IPv6 environment. The security issues could become
complex to deal with in terms of implementation and
configuration. In dual-stack architecture used in transition
phase the problems resulting from IPv6 introduction may
have unforeseen effects on IPv4 processing, affecting not
only new services but also old services (based on IPv4).

The IP transition phase is an important research area of
many teams (e.g., 6net [1], IPv6fix [2] in Japan, USGv6 [3]
in the USA). There are some resources on different aspects
of IPv6 security (e.g., [4] [5] [6]). Complete list of new
threats and risks related to IPv6 is very long and it is very
probable that we do not know all threats and risks. In the
paper we try to present comprehensive survey on IP security
issues with emphasis on the security in IPv4 to IPv6
transition phase.

Section II presents some remarks on solutions to the
transition period problems. Main part of the paper (Section
IIT) is dedicated to several issues related to security of IPv6
deployment and transition phase. General conclusions are
given in the last part of the paper.
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II. FroMmIPV4 TOIPV6

IPv6 had been proposed at IETF as the next generation of
IP at early in the 1990’s. IP transformation is long-term and
complex process. Changes in software (operating systems,
applications) as well as in hardware are needed on different
TCP/IP layers. The process is not limited to IP version
exchange. Many supplementary protocols, such as ICMP
(Internet Control Message Protocol), DNS (Domain Name
System), BGP (Border Gateway Protocol), OSPF (Open
Shortest Path First), RIP (Routing Information Protocol)
need to be modified or upgraded.

Unfortunately there is no single, commonly adopted
solution to the IP transformation problem. We could not
switch from IPv4 to IPv6 in one single point in time. We
have to maintain existing IPv4 networks and slowly
introduce IPv6 networks. So the two networks have to
coexist and cooperate for most likely long time. It is
expected that the phase will last for many years. Some
reports (e.g., [7]) suggest the phase will reach 2025 year,
with cost estimated in USA at $25 billion. And even in 2025
IPv6 global penetration will not achieve 100%. We have just
started and so far some plans of IPv6 adoptions did not
materialize. For example, according to Action Plan,
published in 2008 for EU, Europe should widely implement
IPv6 by 2010. It was predicted that by 2010 at least 25% of
users will be able to connect to the IPv6 Internet and to
access their most important content and service providers
without noticing a major difference compared to IPv4 [8].
RIPE Survey [9] from mid 2009 leads to conclusion that
achieving this 25% market penetration will be very difficult.
There are many obstacles: cost, IT staff preparation (and also
some form of human inertia), software implementations
availability and maturity. The dangers of transition phase
arise from many general reasons among them: a lack of
information and a lack of documented operational
experience, on which network administrators can draw. One
of the important concerns in adopting IPv6 is security.
Operators and enterprises are reluctant to deploy technology
that may compromise security and eventually cause
significant financial loss.

Most transition alternatives are a combination of dual-
stack or dual-layer environments and packet tunnelling.
Dual-stack means that both versions are running on the
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network device [10]. IPv4 and IPv6 datagrams are
transmitted over the same network links. Operating system
and application decide, which version is used. Tunnelling
means [Pv6 datagrams are encapsulated in data field of [Pv4
datagram or vice versa. Such tunnels may be configured
automatically or manually between hosts, routers and
networks. The transformation started, new IPv6 networks
are working. It may be assumed that some users do not
know their systems use IPv6 (e.g., MS Windows Vista
default configuration has IPv6 turned on [11]).

II1.

There are many security issues related to IPv6
deployment and transition phase. The security issues related
to IP transformation phase may be divided into 2 groups.
First group of security problems is associated with IPv6
features and implementations, such as cryptography tools,
addressing scheme, security model, host mobility, software
bugs. The second group is related to particular methods for
IPv4/IPv6  cooperation. Security (especially resources
availability) in a broad sense is affected by performance.
Poor network performance could lead to availability threats.
In order to boost performance security regulations may be
loosen by administrators.

SECURITY ISSUES

A. General Remarks

IPv6 was designed to improve data security. It introduced
obligatory implementation (but its use is not required) of
IPsec security mechanisms: AH (Authentication Header),
ESP (Encapsulating Security Payload), IKE (Internet Key
Exchange) Protocol. In general this makes protection (for
higher layer protocols and applications) easier and more cost
effective. The mechanisms are used to satisfy the
requirements of access control, connectionless integrity, data
origin authentication, confidentiality and protection against
replay attacks [12]. It must be added that not all network
devices are equipped with IPsec. For example, some printers,
faxes, scanners do not use IPsec.

Furthermore such IPv6 features of the protocol as
simplified header, greater number of available addresses
have also impact on security. Simplified header makes
routers more resistive to DoS attacks — packets are processed
more rapidly. Greater number of addresses makes exhaustive
host scanning (reconnaissance attack) of a typical /64 subnet
unpractical.

IPsec is available for IPv4 but only as an option.
Furthermore, IPsec means whole datagram protection so it is
not attuned to work with NAT (Network Address
Translation) used concurrently with IPv4. IPsec protects the
whole datagram, so any modification of the header (NAT
modifies addresses and port numbers) violates the security of
the datagram. In the transition phase NAT is still used in
some dual-stack solutions (e.g., [13]). Only in full IPv6
deployment phase NAT is not needed and full end-to-end IP
security is deployable without those issues.

Common methods for preventing unwanted traffic from
the Internet are firewalls and IPSes (Intrusion Prevention
System). The security is based on the assumption that all the
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traffic is inspected at the edge of protected network. The
problem is not all of the security devices and software are
currently IPv6-capable (e.g., IPS may detect the traffic
associated with common attacks and malicious behavior for
IPv4 and at the same time might not be able to detect similar
traffic when it is sent over IPv6) — in the consequence IPv6
may be used as a backdoor to the protected network.

IP transformation phase takes place at the moment of
very dynamic Internet growth. Some forecasts estimate IP
traffic will increase at a compound annual growth rate of
40% in 2008-2013 [14]. As a result current firewall systems
that perform security screening through a common
checkpoint will be increasingly degraded due to increasing
number of datagrams to process.

IPv6 was designed to protect data. Unreasonably, its
deployment may sometimes lead to decreasing security level,
especially in the transformation period. The operating system
vendors long ago started to support IPv6 in their products.
Nevertheless interoperability and compatibility tests (e.g.,
[15]) of IPv6 implementations show some implementation
problems. The problem occurs in network security systems
that deal only with IPv4 datagrams. Operating system
implementing both IP versions may use IPv6 without user
explicit configuration — IPv6 datagrams are not screened and
the protocol may be used to form a backdoor [6]. For
example, Teredo, an IPv6 tunnelling tool developed by
Microsoft is enabled by default in the Microsoft Windows
Vista.

B.  Cryptography Strength

IPsec uses various cryptographic techniques and tools:
symmetric and asymmetric encryption algorithms, hash
functions, pseudorandom number generators, key exchange
protocols. For a given transmission process cryptography
tools are negotiated with a use of IKE. It is assumed that the
ultimate set of optionally available tools is changing. At the
same time, in order to ensure interoperability, all IPv6
devices (and IPv4 with IPsec implementations) are required
to employ some mandatory algorithms. The first problem is
the requirements should be met in all devices, without regard
to their processing power. This leads to some compromises
in the algorithms strength. As for now according to [16] set
of mandatory algorithms contains: AES-CBC with 128-bit
keys, Triple DES-CBC and HMAC-SHA1-96.

Another problem is the existing algorithms and their
implementations are continuously attacked (and sometimes
broken) and will be attacked and broken in the future. This is
more probable due to long period of IPv6 deployment.
Strong algorithm may become weak. Well known examples
are DES and MDS5, included in the IPsec mandatory list in
1998 [17] but removed from the list in 2005 [18]. SHAI
hash function, which is mandatory at this moment is also
known to have some weaknesses [19] and is a possible
candidate for removal from the mandatory list.

Prospective replacement of the broken algorithms in all
network devices will be very painful and resource
consuming task. In some cases (e.g., devices with hardware
implementations of cryptographic mechanisms) the task may
be impossible to complete. It may be assumed that, in
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outcome older, broken cryptography will be used for data
protection.

C. End-to-End Security Model

There are two fundamental security models for
communication protection: end-to-end and network-based. In
end-to-end security model the end hosts provide the security
services necessary to protect transmitted data. This model is
used in banking applications. Network-based security refers
to the practice of hardening the elements of a network to
protect other devices. Both models have advantages and
weaknesses. The two models may be integrated. Hybrid
solutions can be used in the transition period.

IPv6 is integrated with IPsec transport mode dedicated to
end-to-end security model. Switching on I[Psec does not
solve all security problems. First of all, it may not be
assumed that communication endpoints can be trusted.
Internal threats to data security occur more often than
external. If an endpoint is not trusted then entire end-to-end
security system could not be trusted to [20].

Additional weakness of the solution is caused by the fact
that data are secured at the source and devices located inside
the communication channel (gateways, firewalls, ...) are not
able to scrupulously analyze the traffic. For example, if
inbound datagram is encrypted with ESP then it is possible
to check IP address in a header but it is not possible to check
if data field contains malicious load. For a firewall it is not
possible to provide DoS (Denial of Service) prevention
based on the expected TCP protocol behaviour — TCP
segments inside IP data fields are encrypted so firewall could
not check for example, the settings of particular TCP flags.
In the same way outbound transmission analysis is also
affected. DLP (Data Leakage Protection) is network sniffer,
installed on gateway, looking for outbound transmission with
predefined sensitive data that should not be transferred
outside protected zone. DLP is called also Extrusion
Prevention System. DLP systems could not perform their
functions since they could not identify sensitive data in
encrypted outbound datagrams.

There is a problem with fragmentation — since datagram
defragmentation may be done only at the destination host
firewall is not able to reassemble the datagram and
eventually sanitize it.

Another problem is related to users’ negligence. In the
case of end-to-end security, users (not administrators) are
responsible for data security. If users do not understand the
security mechanisms they will not use them appropriately.
For example, web browsers may display a warning about
invalid server certificates, but users can override the warning
and still make vulnerable connection.

A solution to the problem is proposed in the form of
distributed firewall [21] [22]. The architecture consists of
two firewalls: one at the network perimeter and the other
integrated with end host. Firewall at the network perimeter
performs general datagram filtering (e.g., based on source IP
address) while host-based firewall inspects datagram more
precisely. Only the end-host is able to decrypt datagram in
order to check it thoroughly. The solution has negative
impact on performance.
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Additional problems are related to NAT and Quality of
Service enforcement. Full end-to-end security is possible if
NAT is not used, but some dual-stack solutions to the
transformation phase use NAT for address conversion.
Furthermore end-to-end security model makes QoS policy
enforcement impossible.

D. ICMPv6 Issues

For a new version of IP a new version of ICMP is
needed. The old version of ICMP dedicated to IPv4 may not
be used with IPv6. ICMPv6 is more functional than its
predecessor. It also replaces ARP (Address Resolution
Protocol) — NDP (Neighbor Discovery Protocol) is a part of
ICMPv6. Without secure network configuration ICMPv6
may lead to many new threats, for example, covert channel,
NDP cache poisoning (similar to ARP cache poisoning) or
DoS.

The functions added to ICMPv6 are the source of
problems for firewall configuration. ICMP messages (used
with IPv4) could be dropped by firewall without disturbing
normal network operation. In the case of ICMPv6 firewall
needs to allow some messages through the firewall and also
messages to and from the firewall. Without the
authorizations IPv6 procedures (e.g., neighbor discovery or
stateless address configuration) could not work properly. As
a result covert channel between firewall protected LAN and
intruder may be established — for example, malicious IPv4
datagrams (in normal case rejected by firewall) could be
hidden inside ICMPv6 messages (which are not rejected by
firewall).

NDP is a new function added to TCP/IP stack for host
IPv6 address autoconfiguration and address resolution. It has
been shown [23] that NDP messages may be used to execute
an attack on router resulting in network congestion and
degradation of QoS.

Another DoS attack may be launched with a use of
multicast transmission. IPv6 specifications forbid the
generation of ICMPv6 datagrams in response to messages to
global multicast addresses. But there are two exceptions (the
datagram too big message and the parameter problem
message). The attack uses these exceptions — error messages
are returned as the responses when unprocessable (e.g.,
greater than Maximum Transmission Unit) datagrams are
sent to multicast addresses. If datagram source address is
spoofed (replaced with victim address) then many datagrams
from multicast group are sent to a victim [5].

E.  Host Authentication vs. User Anonymity

IPv6 addressing scheme is very complicated. There are
many different types of addresses and many methods for
address generation. For ease of configuration a 64-bit part
identifying a particular host in the network may come from
the interface identifier (e.g., Ethernet MAC address extended
to 64 EUI (Extended Unique Identifier)). This ease of
configuration leads to privacy problems. All communications
of the given user can be linked together using constant
interface identifier very easily. On the margin it may be
added that IP addresses attributed to Internet users are
personal data and are protected by EU Directives 95/46 and
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97/66 [24]. In order to prevent such threats to privacy
another method (pseudorandom) for address generation was
established.

Among various methods for address acquirement we
have stateless address autoconfiguration with pseudorandom
host identifier selection [25]. The purpose is to change the
interface identifier (and public address) from time to time.
This way it is much harder for any eavesdropper to correlate
Internet transactions to a specific network subject and the
user anonymity is better protected. It must be added that
a global routing prefix (usually /48), added to pseudorandom
host identifier, is fixed for hosts in a given network and some
privacy concerns remain.

Full anonymity protection is almost impossible. An
attacker, who is on path, may be able to draw some
conclusions with a use of: the payload contents of the
transmitted datagrams and the characteristics of the
datagrams such as datagram size and timing. Use of
pseudorandom addresses will not prevent such payload-
based correlation.

The same change in the address used for privacy
protection could make it harder for a security administrator
to define an address-based firewall policy access rule.
Another problem is that such node behaviour with relatively
high rate of address changes may be interpreted as DDoS
(Distributed DoS), like SYN flood, attack and the
transmission from the node may be blocked by firewall [5].

Address autoconfiguration has one more weakness. First
24 bits of MAC (Medium Access Control) addresses used in
the process are related to specific vendor equipment. An
attacker may scan network in order to discover specific
vendor device reachability and facilitating an attack on
known, specific for the given device security weaknesses.

Here we see typical development scenario: new feature in
the protocol (address autoconfiguration) leads to a new
security problem (threat to privacy), solution to the problem
(pseudorandom address generation) leads to another
difficulty (false DDoS alert).

Privacy is important feature of communication.
Nevertheless it must be added that the feature may be used
also to hide the source of illegal and nasty activities.

F.  Software Bugs in IPv6 Implementations

Software implementing IPv6 is relatively new, less
mature and has not been tested thoroughly. So far many bugs
have been found in the software developed by all the major
vendors of IT. It is very probable that numerous bugs will be
found in the future. A question is if the bugs will be patched
quickly? If not so, many new attack methods will emerge.
Furthermore it may not be excluded that essential security
features may be missing from early releases of software.

For example, Symantec discovered IPvé6-related flaw in
Vista. Fortunately it was patched by Microsoft (MS07-038
security update from July 2007). The flaw was related to
Teredo tunnelling interface, which did not properly handled
certain traffic, allowing to bypass firewall filtering and to
obtain sensitive information with a use of IPv6 transmission.
Similar problems occur in other operating systems. For
example, bug number 6797796 in Solaris 10 may be used to
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execute DoS attack [26]. Old JUNOS (Juniper router
operating system) versions (before May 2006) had a security
bug, which could lead to router crash [27].

G. Mobile IP

Both Mobile IP and the increase of moveable IP devices
will mean they will be in uncontrollable networks. In Mobile
IP environment mobile host is reachable with a use of host
routing protocol — normal route to a host is modified for a
given recipient host. The method changes the way
a datagram is sent to a host. In the effect it may be expected
some forms of attacks will use the feature [28].

In the mobile IP environment new security threats will
materialize in networks designated for use by foreign,
visiting hosts. Such a network will have to loosen firewall
rules. Mobile host needs to transmit some [P and ICMP
packets (e.g., binding updates, datagrams with optional
routing headers) necessary to maintain associations with
home agent and other hosts. Firewall should be open for
these datagrams — obviously this leads to a security risk.

Mobile IPv6 devices are often equipped with scarce
resources and have low processing power. The resources and
processing power may be not enough to protect the device:
to filter incoming datagrams, to automatically update
software (especially implementations of cryptography
algorithms), to resist DoS attacks. Of course this problem is
common and not related to a particular IP version but IPv6
users may mistakenly believe they are better protected.

H. Security of the Interoperability Methods

There are several means to operate in IPv4+IPv6
environment. The methods enable to transfer datagrams
between hosts located in two generations of networks: IPv4
and IPv6. For example, datagram between hosts belonging to
two separated IPv6 networks (islands) may be transferred
(tunnelled) across IPv4 network — IPv6 datagram is
encapsulated in data field of IPv4 datagram. In the future, as
IPv6 deployment will spread and IPv4 use will diminish, the
roles of IP versions will change. IPv4 datagrams will be
encapsulated in data fields of [Pv6 datagrams — new types of
problems will emerge.

Some security problems are independent of tunnelling
method, others are related to a particular tunnelling
procedure. In the case of tunnelled datagrams devices
enforcing security may inspect only the outer layer of the
datagrams, which may be prepared by intruder to avoid
filtering while malicious contents of the datagram remain
unnoticed. If such datagrams reach a tunnel end-point inside
the protected network they are decapsulated and from there
can potentially be very harmful since within a network itself,
defence levels are usually much lower.

It is obvious that in the case of tunnelling unencrypted
IPv6 datagrams in IPv4 network all IPv4 security concerns
influence data security. And this problem is regardless of
tunnelling method.

There are many tunnelling/interoperability methods, for
example: 6to4, Teredo, ISATAP and tunnel broker. Each
method has individual impact on data security.
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1) Teredo

Teredo uses UDP to tunnel IPv6 datagrams through IPv4
network. IPv6 datagrams are put into UDP segments, which
are sent to the destination system via IPv4. Teredo requires
a lot of datagram-sanity checks, which can prevent
a number of attacks. The program also includes some decent
anti-spoofing mechanisms. Nevertheless Teredo tunnelling
may lead to new threats.

In Teredo architecture encapsulation/decapsulation is
performed by end host. Any of internal (inside LAN
protected by firewall) network's Teredo-enabled systems that
can receive UDP datagrams can then act as an endpoint for
IPv6 tunnels. It is much difficult to secure all such endpoints
instead of a single firewall at the network boundary. In the
case of a single firewall it is relatively easy for network
administrator to control the traffic. But if malicious
datagrams are hidden in Teredo tunnel then firewall is not
able to discern them and block. Of course firewall could
entirely block Teredo traffic (UDP predefined destination
port 3544) but attack may be carried with a use of another
UDP port. An attacker can send arbitrary IPv6 datagrams to
a Teredo-enabled machine inside LAN. The machine may
route the datagrams (with source routing mechanism of
IPv6) to other host [29]. The problem is particularly related
to MS Windows Vista, which in default configuration has
both [Pv6 and Teredo turned on [11].

2) 6to4

6to4 dual-stack is used to connect IPv6 networks across
an IPv4 network. Unique 2002::/16 prefix is reserved for
6to4 systems. Network address with 2002::/prefix has IPv4
address 32 bits embedded immediately after the prefix. The
IPv4 address indicates 6to4 router located between [Pv6 and
IPv4 network. All nodes inside IPv6 network have
addresses with 48 bits prefix (2002 and 32 bits of IPv4
router address). If a 6to4 router receives an IPv6 datagram
with 2002::/16 prefix then it sends it through IPv4 network,
inside IPv4 datagram with IPv4 receiver address taken from
32 next (after 16 bits prefix) bits of [Pv6 address.

It is assumed that IPv4 traffic from every address is
accepted and decapsulated by 6to4 routers. The routers can
be tricked to send spoofed datagrams anywhere. Anyone can
send tunnelled spoofed traffic to a 6to4 router, and the router
will believe that it is coming from a legal relay. There is no
simple way to prevent such attacks, and longer-term
solutions are needed in both IPv6 and IPv4 networks [30].

In addition it is suggested that 6to4 routers can be abused
to carry DoS attack [31].

3) ISATAP

ISATAP is Intra-site Automatic Tunnel Addressing
Protocol. ISATAP uses unusual form of IPv6 addresses.
Address is made of 64-bit network prefix and interface
identifier. Network prefix is received from ISATAP router
while interface identifier contains an embedded IPv4 address
(last 32 bits of IPv6 address). The IPv4 address is used in
IPv4 headers when IPv6 traffic is tunnelled across an IPv4
network.
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Risks related to ISATAP are similar to those related to

6to4.
4) Tunnel broker

Tunnel broker is based on third party servers (tunnel
broker servers, tunnel servers) distributed in Internet.
Tunnel broker provides tunnels for IPv6 datagrams in IPv4
networks. User/client has to register with the broker system,
which sets up a tunnel to one of its tunnel servers. Client
gets configuration settings from the broker and uses tunnel
servers for communication. The problem is related to the
requirement that all traffic passes through third party
servers. Service availability as well as confidentiality are
threatened. Exemplary DoS attack may be performed by
malicious user demanding to establish such number of
tunnels that exhausts the resources available in tunnel server
[32].

1. Performance Issues

IPv6 was developed to improve network performance.
There are many features that aim to fulfill this requirement:
simplified header, better addressing scheme, ability to
transfer very large datagrams, ban on fragmentation in
routers. However, there are some issues of IPv6 with
negative impact on performance. This indirectly may
influence data security.

IPv6 allows transferring very large datagrams (up to
gigabytes). On the other hand in the case of IPv6 tunneling in
IPv4 network, the IPv6 path MTU for the destination is
typically 20 bytes less than the IPv4 path MTU for the
destination. IPv6 headers have fewer fields but are longer
due to longer addresses. Minimum length of IPv4 header is
20 bytes while minimum length of IPv6 header is 40 bytes.
This makes additional load to all the nodes (including
routers, firewalls, bridges) in the communication channel. Of
course these longer IP addresses are transferred not only in
IPv6 headers but also in messages of many higher layers
protocols (e.g., DNS, ICMP, BGP, OSPF) increasing
network load.

In the transition phase routing may be done with two
separate protocols and doubling the amount of processing in
routers. This may lead to router’s CPU overload and increase
in routes convergence time.

It is obvious that the longer IP header the more time-
consuming packet filtering process in firewalls. The question
is if this will not force network administrator to switching off
filtering in order to boost performance?

Dual-stack systems use tunneling for datagram
transmission in heterogeneous environment. Datagram
processing on hosts or routers sitting on tunnel ends adds
extra time to total datagram delays. In the case of tunnel
broker solution further delay is related to datagram
transmission from source host to tunnel server, which may
be topologically remote. For example, if hosts in Europe use
American tunnel broker then transmission parameters
(Round Trip Time, jitter, throughput, packet loss ratio)
between two IPv6 hosts in Europe will be downgraded by
intercontinental links.
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Another set of problems is related to DNS.
A performance problem is coupled with fallback process. In
the IP transformation phase name servers will store two
types of address resource records: A for [Pv4 and AAAA for
IPv6. It is assumed that no explicit information on address
preference will be given to a client. The application may
receive both IPv4 and IPv6 addresses for the same domain
name. The application will have to try respectively addresses
received from name server until the connection is successful.
It is assumed that IPv6 addresses will be used initially. But if
end system has no global IPv6 connectivity then the attempt
to connect will be unsuccessful and host will switch to IPv4
address (this is known as fallback process). Due to TCP
characteristics the fallback process may last up to about
190 s [33] — the effects on service access time are obvious.
Increased number of AAAA queries sent to name servers is
another source of performance deterioration. From IP
transition point of view DNS is extraordinary service. Name
servers and resolvers should be the first to be fully dual-stack
capable.

In dual-stack architecture the IPv6 datagrams
performance deterioration resulting from IPv6 processing
may potentially have harmful unforeseen effects on IPv4
processing, affecting availability of services based on both
protocols.

IPv6 allows to classify datagrams in order to diversify
their processing by network devices. Some users (legal as
well as hackers) may abuse the function and wrongly classify
all sent datagrams as highest-priority. To enforce appropriate
QoS policy the network device (e.g., gateway) needs to
inspect headers and data fields of the datagrams. If the
datagrams are encrypted such inspection (and QoS policy
enforcement) will be impossible.

IV. CONCLUSION

Some general conclusions may be drown from IP
evolution. The change is rather inevitable. New functions of
IPv6 and ICMPv6 lead to new threats. IP transition period
has (and will have for many years) great impact on Internet
security, performance and economy.

Since all popular tunnelling methods (Teredo, 6to4,
ISATAP, tunnel broker) use IPv4 networks, the security
concerns related to IPv4 are still relevant. In popular dual-
stack architecture the problems resulting from IPv6
introduction may potentially have unforeseen effects on IPv4
processing, affecting both services. There are many security
issues related to IPv6 deployment. Complete list of new
threats and risks related to IPv6 is very long. It is probable
that the list will grow longer in the future. In general the
security issues related to IP transition phase may be divided
into 3 classes:

e related to IPv6 internal features,

e related to IPv6 implementations,

e related to IPv4 to IPv6 transition mechanisms.

A variety of risks and threats are results of the problems.
In the previous sections we have described examples of
threats from several categories:

e DoS attacks,
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covert channels through firewalls,

privacy problems,

extra complexity of management/security tasks,
bugs in immature software,

performance deterioration.

In the time of full IPv6 deployment IPv6 will be more
than 30 years old. It is very unlikely that the protocol will be
appropriate for Internet in for example, years 2020-2030.

Finally, it must be said that many attacks are targeted at
the application layer. Since the attacks are unrelated to a
particular IP version IPv6 deployment will not change the
security level of the application layer.
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Abstract—the IANA free pool of IPv4 addresses will be exhausted
soon, how to use scarce IPv4 public addresses more efficiently
while migrating to IPv6 is a challenge. A+P is recommended as a
complementary method to Dual-stack Lite which aims at address
public IPv4 address sharing problem in the context of IPv6
migration. Since A+P suffers from inflexible port allocation, this
paper introduces an optimized A+P port allocation mechanism
which allows customers negotiate IP-addresses of desired sharing
ratios on their requirement. Moreover it enables A+P NAT using
random source port selection algorithm which significantly
improves security by preventing attacker's easy guessing the five-
tuple. The test result shows that this mechanism enables great
randomness of source ports selection behavior on A+P NAT.

Keywords—IPv6 migration; Dual-stack Lite; A+P; Port
randomization.

L INTRODUCTION

The IANA pool for global public [Pv4 address allocation is
forecasted to exhaust by mid-2011.And IPv4-only legacies are
ubiquitous crossing telecom infrastructure. Since IPv6 and
IPv4 are incompatible protocols, IPv6 could not replace IPv4
in order to solve the public IPv4 exhaustion problem
immediately. Instead, both protocols will co-exist for a long
period of time. With public IPv4 address sharing solutions,
higher utilization ratio of available public IPv4 addresses can
be achieved. These solutions can be deployed before the
majority of the Internet becomes IPv6-capable and most
communications could be done through IPv6.

A. IPv4 Address Sharing Solutions

Several solutions have been proposed in IETF to address
IPv4 address shortage while migrating to IPv6, such as
NAT444 [1], A+P [2], Dual-stack Lite [3]. Recently, IETF
reached a consensus on Dual-Stack Lite as a promising
solution. It provides the broad band service provider a scalable
and easy way to introduce IPv6 while keeping IPv4
reachability to its customers. In Dual-Stack Lite, IPv4
addresses among customers are shared using two technologies:
IP in IP (IPv4-in-IPv6) and NAT. A+P is similar to Dual-
Stack Lite, the difference is that A+P NAT locates at the
customer premises, while Dual-Stack Lite NAT locates at the
carrier network.
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Many applications require ALG to work through a NAT.
At the same time, more and more applications expect
incoming connections, such as peer-to-peer ones. Making sure
those subscriber-provided services working properly in a
Dual-stack Lite environment is important. Unfortunately,
service providers are not in the position of provisioning such
applications and ALGs. In this case, in [3], A+P is
recommended as a complementary method to Dual-stack Lite
in order to deal with the subscriber-provided services' ALG
issues, which would break some subscriber-provided services
if ALG issues are not well treated. Reserving certain ports
under the control of customers is one way to enable the
Customer Premises Equipment (CPE) A+P NAT to process
this kind of traffic. Figure 1 shows an example: Ports 5002-
5004 are reserved for A+P NAT; Incoming packet that falls
into the A+P ports range bypasses the Dual-stack Lite Carrier
Grade NAT (CGN), and directly is sent to the tunnel endpoint,
an A+P aware CPE, from the Address Family Transition
Router (AFTR). CPE then locally NAT the packet to internal
hosts, otherwise the incoming packet will traverse the AFTR's
NAT.

External IPv4 address: a.b.c.d

External A+P Port Internal Internal
Port Forwarding P port
- I
o % o [ [

Figure 1. ISP portal address & port control table

B.  Motivation and Objectives

Firstly, dynamic port assignment is used in Dual-stack Lite
mode to maximize the address sharing ratio. On the other hand,
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A+P mode allocates ports in a cookie-cutter fashion, i.e., a
range of ports are pre-allocated to each CPE. Concerns have
been raised when public IPv4 addresses are shared among a
large mount of CPE, while only a limited N number of TCP or
UDP port numbers are available per CPE in average. In fact,
pre-allocating N ports is not encouraged according to several
service providers' report: the average number of connections
per customer is the single digit, while thousands or tens of
thousands of ports could be used in a peak by any single
customer browsing a number of AJAX/Web 2.0 sites. If a
smaller number of ports per CPE ( N in the hundreds) are
allocated, it is expected that customer's applications could be
broken in a random way over time. If a large number of ports
per CPE are allocated ( N in a few thousands), the address
sharing ratio will be decreased. Furthermore, customers may
require different amount of ports, for example, enterprise
customers may expect more ports to support simultaneous
sessions; some customers have many terminals connected to
CPE which may require more ports.

Secondly, a number of "blind" attacks can be performed
against the TCP and similar protocols by identifying the
transport protocol instance, i.e., the five-tuple (Protocol, Source
Address, Destination Address, Source Port, Port). Since A+P
pre-allocates N (N<65,536, usually less than several thousands
in order to achieve a large sharing ratio more than a single
digit) ports to CPE, it is more easy to guess the five-tuple and
in turn increase the probability of successful attacks.

This paper proposes a optimized port allocation mechanism
for A+P which aims at addressing those two defects of A+P by
two efforts, 1) providing customer oriented differentiated
services for A+P to allow customer negotiate [P-addresses of
desired sharing ratios based on their requirement; 2) providing
a source port randomization algorithm to achieve better
security by preventing attacker's easy guessing the five-tuple.

C. Orgnaization

The rest of this paper is organized as follows. Section II
introduces related works; Section III presents our proposed
optimized port allocation mechanism. The simulation results
are discussed in Section IV. Finally, this paper is concluded in
Section V.

II. RELATED WORK

Several methods have been proposed for allocating A+P
parameters. In [4], DHCPv4 Options for allocating port
restricted public [Pv4 address and a range of ports are defined.
Two IPCP Options, Port Range Value Option and Port Range
Mask Option to convey one range of ports (either contiguous or
not contiguous) pertaining to a given IP address have been
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discussed in [5]. These two IPCP Configuration Options
provide a way to negotiate the Port Range to be used on the
customer Premises. The sender can use the Configure-Request
message to carry request which Port Range associated with a
given IP address is desired, or to request the peer providing the
configuration, the peer then can provide this information by
NAKing the option, and returning a valid Port Range
associated with an IP address.

Both of these methods propose A+P port allocation
mechanism and negotiation process, either by using DHCP
semantics or by PPP IPCP negotiation. Neither of them
addresses the problem described in Section .

III. OPTIMIZED A+P PORT ALLOCATION MECHANISM

Firstly, a mechanism was designed to allow service
provider provisioning the differentiated qualities of service by
allocating different sharing ratio IP-addresses to different
customer. As customer gets better service with lower sharing
ratio IP-address, the one demanding better service pays more
for the lower sharing ratio IP-address. The operator could
configure [P-addresses pools with different service levels
depends on different sharing ratios. As illustrated in Table I, it
shows an example seven service level IP-addresses pools was
configured according to seven sharing ratios. With sharing
ratios varies from 1 to 64, which means available ports for each
customer varies from 65,536 to 64, the service level decrease
from level 0 to level 6. Level 0 provides one unshared global
[P-address to customer as nowadays operator does. Each
customer could request different service level IP-address
according to their requirements on quality of service, which
depends on the sharing ratio, the lower sharing ratio, the higher
quality of service with higher price.

TABLE L. AN EXAMPLE OF SERVICE LEVEL ADDRESS POOLS
Service level address Sharing ratio Available
pools ports

Level 6 address pool 64 1024

Level 5 address pool 32 2048

Level 4 address pool 16 4096

Level 3 address pool 8 8192

Level 2 address pool 4 16384

Level 1 address pool 2 32768

Level 0 address pool 1 65,536

Secondly, to provide a way for customer to generate
random ports while guaranteeing them in customer restricted
port range, the core idea is simple: Choosing M bits to from a
customer ID bits for a set of customers which sharing the same
IP-address, and then identifying the customers in the same set
by allocating unique M bits customer ID values. Hence the M
bits customer ID could guarantee the ports inside the customer
restricted port range. With regard to each shared IP-address, as
its sharing ratio is given, the number of customer ID bits M is
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Sharingratio

decided by log)

existing Port Randomization algorithms, two parameters are
derived, customer ID pattern and customer ID value, customer
ID pattern is derived from setting the customer ID bits to 'l'
and the left bits to '0', customer ID value is derived from setting
the Customer ID bits to a unique value allocated from the
operator side and the left bits to 'l'. An example is shown in
Figure 2, a Level 6 address pool of sharing ratio 64 for a
sharing [P-address-A is selected, and then 6 bits are chosen as
Customer ID bits, which are the 3rd, 4th, 7th, 9th, 10th, 12th
bit. All the customers sharing IP-address-A  get
"0000101101001100" as customer ID pattern, and each of them
get a unique customer ID value. As shown in Figure 3, take the
customer#5 for example, for a random generated port, just take
a bitwise AND operation with customer ID pattern and then
take a bitwise OR operation with customer ID value of
customer#5, the result port would be inside the customer#5
restricted port range. Hence it's easy for customer NAT reusing
the port randomization algorithms referred in [6], it could be
done by slight modification to the existing port randomization
algorithms. Take the Algorithm 1: Simple port randomization
algorithm [6] for example, the Figure 4 shows the A+P simple
port randomization algorithm, only one line code was inserted
to the original simple port randomization algorithm.

. In order to facilitate the reuse of

For customers sharing /P-Address-A
.. customer ID bits
(o0 ( ((

‘0‘0‘0‘0‘1‘0‘1‘1‘0‘1‘0‘0‘1‘1‘O‘O‘Customerleaﬁern

customer ID value of

‘1‘1‘1‘1‘0‘1‘0‘0‘1‘0‘1‘1‘0‘0‘1‘1‘customer#1

AT To T Te o A oA Ao T I 7]y ™

customer #2

customer ID value of
customer #3

[1[1[a[1fof 1 oo 1]ofr]r[r]o]*]1]

(T A A T ) s

Figure 2. Customer ID pattern and customer ID value

To ensure the customer NAT could generate as random
ports as possible to prevent attackers, three heuristic rules to
choose M bits of Customer ID are proposed:

1) To avoid allocate a range of continuous ports to
customer, the location of M bits for the Customer ID Pattern
should not take place in the most significant bits.

2) To avoid allocating only even ports to customers with
the least significant bit '0' or only odd ports to customers with
the least significant bit '1', M bits Customer ID Pattern should
not involve the least significant bit.

3) To avoid allocating a regular range of ports to
customer, the location of M bits for the Customer ID Pattern
should not take place in the continuous bits.
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Pseudocode for Customer ID Pattern bits chosen is shown
in the Figure 5.

N I N I R A2 R I IR R IR R O

o|0|0|0|1|0|1|1]0|1]0]|0|1]1]0]0
Bitwise OR operation

*

customer ID pattern

*

o x T [ [>Tl T *]*]1]1]*
1011111101100 1111|1011
Bitwise AND operation

interim result

customer#5 ID value

-

result port inside the
* ‘ 0 ‘ 1 ‘ * ‘ * ‘customer#5 restricted
port range

* * *

1

]
|
|
|

[0

ofo

Figure 3. Calculate port inside the customer restricted port range

/* A+P Ephemeral port selection function */

num_ephemeral = max_ephemeral - min_ephemeral + 1;
next_ephemeral = min_ephemeral + (random() %
num_ephemeral);

next_ephemeral in_range = next_ephemeral ||
customer ID pattern & customer ID value
count =num_ephemeral;

do {

if(five-tuple is unique)

return next_ephemeral in range;

if (next_ephemeral == max_ephemeral) {
next_ephemeral = min_ephemeral;

} else {

next_ephemeral++;

}

count--;

} while (count > 0);

Figure 4. A+P simple port randomization algorithm

Customer could get IP-address in desired sharing ratio by
negotiating Customer ID pattern with operator, the negotiation
could be done by several ways, either by negotiating DHCPv4
Option for allocating port restricted public IPv4 address
defined in [4], or by negotiating PPP IPCP Options defined in
[5] after Softwire [7] is established and IPCP reaches the
Opened state. The negotiation process is out of scope.

Note that customers sharing the same IP address share the
same customer ID pattern; however customers with different
IP addresses, no matter if they are using the same sharing ratio,
are using different customer ID patterns which is granted by
random customer ID choosing algorithm.
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/* Heuristic algorithm for Customer ID bits chosen */

M = log2(SHARING_RATIO);

Genbits:

/*Guarantee Heuristic rule 1 and Heuristic rule 2*/
for (i=0;1<M;)

{

bits[i] = GenRandomBit();

if(bits[i] == 0 || bit[i] = =15); else i++;

¥

/*Sort array in decreasing order in order to match the
condition for rule 3*/

Sort(bits);

/*Guarantee Heuristic rule 3*/

for(i=1;1<M;)

{
if(bits[i-1] = = bits[i]+1) i++;
else break;

¥
if(i==M) goto Genbits;
return bits;

Figure 5. Customer ID choosing algorithm

IV. EVALUATION

A. TCP/UDP Source Port Considerations

Since a successful attack against the TCP or UDP requires
the attacker to have knowledge of a valid five-tuple (protocol,
source [P address, source port, destination IP address, and
destination port). The protocol, source and destination IP
addresses are obvious as they are the specific services the
attacker will be spoofing. The destination port is also obvious,
the attacking aims at well-known services, which announce
well-known ports to public. The only difficult part of guessing
this is the TCP/UDP source port, since it different for each new
TCP/UDP session. As for TCP RESET attack, the attacker
could assume the destination port of 179 for BGP, as for
Domain Name System (DNS) cache poisoning attack, it could
assume the destination port of 53 (the port number IANA has
assigned for DNS). For an attacker, additional requirement of a
correct source port would increase the difficulty of the attack
by a factor or 16. Random source ports would increasing the

numerical attack space “from 2% to 248”, hence increase the
difficulty of an attack. Unfortunately, even if random source
ports are supported by implementations, routers or gateway
devices that perform network address translation (NAT), often
rewrite source ports for tracking NAT session. When some
NAT devices modify source ports without random source port
selection algorithms, it will increase the risk of successful
attacks.
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The following section will evaluate port randomization of
A+P NAT with or without our proposed mechanism and its
impact on the DNS cache poisoning attacks.

B.  DNS Cache Poisoning Attacks

DN servers usually store results in a cache to speed further
lookups for efficiency, which makes DNS server vulnerable to
DNS cache poisoning attacks. DNS cache poisoning is a
maliciously created that provides data to a caching name server
that did not originate from authoritative DNS sources. Once a
DN server has received such non-authentic data and caches it,
it is considered poisoned. The answers from a poisoned DNS
server cannot be trusted. The clients may be redirected to
malicious web sites that will try to steal clients' identity or
infect clients' computers with malware.

DNS requests contain a 16-bit transaction IDs, used to
identify the response associated with a given request. Unless
the attacker can successfully predict the value of the transaction
IDs and return a reply first, the server won't accept the
attacker's response as valid. Even if it may be possible to guess
these transaction ID values in advance, but as long as the server
randomizes the source port of the request, the attack may
become more difficult, since the fake response must be sent to
the exactly same port that the request originated from. The
essence of the problem is that DNS resolvers don't always use
enough randomness in their transaction IDs and query source
ports. Increasing the randomness of transaction IDs and query
source ports may increase the difficulty of a successful
poisoning attack. United States Computer Emergency
Readiness Team (US-CERT)'s Vulnerability Note VU#800113
describes  deficiencies in the DNS protocol and
implementations that can facilitate cache poisoning attacks.
Most implementations do NOT randomise the port number. In
most cases, the same port number 53 was always used.

As stated above, some DNS implementations use a number
of mechanisms to protect themselves from the attacks. First of
all, queuing received request eliminates the possibility of
birthday attack. Secondly, sending the request from the random
dynamic UDP port and accepting only answers to this source
port. In consequence the probability of successful attack is
significantly decreased because the attacker has to guess two
16-bits numbers (both UDP port number and transaction ID).
Because these numbers are independent the success probability

1

would be in this case P = 2" , where N is in practice near 32
(IANA has reserved 0 through 1023 for The Well Known
Ports, not all 65,536 could be Ephemeral Port). Even if the
attacker uses a high speed connection, the probability of
success is relatively small, because the attacker is not able to

32
generate about 2™ fake answers in time when DNS is waiting
for the reply from the authoritative DNS.

Therefore, upgrading DNS server and DNS resolver to
implementations of good randomness is essential to defence
against DNS Cache Poisoning Attack. However when DNS
resolver behinds routers, firewalls, or other gateway devices
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that perform network/port address translation (NAT), if the
NAT device does not implement random ephemeral port
selection algorithms, consequently it will remove source port
randomness implemented by DNS server and stub resolvers.
Experiments have been conducted to evaluate if A+P NAT
bring deficiency of port randomness when a DNS resolver
behinds a NAT.

C. Comparison of DNS Port Randomness in Three NAT
Scenarios

There is a web-based DNS randomness test tool on the
Domain Name System Operations Analysis and Research
Centre (DNS-OARC) [8] to help user estimate if their name
servers are vulnerable to DNS Cache Poisoning Attacks. This
estimation was based on the randomness score of source port
and Transaction ID Randomness of DNS resolver. We use the
djbdns [9] which sends requests form various source ports and
only accepts answers sent to source port, and put it behind
NAT devices to test if there is potential randomness deficiency
that A+P NAT may bring in.

Three scenarios are given for comparison: In scenario A,
DNS resolver behinds a NAT implementing "simple port
randomization" algorithm recommended in [6]; in scenario B,
DNS resolver behinds a NAT implementing "A+P simple port
randomization algorithm" due to our optimized A+P port
allocation; in scenario C, DNS resolver behinds an A+P NAT
implementing "port increment by 1" algorithm. The estimation
result shows that our "A+P simple port randomization
algorithm" inherits greater randomness than the algorithml
recommended in [6]. As shown in Figure 6 and Figure 7, both
of them are evaluated as GREAT source port randomness. On
the contrary, the traditional A+P NAT "Increment by 1
algorithm" removed source port randomness implemented by
the tested DNS server, and is evaluated as POOR source port
randomness as shown in Figure 8.

part 30000

l N EAT 10000 : )
5 0 15 20 25
sample

Figure 6. Evaluation DNS randomness in Scenario A

' EAT
5 10 15 20
sample
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Figure 7. Evaluation DNS randomness in Scenario B

Figure 8. Evaluation DNS randomness in Scenario C

The scatter diagram of 25 sampled ports of scenario A,
scenario B and scenario C are shown in Figure 9-11
respectively. The source ports generated by "Simple port
randomization NAT" and "A+P simple port randomization
NAT" are well distributed, varies from lower bound to upper
bound; while "A+P port increment by 1 NAT" generates
sequential ports in a very limited range from 30900 to 30925.

Simple port randomization NAT

sample

Figure 9. Sampled ports from DNS randomness test in Scenario A

A+P Simple port randomization NAT

0 5 10 15 20 25

Figure 10. Sampled ports from DNS randomness test in Scenario B
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*® 5000 - —
S 30915 Teet
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sample Figure 13. STDDEV Comparison of 500 ports
Figure 11. Sampled ports from DNS randomness test in Scenario C 25000
20000 O Simple port randomization NAT
E 15000 || |m= A+P Simple port randomization
E 10000 1 || | NAT
Furthermore, more ports are sampled and Standard 5000 | | | |9A+P portincrement by 1 NAT
Deviation (STDDEV) is used as a measure of randomness as ol
indicated in [8]. The port randomness in scenario A-C are 1 2 3 4 s 6
tested. Table II shows the relationship of Port Randomness
Score and STDDEV range. In each experiment, the same
numbers of ports were sampled for scenario A-C, and the Figure 14. STDDEV Comparison of 1000 ports
samplings repeat six times. Figure 12-15 shows the STDDEV
comparison of the three scenarios when 100, 500, 1000, 5000
ports were sampled respectively, From these four figures, we
can see that "Simple port randomization NAT" and "A+P 25000
. . . " O Simple port randomization NAT]
simple port randomization NAT" almost have the same good . 20000
performance on STEDEV, while "A+P port Increment by 1 & 15000 7 | | = A+P simple port randomization
" £ 10000 - —{ | NaT
NAT" is far underperformance. ® .
O A+P port increment by 1 NAT
5000 - —
0 4
TABLE II. PORT RANDOMNESS SCORE 1 2 3 4 5 6
Port Randomness Score STDDEYV Range
Figure 15. STDDEV Comparison of 2000 ports
GREAT 3980 - 20,000+
GOOD 296 - 3980
POOR 0-296 V. CONCLUSION
This work introduces an optimized port allocation
mechanism for A+P enhancement which has two key features:
1) it provides customer oriented differentiated services by
25000 allowing customer negotiates IP-addresses of desired sharing
20000 & Simple porl randomization NAT ratios based on their requirement; 2) it supports port
2 15000 randomization. The test result shows that, without our
2 10000 | = 4P simple port randomizalion mechanism, "A+P port incremental by 1 NAT" brings
® 00 ] 0 A+P port increment by 1 NAT randomness deficiency to DNS server and consequently makes
0l DNS server vulnerable to DNS poisoning attacks, while our
1 2 3 4 5 6 "A+P simple port randomization NAT" has as great
randomness as " simple port randomization NAT " which

Figure 12. STDDEV Comparison of 100 ports
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doesn't bring randomness deficiency to DNS server. Hence this
work mitigates A+P's two major defects coming along with
allocating ports in cookie-cutter fashion.
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Abstract—Cooperative communication is a new and emerg-
ing wireless communication that exploits spatial diversity to
improve wireless channel capacity. Cooperative medium access
control (CoopMAC) protocol is a MAC protocol that involves
an intermediate relay between a transmitter and a receiver
in the cooperative network. In this paper, we identify various
attacks against CoopMAC and analyze security vulnerabilities
in CoopMAC. From our analytical results, it can be induced
that there is a need for an efficient authentication procedure
which provides reliability and security for normal CoopMAC
communication. To our knowledge, this is the first comprehen-
sive case study of security vulnerabilities caused by possible
security attacks in CoopMAC. Our results can be used to
design an efficient and secure communication mechanism for
cooperative networks.

Keywords-CoopMAC; cooperative communication; security
vulnerability; authentication

I. INTRODUCTION

Cooperative communication is indispensable for making
ubiquitous communication connectivity a reality. Coopera-
tive communication is an innovative wireless communication
mechanism that takes advantages of the open broadcast
nature of the wireless communication channel and the spatial
diversity to improve channel capacity, robustness, reliability,
delay, and coverage. In the cooperative communication net-
work, when the source node transmits data packet to the
destination node, some nodes that are close to source node
and destination node can serve as relay nodes by forwarding
replicas of the source’s data packet. Among the forwarding
methods employed by the relay nodes, amplify-and-forward
(AF), decode-and-forward (DF), and compress-and-forward
(CF) are the most common methods. The destination node
receives multiple data packet from the source node and
the relay nodes and then combines them to improve the
communication quality [1][2].

A MAC protocol called CoopMAC is designed to improve
the performance of the IEEE 802.11 MAC protocol [3] with
minimal modification. It is able to increase the transmission
throughput and reduce the average data delay. It also utilizes
the multiple transmission rate capability of IEEE 802.11b,
1 to 11Mbps, and allows the source node far away from the
access point (AP) to transmit at a higher data rate by using
a relay node [4][5].

Although cooperative communication has recently gained
momentum in the research community, there has been a
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great deal of concern about cooperative communication
mechanism and its security issues. There have been several
previous related works regarding communication techniques
and security issues for cooperative network. The work in
[1][2] described wireless cooperative communication and
presented several signaling schemes for cooperative com-
munication. In [4][5], a new MAC protocol for the 802.11
wireless local area network (WLAN), namely CoopMAC,
was proposed and its performance was also analyzed. The
potential security issues that may arise in a CoopMAC were
studied in [6], and various security issues introduced by
cooperating in Synergy MAC were also addressed in [7].
The [8] suggested cross-layer malicious relay tracing method
to detect signal garbling and to counter attack of signal
garbling by compromised relay nodes, while the [9] pre-
sented the distributed trust-assisted cooperative transmission
mechanism handle relays’ misbehavior as well as channel
estimation errors. Also, a performance of cooperative com-
munication in the presence of a semi-malicious relay which
does not adhere to strategies of cooperation at all time
was analyzed in [10], and a statistical detection scheme to
mitigate malicious relay behavior in DF cooperative environ-
ment was developed [11]. The examination of the physical
consequences of a malicious user which exhibits cooperative
behavior in a stochastic process was discussed in [12].
The [13] described a security framework for leveraging the
security in cognitive radio cooperative networks. However,
most of the works on cooperative communication is focused
on efficient and reliable transmission schemes using the
relay and identification of general security issues caused
by the malicious relay node. No work has been done on
the analysis of denial of service (DoS) vulnerability caused
by an attacked relay node in cooperative communication
environments.

In this paper, a cast study of DoS attack in CoopMAC is
presented for the first time. Security vulnerabilities at each
protocol stage while attacking a cooperative communication,
namely between a source node and a relay node, between
a relay node and a destination node, and between a source
node and a destination node, is analyzed and compared. This
study differs from previous works in that it concentrates
on one significant aspect of security vulnerability in the
CoopMAC, namely DoS vulnerability of CoopMAC caused
by the Dos attack of attacker node. This is believed to be the

80



ICNS 2011 : The Seventh International Conference on Networking and Services

S R D S D S R D
RTS RTS RTS
RTS RTS RTS
HTS HTS HTS HTS HTS HTS
< ® > R ——Y—-— *« >
CTS CTS CTS
< o « L o
Data Data Data
o > Datal @ > o >
‘ »|
ACK ACK ACK

(a) Cooperative Tx via R

Figure 1.

first comprehensive analysis and comparison of the security
vulnerability from possible DoS attack in CoopMAC. The
analytical results can be used to design an efficient and
secure communication mechanism for cooperative commu-
nication security.

The remainder of this paper is organized as follows. In
section II, we describe the characteristics of CoopMAC.
Next, in section III, we identify some possible security
attacks against CoopMAC and then analyze the security
vulnerabilities at each protocol stage of CoopMAC. Finally,
in section IV, we review our conclusions and detail plans
for future work.

II. OVERVIEW OF COOPMAC PROTOCOL

CoopMAC is a MAC protocol based on the IEEE 802.11.
It employs request-to-send (RTS) and clear-to-send (CTS)
control packet to establish communication, which are over-
heard by other nodes besides the source node and the
destination node. The CoopMAC is totally compatible with
the legacy 802.11 protocol. It shows a communication
throughput increase and also reduces the transmission delay
experienced each data packet [4][5].

The exchange of control packets for CoopMAC is shown
in Fig. 1. First, source node S senses the communication
channel condition, busy or idle. If the channel is idle, source
node S sends the RTS packet, reserving the channel for
network allocation vector (NAV) duration. If not, source
node S should wait the channel is idle and then send the
RTS packet. When the relay node R receives the RTS packet
and decodes it successfully, it responds with a helper ready-
to-send (HTS) packet to the source S and the destination
node D. After receiving the RTS packet followed by HTS
packet, destination node D sends CTS packet to reserve the
channel for cooperative communication via the relay node
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(b) Directive Tx by D’s HTS receiving failure

(c) Directive Tx by S’s HTS receiving failure

Control packet exchange in CoopMAC protocol

R. Even if destination node D does not receive the HTS
from the relay node R, it sends the CTS packet to the source
node S. But in this case, it reserves the channel for direct
transmission between the source node .S and the destination
node D (Fig. 1(b)).

Once source node S receives the HTS packet from the
relay node R and the CTS packet from the destination
node D respectively, the cooperative transmission between
source node S and destination node D via the relay node
R starts (Fig. 1(a)). That is, source node S sends the data
packet to relay node R and relay node R then forwards
the packet received from source node S to destination node
D. On the other hand, if source node S has not received
the HTS packet from relay node R before the CTS packet
is received from destination node D, it transmits the data
packet directly to destination node D (Fig. 1(c)). After
destination node D successfully receives the data packet
from source node S, it sends an acknowledgment (ACK)
packet to source node S. Otherwise, destination node D
sends a negative acknowledgment (NACK), notifying source
node S of the failure of transmission. In addition, if source
node S receives no response from destination node D within
a specific timeout period, it will also notice the failure
of transmission to destination node D. For more complete
details of CoopMAC protocol, please refers to [3][4].

III. SECURITY VULNERABILITIES IN COOPMAC

Due to broadcast nature of the wireless channel and
cooperative nature, cooperative communication suffers from
various attacks.

For example, in Fig. 2, if source node S want to transmit
data packet to destination node D using the relay node
R, it first sends out the RTS, and the relay node R then
reply with a HTS to source node S and destination node
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Figure 2. Example of DoS attack by neighboring node in CoopMAC

D. After receiving the RTS and the HTS, the destination
node D finally sends a CTS to source node S. However,
let’s assume attacker node A is much closer to source node
S than destination node D or it is between the source node
S and the destination node D. In this case, attacker node
A disguises itself as destination node D and responds with
a CTS to source node S. There is no countermeasure to
avoid this attack. That is, currently there is no suitable
countermeasure mechanism to prevent a reply attack in
the physical connection and authentication mechanism to
authenticate destination node D. Therefore, an arbitrary
attacker can respond with a CTS to neighboring nodes
and thus it results in disruption of the normal cooperative
transmission between nodes.

The goal of the attacker node is to obstruct the commu-
nication between source node and destination node. These
attacker nodes would exploit the weakness in cooperation
procedures, especially in the control packet exchange, and
disguise themselves as legitimate relays. We will introduce
some cases of attacks according to the control packet of
CoopMAC next.

A. Attack on RTS Control Packet

In the CoopMAC as shown in Fig. 3(a), attacker node
A sends the faked RTS to relay node R and destination
node D, and then waits for the HTS from relay node R as
well as CTS from destination node D. After the attacker
node A receives the HTS and the CTS, it sends a fake data
to the relay node R. Consequently, this attack results in a
transmission disturbance in the RTS and the data packet from
source node S. Accordingly, source node S can not start data
transmission to relay node R.

On the other hand, as shown in Fig. 3(b), attacker node A
intentionally sends the faked RTS to only destination node
D. The legal RTS from source node S can be rejected
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by destination node D due to an illegal previous RTS
received from attacker node A. Hence, CTS is sent from the
destination node D to attacker node A, which causes source
node S to continuously wait for the CTS from destination
node D. As a result, normal cooperative communication
between source node S and destination node D can not be
guaranteed.

B. Attack on HTS Control Packet

As shown in Fig. 4(a), the faked HTS is sent from attacker
node A to source node S and destination node D. Accord-
ingly, the legal HTS from relay node R is denied by source
node A and destination node D. Then, destination node D
sends CTS to source node A. After receiving the faked HTS
and CTS, source node S starts data transmission to attacker
node A, but relay node R. Due to this false transmission
to the attacker node A, cooperative communication between
source node S and destination node D via relay node R is
not established.

The potential security vulnerability from faked HTS in the
CoopMAC is also shown in Fig. 4(b). In the case of sending
faked HTS to only destination node D, since the destination
node is typically not come to know of this, although the
legal HTS is sent from the relay node R to destination node
D, it is denied by destination node D. Then, the destination
node D sends a CTS to source node S in order to notify
that it successfully receives the control packet. This also
means that attacker node A is an intended legitimate relay
node forwarding data packet. Therefore, if relay node R
receives the data packet from source node S, it doesn’t
forward data packet to the destination node D, but forwards
it the attacker node A. Finally, the attacker node A denies
cooperative communication service to the source node S by
simply dropping the data packet it receives. It also spoofs
an ACK, causing the source node S to wrongly conclude a
successful transmission.

C. Attack on CTS Control Packet

Fig. 5 shows a security vulnerability which caused by the
faked CTS from attacker node A. In this case, the attacker
node A sends a faked CTS to the source node S, informing
the source node S that it is an intended recipient of future
data packet. And, since the authentication is not applied
to CTS packet, the legal CTS from destination D can be
rejected by source node S due to a previous illegal CTS from
attacker node A. Just after receiving the CTS from attacker
node A, source node S transmits data packet to relay node
R. Subsequently, the relay node R receives the data packet
and then forwards received data packet to attacker node A.
The attacker node A may try to deny communication service
to the source by deliberately not forwarding data packet
received from the relay node R. Consequently, cooperative
communication between source node S and destination node
D is not established.
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IV. CONCLUSION AND FUTURE WORKS

Security is a principal issue that must be resolved in order
for the potential of cooperative communication networks
to be fully exploited. However, security issues related to
the design of cooperative network have largely not been
considered.

CoopMAC is one such extension to the MAC sublayer.
It was proposed to take advantage of cooperation, while
remaining backward compatible with legacy IEEE 802.11.
This paper presented the first case study of DoS attack in the
CoopMAC. It also analyzed security vulnerabilities at each
protocol stage while attacking a control packet exchanged
among nodes. This work is the first comprehensive analysis
of security vulnerability caused by DoS attack in CoopMAC.
It can be significant in the use of designs of efficient
authentication mechanism for secure CoopMAC. Moreover,
our analytical results can be applied not only to cooperative
network security, but also wireless sensor network (WSN)
security design in general.

In the future, the authors will attempt to design and im-
plement power-efficient authentication mechanism suitable
for cooperative network. The plan is then to examine the
effect that the proposed authentication mechanism has on the
performance and efficiency of the cooperative transmission.
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Abstract—during the long IPv6 transition phase, multiple
transition approaches may co-exist in the same network to enable
v4-to-v4 communication and v6-to-v4 communication over IPv6
access. In this paper, we present our integrated platform with
different transition solutions, such as AplusP, Dual-stack Lite
and NAT64/DNS64, and analyze application behaviors and
potential issues that may impact on the deployments. Particularly,
results of application tests indicate that dual-stack application
may break either because application layer is IP version
dependent or because application has difficulties with NAT64
traversal if only NAT64/DNS64 is deployed; but same dual-stack
application may work well in a Dual-stack Lite and
NAT64/DNS64 mixing environment.

Keywords—IPv6 migration; Dual-stack Lite; NAT64/DNS64;
AplusP.

L INTRODUCTION

The TANA pool for global public IPv4 address allocation is
forecasted to exhaust by mid-2011. Yet [Pv4-only legacies are
ubiquitous crossing telecom infrastructure. As IPv6 and IPv4
are incompatible protocols, IPv6 could not replace IPv4 in
order to solve the public IPv4 exhaustion problem immediately.
Instead, both protocols will co-exist for a long period of time.
The common thinking for more than 10 years has been that the
transition to IPv6 will be based solely on the dual stack model
until IPv6 takes over IPv4 before we ran out of IPv4. However,
this has not happened. The IANA free pool of [Pv4 addresses
will be depleted soon, well before sufficient IPv6 deployment
will exist. As a result, many IPv4 services have to continue to
be provided even under severely limited address space. As a
result, saving [Pv4 address is one of concerns for IPv6
transition solutions. Dual-stack Lite [1], AplusP [2] and
NAT64/DNS64 [3], described in this section, are transition
approaches that address IPv6 introduction as well as IPv4
address sharing.

A. IPv6 transition Solutions

¢ Dual-stack Lite

The Dual-stack Lite technology [1] is intended for
maintaining connectivity to legacy IPv4 devices and networks
when service provider networks make a transition to IPv6-only
deployments after the exhaustion of the IPv4 address space.
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Dual-stack Lite enables a broadband service provider to
share IPv4 addresses among customers while migrating to IPv6
by combining two well-known technologies: IP in IP tunnel
and NAT. The principle is simple, 1) moving the current NAT
performed on the Home Gateway (HGW) to Carrier Grade
NAT; 2) IPv4 traffic are transported over IPv6 access network
by IPv4-in-IPv6 softwires, an IP in IP tunnel defined in
RFC5571[4]. Dual-stack Lite specification introduces two new
terms: the DS-lite Basic Bridging Broad Band element (B4)
and the DS-lite Address Family Transition Router element
(AFTR). A B4 element is a function implemented on a dual-
stack capable node, either a HGW or a directly connected
device that creates a tunnel to an AFTR. An AFTR element is
the combination of an IPv4-in-IPv6 tunnel end-point and an
IPv4-1Pv4 NAT implemented on the same node.

As illustrated in Figure 1, each HGW has only IPv6 access,
yet many customers are still configured with RFC1918 [5]
private addresses. Therefore the traffic generated by terminals
is tunneled by the B4 element to the AFTR via an [Pv4-in-IPv6
softwire, where B4 element is acting as Softwire Initiator (SI)
and the AFTR is acting as Softwire Concentrator (SC). After
de-capsulation, the AFTR then translate RFC1918 private
addresses realm to public IPv4 address realm. Per subscribers
tunnel endpoints ID are identified by AFTR to distinguish
RFC1918 private address space per subscriber.

[~ Function:
<J Pvd4 in IPv6 tunneling
Private IPv4

o
o

B4

AFTR

Function:
Carrier Grade NAT
IPv4 in IPv6 tunneling

Function:
IPv4 in IPv6 tunneling

Figure 1. Dual Stack-Lite

*  AplusP

The principle in AplusP [2] is straightforward; 16 bits
stolen from TCP/UDP port field are attached to the IPv4
address to identify different customers that sharing the same
public IP address. Hence, multiple HGW share a common
global IPv4 address, but with separate, non-overlapping, port
ranges. Each HGW can use the address as if it were its own
public address, except that only a limited port range is available
to be used. An IPv6 address derived from a pre-assigned public
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IPv4 address plus a specified range of ports are allocated to
each HGW; as a result, Port Range Router (PRR) can route
incoming traffic to destination HGW according to a destination
IPv6 address generated from destination IPv4 address and port
fields of the IPv4 packet header.

As demonstrated in Figure 2, AplusP uses the same two
technologies as DS-lite: IP in IP tunnel and NAT, but in
different ways. First, the NAT is performed on the HGW rather
than on Carrier Grade and the HGW NAT should ONLY use
the restricted source port range. Second, although IPv4 traffic
are also transported over IPv6 access network by IPv4-in-IPv6
tunnels as the DS-lite does, the AplusP HWG should pre-
assigned an IPv6 address that is derived from a pre-assigned
public IPv4 address plus a specified port range so that Port
Range Router can route incoming traffic to proper HGW
according to a destination IPv4 address and port.

Function:
Port restricted NAT
v4 in IPv6 tunneling

:

S

Private IPv4

Public IPV4 =

Network

plusP HGW

Function:

Port restricted NAT
IPv4 in IPv6 tunneling

Figure 2. AplusP

*  NAT64/DNS64

It has been reached a consensus that both networks coexist
until IPv6 takes over IPv4. However, IPv6 growth has been
much slower than anticipated. Therefore, IPv6-only
deployments face a challenge of communicating with the
predominantly [Pv4-only rest of the world. Likewise, a similar
problem is encountered when legacy [Pv4-only devices need to
reach the IPv6 Internet. One initial proposal was NAT-PT
RFC2766 [6]. However, it has been declared obsolete in
RFC4966 [7] due to its various issues. Still, to address this
challenge, [Pv4/IPv6 translation continued to be a major focus
of interest at IETF. Recently, IETF BEHAVE working group
has been working on IPv4/IPv6 translation solution and has
resulted in several draft documents. The general framework for
IPv4/IPv6 translation is described in [8], which also explains
the background of the problem and some use cases.
NAT64/DNS64 [3], describes a stateful IPv6-to-IPv4 NAT
translation which allows IPv6-only clients to talk to IPv4
servers using unicast UDP, TCP, or ICMP. The public IPv4
address can be shared among several IPv6-only clients. Used
in conjunction with DNS64, which is a mechanism for
synthesizing AAAA resource records (RR) from A RR and
NAT64’s prefix, NAT64 requires no changes in the IPv6 client
or the IPv4 server.

The Figure 3 illustrates NAT64/DNS64 principle and a
home network use case of NAT64/DNS64. When a host e.g.,
Host-1 in IPv6 network wants to talk to a host e.g., Host-2 in
IPv4 network, NAT64 together with DNS64, which works as
DNS proxy and derive AAAA RR from A RR, translate [Pv6
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TCP, UDP and ICMP to IPv4. DNS64 can be either standalone
device or embedded within NAT64. Dotted line describes a use
scenario, where [Pv6-only terminals in a home network need to
contact with IPv4 peer. In this scenario, no changes are
required on HWG and only IPv6 Router Advertisement (RA)
or DHCPv6 are expected to offer automatically configuration
for IPv6 devices.

Fuction :
synthesizing AAAA RR from A RR

Host2 |Pv4 Network

- W 'G Fuction :

\\\IPVG-OT‘JY fermingi T Function: IPv6-to-IPv4 NAT, handling TCP,UDP
“="w_--~>==="" IPv6 Route Advertisement | and ICMP

Or, DHCPv6

(" Home Network P«

Figure 3. NAT64/DNS64 and a use case

IETF Softwire working group has submit Dual-stack Lite
[1] to the IESG, which is responsible for technical management
of IETF activities and the Internet standards process, to make it
be considered as a Proposed Standard. While NAT64/DNS64
[31] has been approved by IESG and been sent to RFC Ed
Queue. Recently, many vendors have claimed that Dual-stack
Lite and NAT64/DNS64 approaches have been included in
their product roadmap; for example: Cisco's Carrier-Grade
IPv6 (CGv6) Solution and HUAWEI's Carrier-grade NAT
(CGN) Solution.

B.  Motivation and Objectives

IPv4 address sharing is an important mechanism during
transition phase. Application behaviors in terms of port
consumption not only impact the deployment factor (i.e., port
range size) for AplusP solution but also play an important role
in determining the port usage per customer on AFTR for Dual-
Stack Lite. During our study, a concern that NAT64 may break
existing popular applications has been arising. Hence, it is of
interest to test application's NAT64 compatibility. In addition,
since solutions addressing different use cases which may co-
exist in the same subscribers' network, it is essential for
network providers to understand potential issues and how
applications cope with multiple transition solutions. Therefore,
we have implemented three transition solutions in an integrated
platform on which application behaviors were tested.

C. Orgnaization

The rest of this paper is organized as follow. Section II
introduces related works; Section III presents our platform in
which three transition solutions are implemented and
integrated. The test results are discussed in Section IV. Finally,
this paper is concluded in Section V.

II.  RELATED WORK

A. Opensource AFTR Implementation

Internet Systems consortium (ISC)'s AFTR [9] which is
available for free download under the terms of the ISC License
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(a BSD style license), implements a Dual-Stack Lite AFTR as
described in [1].

A Dual-Stack Lite deployment includes at least one AFTR
in the ISP’s network core, and one B4, which is the IPv4
default router for all hosts behind it and customer-side tunnel
initiator. For testing and demonstration purposes, despite that
B4 functionality can also be built into general-purpose
computers (e.g., in FreeBSD or Linux), ISC's AFTR has used a
Linksys WRT54GL running OpenWrt [10], an embedded
Linux distribution for home gateways, and released a WRT54G
prebuilt images which is prebuilt with functionalities that make
a B4 set up an IPv4-in-IPv6 tunnel with AFTR.

As Dual-stack Lite is under the standardization process in
the softwire working group of the IETF and there may be
changes to the specification before it is finalized as an RFC,
ISC AFTR have been actively tracking the current
specification. As such, ISC AFTR considers itself as a work in
progress, for testing and experimentation only. It is an open
source implementation meant to promote the development of
open standards for IPv4-to-IPv6 transition technology.

B.  Open source NAT64/DNS64 Implementation

Be funded by the NLnet Foundation and Viagénie, Ecdysis
[11], has developed an open-source implementation of a
NAT64 gateway to run on open-source operating systems such
as Linux and BSD. The gateway is comprised of two separated
modules: the DNS ALG and the IP translator. The DNS ALG
is implemented in two DNS open-source server: Unbound and
Bind. The IP translator is implemented in Linux as kernel
module using Netfilter facilities and in openBSD as a
modification of Packet Filter (PF).

C. AplusP Implementation

We had implemented both Aplusp HGW and Port Range
Router (PRR) on a Linux platform [12].

For Aplusp HGW, using Netfilter framework, the IPv4 port
restricted NAT operation performed by CPE was implemented
by simply setting rules through iptables tool on Linux. After
the NAT operation on the CPE, the NATed IPv4 packets were
sent to a TUN interface which represented as a virtual network
interface in Linux and enabled with IPv4-in-IPv6
encapsulation/decapsulation functions developed by us.

PRR, located in the interconnection point of the IPv6
network and IPv4 network, is implemented with two main
functions: 1) IPv4-in-IPv6 encapsulation/decapsulation; 2)
destination port based routing function, which is for the IPv4
traffic originated from the IPv4 Internet and destined to the
shared IPv4 address realm of the operator. Likewise, TUN
driver is also used in PRR to achieve function 1). Function 2) is
realized by pre-assigning an IPv6 prefix that maps from IPv4
address and port range to each CPE, and generating IPv6
destination address according to IPv4 destination address and
port. To facilitate test and experiment on AplusP solution,
recently, we are considering release this AplusP
implementation under open source license.

III. TPV6 TRANSITION SOLUTION IMPLEMENTATION

A.  Overview of Implementation

Based on the related work stated in previous section, first,
we integrated all of these three IPv6 transition solutions:
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AplusP, Dual-stack Lite and NAT64 into a realistic ADSL
access environment, which consists of HGW, DSLAM, PPPoE
server and DHCPv6 server. As illustrated in Figure 4, we
customized two types of HGWs, running OpenWrt, on Linksys
WRT54GL: a) AplusP enabled home gateway has been
uploaded with our AplusP HGW functions and configured with
PPPoE client and DHCPv6 client; b) Dual-stack Lite/NAT64
enabled home gateway, providing both Dual-stack Lite and
NAT64 solution for the same subscriber, has been configured
with IPv4-in-IPv6 tunneling, PPPoE client and DHCPv6 client
for Dual-stack Lite; and IPv6 Route Advertisement (RA) for
NAT64. The IPv6 provisioning to HGWs is via IPv6 over
PPPoE provided by a PPPoE server, where a DHCPv6 server is
co-located.

AplusP

[Function:

IPort restricted NAT Port Range Routing
[Pv4 in IPv6 tunneling IPv4 in IPv6 tunneling

AFTR 1Pv4
[ % 3 g nterne
Function:

“.__ Carrier Grade NAT
“1Pv4 in IPv6 tunneling

DS-Lite
Function: P R
IPv4 in IPV6 tunnelings @2/ (S22 NAT64/DNS64~

NAT64 Function: \\{’Jii’\\;g\\/
Function: ) IPv6-to-IPv4 NAT ", Internet

DNS proxy -

DSLA

)

Figure 4. IPvo6 transition solutions mock up

Currently, we only have IPv4 Internet access and in future
we will also have access to the IPv6 Internet which is
illustrated by dotted line in Figure 4.

Because new DHCPv6 options for AplusP and Dual-Stack
Lite have not been standardized yet, we used user defined
options for mockup purpose. The DHCPv6 server was
configured to convey different set of DHCPv6 options, some of
which are user defined, to AplusP HGW and Dual-stack
Lite/NAT64 HGW separately. The user defined DHCPv6
options are shown in Figure 5.

#AplusP DHCPv6 options

option dhcp6.gateway code 54 = ip6-address;
option dhcp6.ipv4 code 55 = ip-address;

option dhcp6.port code 56 = unsigned integer 16;
option dhcp6.range code 57 = unsigned integer 16;

#Dual-Stack Lite DHCPv6 options

option dhcp6.softwire code 58 = ip6-address;
option dhcp6.name-servers code 59 = ip6-address;
option dhcp6.pubadd code 91 = ip6-address;
option dhcp6.radvd code 92 = ip6-address;

option dhcp6.defgateway code 90 = ip6-address;

Figure 5. DHCPv6 options for AplusP and Dual-Stack Lite

B. Service Probe in AplusP

Besides PRR, AFTR and NAT64/DNS64, we also
developed and deployed a Service Probe in our IPv6 network,
which use IPv6 TCP socket to ask AplusP HGW for NAT
session usage, and store AplusP NAT statistics in a Mysql
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database to further analyze application behaviors in terms of
port and session consumptions. The detailed test results and
analysis are presented in the next section.

IPv6 socket Client-l——— IPv6 socket server

ity

? Service

Pv6 socket Client-2
AplusP-
HGW-2

Figure 6. Service Probe and AplusP HGW

To implement service probe, we have configured
conntrack-tools [13], which is the module that provides stateful
packet inspection for iptables, on the AplusP HGW to collect
statistics of the iptables NAT usage. All the statistics of AplusP
HGW NAT are then sent via IPv6 socket to Service Probe
which is responsible for further storage and analysis of
application behaviors, more specifically, TCP/UDP ports and
sessions consumption during communication. Service Probe
socket is designed by I/O multiplexing approach so that it can
monitor multiple AplusP HGWs at the same time, e.g., in our
test bed there are two HGW as shown in the Figure 6.
Database design on Service Probe is simple and shown in
Figure 7 and Figure 8. The first table in the Mysql database
stores key information of all NAT sessions, received from
AplusP HGW, including (si, sp, di, dp, protocol, msi, msp, sla,
ela, status, pr) where the end time which is N/A until the
session is expired, and the status of the session which is either
active when the session is valid or history when the session is
expired. By scanning the first table, for per internal host, a
second table is instanced to keep tracking and storing port
numbers and session numbers that this internal client is using in
an every second basis.

si source address

sp source port

di destination address

dp destination port
proto the protocol

msi mapped source address
msp mapped source port

sla the start time of a session

ela the end time of a session
status either active or history session

pr port rage

Figure 7. Fields description of Service Probe's first table

ip IP address of a client
pn The port number of a client used
sn The session number of a client used
ttime The current time
pr Port range
Figure 8. Fields description of Service Probe's second table
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C. Dual-stack Lite and NAT64 implementation

Introducing NAT64 may bring impacts, for instance some
applications may break due to incompatible with NAT64. Yet
with both Dual-stack Lite and NAT64 enabled network, it was
not clear that how application may behave in the multiple
transition solution enabled network. For example, we were not
certain whether apps choose IPv6 over IPv4 or if they choose
both. Therefore we have tested apps' compatibility with NAT64
as well as apps' compatibility with two transition solution
enabled network. Furthermore, we have observed apps'
behaviors in terms of IP preference, more specifically, how
applications, in a both Dual-stack Lite and NAT64 enabled
subscriber network, deal with AAAA and A DNS record and
which IP version protocol (IPv4 or IPv6) is preferred to initiate
communication. To do so, a Dnsmasq (a DNS forwarder),
whose upstream DNS server is configured with DNS64, was
installed in the B4 element as shown in Figure 9. DNS64
returns both AAAA and A RRs to Dnsmasq which in turn
forwards the responses to the host behind B4. Since we do not
have native IPv6 access yet, AAAA RRs returned by DNS64
are generated from A RRs and NAT64’s prefix instead of
native AAAA RRs.

5

S
Dual stack
S
IPv6 only

Figure 9. Dual-Stack and NAT64

IV. TEST RESULTS AND ANALYSIS

A.  Application behaviors in interms of port/session
consumptions

We tested popular applications, such as news website,
video website, skype, BitTorrent and GoogleEarth, to
investigate how many ports and sessions they are costing on
the NAT mapping table dynamically from the first NAT
bindings being established to the last one being destroyed. All
the figures in this sub-section are derived from the Mysql
database described in sub-section B of the previous section.

As illustrated in Figure 10, when open a news website (e.g.,
[15]) that often contains a number of images and flashes, it
takes up to four minutes from the first NAT binding being
established to the last one being destroyed. During the four
minutes new NAT bindings are established while the old ones
are expiring. For IE, the port consumption dramatically rose
and reached the peak of 20 ports at the 18th seconds and then
decreased gradually to zero at the 200th seconds. While for
firefox, after opened a dozen of ports at the beginning, it then
gradually increased to 25 until the 120th second, and finally
dropped gradually to zero until the 240th second. It is evident
that even if visit the same website, port consumption varies
from web browser to web browser.
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port consumption curve-
http://news.sina.com.cn
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é‘zo 1 [ N
H 15 / \ \/_‘/ \—| —— firefox
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1 21 41 61 81 101 121 141 161 181 201 221 241
(every second)

Figure 10. Comparision of port consumption between firefox and IE

Figure 11 shows same evidence that firefox consumes more
ports than IE when open a video website which cost up to 80
ports during browsing its main page.

port consumption trend -
http://www.youku.com
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(every second)

Figure 11. Sampled ports from DNS randomness test in Scenario B

Port consumption comparison among different applications,
including BitTorrent, Google Earth, skype and using firefox to
visit news website and video website, is demonstrated in the
Figure 12. BitTorrent has constantly occupied hundreds of
ports while downloading and dominated in the port
consumption. Firefox has consumed dozens of ports for about
two minutes and ranked second after BitTorrent, while others
merely cost less than 25 ports during a whole communication
process for each.

The session consumption comparison among the same set
of applications are also illustrated in Figure 13. Unlike other
apps which consume similar amount of sessions as ports,
BitTorrent established five hundreds of sessions even though
the port consumption was relatively low (under a hundred) in
the first minute of the communication, because when
BitTorrent initiates a downloading it first uses the same source
port to connect to the different destinations (destination IP and
port) therefore one source port multiplexing different sessions.
Besides, Skype is another example that uses one source port to
multiplex different sessions thereby saving source port
consumptions on NAT.

Copyright (c) IARIA, 2011.  ISBN: 978-1-61208-133-5

port consumption comparison
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Figure 12. Port consumption comparison among different apps
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Figure 13. Session consumption comparison among different apps

Furthermore, we have tested and compared mobile apps and
PC apps. The test results shown in Figure 14 and Figure 15
indicates that even the same app, either web-browser chrome or
Google Earth, the mobile release - Android chrome and
Android Google Earth consumed fewer ports than the PC
release — Windows chrome and Windows Google Earth
respectively.

port consumption comparison between mobile
browser and windows browser
- http://Inews.sina.com.cn

60
5 50
Bl M
a 30 r /') “Xk ‘ ndroid-chrome
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a ]
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1 35 69 103 137 171 205 239 273 307 341
(second)

Figure 14. Comparison between mobile and Windows broswer
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port consumption comparison between mobile
Google Earth and winidows Google Earth
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Figure 15. Comparison between mobile and Windows GoogleEarth

B.  Application compatibility with NAT64
Tested Apps

Compatible | Non-compatible

Firefox (Non-vedio) v3.6.12 |

video website N

IE (Non-vedio) v6.0

Skype v5.0

Google Earth v5.2.1

Live Messenger 2009 N
QQ 2010 V
\/
\/

uTorrent v2.2

BitComet v1.23

Figure 16. Apps compatibility with NAT64

Test results of apps' compatibility with NAT64 are listed in
the Figure 16. Vesting video website, Live Messenger, QQ,
uTorrent and BitComet break in a NAT64 only network, while
firefox, IE, Skype and Google Earth work well with NAT64.

C. Application compatibility with NAT64 and Dual-stack
Lite mixing network

Besides investigation on NAT64 solution, we have tested if
the both Dual-stack Lite and NAT64 enabled network has
influence on apps. In Figure 17, the test results show that all of
them work well without configuration change, manual restart
or other human interference.
Tested Apps

Compatible

Firefox (Non-vedio) v3.6.12

video website

IE (Non-vedio) v6.0

Skype v5.0

Google Earth v5.2.1

<] 2 2] 21 =21 2/

Live Messenger 2009
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QQ 2010

uTorrent v2.2

BitComet v1.23

Figure 17. Apps compatibility with both NAT64 and DS-Lite enabled
environment

D. Application behaviors in terms of IP version preference

Regarding both Dual-stack Lite and NAT64 enabled
subscriber network, we further tested and analyzed whether
IPv4 or IPv6 is preferred to initiate the communication. It has
been shown that all the applications that we investigated issued
both A and AAAA DNS query, and except QQ (an Instance
Messenger) and BitComet (a BT Client) completely ignored
AAAA RR, all other applications made use of both [Pv6 and
IPv4 to communicate with peers/servers. IPv6 usage portion
depends on apps and use cases, some of which use all IPv6
while others used all [Pv4; some of which use major in IPv6
while others used major in IPv4. As a result, as illustrated in
Figure 18, we classified apps into five categories: 1) all IPv6,
2) major IPv6, 3) half/half, 4) major IPv4 and 5) all IPv4.
Again, as we do not have native IPv6 access, all the IPv6
communication was talking to IPv4 servers/peers via NAT64.

o allIPv6

For web browsers, AAAA records have higher priority and
when visit non-video website, both firefox and IE used IPv6 to
talk (to IPv4 server) through NAT64.

*  major IPv6

Skype and Google Earth used AAAA to initiate IPv6
connections (to IPv4 server) via NAT64. Yet, according to our
captured packets (wireshark), we still found that there were a
few IPv4 connections.

e half/half

When firefox and IE were used to visit a video website (e.g.,
[15]), the main pages were downloaded through IPv6 via
NAT64 and after IPv6 video downloading failure due to
NAT64 traversal failure, firefox and IE then requested IPv4
and vedio downloading was done via AFTR.

Tested Apps All Major Half/ Major All
IPv6 IPv6 half IPv4 1Pv4

Firefox (Non-vedio) | V
v3.6.12

video website N

IE (Non-vedio) v6.0 | V

Skype v5.0

Google Earth v5.2.1

Live Messenger V
2009

QQ 2010 v

uTorrent v2.2 N

BitComet v1.23 N

Figure 18. Apps classified by IPv6 usage portion
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e  major IPv4

During login and authentication phase, Live Messenger
were using IPv6, but after that, because the IPv6 client did not
send the same application layer message as the IPv4 client, the
IPv6 client (behind NAT64) failed to get reply from IPv4
server. Then, Live messenger automatically switched to IPv4
by which all the rest of communication were done. What we
have learned from this case is that the application layer should
be IP version agnostic in order to decrease impacts introduced
by IPv6 transition solutions. uTorrent(a BT client) is another
instance that used IPv6 for login/authentication but IPv4 for the
data exchange, for IPv6 peer was not able to talk to [Pv4 peer.

« AllIPv4

Although QQ and BitComet issued both A and AAAA
quires, they completely ignored AAAA RR and only used IPv4
for communication.

V. CONCLUSION

It is likely to have multiple transition approaches in the
same subscriber network. Therefore, we have implemented
AplusP, Dual-stack Lite and NAT64/DNS64 in an integrated
platform and investigated application behaviors in this
platform. Firstly, port/session consumption on NAT that
impacts on the deployment factors for both AplusP and Dual-
stack Lite has been tested. Secondly, application's NAT64
compatibility is presented. Results of application tests indicate
that dual-stack application may break either due to IP version
dependent of application layer or NAT64 traversal difficulties
if only NAT64/DNS64 is deployed; yet same dual-stack
application may work well in a Dual-stack Lite and NAT64
mixing environment.
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Abstract—Secure transmission and storage of color images is
gaining growing importance in recent years due to the
proliferation of multimedia network applications. In this
paper, we propose a novel scheme based on chaotic maps and
genetic operators for encrypting color images. The capability
of the proposed approach to efficiently generate cipher images
with very low correlation coefficients of adjacent pixels is
demonstrated through some experimental results for several
benchmark images. It is also shown that the approach is very
sensitive to any slight changes in the secret key values.

Keywords-image encryption; chaotic maps; genetic operator;
information hiding; data security.

L INTRODUCTION

Color images are being transmitted and stored heavily
over the Internet and wireless networks taking advantage of
rapid development in multimedia and network technologies.
However, as there is always a potential risk of information
security in such interconnected environments, protecting
confidentiality of color images has become an increasingly
important issue in many areas such as remote sensing and
satellite imagery, astrophysics, seismology, agriculture,
radiology, telemedicine, ecosystems, industrial processes,
military communications, and image archiving. Several
image encryption schemes have been suggested in the
literature to meet this requirement [1][2]. However, due to
the processing overhead resulting from the large data size of
digital images and the high correlation among pixels,
traditional encryption techniques, such as DES, AES and
RAS, are found to be inefficient for image encryption
(7108][11].

The pseudorandom nature and other properties of chaotic
systems, including sensitivity to initial conditions and non-
periodicity, have made them attractive alternatives among
the proposed approaches for image encryption [7]. The first
chaotic based image encryption algorithm was proposed in
1989 [17]. Recently, there is a growing interest in this area
and several approaches have been proposed in the literature
[3]-[6]. In [7], Lin and Wang proposed an encryption
algorithm based on chaos with PWL memristor in Chua’s
circuit. Their algorithm uses two main operations of image
scrambling and pixel replacement. Fu and Zhu proposed
another technique based on logistic maps with permutation
and circular bit-shift methods for confusion and diffusion
[8]. The method proposed by Yanling is based on logistic
chaotic sequences and image mirror mapping [9]. A 3D
image encryption scheme using logistic maps with bit
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permutation was presented in [10]. The scheme proposed by
Kumar and Chandrasekaran is also a 3D image encryption,
but with a different approach where Lorenz attractor is used
directly for image encryption [11]. Lue et al. proposed an
image encryption algorithm based on spatiotemporal chaos
[12]. In their work, the plain image block data is masked by
the values extracted from a spatiotemporal chaotic system,
and then shuffled according to the maximum state value in
the system. Wei-Bin and Xin proposed an algorithm that
uses Arnold cat map to shuffle the pixels of the plain image
and 1D Henon’s chaotic system to change the shuffled pixels
by XOR operation [13]. The algorithm proposed by Wang
and Zhang is based on S-boxes in AES and chaotic
sequences generated by logistic maps [14]. The algorithm
presented by Flores-Carmona et al. in [15] is based on CML
(Chaotic Map Lattice), which allows direct encryption and
decryption of color digital images. A 3D Bakeer map
encryption technique was proposed by Hongelei and Guang-
Shou in [16]. Chong Fu et al. proposed an image encryption
scheme based on 3D Lorenz system to improve the security
and performance of the encryption system over conventional
one dimension chaos based ones [18].

The previously mentioned algorithms are restricted to
grayscale images. Though, some of them can be easily
extended to handle color images, this extension comes with a
cost of increased computation time as a result of additional
information required to represent color components.
Therefore, many color-image encryption techniques use
block-based encryption which is usually faster than stream-
based encryption although it may be less secure. One
example of block-based encryption algorithm for colored
images was proposed by Pareek et al. [19]. This algorithm
uses an external key and two logistic maps. The first map is
used to generate the initial conditions of the second map
which is used to select the type of encryption operation
among eight different encryption operations (e.g., NOT,
XOR, etc.). In order to make the cipher robust against
attacks, the external key is modified after encrypting each
block of pixels. The color image encryption algorithm
proposed by Shubo et al. in [20] uses two logistic maps
coupled such that the first logistic map updates the parameter
of the other. The encryption operation is performed by a
simple XOR operation of the binary sequence of the plain-
image with the keystream binary sequence generated by the
second logistic map. Another color image encryption based
on a modified logistic map and 4-dimensional hyper-chaotic
maps was proposed in [21]. In this, paper, we propose an
alternative scheme for encrypting color images based on
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chaotic-maps and genetic operations as tools for confusion
and diffusion. The simple and fast computation of crossover
and mutation operations compared to regular confusion and
diffusion operations allows the algorithm to implement
stream-based encryption which usually provides better
security than block-based encryption.

The rest of this paper is organized as follows. In Section
I, we give a detailed description of the proposed image
encryption algorithm. Experimental results in Section III
demonstrate various performance and security measures of
our algorithm. Section IV concludes the paper by
summarizing the proposed work and the obtained results.

II.  THE PROPOSED ALGORITHM

A. The General Structure of the Algorithm

The general structure of the proposed algorithm is shown
in Figure 1. It consists of four units: logistic map,
quantification, crossover, and mutation. The logistic map
generates four chaotic sequences based on the given
controlling parameters (ui, (s, 43, 44) and initial values (x°,
x%, x%, x°) which represent shared keys used by the
encryption and decryption algorithms. The quantification
unit maps the four chaotic sequences to four key streams
which are then used to control the crossover and mutation
operations. The purpose of the crossover unit is to cause
image confusion by scrambling the image pixels row-wise
and then column-wise. The mutation unit is used to mask the
intermediate image obtained by the crossover unit with a
random image; thus causing image diffusion.

B. Logistic Map

Logistic map is widely used in chaotic cryptography for
their simplicity and high sensitivity to initial conditions. It is
defined by:

()

where u is a control parameter, x, is a real number in the
range [0,1] and x is an initial condition. When 3.569955672
< u £ 4, the system becomes chaotic [10].

Xy = 5,(1-3,)>

Plain Image Cipher Image
i . ‘ Intermediate
Crossover|  Image Mutation o
Unit Unit
i < [
Key
K| K K| Ka Streams
Quantification Unit
Chaotic
Sl/[ SZ]\ S;[ S4]\ Sequence
Logistic Map
T P
Xx X s Hofe fb f Mutation Image
|
Shared Keys

Figure 1. Layout of the proposed algorithm.
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In the proposed algorithm, the logistic map is used in a
similar manner as in [8] to generate four chaotic sequences
(S1, S, S5, Sg). These sequences are generated based on some
given controlling parameters (uy, 42, 43, 44) and initial values
(x°1, x%, x°%, x°;) which are considered as shared keys for
encryption and decryption.

C. The Quantification Unit

Most of chaotic systems generate real-valued sequences
which need to be mapped to integer/binary sequences (i.e.,
key streams) which will be used to control the confusion and
diffusion units. Basically, there are three techniques
commonly used in the literatures: normalization, threshold
level functions, and ordered chaotic sequence.

In normalization methods, a real value, X, in the chaotic
sequence can be mapped to a digital value, D, in the key
stream using the following relation:

D{(XX)D} @

X

where Xy, and X, are the minimum and maximum values
in the chaotic sequence to be quantified, and Dy, is the
maximum required value of the key stream.

In the second method, each value, x;, in the chaotic
sequence is converted to a binary bit, b;, using a single level
threshold function defined as:

[0 x,<05
1 %205

(€)

The third method as described in [10] is based on
mapping the key stream to the element’s positions in the
sorted chaotic sequences. In this method, the elements in the
chaotic sequence, X, are sorted in ascending order to form an
ordered sequence X'. If the chaotic sequences are non-
periodic, then each element in X has exactly one position in
the sorted sequence X'. These positions are taken to be the
values of the key stream. For example, suppose that X =
{0.87, 0.34, 0.12, 0.75, 0.03, 0.88, 0.56, 0.04}, then the
sorted sequence X' = {0.03, 0.04, 0.12, 0.34, 0.56, 0.75, 0.87,
0.88}. Since each element in X has exactly one position in X’
(e.g., 0.87 has position 7), the key stream is given by the
sequence K= {7,4,3,6,1,8,5,2}.

The first method is a simple and fast way to map the
chaotic sequences to integer key streams, but it is subject to
rounding errors. The threshold level function gives uniform
distribution of the generated key streams. However, it is a
lengthy process and requires long chaotic sequences (each bit
requires one chaotic value). The third method is used in the
proposed algorithm for its simplicity and short computation
time.

The quantification unit in our algorithm receives four
chaotic sequences (Si, S, S3, Sy) generated by the logistic
map and convert them to four key streams (K, K, K3, K4)
which will be used to control the operation of the crossover
and mutation units. The length of the 1* and 3" key streams
is M, and the length of the 2™ and 4" key streams is N, where
M x N is the size of the plain image in pixels.
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D. The Crossover Unit

The crossover unit is used to change the order of the
image pixels row-wise and column-wise by means of a
multi-point crossover operation. The unit is controlled by the
two key streams, K| and K,, generated by the chaotic map
and quantification units. The first key stream controls the
crossover operation on the image rows whereas the other key
controls the crossover operation on the image columns. Each
two consecutive elements in the key stream select two
rows/columns for the crossover operation and determine the
positions of the cut points. The number of cut points in the
crossover operation is a variable parameter that should be set
by the user prior to encryption/decryption process. For
example, this value can be set to | M/2] for row-crossover
and L N/2] for column-crossover. The idea of selecting the
two rows/columns and determining the positions of the cut
points can be explained as follows. Assume that the two
consecutive elements of the key stream are E; and E;;, then
rows/columns number E; and E;;; are selected for crossover
operation. The positions of the cut points are computed as
follows:

ro= ‘E,. —E,, |modL

rzv = (r]' +|E,—E, [)mod L

| . “)
o= (1 +‘Ei —E,,)mod L

(s By ey Tp)= sort(rl', rzl, s r,',)

where P is the number of cut points, (v, 7, ..., rp) are their
positions, and L is the length of the row (or column), i.e., L =
M (or N). Note that the sort procedure rearranges the values
of the temporary variables in ascending order. For example,
assume that the number of cut points is 4 and two
consecutive elements in the key stream K are 5 and 8. Then,
the 5™ and 8™ rows will be selected, and the positions of the
cut points will be determined as shown in Figure 2.

The computation of the positions of the cut points can be
optimized, if the set (r, 7, ..., rp) is computed in advance
based on all possible values of |E;- E;;| and store them in a
lookup table referenced by |E; - E;q|. After selecting two
rows (or columns), i and j, and determining the positions of
the cut points ry, 7y, ..., and rp, the multi-point crossover
operation is performed by swapping RGB of pixels in the
even segments of the two rows (or columns) i and j as shown
in Figure 3. Note that, it is possible to swap odd segments
instead of even ones.

E.  The Mutation Unit

The mutation unit is the last stage in the encryption
process. To obtain the final cipher image, the mutation unit
masks the intermediate image resulting from the crossover
stage with a random image using XOR operation. For this
purpose, the sender and receiver must first agree on some
randomly generated image and keep it secret. Then, the
mutation unit XORs every pixel in the intermediate image
with pseudo-random pixel from the secrete image selected
by the values of the two key streams K3 and Kj. For instance,
the (i, /)™ pixel in the cipher image is obtained by XORing
the corresponding pixel in the intermediate image with (p;,
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qj)lh pixel of the secret image, where p; € K3 and ¢; € Ky. This
process is explained further by means of a simple example of
4x4 image as shown in Figure 4.

F.  Operation of the Proposed Encryption Algorithm

Given an RGB color image, where each one of the three
color components (i.e., red, green and blue) is represented as
an MxN matrix, the general operation of the proposed
encryption algorithm is described as follows:

P=4E =5 E=8; |Ei- Esq|=|5-8|=3;

617 8 9110

[ 1] ]

1 21314 5

5" Row ’ |

[
1 21

314 5 6

\
\
4
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\
\
. .
8" Row ’ | | |
\ \
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Figure 2. Example of determining the positions of cut points.
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Figure 3. Example of the crossover operation.

Step 1: Using the logistic map with key values (i, x°1, o,
X%, 13, X3, 14, x°4) generate four chaotic sequences Sy, S,,
S; and S, where |Si| = |S3| = M and |S;| = |S4| = V.

Step 2: Using sorted chaotic sequence method, obtain four
key streams K, K,, K3 and K, where |K;| = |K;| = M and
|Ko| = |Ky| = N.

Step 3: Perform crossover operation row-wise on each
individual MxN matrix using the key stream K.

Step 4: Perform crossover operation column-wise on each
individual MxN matrix using the key stream K.

Step 5: Perform mutation operation on each individual
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matrix by XORing each pixel in the intermediate matrices
obtained by the crossover operation with a random pixel
selected from corresponding matrix in the secret image
based on the key streams K3 and K. The secret masking
image as mentioned previously is generated randomly and
shared by the sender and the receiver.

1 2 3 4 XOrR 1 2 3 4 1 2 3 4
1| 83 | 63 164|203 | 33 | 49
- =T N
212521 47 | 80

95 |210[{59 1 29

3] 189 (223 | 43 | 167 31244 | 83 | 174 | 247 3123 |39|120] 46

41194 | 185245218 41248 | 83 | 137|170 41169 | 193] 165|248

Intermediate Image Encrypted Image

,4‘2‘1(4

Key streams

Figure 4. Example of the mutation operation of one color component of
4x4 block.

G. Decryption Algorithm

The decryption algorithm is identical to the encryption
algorithm discussed above except that the order of the basic
operations is reversed. That is, after generating the required
key streams in steps 1 and 2, the decryption algorithm
applies mutation operation first followed by column wise
crossover operation then row-wise crossover operation.

III. EXPERIMENTAL RESULTS

To empirically assess the effectiveness of the proposed
technique, we have carried out a number of experiments
using MATLAB 7.7.0 (R2008b). These experiments include
image encryption and decryption, histogram analysis of the
plain and encrypted images, key space and sensitivity
analysis and correlation coefficient analysis.

A. Image Encryption and Histogram Analysis

For this experiment, we have considered a 24-bit color
image of size 256x256 pixels shown in Figure 5 (a), which is
available at USC-SIPI image database in TIFF format [22].

This image is encrypted using the proposed technique
with a key = {3.7158, 0.11, 3.89858, 0.25, 3.76158, 0.35,
3.8458, 0.552}. The resulting encrypted image is shown in
Figure 5 (b). The histograms of red, green and blue channels
of the plain and the encrypted images are shown in Figure 6.
It is clear from this figure that the histograms of the
encrypted image are uniform and significantly different from
the histograms of the plain image. This result indicates that it
is very difficult to use statistical analysis to attack the
proposed encryption algorithm.

B.  Key Space and Sensitivity Analysis

The secret key of the proposed technique is (11, x°1, w2,
X%, Uz, X3, pa, x°4), where y; € (3.569945672..., 4] and x°; €
(0,1),i=1,23,4, u; and x°; are both double precision. Since
double precision can represent about 16 decimal digits, the
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key space of the proposed algorithm can be estimated as
(10"™* x (10"%* = 10"° = 2*® Note that the range of u; is
(3.569945672..., 4]; therefore a 14-digit precision is
assumed. Thus, brute-force attacks on the key are
computationally infeasible.

(b)

Figure 5. (a) original plain image. (b) encrypted image.

The brute-force attacks on the key streams, K, K>, Kj,
and K,, generated by the quantification unit is also
computationally infeasible as there are L;! combinations for
each sequence, where L; is the length of each sequence (i = 1,
2, 3, 4). Note that when these sequences are considered
together to control the crossover and mutation operations,
then the total possible combinations become (L; x Ly x L3 x
L) = (M* x N\

We have carried out a key sensitivity test using a key that
is one digit different from the original key to decrypt the
encrypted image. The resulting image is totally different
from the original image as shown in Figure 7. This
demonstrates that the proposed algorithm is very sensitive to
any change in the secret key value.

C. Correlation of Two Adjacent Pixels

In this experiment, the correlation between two adjacent
pixels in the plain image and encrypted image is tested. The
following formula [19] has been used to calculate the
correlation coefficients in horizontal and vertical directions:

N N N
AONCHSHEDIIED WY
_ = = J=1

B R B T o

where x and y are gray scale values of two adjacent pixels in
the image, and N is the total number of pixels selected from
the image for calculation. The experiment was performed by
randomly selecting 4096 pairs of adjacent pixels from the
plain image and the encrypted image shown in Figure 5, and
then calculating the correlation coefficients using (5).

The results are shown in Figure 8. Frames (a) and (b)
respectively show the distribution of two horizontally
adjacent pixels in the original and encrypted images.
Similarly, Frames (c¢) and (d) show respectively the
distribution of two vertically adjacent pixels in the original
and encrypted images. The correlation coefficients for the
two adjacent pixels in the original and encrypted images are
shown in Table I. These results show clearly that the
distribution of two adjacent pixels in our results is more
uniform than that reported in [20].

=
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Figure 6. Histogram analysis: (a), (b), and (c) histograms of red, green and blue channels of the plain image shown in Figure 4 (a). (d), (¢) and (f)
histograms of red, green and blue channels of the encrypted image shown in Figure 3 (b).

image for several other images in the USC-SIPI image
database. Results of this experiment are shown in Table II. It
is clear that the correlation coefficients obtained by our
proposed algorithm are very small which indicates that there
is no correlation between the plain image and its
corresponding encrypted image. Also, the correlation
coefficients obtained by our algorithm are generally smaller
than those obtained by the algorithm proposed in [20].

TABLE II. CORRELATION COEFFICIENTS BETWEEN SEVERAL PLAIN &
CORRESPONDING ENCRYPTED IMAGES.

File Name File Description Size %(:)l:;:‘ll:it:z?
4.1.01 Girl 256x256 -0.002601
4.1.02 Couple 256x256 -0.001354
4.1.03 Girl 256x256 0.005903
@ 4.1.04 Girl 256x256 -0.005237
. o o . 4.1.05 House 256x256 0.001596
e Ko i 0l e ) ot e ) [aton | e
3.8458, 0.552}. (d) decrypted image with key = {3.7159, 0.12, 3.89859, 4.1.07 Jelly beans 256x256 -0.001413
0.26, 3.76159, 0.36, 3.8459, 0.553}.. 4.1.08 Jelly beans 256x256 0.002144
4201 Splash 512x512 -0.000950
PABLEL GO AN CORTIAIIS O TN AACETINAS N [y 0r | G i) [ sieor2 | ooorai
42.03 Baboon 512x512 0.001832
Plain Image Cipher Image 4.2.04 Girl (Lenna) 512x512 0.000118
Horizontal 0.96784 0.00131 42.05 Airplane (F-16) 512x512 0.000396
Vertical 0.95966 0.00012 42.06 Sailboat on lake 512x512 0.001111
In addition, we have carried out an extensive study of the 4.2.07 Peppers 12512 -0.001362
correlation between plain image and its corresponding cipher house House 512x512 -0.000095
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Figure 8. Correlation of two adjacent pixels: (a) and (b) distribution of two horizontally adjacent pixels in the plain and encrypted images presented in
Figure 4. (c) and (d) distribution of two horizontally adjacent pixels in the same plain and encrypted images.

IV. CONCLUSION AND FUTURE WORK

A novel approach based on chaos is presented in this
paper for encrypting color images. The encryption/
decryption algorithms use a logistic map to generate four
chaotic sequences which are converted to four key streams
using sorted chaotic sequences method. The generated key
streams are used to control multi-point crossover and
mutation operations, which result in image confusion and
diffusion respectively. Several experiments are conducted
and the results show that the proposed approach is capable of
generating encrypted images with uniform distribution of the
pixel values and very low correlation coefficients of adjacent
pixels. It is also very sensitive to any changes in the secret
key values. We are now working on modifying the proposed
approach to handle each color component independently and
to consider the inter-color correlation for increasing the
secrecy of the cipher image.
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Abstract—Despite security policies, standards, awareness
strategies and tools currently in place, employees are still being
involved in risky behaviors that jeopardizes businesses.
Meanwhile, although security policies are the cornerstone of
well-designed  security strategies, recent studies have
demonstrated poor adherence or even negligence in
accordance with the rules security policies specify. This
observed behavior is related to the fact that business permeates
different countries, cultures, and understanding human nature
and culture is still a key success factor to information security
not well-supported by established security policy development
and deployment methodologies. As its outcome, this paper
addresses a ubiquitous methodology to develop security
policies considering the evaluation of culture and its impacts
over security policy adherence.

Keywords-security policy; awareness; culture, congruence
model.

l. INTRODUCTION

As far as employees are using business networks to
communicate, collaborate and access data, critical corporate
information is being introduced into a broader environment
that is more vulnerable and difficult to protect. Employees
have available an increasing number of interactive
applications and devices such as smart phones and
handhelds. Besides that, individuals find it difficult to have a
true boundary between work and home life [1] and they
spend time sharing personal and business information on
social networking sites [2]. As a result the frontiers between
working inside or outside the company have completely
disappeared and calling into question the traditional method
to secure the perimeter.

The situation is further complicated by the increasing in
the outsourcing activities. Although outsourcing can increase
information security risks, in today’s increasingly global
competitive environment, most organizations have had to
transform and outsourcing is a common strategy to reduce
costs. In addition, this strategy can pose a company to
different cultures in the same business process or a project.

The current scenario can lead to the extension and
potential dilution of protection controls and an increase in
the number of third parties given the same access rights and
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privileges as “natural” employees. Examples of common
risks and mistakes [3]-[4]-[5] include (being not limited to):
using unauthorized programs, misuse of corporate
computers, unauthorized physical and network access,
misuse of passwords and transfer sensitive information
between work and personal computers.

Corporate culture is the total sum of the customs, values,
traditions and meanings that make a company different from
others. It is often called “the character of an organization”
since it embodies the vision of the company’s founders. The
values of a corporate culture influence the ethical standards
within a corporation, as well as managerial and security
behavior.

Senior management may try to determine a corporate
culture. They may wish to impose corporate values and
standards of behavior that specifically reflect the objectives
of the organization. Generally, these corporate values and
standards of behavior are derived from the culture of the
nation. As a consequence an obstacle to adherence of
corporate culture naturally arises when companies
extrapolate its frontiers by business expansion or acquisition
of other companies. Regional and cultural differences will
manifest themselves in a variety of security threats and
business risks.

In addition, there will also be an extant internal culture
within the workforce. Work-groups within the organization
have their own behavioral quirks and interactions which, to
an extent, affect the whole system. Roger Harrison's four-
culture typology, and adapted by Charles Handy, suggests
that unlike organizational culture, corporate culture can be
imported. For example, computer technicians will have
expertise, language and behaviors gained independently of
the organization, but their presence can influence the culture
of the organization as a whole.

Security Policies [8] are the cornerstone of a successfully
information security architecture, because it provides clear
instructions about information security and establishes
management support. Policies are used as a reference point
for a wide variety of information security activities
including: designing controls into application systems and
networks, establishing user access controls, conducting
cybercrime investigations; and keep workers aware of
punishment related to security violations.
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However, in order to be effective security policies must
be accompanied by an exhaustive and endless awareness
program. The education and training helps minimize the cost
of security incidents, and assure the consistent
implementation of controls across an organization's
information systems and business process.

Firewall [7]-[12] and Intrusion Prevention System (IPS)
[6] are important building blocks of a security topology.
Network and/or security administrators often rely on their
services to protect against the majority of threats and to
enforce security policies. However, security is not keeping
up with technological and social changes in the workplace,
there are ways to circumvent or ignore enforcement rules
and, depending on the way security policies are deployed,
people’s culture has strong influence on adherence or not of
these security policies.

Even in experienced international companies, many well-
meaning universal applications of management theory ended
up being a fiasco when these practices were faced with other
cultures. It is not different when considering a security
policy. What performs well in a country company may not in
another country. Security controls need to be workable in a
variety of environments and developed, implemented and
supported with people’s behavior in mind.

The goal of this paper is to propose and evaluate a
method to develop and deploy security policies considering
the diversity of culture that companies may confront. The
groundwork of the methodology is built over an integrated
and consistent approach. As far as we know, to evaluate the
impacts of people’s culture in the security policy
development and deployment is a hard task. In Section II, 1lI,
and IV the necessary background to develop the
methodology is presented. In Section V, the methodology is
described and detailed. In Section VI, the most important
results are shown. Finally, section VII presents some
concluding remarks and suggestion for future work.

Il.  CORPORATE CULTURE BACKGROUND

Culture is a common system of meanings, which shows
what people should pay attention, how should act and what
to value. Strong culture is said to exist where staff respond to
stimulus because of their alignment to organizational values.
In such environments, strong cultures help companies
operate with efficiency, cruising along with outstanding
execution and perhaps minor tweaking of existing
procedures.

Conversely, there is weak culture where there is little
alignment with organizational values and control must be
exercised through extensive procedures and bureaucracy.
Considering security policies, this control is mainly
exercised through application of enforcement rules by
configuration and usage of security appliances.

Where culture is strong people do things because they
believe it is the right thing to do, however there is a risk of
another phenomenon, “group think”. This is a state where
people, even if they have different ideas, do not challenge
organizational thought, and therefore there is a reduced
capacity for innovative thoughts. This could occur, for
example, where there is heavy reliance on a central
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charismatic figure in the organization, or where there is an
evangelical belief in the organization’s values, or also in
groups where a friendly climate is at the base of their identity
(avoidance of conflict). In fact group think is very common,
it happens all the time, in almost every group. Members that
are defiant are often turned down or seen as a negative
influence by the rest of the group, because they bring
conflict.

Of all the data losses reported by the UK Government
after the nefarious case of the leaking of personal details of
25 million people in a single incident involving the UK
Government’s Revenues and Customs Department (HMRC),
95% is due to cultural factors or the behavior of people
whilst only 5% is believed to be due to technology issues
[13].

Every culture distinguishes itself from others by means
of specific solutions to specific problems [14]. The
categories of problems can be viewed under three aspects:
problems that arise from people’s relationship, passage of
time and environment. Due to its main objective the article
focus on people’s relationship and the five guidelines to
understand the ways humans relate to each other:

Universalism versus Particularism — In the universalism
approach is possible to define what is good and what is bad
and this criterion is always applicable. In the Particularism
culture more attention is given to the obligations of the
relationships and specific circumstances. For example,
instead of assuming that a good law should always be
followed, the Particularism reasoning is that friendship has
special obligations and hence may be a priority.

Individualism versus Collectivism — People see
themselves primarily as individuals or basically part of a
group? Moreover, it is more important to concentrate on the
individual so that they can contribute to the community, or is
it more important to consider the community first?

Neutral or Emotional — The nature of our interactions
should be objective and impartial or is it acceptable to
express emotion? In several places the business relationships
are generally tools for reaching an objective. Emotions are
avoided in order not to compromise discussions. However,
several cultures consider the manifestation of emotions a
natural part of business.

Specific versus Diffuse — When the person is engaged in a
business relationship, there is real and personal contact rather
than the specific relationship recommended in the contract.

Achievement versus Attribution — Achievement means
that the person is judged by his recent activities and history.
Attribution means that the status is conferred by birth,
kinship, gender or age, but also for their connections, who
you know and professional training.

Innovative organizations need individuals who are
prepared to challenge the status quo—»be it groupthink or
bureaucracy, and also need procedures to implement new
ideas effectively.

Most organizations are facing some kind of
transformation and traditional cultures are facing the impacts
of globalizations and being rebuilt, including perceptions and
behavior towards security. If not addressed clearly, cultural
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changes can cause uncertainty and doubts in employees or
third parties, impacting adherence to security policies.

The Congruence Model [15] is a methodology to address
the cultural and business changes. The methodology deals
with changes to both formal and informal cultures as well as
the infrastructure and business processes. The congruence
approach is already being applied by the security community
[13].

I1l.  SECURITY POLICY BACKGROUND

In spite of organization's size, their businesses, or the
extent to which it uses technology, information security is an
important matter that should be addressed by explicit
policies. However, the settlement of security policies is itself
based on a specific framework that requires methodology to
write, structure, effective review, approval, enforcement and
awareness process [8]-[9].

Security policies are high-level statements that provide
guidance to those who must make present and future
decisions. An information security policy document is vital
for many reasons. Beyond the definition of roles and
responsibilities for workers, partners, suppliers, a policy
document sensitizes them to the potential threats,
vulnerabilities and problems associated with modern
information systems. A consistent awareness program is
fundamental to achieve the security policy goals. Education
and training helps minimize the cost of security incidents,
and helps assure the consistent implementation of controls
across an organization's information systems.

The well-known methodologies for developing security
policies [8] do not address the issue of corporate culture in
depth, only guidance to make policies compliance to
corporate culture is provided. Many obstacles to compliance
of security policies arise when these policies are deployed as
canned goods in different cultures. For example, is difficult
to understand some of the cultural, religious and societal
pressures of the India’s caste system and its implications:
orders are expected to be obeyed and the rules required at
work will always be less important than behavior deep-
rooted over countless generations.

Figure 1 depicts the approach mainly used around the
world to develop and deploy security policies.
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Figure 1. Security Policy development fluxogram.
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Legal aspects are also an important aspect of security
policy life cycle. Each country has its own legal system that
must be evaluated before developing or deploying an
imported policy.

Currently, the effectiveness of security policies
considering data leakage is an important concern. Regardless
of the type or mode of data leakage, recent research [9]
reveals that one out of four companies does not even have a
security policy and for businesses with policies, the findings
reveal a significant gap between the beliefs of security staff
regarding employee compliance and the actual behavior of
them. The reasons why employees knowingly overlook or
bypass security policies and put corporate data at risk are
mainly a result of a failure to communicate security policies
and create an awareness behavior in accordance with local
culture.

The proposed methodology presents an adaptive strategy
to security policy development and awareness program based
on the analysis of the culture throughout the five guidelines
to understand the ways humans relate to each other and the
application of the Congruence Model.

IV.  AWARENESS BACKGROUND

The data loss issue encompasses everything from
confidential information about one customer being exposed,
to strategic files of a company’s product being sent to a
competitor. Whether deliberate or accidental, data loss occur
any time employees, third-party, or other insiders release
sensitive data about customers, finances, intellectual
property, or other confidential information in violation of
company policies and regulatory requirements.

Beyond the methods used to educate about information
security the approach needs to sensitize employees to the
types of attacks that they might encounter. Employee
thinking needs to be stimulated via real-world examples. The
awareness program must include topics about the threats, and
on how to secure “your own” environment. The awareness
approach is a key success factor to the development of a
security framework and shall be measured. Surveys are a
traditional method of measuring awareness [11]. However,
measuring attitudes and awareness have a poor correlation
with behavior.

An adaptive strategy to the awareness program is based
on marketing, psychology principles, and a qualitative
information security awareness scorecard [10]. Blogs and
social network forums integrated with monitoring process
are used to energize employee involvement. The expected
results may be evaluated through internal quizzes
considering a rewarding process.

Repetition of information security policy ideas is
essential. Repetition impresses users and other audiences
with the importance that management places on information
security. Education also prevents workers from saying "I
never heard about that."

The channels used to express a policy will determine how
the policy should be written. For example, if videotape will
be used, then an abbreviated colloquial style should be
employed. If a policy document will reside on an intranet
web server, then a more graphic and hypertext-linked style is
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appropriate. If policies will be issued through a series of
paper memos, then short and concise text-oriented
expressions will be required. The ways that the organization
currently uses or intends to use information security policies
should also be examined [8].

The education process must consider the third parties as
they are now always present somewhere in the organizations.
Effective education is difficult in multicultural an outsourced
environments where suppliers are growing rapidly and hiring
hundreds of new employees to support companies’
requirements. The cost and time spent to education tends to
prove its benefits in a short time.

V. PROPOSAL

Based on the analysis of the culture throughout the five
guidelines to understand the ways humans relate to each
other, it is possible to define four types of companies related
to corporate culture: the Family, Eiffel Tower, Guided
Missile and Incubator [14]. Figure 2 summarizes the
relationship between the employees and their notion of
company.
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t - Sweden USA'

1
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ustralia
* Venezuela
‘ «lIsrael *Germany l
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Figure 2. Cultures of the company.

A comprehensive study on the types of culture related to
companies and how to determine the type through research
can be found at [14] and Trompenaars’ database. Examples
from the 16 questions used to measure corporate culture
include how to measure the hierarchy level and conflicts.

According to the type of corporate culture that will be
generally derived from the culture of the nation, security
policies will have more adherence or not depending on the
strategy to develop and implement.

Another important study of how values in the workplace
are influenced by culture can be found at [16]. For example,
“Brazil's highest Hofstede Dimension is Uncertainty
Avoidance (UAI) is 76, indicating the society’s low level of
tolerance for uncertainty. In an effort to minimize or reduce
this level of uncertainty, strict rules, laws, policies, and
regulations are adopted and implemented. The ultimate goal
of this population is to control everything in order to
eliminate or avoid the unexpected. As a result of this high
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Uncertainty Avoidance characteristic, the society does not
readily accept change and is very risk adverse”.

For the purpose of this article the factors thinking,
learning and change (responses) should be evaluated in order
to determine the impacts in the development and awareness
process of security policies.

The Family culture deals more with the intuition than
rational process. It focuses on the development of people
over people’s performance. The knowledge is based on trial
and error and the individual is more important than the task.
The change process is essentially political and top down. The
mentors and managers are important actors in the learning
process. Pattern examples of national corporate culture
include France, Spain, India and Japan [14].

The Eiffel Tower considers that in order to perform his
functions the professional must accumulate the necessary
skills and always keep evolving. Human resources are
evaluated like financial capital and cash. The change process
in this culture is always slow, executed through rules of
change and considering a formal process. This kind of
culture doesn’t adapt well to turbulent environments.
Companies with this culture profile generally avoid and
resist to changes. Examples include Germany, Holland and
Denmark [14].

The Guided Missile culture reviews its objectives
through a constant feedback process. Then it is a circular and
not linear culture. It rarely changes its main objective and
everything necessary is done to keep and achieve the
objectives. The directions are corrective and conservative.
The learning process includes the personal contact and
interactions within a group. It has a practical approach
instead of theoretical and focuses on the problems instead of
discipline. Changes are fast in this kind of culture, as the
objectives moves new groups of work are formed to support
the new demands and the old groups are diluted. This culture
tends to be individualist. Examples include Canada, USA
and United Kingdom [14].

The Incubator culture is based on the idea that people’s
satisfaction is more important than the company itself. To
tolerate the company the main people’s objective is to serve
the incubator for self-expression and self-satisfaction.
Companies in this kind of culture often operate as an intense
emotional environment, having a minimal hierarchical
structure and the authority is strictly personal. When the
members are in harmony the change process is usually fast
and spontaneous. This culture is creative, although doesn’t
survive to changes on the demand patterns. Sweden is a
common example of this culture [14].

Figure 3 depicts the relation between the types of culture
and the level of difficult to develop and deploy security
policies.

As the authors could observe during the process of
development and deployment of security policies in the last
10 years considering wholesale, telecom, data center,
agribusiness, transportation and real estate companies — some
of them multinational — formal cultures tends to facilitate the
whole process. However, exceptions can happen.
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Figure 3. Impacts of culture in Security Policy process.

Table | depicts the relation between corporate culture, the
security policy development, awareness process and the
necessary steps to include in the traditional security policy
development process after the analysis of the culture pattern
predominant in the organization.

The pattern analysis must follow or be included in the
Risk Assessment phase. The guidelines are an adaptation of
Trompenaars’ “how to manage and be managed by the
corporate culture” to the Security Policy (SP) development
and deployment phases .

TABLE I. CORPORATE CULTURE AND SECURITY POLICY

Culture SP Development SP Deployment Awareness

Family e  Top Down .
approach®; o

. Conquer the
corporate
leaders?;

e Evangelize
the CEO and
leaders;

e Abuse of risk
examples to
convince
them?.

. Make the
leaders feel
more
powerful and
with more
control
through SP’s;

. Show to the

land2; .
Make people .
feel as the

“owner of the

process™ .

1land4;
Conquer
the team’s
members;
Repetition
is a must®;

Missile decentralized Usage of program
approach. project must
5 management show
Present the methodology. results in
avoided risks financial
in financial numbers
numbers; and
impact
over
“salary”.
Incubator Decentralized Make people e The
approach. feel SP as awareness
Discover the innovative program
most influent and important should
individuals of to their create
the network objectives. “challeng
and 6. e
evangelize conditions
them. 7
e 6.
There are different methods to apply the guidelines that
will depend on the available time and resources.

Understanding corporate culture, security professionals will
have strong likelihood to establish security policies
integrated into the organization’s culture.

VI. EVALUATION

In spite of the methodologies already in place and the
proposal, developing and deploying security policies is not
a easy project even in corporate cultures classified as guided
missile. The authors’ experience and observation through the
last 10 years showed that evangelization is a good strategy.
Being nearest the employee and third party bring results in a
short time than being far from.

Security metrics is a nascent discipline with more
questions than answers [17]. Moreover, the choice of
security metrics may lead to a false sense of security or
otherwise misdirect security efforts and strategy.
Measurement does not guarantee safety as usually the
metrics are related to past events.

The best way to measure the effectiveness of the proposal
is to observe human behavior towards information security.
The number of incidents per amount of employees is a
suggested metric to be monitored. Then, it is necessary to put
in place tools to monitor frauds and other incidents.

Table Il presents examples of the most predominant type
of culture [14], the difference between the number of end
users and the number of decision makers who are aware of a
policy regarding acceptable use of company resources [9].

Why is there a lack of connection between policy makers
and the employees who must conform to policies every day?
According to the survey results [9] one crucial reason is a
lack of direct and consistent communication, and 11% of
employees say that security policies were never
communicated to them or that they were never educated
about the policy.

leaders the

impacts of

errors more

than the

advantages of

SP’s
Eiffel land?2; . Decentralized; | o The
Tower Show the e  Usage of awareness

leaders the Project program

advantages Management should

of SP’s%; methodology. sell SP as

status;

Guided e  Top Down e  Decentralized | ¢ The

and approach; awareness

TABLE Il THE DISCONNECT BETWEEN END USER AND SECURITY
PoLICY AWARENESS
Country End User Decision Culture
Makers
USA 45% 76% Guided Missile
France 49% 74% Eiffel Tower
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Italy 46% 7% Family
India 54% 7% Family
UK 50% 71% Incubator

Europe had the highest prevalence of this belief, where
the United Kingdom — Incubator — (25%) and France — Eiffel
Tower — (20%) far exceed the global average. Germany —
Eiffel Tower — also has a high percentage of employees who
claim that IT never communicates security policies to them
(16%).

The survey results associated with the analysis of
corporate culture support the author’s proposal and the
relation presented in Figure 3.

VII.

The organization’s performance rests upon the alignment
of each of the components — the work, people, structure and
culture — where the higher the congruence between them,
higher will be the performance of the organization.
Information security risks may damage the desired company
results and security policies are the cornerstone of a security
framework — the starting point to avoid or minimize
damages.

However, the methodologies already in place to develop
security policies didn’t consider the impacts of culture in
adherence to them. Information security risks are a critical
issue for companies, as the number of incidents continues to
increase. Whether it’s a malicious attempt, or an inadvertent
mistake, these risks can decrease a company’s trademark,
reduce shareholder value, and blemish the company’s
goodwill and reputation. Furthermore, applied security
technology is not enough once the human factor is
essentially the weakest part considering corporate culture.

The article proposes a starting point to discuss and evolve
the impacts of culture in security policies adherence. The
article also presents a methodology which, in a nutshell, is to
include in the Risk Assessment phase the verification of the
predominant pattern of culture in the organization, and after
that follow the proposed guidelines to the specific culture in
order to achieve success. The proposal is likely to progress in
conjunction with further research in this area.

Future work is necessary to investigate an evolution of
the corporate culture analysis considering automation of the
process through the usage of OWL (Web Ontology
Language). Ontologies have been used to knowledge
management and organization [18], for example, in Artificial
Intelligence (Al) ontologies have been used to explicitly
declare the knowledge embedded in knowledge-based
system and to facilitate knowledge share and re-use.
Another challenge is to develop an effective method to
evaluate employees’ adherence and commitment to security
policies considering the established corporate culture.

CONCLUSION AND FUTURE WORK
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Abstract— Natural disasters have often made the headlines in
the past years. As a consequence, many actions have been
started by the public authorities to reduce the damages and the
number of casualties. In that objective, the French project
RATCOM aims at developing an alert system in case of coastal
tsunami. Its downstream components will propose reliable and
efficient communication systems to relay the alert. In parallel
to the integration of the existing technologies in the project
demonstrator, a survey analysis has been performed to identify
the communications technologies and networks which are in
preparation but not yet operational, and which will increase
the efficiency and quantity of individuals reachable by the
future population alert networks. Each of these technologies is
not sufficient by itself, but their combination will improve
drastically the efficiency of the alerting global system.

Keywords-tsunamis;
broadcasting networks.

alerting; public warning system;

l. INTRODUCTION

Natural disasters and the thousand of casualties they
usually cause raise a major concern at public authorities’
level. A milestone event in this field was the Indian Ocean
tsunami that happened in December 2004. This event raised
the question of how to improve the protection of the
population and prevent so many deaths. In fact, the main
answer relies in the fast distribution of the information:
information about the best behaviour to adopt in case of a
disaster, and more importantly, information about the
imminent arrival of a disaster.

The South East part of the French Mediterranean coast
has been identified by the experts as the potential location for
small-sized tsunamis. These could be caused by major
landslides in the underwater area, few kilometres away from
the coast. One of these tsunamis occurred in 1979 in front of
Nice and made several million euros’ worth of damage. As a
prevention tool, the RATCOM project [1], started in 2009,
aims at developing an alerting system towards the public
safety professionals on one hand and the citizens on the other
hand. The project is organized around two major
components: the upstream component and the downstream
component. The upstream component is responsible to
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monitor the events occurring at the sea and report the risk
level to a control centre. The control centre then makes the
decision to generate an alert and forwards it to the
downstream component which is responsible to disseminate
the warning within the shortest time frame possible. The
best-known method to broadcast this type of information is
by triggering the operation of alert sirens. However, more
modern technologies exist nowadays that can help reaching a
larger quantity of people. The RATCOM downstream
component aims at identifying and setup a network linking
these technologies into a single framework. Some of these
technologies are currently operational and will be included in
the final project demonstration. An additional survey paper
activity has been conducted to identify other technologies
that are not ready at this point in time, but in the future may
become relevant to our warning system. The suitability of
these techniques to be included in the project global
downstream component has been analyzed. The final
objective of this study is to draw up an inventory of the
technologies and networks that are not yet operational, but
are relevant in the context of a future public warning system.

This paper is organized as follows. The second section
considers systems of communication close to their
deployment phase, with a probable delay of less than three
years, and having the ability to be connected to a warning
system in the medium term. Derived from digital broadcast
systems, the DVB-SH (Digital Video Broadcasting for
Handheld Satellite) uses the coverage capabilities of satellite
networks. Satellites offer also the possibility to provide
redundant connections and improve the strength of the whole
system.  WIMAX  (Worldwide Interoperability  for
Microwave Access) is a new technology which can provide
service to larger areas than Wi-Fi (or IEEE 802.11), whose
concept is somewhat similar. The new capabilities and
possibilities of connecting current and upcoming mobile
cellular networks are discussed. In the third part are
presented prospective technologies that are currently being
defined and standardized, but which will be effectively
operational in a period longer than five years. They are
essentially the Public Warning System integrated in mobile
phone networks, broadcast technology in these global
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networks and Vehicular Networks. Finally, we draw our
conclusion to this study in the last section.

Il.  USING STATE OF THE ART TECHNOLOGIES

In this chapter some technologies that are still in their
early phase of deployment or will be in the next two or three
years are described. The section focuses only on the
technologies which seem to be relevant for the broadcast of
warning messages to the public. These technologies (satellite
systems, WIMAX and CBS / LTE) have the ability to
quickly reach a greater proportion of the population,
including people on the move. They constitute a part of the
population who could not be informed by more traditional
methods such as the television. For each of the technologies
is presented a fast description then an analysis of why it is
relevant for the public warning and for the interconnection
with our alert distribution system is performed.

A. Satellite systems

Satellite systems can be used in two different manners:
first manner consists in broadcasting directly information to
handheld devices. This is the DVB-SH technology. The
second manner consists in strengthening the whole system
by operating connections redundantly with terrestrial links
which may be at risk.

The DVB-SH is a standard derived from the DVB-H
standard to distribute broadcast video, audio and data to
mobile devices such as mobile phones. Mobile TV is
definitely set to become the next major media market of
tomorrow. The publication in November 2004 of the DVB-H
standard, seen by analysts as a possible solution for
providing mobile television, was the starting point of a series
of work on this new mode of television programs
consumption. While DVB-H is designed primarily for use in
the UHF terrestrial broadcasting only, the DVB-SH tries to
exploit the S band, where there are opportunities for Mobile
Satellite Services (MSS). Thus, this standard, created
specifically for distributing content via satellite in mobility
situation, makes a major innovation in  the
telecommunications world by satellite: it enables the addition
of a network of terrestrial repeaters, called CGC
(Complementary Ground Component) to complement the
satellite coverage.

Satellite link to the vehicle
in direct line of sight
conditions

Y Network of terrestrial base stations in
areas withoutline of sightto the
satellite (cities, tunnels...)

Network
Operations Centre

Figure 1. DVB-SH broadcast network architecture
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One of the major problems in terms of warning systems
is to quickly reach a large number of people, whether they
are in a mobility situation or not and, if possible, at a reduced
cost. The DVB-SH broadcast network meets these criteria
through the variety of devices able to receive the signal
(mobile phones, vehicular terminals, etc.) as well as through
the possibility of sharing the same flow between a large
number of people via the satellite. Accordingly, it becomes
quite interesting to interface our alerting network and
demonstrate the potential offered by hybrid broadcast
architecture. Three warning systems are considered in the
framework of this study: first, the broadcast of video / audio
warning on TV / Radio mobile satellite devices, second, the
broadcast of a detailed report about the alert to the TV /
Radio mobile satellite devices for interested people and
finally the triggering via the satellite of fully autonomous
and easily installable alerting peripherals (e.g. on beaches).

The first two cases are closely related; they actually
consist in stopping the Radio / TV programs to replace them
with the tsunami warning. The procedure is very similar to
what exists for the abduction alerts on TV but would be
applied to mobile TV. The major innovation lies in the fact
that, simultaneously with the program stop, an alert is sent as
data traffic and the user can view this bulletin with the same
device. This bulletin can be updated to indicate, for example,
the end of the alert. The third case is the satellite triggering
of alerting fully autonomous and of easy maintenance
devices. Indeed, with DVB-SH, it is possible to receive the
signal with a small omnidirectional antenna and one can
imagine devices (sirens, billboards...) independent of
terrestrial communications networks that can be triggered
remotely via a satellite signal. This new type of installation
would benefit from reduced costs because no wired
connection would have to be planned and its assembly and
disassembly in urban areas would be simplified. The
positioning of the devices would be defined only by taking
into account the risk factor and not the availability of a
terrestrial network. This freedom enables an improvement of
the efficiency of the devices. Moreover, such a warning
system would benefit from a complete independence from
terrestrial communications networks which can be damaged
by natural disasters.

As the second manner to use this technology, the Ku
band satellite connection systems or VSAT (Very Small
Aperture Terminal) serve redundant network nodes or
quickly connect fixed subscribers or isolated alert networks.
These systems make use of satellite dishes with a diameter
less than 3 meters and terminals (or modem) that allow
bidirectional communications. They provide the following
intrinsic advantages: a minimum ground infrastructure, an
immediate area covering several alert networks from one or
several countries at the same time and a simple and rapid
deployment. With a satellite link, it is possible to connect
either a comprehensive warning system, in which case we
preferably connect via the satellite the control node
responsible for the warning broadcast on this network, or a
specific node of the warning network, such as a siren, a VMS
(Variable-Message Sign) or any other equipment that would
require redundancy or that just needs to be connected to the

105



ICNS 2011 : The Seventh International Conference on Networking and Services

network. Such a node can be a warning system sharing the
same satellite link or a single important subscriber connected
to the satellite endpoint.

The choice of the satellite as the transmission system
component on the downstream component is justified by the
desire, first, to avoid congestion or interruption of the
terrestrial networks which can become harmful in case of a
tsunami, and, secondly, to be able to quickly connect a
warning system or a single isolated but important subscriber.
In this case, the satellite will thus be used for the redundancy
of critical network nodes (connected to a warning system or
a subscriber of critical importance in the decision process), to
connect the system to an existing warning network, or just to
quickly connect a siren or isolated warning sign.

B. WiMAX networks

The WIMAX technology is standardized by the IEEE
(Institute of Electrical and Electronics Engineers) under
IEEE 802.16 and addresses several objectives: fixed mobile
convergence, higher flow rates, compliance with quality of
service constraints, etc. Compared with the architecture of
conventional cellular systems such as EDGE (Enhanced Data
rates for GSM Evolution) or UMTS (Universal Mobile
Telecommunications System), the architecture of a WiMAX
network is based on components that are intended to remain
close to the Internet standards, as pictured in Figure 2.

WiFi Hotspot 1 g\i@
P (Q

FIXED ENTREPRISE FULL
ACCESS PORTABILITY MOBILITY
Figure 2. WiMAX Mobile Environment
The standard  provisions  various types  of

communications. For point to point transmission, it aims to
link transmission points separated by a few dozens
kilometres for the multiplexing of IP traffic with the support
of differentiation and service guarantee. This type of
application is similar to radio-relay transmission while it
provides the spectral efficiency and intelligent management
of IP traffic. It comes in support of network deployments that
would not be economically viable if done in wire line
technologies. The systems for point to multipoint
transmissions without mobility provide the Internet IP traffic
from a connection point of the wired network to a group of
buildings or homes through the radio interface. User
equipments within the buildings are basically PCs that
receive a service equivalent to an ADSL (Asymmetric
Digital Subscriber Line) access. This standard thus targets to
address the so-called "white areas” in which a typical

Copyright (c) IARIA, 2011.  ISBN: 978-1-61208-133-5

deployment of ADSL based on a wired infrastructure would
be too expensive to setup. In the point to multipoint
transmission with mobility version, the WiMAX radio signal
terminates directly on the terminal of the final user. This
system can accommodate the wireless ADSL users, but also
PC terminals (usually laptops) for a mobile Internet access.

The WIMAX offers a continuous connection for the
transfer of IP packets. Accordingly, it can support any type
of warning system based on data transmission. An interesting
feature is its ability to support a Broadcast / Multicast mode
called MCBCS (Multicast and Broadcast Services). In the
same perspective as the 3GPP MBMS (Multimedia
Broadcast/Multicast Service) technology, the WiMAX plans
to provide broadcast services in geographical areas managed
by the system. In a Multi-BS (MBS) system, several BSs
located in the same geographical area, called MBS_ZONE,
can transmit the same broadcast / multicast messages
simultaneously on a single radio channel. It should be noted
that a BS may belong to several MBS _ZONEs. A mobile
terminal that registers for an MBS service can receive
information from all the BSs of the MBS_ZONE without
having to register with a specific BS of the area. In addition,
it can receive the MBS signals from several BSs
simultaneously for an improved reception quality. This
broadcast service enables the usage of the WiMAX
technology as a potential support for public alerting
messages.

C. 3G and LTE cellular networks

The CBS technology allows sending through the GSM
(Global System for Mobile communications) network one or
more small messages to all the mobile phones located within
a specific area covered by one or several broadcasting Base
Transceiver Stations (BTS). The information can be
broadcast over several channels, possibly one per language
used for the broadcast message. The user must first select the
channels to which he wants to subscribe. This technology
allows broadcasting a mass message without network
performance problems. However, setting the terminal
requires an adequate communication plan to the population
associated with a technical support team able to assume the
setup on heterogeneous consumer devices, in the best case
when they are compatible, since the CBS feature has been
removed from many terminals in favour of more vending
features. In any case, this technology has been selected by
the standards to carry the messages of the Public Warning
System (PWS), as will be explained in Section I11B.

The LTE is a project led by the 3GPP standards body for
the publication of the technical standards of the future fourth
generation mobile telephony. It enables data transfer at very
high speed, with a longer range, a higher number of calls per
cell and lower latency. For the operators, the LTE involves
changing the core network and the radio transmitting
stations. New compliant mobile terminals must also be
developed. Considering the limitations of the current
solutions in terms of deployment and performance, the LTE
generation allows, with continuous connections, to be able to
alert all the terminals almost simultaneously in a specific
area, using dedicated short messages. The question of the
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penetration rate of terminals with 4G subscriptions is an
important element in the relevance of the solution for an
alerting system. The number of users accessing the 3G
services has been increasing sharply since the latest
developments of devices such as the iPhone, Android,
BlackBerry or Windows phones and the commercialization
of unlimited flat rate packages. The population currently
reached with 3G mobile subscriptions will probably evolve
to the upcoming 4G systems rapidly due to the effect of
device renewal.

I1l.  USING ENHANCED UPCOMING TECHNOLOGIES

This analysis has been completed a prospective study of
networks currently in the phase of definition and
standardization, and which are of interest for the future
population warning systems. In a first step are introduced the
future vehicular networks, whose deployment is planned for
the second half of the decade. The advantage of such
networks is that, in addition to being able to reach the
drivers, they operate in a cooperative mode. As a result,
these networks are resilient to the possible destruction of the
communications infrastructure. In a second step are
presented the future developments of broadcast technology
for mobile cellular networks (CBS and MBMS) and their
integration in terms of standards into warning systems. The
presented techniques were initially developed for a tsunami
warning network in Japan and subsequently generalized to a
more comprehensive Public Warning System (PWS). The
CBS technology is used here again. This standard is part of
the GSM, UMTS-3G and future LTE operational standards.
Its advantage is that it allows the global broadcast of short
messages (SMS-type) and thus overcomes the limitations
due to network overload when targeting a large population. It
also contains features that allow to "wake up" idle mobile
phones and select the geographical coverage for the
broadcast, making it particularly suitable for a connection to
a global alerting system. However, it is somehow questioned
since its deployment differs according to operators and
countries.

A. Vehicular Communications

This new mode of communication from vehicle to
vehicle is based on the new standards for Intelligent
Transport Systems (ITS). Here we introduce the ETSI TS
102 636-3 standard [3], which is under development for ITS
and GeoNetworking. The most interesting feature of this
standard is the definition of a set of methods to distribute,
and route messages in specific geographical areas. For
example, in the advent of an emergency situation, the
message is sent to the vehicles concerned by this emergency
in the destination area. It would, in this way, reach only the
concerned vehicles, not disturbing drivers outside the target
region. The communication among entities may be between
Vehicle to Vehicle (V2V), Infrastructure to Vehicle (12V),
Vehicle to Infrastructure (V2I), Infrastructure to
Infrastructure (121) and all the concatenation of these basic
scenarios. In the GeoBroadcast communications, the same
message is forwarded to all the ITS stations in the defined
area, as shown in Figure 3.
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Figure 3. GeoBroadcast type of V2V communication

Some additional research has been conducted on the
propagation of public safety warning messages using
GeoBroadcast and Delay Tolerant Networks (DTN)
techniques [4]. The main purpose of such work is to increase
the coverage of the existing network to reach more people in
a faster way. People in vehicles usually do not watch TV and
may not be listening to the radio. In the future, cars will be
equipped with devices helping to increase road safety that
will be constantly active to provide the drivers with the
information about the road conditions. The work described in
[4] proposes that the vehicles act as virtual roadside units
(VRSUs) and help on the spreading of the warning messages
in case of an emergency. The intention is to decrease the
“last mile” information access problem. The evaluations
show that the mechanism is robust and efficient even over
different disaster scenarios. Thus the use of VRSUs is an
effective way to distribute warning messages to vehicles in a
region.

B. Cellular Communications

Some new technologies and actions have recently been
introduced in the 3GPP standardization for cellular systems
which are relevant to public warning systems. The first part
describes the two candidate technologies that can comply
with the broadcasting requirements in case of a major event.
Both technologies offer a global broadcast capability, which
means that a message is sent only once and received at once
by all the target terminals. The CBS has been part of the
standards since the early GSM, even if not always deployed
by operators, so it is technically compliant with all the
existing enabled mobiles in the market. It permits to
broadcast unacknowledged messages to all the receivers
within some particular defined geographical areas known as
cell broadcast areas. A CBS page is comprised of 93
characters and up to fifteen pages may be concatenated to
form a message. Messages are broadcast cyclically at a
frequency and for a duration agreed with the information
provider. Mobiles can selectively display only the messages
chosen by the Mobile user. In addition, a message that has
been formerly successfully received is not displayed a
second time. The second technology, the MBMS is an
enhancement of the 3G systems which provides a point-to-
multipoint capability for Broadcast and Multicast Services
[5], allowing resources to be shared in the network. Since it
is more recent, it has more constraints, but it also brings the
capability to disseminate multimedia information (video,
audio, pictures) in addition to the text messages. As the LTE
is enhancing the capacity and efficiency of the cellular
networks, the MBMS is evolving and adapted to benefit
from these improvements.
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Some actions have recently been taken in the 3GPP
standardization groups to implement public notification
warnings. Japan launched the first step with the ETWS
(Earthquake and Tsunami Warning System), delivering
Warning Notifications specific to Earthquake and Tsunami
simultaneously to many mobile users located in Warning
Notification Areas who should evacuate from an
approaching Earthquake or Tsunami. An ETWS warning
may be required in a very urgent timeframe (down to 4
seconds for the primary notification or initial alert) and is
characterized by the capability to provide a very short
notification period. A secondary notification can be delivered
afterwards, carrying a larger amount of information such as
text, audio or graphics to instruct what to do and where to get
help, or a valid route from present position to an evacuation
site. In a further release, this system has been generalized
into the PWS (Public Warning System) [6] which targets
worldwide objective, including the CMAS (Commercial
Mobile Alert System) in the USA or the support of European
requirements.

Some early technical studies considered both some
variants of the CBS and MBMS broadcasting technologies
for the PWS. Since the CBS is more mature from a
standardization point of view, it is the solution that has been
adopted. However, because the MBMS will be part of the
future LTE systems and can convey larger amount of data, it
is still an interesting candidate to support future alerting
systems. One of its drawbacks, though, is that it lacks the
geo-localization feature of the CBS system. An enhanced
system has been proposed in [7] to extend the MBMS by
developing cross-layer cooperation where the networking
protocol and the cellular system collaborate to improve the
efficiency of the geographical radio coverage. It enables a
more precise and efficient delivery of the broadcast
information, taking advantage of the comprehensive
knowledge of the infrastructure and network topology by the
mobile operator. Only the base stations located in the target
zone participate in the distribution of the message, as shown

in Figure 4.
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Figure 4. RATCOM Application Scenario with MBMS

Users located outside of their coverage do not have to
filter out the un-necessary information, increasing the
efficiency of the system.
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IV. CONCLUSION

In this paper were presented several technologies to be
deployed in the medium to long term. Some are completely
new (WiMAX, DVB-SH or vehicular networks), others are
the future evolution of existing communication networks (Ku
band satellite networks, cellular mobile telephony).

Each of these technologies offers specific characteristics
and particular interest for the broadcast of warning messages.
The DVB-SH satellite broadcast network reaches a large
number of users by stopping the radio and TV programs
received on fixed or mobile devices, and replace them by the
alert bulletin. It does not require the availability of a
terrestrial network and therefore does not run the risk of
being damaged by a natural disaster. The Ku band satellite
network connections can also serve as redundancy to the
existing network nodes in the case of failure due to a major
problem, enabling the safe operation of critical network
nodes or connecting a subnet that was isolated. The WiMAX
technology, which is in its early deployment, is based on
features close to the Internet. It offers the ability to support a
Broadcast / Multicast mode and thus to provide broadcast
services in geographical areas that cannot be easily
connected with a legacy wired network. The CBS is based on
existing cellular networks and deployable at medium term. In
countries like Japan, CBS is used for mass message
broadcast, even if its setting is somehow problematic. It will
be advantageously replaced by the LTE that will achieve
permanent connections towards all the terminals with a 4G
subscription. Vehicular Networks will allow the broadcast of
information from car to car in a specific geographical area.
The advantage of this technology lies in the fact that it
requires no infrastructure and can reach people while they
are travelling. The future evolution of cellular networks is
still being defined. With CBS and MBMS technologies, it is
possible to broadcast a single message to many users, so at a
lower cost from the point of view of radio resources, while
capitalizing on a network and a massive penetration rate. The
PWS systems take advantage of these features to provide a
comprehensive model of early warning network. A proposal
to extend the geographical feature of MBMS and increase its
efficiency has also been introduced.

All these technologies can reach in a very limited time a
significant number of users and are particularly relevant to a
potential connection to the downstream component of a
future public warning system. The availability of these
technologies in the near or longer future depends mainly on
their commercial success, according to business models and
the return on investment expected from their deployment.
Nevertheless, it is the administrative authorities who
ultimately may decide on the development and promote the
implementation of the functionalities needed to connect them
to a global safety system.
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Abstract—as a work for managing a whole network effectively
without a limited purpose, there is the work of a PBNM
(Policy-based network management). The PBNM has two
structural problems such as communication concentration
from many clients to a communication control mechanism
called PEP (Policy Enhancement Point) and the necessity of the
network system updating at the time of introducing the PBNM
into LAN. Moreover, user support problems in campus-like
computer networks such as troublesome user support in
updating a client’s setups and coping with annoying
communication cannot be improved by the PBNM. To improve
these problems, we have been studied a next generation PBNM,
which overcomes theses problems and has the function that
does not exist in the existing PBNM, and called it a DACS
(Destination Addressing Control System) Scheme. By the
DACS Scheme, communication concentration from many
clients to the PEP is solved, and system updating becomes
unnecessary. Moreover, user support at updating the client’s
setups and coping with annoying communication by the DACS
Scheme becomes very effective. In this study, to raise the
effectiveness of this scheme, we show a virtual use method of
CGI (Common Gateway Interface) by using the DACS Web
Service, which is the Web Service realized by the DACS
Scheme that we have been proposed before.

Keywords- CGl; DACS Scheme; PBNM; destination NAT;
packet filtering

. INTRODUCTION

In computer networks where the usage policies are well
defined, the network management is relatively easy. This is
the case of enterprise computer networks, where security
policies and access control lists are well defined. On the
other hand, in campus-like computer networks, the
management is quite complicated. Because the computer
management section manages only a small portion of the
wide needs of the campus network, there are some user
support problems as follows. For example, when the mail
boxes on one server are relocated to different server
machines, an update of user machine’s setups is necessary.
Most of computer network users in a campus are students.
Since students do not check frequently the e-mail, a usual
operation is to make them aware of the settings update. This
administrative operation is executed by means of web pages
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and/or posters. For the system administration, individual
technical support is a stiff part of the network management.

As the work of network management, there are various
kind of works such as the server load distribution technology
[11[2][3], VPN (Virtual Private Network) [4][5]. However,
these works are performed forward the specified different
goal, and don’t have the purpose of effective whole network
management. As the work for managing a whole network,
there is the work of Opengate [6][7], which controls Web
accesses from LAN (Local Area Network) to internet. This
work has the limited purpose of controlling Web access to
internet. As the work for managing a whole network
effectively without the limited purpose, there is the work of a
PBNM (Policy-based network management) [8][9][10][11]
in IETF (Internet Engineering Task Force). However, the
PBNM has two structural problems such as communication
concentration from many clients to a communication control
mechanism called Policy Enforcement Point (PEP) and the
necessity of the network updating at the time of introducing
the PBNM into LAN. Moreover, it is often difficult for the
PBNM to improve the user support problems in campus-like
computer networks explained above.

To improve these problems of the PBNM, we show a
next generation PBNM, which overcomes theses problems
and has the function, which does not exist in the existing
PBNM, and called it DACS (Destination Addressing Control
System) Scheme. As the works of DACS Scheme, we
showed the basic principle of the DACS Scheme [12], and
security function [13]. In addition, we showed new user
support realized by use of the DACS Scheme [14]. The past
work of the DACS Scheme’s mechanism was executed as a
network management scheme for campus-like computer
networks. In this paper, to raise the effectiveness of this
scheme, we show the virtual use method of CGI (Common
Gateway Interface) by using the DACS Web Service. The
DACS Web Service is the Web Service realized by the
DACS Scheme that we have been proposed before. The rest
of paper is organized as follows. Section Il shows motivation
of this research. In Section 111, we describe the content of the
DACS scheme. Then, in Section 1V, the content of DACS
Web Service is explained. In Section V, virtual use of the
CGI program is shown.
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1. MOTIVATION

In the world of Internet, programs as the CGI [15] are
often disclosed so that many users can use them without any
charge. Because they are developed at an individual level, it
is often impossible to use them in a company and university
practically. However, when they are developed by a skilled
developer, it is possible to use them practically. For example,
in the software such as a bulletin board and groupware, they
are not always referred only form same group members in
each user's group. In many cases, when they are used in
multiple groups, they are placed by being multi-copied.
Because they are accessed from users in other group, there is
the possibility of data leak. To be concrete, when they don't
have an authentication mechanism, it becomes possible for
users in other group to access the program. When they can
acquire the URL for the program, the data of them is referred
through the program by using the URL.

Therefore, in this study, the virtual usage method of the
CGI program is shown. To be concrete, by using the DACS
Web Service that the authors have been studied, it is realized.
The DACS Web Service is the service that is realized on the
network introducing the DACS Scheme, which is a scheme
of Policy Based Network Management (PBNM). Because it
is a service limited to Local Area Network (LAN) at this
time, the method is also limited to the usage on the LAN.

1.  THE DACS SCHEME

In this section, the content of the DACS Scheme is
described.

A. Existing PBNM

As the works on existing network management, there are
various works such as authentication [16][17], the server
load distribution technology [1][2][3], VPN [4][5] and
quarantine network [18][19]. However, these works are
performed forward the specified different goal. Realization
of effective management for a whole network is not a
purpose. These works are performed for the specific purpose,
and don’t have the purpose of managing a whole network.
As the work for managing a whole network, there is the
work of Opengate [6][7], which controls Web accesses from
LAN to internet. However, this work has the limited purpose
of controlling Web access to internet. As the work for
managing a whole network effectively without the limited
purpose, there is the work of the PBNM [8][9][10][11] in
IETF. The content of the PBNM is described in Figure 1.

To be concrete, in the point called PDP (Policy Decision
Point), judgment such as permission and non-permission for
communication pass is performed based on policy
information. The judgment is notified and transmitted to the
point called the PEP, which is the mechanism such as VPN
mechanism, router and firewall located on the network path
among hosts such as servers and clients. Based on that
judgment, the control is added for the communication that is
going to pass by.
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PDP (Policy Decision Point)

Decision Results
Based on Policy Information

PEP {Policy Enhancement Point)

(1) VPN Mechanism
{2) Router
{3) Firewall

Figure 1. PBNM in IETF

B. Basic Principle of the DACS Scheme

Figure 2 shows the basic principle of the network
services by the DACS Scheme. At the timing of the (a) or (b)
as shown in the following, the DACS rules (rules defined by
the user unit) are distributed from the DACS Server to the
DACS Client.

(a) At the time of a user logging in the client.
(b) At the time of a delivery indication from the system
administrator.

According to the distributed DACS rules, the DACS
Client performs (1) or (2) operation as shown in the
following. Then, communication control of the client is
performed for every login user.

(1) Destination information on IP Packet, which is sent from
application program, is changed.

(2) IP Packet from the client, which is sent from the
application program to the outside of the client, is blocked.

An example of the case (1) is shown in Figure 2. In
Figure 2, the system administrator can distribute a
communication of the login user to the specified server

among servers A, B or C. Moreover, the case (2) is described.

For example, when the system administrator wants to forbid
an user to use MUA (Mail User Agent), it will be performed
by blocking IP Packet with the specific destination
information.

Server A ServerC

Server B DACS Server

_____ Intranet

Gy -

Server access (Normal) O

Interception X

DACS Client
DACS Control

Client Computer

Figure 2. Basic Principle of the DACS Scheme
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In order to realize the DACS Scheme, the operation is
done by a DACS Protocol as shown in Figure 3. As shown
by (1) in Figure 3, the distribution of the DACS rules is
performed on communication between the DACS Server
and the DACS Client, which is arranged at the application
layer. The application of the DACS rules to the DACS
Control is shown by (2) in Figure 3. The steady

communication control, such as a modification of the
destination information or the communication blocking is
performed at the network layer as shown by (3) in Figure 3.

( Server Machine )

( Client Machine )

DACS Client
{ 1. Destination NAT

IP address

i 4

tr;mslaﬁon

2. Communication
> Blocking

Data link Layer
Physical Layer

Figure3. Layer Setting of the DACS Scheme

C. Communication Control on Client

The communication control on every user was given.
However, it may be better to perform communication control
on every client instead of every user. For example, it is the
case where many and unspecified users use a computer room,
which is controlled. In this section, the method of
communication control on every client is described, and the
coexistence method with the communication control on
every user is considered.

When a user logs in to a client, the IP address of the
client is transmitted to the DACS Server from the DACS
Client. Then, if the DACS rules corresponding to IP address,
is registered into the DACS Server side, it is transmitted to
the DACS Client. Then, communication control for every
client can be realized by applying to the DACS Control. In
this case, it is a premise that a client uses a fixed IP address.
However, when using DHCP service, it is possible to carry
out the same control to all the clients linked to the whole
network or its subnetwork for example.

When using communication control on every user and
every client, communication control may conflict. In that
case, a priority needs to be given. The judgment is
performed in the DACS Server side as shown in Figure 4.
Although not necessarily stipulated, the network policy or
security policy exists in the organization such as a university
(1). The priority is decided according to the policy (2). In (a),
priority is given for the user's rule to control communication
by the user unit. In (b), priority is given for the client's rule
to control communication by the client unit. In (c), the user's
rule is the same as the client's rule. As the result of
comparing the conflict rules, one rule is determined
respectively. Those rules and other rules not overlapping
are gathered, and the DACS rules are created (3). The
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DACS rules are transmitted to the DACS Client. In the
DACS Client side, the DACS rules are applied to the DACS
Control. The difference between the user's rule and the
client's rule is not distinguished.

DACS sV

(1) Metwork Policy, Security Policy
\

v
(2) Decision of the priority of rule
User's rule
@ O » X
b}  x < O
© O = O

(3) Creating DACS rules

Client' rule

Sending DACS rules

Figure 4. Creating the DACS rules in the DACS Server side

D. Security Mechanism of the DACS Scheme

In this section, the security function of the DACS
Scheme is described. The communication is tunneled and
encrypted by use of SSH. By using the function of port
forwarding of SSH, it is realized to tunnel and encrypt the
communication between the network server and the, which
DACS Client is installed in. Normally, to communicate from
a client application to a network server by using the function
of port forwarding of SSH, local host (127.0.0.1) needs to be
indicated on that client application as a communicating
server. The transparent use of a client, which is a
characteristic of the DACS Scheme, is failed. The
transparent use of a client means that a client can be used
continuously without changing setups when the network
system is updated. The function that doesn't fail the
transparent use of a client is needed. The mechanism of that
function is shown in Figure 5. The changed point on network
server side is shown as follows in comparison with the
existing DACS Scheme. SSH Server is located and activated,
and communication except SSH is blocked. In Figure 5, the
DACS rules are sent from the DACS Server to the DACS
Client (a). By the DACS Client that accepts the DACS rules,
the DACS rules are applied to the DACS Control in the
DACS Client (b). The movement to here is same as the
existing DACS Scheme. After functional extension, as
shown in (c) of Figure 5, the DACS rules are applied to the
DACS SControl. Communication control is performed in the
DACS SControl with the function of SSH. By adding the
extended function, selecting the tunneled and encrypted or
not tunneled and encrypted communication is done for each
network service. When communication is not tunneled and
encrypted, communication control is performed by the
DACS Control as shown in (d) of Figure 5. When
communication is tunneled and encrypted, destination of the
communication is changed by the DACS Control to localhost
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as shown in (e) of Figure 5. After that, by the DACS STCL,
the communicating server is changed to the network server
and tunneled and encrypted communication is sent as shown
in (g) of Figure 5, which are realized by the function of port
forwarding of SSH. In the DACS rules applied to the DACS
Control, localhost is indicated as the destination of
communication. In the DACS rules applied to the DACS
SControl, the network server is indicated as the destination
of communication. As the functional extension explained in
the above, the function of tunneling and encrypting
communication is realized in the state of being suitable for
the DACS Scheme, that is, with the transparent use of a
client. Then, by changing the content of the DACS rules
applied to the DACS Control and the DACS SContral, it is
realized to distinguish the control in the case of tunneling

and encrypting or not tunneling and encrypting by a user unit.

By tunneling and encrypting the communication for one
network service from all users, and blocking the untunneled
and decrypted communication for that network service, the
function of preventing the communication for one network
service from the client, which DACS Client is not installed
in is realized. Moreover, even if the communication to the
network server from the client, which DACS Client is not
installed in is permitted, each user can select whether the
communication is tunneled and encrypted or not. The
function of preventing information interception is realized.
( Client Machine )

(a)

------ DACS Client

Figure 5. Extend Security Function

E. Effectiveness of the DACS Scheme

(a) Effective User Support at Changing Setups of Client with
the DACS Scheme

When network system is updated, user support by the
DACS Scheme is compared with user support by the Non-
DACS Scheme, and an advantage of user support by the
DACS Scheme is described. User support processes after
updating the network system are described in Figure 6.

When the DACS Scheme is not introduced, notification
for changing setups is sent to a user in a laboratory (2) after
updating the network system (1). It is sent by E-mail and a
homepage or a document. The user who accepts that
notification updates a client” s setups (3). If there is no
problem in changing setups of the client, it is enabled to start
the operating (4). When it is not possible to update setups by
some causes, the user inquires to the network management
section (5). In the network section, investigation by hearing
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comprehension for the user or investigation in the field is
done (6). If a cause is specified, the coping way are
considered, and carried out (7). It is a burden for a system
administrator to support each user for every inquiry. When
the DACS Scheme is introduced, a system administrator has
only to change the DACS rules (8) at the time of updating
the network system. After changing the DACS rules,
communication control corresponding to new network
system is started at a point in time when the user logs in to a
client again (4). Because the system administrator with
understanding the policy for using a laboratory network sets
the DACS rules, a trouble by a cause except an artificial
factor such as missing setups of the DACS rules does not
occur. This process of user support is largely simplified in
comparison with the process of user support by the Non-
DACS Scheme.

[ (1)Network Configuration Change

DAGS "

scheme ',

\

i {8)DACS ryles's Ch | user:
f 's Change |+ | ) .
i‘, (3) Setting Change of a client ) {5) Inquiry

Network Management Section :

! \‘. (6) Investigation of the causes

(7) Consideration and Operation
of the measure method.

) -:-410peraling State

Figure 6. Process introducing the DACS Scheme
(b) Effective Coping with Annoying Communication by the
DACS Scheme

To cope with the communication from a virus infection
client and the communication with annoyance to other user
such as streaming of moving and sound [20], a system
administrator needs to specify, which user or client is
transmitting the communication to. For example, when there
is a direct cause in the client itself such as virus infection, the
client must be specified. A user must be specified, when
there is a direct cause in user oneself. When the IP address is
managed dynamically by DHCP service, much time and
effort is spent to specify the client or user. The coping
process for annoying communication is described as shown
in Figure 7 and explained with an example of the user
support for a laboratory.

At first, annoying communication for other users is
captured by communication detection through the
mechanism such as F/W or IDS (1). Next, a source IP
address of the annoying communication is acquired (2). To
here, it is the same thing when the DACS Scheme is
introduced or not introduced. When the DACS Scheme is
not introduced, the process of user support is described in

/|| (2) Notice to a user \‘-\
/ Non-DACS Scheme
i “
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Network Management Section: \

| (1) Capturing Annoying Communication |

|

‘ (2) Specifyinga source IP address |
I

DACS Scheme Non-DACS Scheme

'
(7) Specifying a user name

and IP address

(8)Notifying and displaying
the message to the screen and
blocking a communication port

(3) Nofifying the source IP address

(4) Specifying the source IP address

Client Computer '

Laboratory:

(5) Contacting by User

(8) Specifying the causes of annaying communication

(7) Comesponding to annoying communication

Network Management Section:

Figure 7. Change of User Support
the following. Under using DHCP Service, if a whole
network is divided into multiple subnetworks, and each
subnetwork is assigned to each laboratory, a system
administrator can manage scope of the IP address used in a
laboratory. If not so, the system administrator cannot
manage it. In the case of the former, the IP address is
notified to the laboratory (3), and the client transmitting the
communication is specified (4). In the laboratory, because it
is impossible to manage t the IP address that the client uses,
the client is specified after investigating the network setups
information of each client. It takes trouble very much. In the
case of the latter, it is difficult to specify the client. This is
because the system administrator cannot know the
laboratory using the IP address. Even if the system
administrator can know it, because it is needed to
investigate the network setups information of each client, it
takes trouble very much. After the client is specified, the
user of the laboratory contacts a network management
section (5). In the situation that a laboratory cooperates with
a network management section, the cause specification of
annoying communication and coping with it are done (6).
On the other hand, when the DACS Scheme is introduced,
source IP address of the annoying communication needs to
be acquired (2) to specify the client first. When a user needs
to be specified, a user name is specified from the IP address
(7). When a user has a direct cause such as streaming of the
moving picture and the sound, the message to notify
abnormality is transmitted to the IP address of the client,
which a user logs in. If a client has a direct cause such as
infection by virus, the message to notify abnormality is
transmitted to the IP address of the client. The message is
displayed in the screen of the client. At the same time, the
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used port by annoying communication is blocked (8). The
user sees the message of the screen, and contacts the
network management section (5). In the situation that a
laboratory cooperates with a network management section,
specification of annoying communication and coping with it
are done (6). It is shown that the DACS Scheme is effective
at the following two points. The first point is that the client
that transmits annoying communication is specified simply.
The client that has a problem is specified by seeing the
message of a screen at a glance. The second point is shown
as follows. Because the influence to others is prevented by
blocking a communication port of the client, time margin
for the cause specification of annoying communication and
the coping with it is generated effectively. When the urgent
degree such as virus infection is high, the DACS Scheme is
particularly effective.

IV. SYNOPSIS OF THE DACS WEB SERVICE

In this section, the synopsis of the DACS Web Service
is described.

A. Two Kinds of Functions of Web Service Based on DACS
Scheme

Two kinds of functions of Web Services based on DACS
Scheme are described, here.

At first, the function to use data from database is
developed. To realize this function, DACS Scheme needs to
be extended, and the program on Web Server needs to be
implemented in correspondence to the extended DACS
Scheme as shown in Figure 8.

(c) Sending 7] DACS sV

(d) Sending
DACS rules | User Name
! (b) Sending and
(2) Login e User Name IP Address
User ------ [ ppe-e- and
IP Address
- (3) Specifying a User
(1) Inputting (2) Access through (4) Searching Data for
u URL Web Server the specified user
ser
D
A (5) Extracting Data for|
c e the specified user
s Program
c Web Server
L
User
) Referrin 6) Sending Web Page
( g g g
Web Page
Web Browser

Client Computer
Figure 8. Function Using Data from Database
In the network with DACS Scheme, after a user's logging
in a client (a), user name and IP address are sent to DACS
SV (b). Then, DACS rules are sent back to DACS CL (c).
Moreover, user name and IP address are sent to the program
on Web Server. Then, the server side program on Web
Server can identify the user by checking the login
information and the source IP address from the client, and
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can change the processing of the program every user. When
each different user accesses the program with same URL,
different information for each user can be searched and
extracted from database, and be displayed on Web Browser.
Through the processing from (1) to (7), this new function is
performed.

D L{ 192 168.1.1- 3000 @[ DirA_|
c L[ 192.168.1.1 - 3001 @+ DirB |
Inputting U S

User A {192.168.1.1- 2002 fes@e— Dir C |
L [ 192.168.1.1- 3008 }—@+—{ DirD |
Refarring sending  UserE [<192.168.11 3004 @+ DirE |

Web Page Web Page :

User

E: |_ Document root
Web Browser

Client Computer Web Server @ - Virtual Host

Figure 9. Function Using Data from Document Medium

Next, the function to use data from document medium is
developed for the respective user. In the network with DACS
scheme, different IP address and TCP port can be assigned
for one host name by a user unit. Therefore, different
document medium with same file name on different Web
Server can be referred for each user by inputting same URL
to Web Browser. When this principle is combined with the
function of virtual host that is equipped as Web Server, it is
possible to use Web Server as shown in Figure 9.

(1) Virtual

Host (2) Directory
A+ {+File Name A
HTML File A
er8l| @—>File Name A
URLAT— . File Name A
Frame A
Web Server
Server A
URLB
Frame B || (thPe —
o

Web Server

Server B
Figure 10. Web Service by two functions

By the function of virtual host, multiple groups of socket
(IP address and TCP port) can be assigned for one Web
Server. The referred document can be changed every socket.
First, in Document root of Web Server in Figure 9,
directories (Dir A,B,C,D....) are prepared for each user. By
the function of virtual host, each directory is connected to
each socket as one pare. By changing TCP port number
(3000,3001,3002....) for one IP address (192.168.1.1),
sockets corresponding to each directory are prepared. Next,
movement on this mechanism is described. One user inputs
one URL to Web Browser. When the URL is inputted by
User A, the file in Dir A that is connected to the socket
(192.168.1.1:3000) is referred. Equally, when by User B, the
file in Dir B that is connected to the socket
(192.168.1.1:3001) is referred. When by User C, the file in
Dir C that is connected to the socket (192.168.1.1:3002) is
referred. When the document medium with same name exists
in each directory (Dir A,B,C....), each user can see different
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contents by inputting same URL to Web Browser. For
information sender, because it is possible to notify
information to the specific user by uploading document
medium to the predetermined directory, information usage
becomes largely wide. Because information sender can
describe the content of document medium easily and freely,
it is possible to communicate the information with much
expressive power and impact.

As the result, by letting both functions coexist as shown
in Figure 10, the Web Service that a user can use information
on the network regardless of information storage form is
realized.

B. Contents of the DACS Web Service

Server Machine

_________________ Welshervar

[ ore || orc ][ Diro | 1:
el

T 1

DACS i \:":I’Dt:tal i
| 1

| Socket A | i| Socket B || Socket C || Socket D | i
5 i

' i

i :

1

Function « Function 8
DACS CL
L ]
\ ]
Web
i i i for each user
Inputting | | Displaying @
Browser URL Web Page (b) for each group
(c) for all users

Client Machine
Figure 11. DACS Web Service

In Figure 11, synopsis of DACS Web Service is shown.
The function to use data from database of information
system such as a system managing results for a student, is
shown as Function a. The function to use data from
document medium such as a simple text file and a PDF file,
is shown as Function (. After a user's inputting URL into
Web Browser, communication control by DACS CL (DACS
CTL) is performed. As the result, function a or Function f3 is
used. Because the function of either is automatically
selected every each URL according to DACS rules, a user
can use data from information system or document medium
dispersing on the network without being conscious of that
function is used. In other words, a user can use information
regardless of storage form and storage place of data freely
and easily, if a user knows URL and the kind of information
acquired by that URL. Even if whichever of Function o or
Function B is used, data is displayed on Web Browser after
inputting URL. Three kinds of data, which are sent by a user
unit (a) and by a group unit (b) and by all users unit, are
displayed.

Here, details of Function o are shown. After extension,
the functions of retrieving data for each group (Function a2)
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or for all users (Function a3) can be used. There are
differences among Function al, Function 02, and Function
a3 in the program extracting data from a database for a
request from a Web browser.

In the program of Function al, data is extracted for each
user, as shown by (1). In the program of Function a2, data is
extracted for each group, as shown by (2). In the program of
Function a3, data is extracted for all users, as shown by (3).
In the existing function to retrieve data from a database, as
shown by (1), it is possible to specify which user is sending
communication through the Web browser. Therefore, the
function is extended to set a correspondence list of the user
and group name in the DACS Server and send that
correspondence list from the DACS Server to the program
of Function 02. As a result, because the program of
Function o2 can recognize the group to which a user
belongs, it is possible to extract information for each group.
Even if a user belongs to multiple groups, it is possible to
extract the data of all groups. In addition, it is possible to
extract the data of a specific group by sending its group
name as a parameter of the URL. In the program of
Function a3, data is extracted for all of these users. Because
it is the function of a normal Web Service that does not
introduce DACS Scheme, it is generally realized without a
technical problem.

Next, details of Function B are shown. Function 1
displays data of the document medium dynamically for each
user. By use of this function, the function for each group
(Function B2) and the function for all users (Function 3)
are realized. Function B2 relates the URL for each group
(Group URL1, Group URL2....) to each document, which is
stored in each directory for each group. Function B3 relates
the URL for all users (All Users URL) to the document,
which is stored in the directory for all users. To send
information, only uploading a file as a document medium
into the predetermined directory (directory for each user,
directory for each group, and directory for all users) is
necessary. Information for each group can be recieved by
the specific URL for each group. In addition, the users not
belonging to each group can not access it by using the URL.
Information for all users can be recieved by use of the URL
for all users. By using the DACS Web Service, not only
information for each user but also information for each
group and for all users, can be used from the document
medium.

V. VIRTUAL USAGE METHOD OF THE CGl

In this paper, the method that is realized by the Function
al is proposed. By using this function, programs of the CGlI
is accessed virtually through same URL from users in each
group. To be concrete, this method is realized by the
following procedure.

(Stepl) First setting of the CGI programs
First, CGl is set by a normal procedure. For example, the
program files as the CGlI are placed on the Web Server, and
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initial setting is performed. For example, the setting of initial
parameter of the CGI and permission of the program files.
As the result, users can use the programs of the CGI by
inputting one URL into a Web Browser.

(Setp2) Setting for virtual use of the CGI programs

After copying the directory that stores the programs, it is
pasted as another directory with another name. By repeating
a similar operation, multiple directories for each group are
prepared. At the same time, the content of the DACS rules is
changed. As the result, users that belong to same group
become possible to access the programs of same directory by
use of a URL. On the other hand, users that belong to other
group become impossible to access the above programs by
use of same URL.

By these procedures, in the form of using same URL,
users in each group can access the programs of the directory
in each group, and can not access the programs of other
group. Virtual use of the CGI programs is realized without a
special mechanism.

Users (GroupA) DirA copy
— i & and
i 192.168.1.1:3000 [«—>&: program X 1| paste
i datafley H
Inputting URL Users (GroupB) DirB >
v 192.168.1.1:3001 & programX
i datafley [
Users (GroupC) DirC >
i .
e 192.168.1.1:3002 (e program X
— datafile Y
Web i
Browse(
Document root
DACS CL
(DACS CTL)
Client Computer Web Server & e Virtual Host

Figure 12. Virtual Usage of the CGI program

A concrete example of it is shown in Figure 12. As first
step, the program X as the CGI program and other files such
as data file are placed in directory A (Dir A in Figure 12),
and initial setting of it is performed. As the result, users can
access and use it. Next, second step is as follows. At first,
Dir A is copied and pasted with another name. In Figure 12,
Dir B and Dir C are the pasted directories. Each directory is
named with the regularity. Though each socket is connected
to each directory through the virtual host by the system
setting, each name is allocated to be easy to automate the
setting. At the same time, by changing the DACS rules, the
host name in URL and the communication port is converted
to each socket every group. In Figure 12, when users in
Group A inputs one URL into a Web Browser, they access
the program X in Dir A through by way of
192.168.1.1:3000. In the case of users in Group B, they
access the program X in Dir B through by way of
192.168.1.1:3001. In the case of users in Group C, they
access the program X in Dir C by way of 192.168.1.1:3002.
Then, users in Group A con not access the program in Dir B
and Dir C. Users in Group B con not access the program in
Dir A and Dir C. Users in Group C con not access the
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program in Dir A and Dir B. In this way, virtual use of the
CGI program is realized simply.

(1]

[2]

(3]

(4]

[5]

(6]

[7]

(8]

(]
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Abstract— This paper describes a method to optimize the route
lookup in a multivendor data transmission network built on
Synchronous Digital Hierarchy (SDH) and Wavelength Division
Multiplexing (WDM) technologies. The optimization is carried
out in terms of time reduction, thereby having a wide field of
application in network operation: restoring service after a
failure, traffic redistribution scenarios, etc.

The algorithm encompasses different aspects such as: number of
routes to lookup, network structure, technological characteristics
of routes, and situation of elements, all of them related to
technical objectives. It also aims at integrating other features
embodying other objectives apart from the aforementioned
technical ones.

Keywords-component; route lookup optimization; SDH, WDM,;
transmission network features; transmission network elements;
boundary conditions.

l. INTRODUCTION

The method to select a suitable path into a network for
sending traffic is called routing. This process is carried out in
different networks, particularly in data networks (data packet
routing) and telephone networks (phone calls routed through
numbering plans).

In data networks, the routing information is included into
the final address codification. Routing tables are used at each
node, and they contain adjacent node addresses, so it is not
necessary to know the whole network topology.

Small networks can use manually configured routing tables,
but when networks increase their size, manual management is
unfeasible. This problem is intended to be resolved through
automatic routing table creation. The process is based on the
information included in the routing protocols, which allow the
network to work in an autonomous way.

There are different kinds of algorithms to automatically
populate the routing tables:

e Distance vector algorithms, based on the Bellman-Ford
method [1]: each node assigns a cost to the distance to
the known destine, and transmits it to the adjacent
nodes. Each receptor builds its tables based on the
received and stored information. If there is a node
failure, the information is rebuilt in each one of the
surviving nodes.

e Link state algorithm: each node shares its link
information so all the nodes build a network map. This
map is modified according to the link state. The route
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is obtained by means of basic short path algorithms,
which assign cost to each link (Dijkstra algorithm, for
example).

e Path vector protocol: a special class of distance vector
algorithms, useful in very big networks.

All these algorithms (special mention to [2], [3], [4], and
[5]) require features which make possible to establish a
hierarchy among routes, such as bandwidth, delay, hop number
and so on.

In telephone networks, routing tables are previously
calculated in a centralized way. The main parameters for their
elaboration are the network topology; the numbering plan and
the traffic data analysis (see [6]).

Due to geographical and hierarchical structures, which are
the base of the numbering plans, almost all telephone calls are
routed using only the first numbers (prefix). The tables are
designed specifically for each switchboard, so the maximum
number analysis is defined for the geographical zone managed
by the switchboard.

There is no dynamic route selection when there is a failure
within the network. All the alternative routes are selected at the
same time than the main ones.

As we can see in all the previous cases, the techniques used
in each network are based on their specific characteristics,
which are not useful in the data transmission network:

e In data networks, the routing table design, regardless of
the selected method, is based on parameters that make
possible to assign a cost to every links. In transmission
networks, there is no measurable parameter that can be
used to prioritize the paths. The only specific
requirement at this point is to avoid loops in the final
route when the algorithm selects a path in a node
among different possibilities. In other words, an
already visited node at the end of a possible path
discards that path.

e In telephone networks, the routing table design is
static, based on the network structure and the
information included in the telephone numbers, with
no dynamic selection. In transmission networks, there
are static paths too, but if the network fails, the new
path is selected dynamically. In this situation, there is
no more static information than the network topology,
so there is no hierarchy that can be used to select a
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path. All the routes with available bandwidth have the
same priority; there are no criteria to discard.

There are some recent studies aimed at route lookup in
transmission networks, as it is a key point in the deployment of
the future high capacity networks, all-based in optical links.
There are some novel approaches to this problem, as it is
developed in [9], applied to power networks but useful for
optical networks too. There are some works too for calculating
routes after deployment, in a general way as it is mentioned in
[10] or oriented to a specific kind of traffic, such as the one
analyzed in [11].

However, almost all of these works are focused on static
calculation or pre-calculated routes, while our work is focused
on real-time lookup without pre-evaluated routes. They are
oriented to isolated networks (in terms of technology), not
mixed ones, each island with different restrictions and
conditions.

After the evaluation of all these points, the first step in the
work will be the selection of the characteristics of the data
transmission network that will facilitate the optimum route
selection in a dynamic way according to network status.
Subsequently, the work will describe the modifications in
traditional algorithms to use all the selected features in the
lookup.

II. DATATRANSMISISION NETWORK
CHARACTERISTICS

The procurement of a customer service between two points
in the transmission network requires a route selection and
setting between them, usually involving various nodes
(equipments) aside from the access equipments. In normal
service procurement, the route selection and setting is carried
out at the circuit-provisioning step.

However, an additional situation requires a route selection.
If there is a network failure, it will be necessary to turn aside
the traffic in order to ensure the service. In that case, there is no
previous selected route, so a hew one must be selected and set
at that moment. What is more, main concerns must be: the
speed, a minimized traffic lost, and network status, to avoid
failed equipments or connections.

The algorithms for data networks outlined before are very
generic, and no efficient in particular ones, as it is showed by
the modifications in the telephone network routing.

This work describes the adjustments of the previous
algorithms to the data network characteristics, so a best
efficiency can be achieved. The bandwidth required for a route
within the data transmission network is translated into a signal
type, and the viable route is defined through the relationship
between different paths according to this signal type. The work
takes into account different features, which at the end define
the network in terms of signal types:

e Hierarchy: The network is hierarchically organized
according to an increasing bandwidth. Paths with a
specific signal type (i.e., a required bandwidth) are
joined into another one with a higher one.
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e Safeguard: At some hierarchic levels, there are path
groups defining structures for traffic safeguard. These
path groups must be taken into account for the route
definition (e.g., path rings).

e Technology: Data transmission networks include a
wide range of technologies. Within them, there are
easier ways to switch routes (e.g., if the lambda
switching can be remotely done in an optical network,
this routing will be faster and more efficient than if it is
necessary to make the switch in the equipment),
directly affecting the delay in traffic restoration.

e Network deployment: The network capacity changes
dynamically, so the information about the network
topology must be properly updated for an efficient
route lookup. The network can mainly change in three

different ways: deployment (i.e. adding new
equipments or paths resulting in an increased
capacity); network variations due to failures,

(decreasing capacity) or path redesign (changing
relationships) and finally service provisioning, which
decreases the network capacity.

1. ALGORITHM

This section describes the information included in the
algorithm in order to use the specific selected features of the
data transmission network to obtain optimized results. The
algorithm is applicable to a multivendor transmission network.

The features outlined in the previous section are thoroughly
explained below:

e Location (buildings): sites where the network

equipment is placed.
e  Transmission equipments within each location.

e  Ports/points in each equipment: the equipment usually
consists of a variable number of cards (depending of
the equipment configuration) and each card includes a
number of ports (depending on the card configuration).
All of these are physical elements, but there is a logical
element that must be taken into account, the
termination point [7]. A physical port can be logically
divided in different points, related to a specific signal
type. A path can finish in a port or a point depending
on its signal type, so the algorithm must differentiate
and consider both of them.

e Links (paths) connecting equipments: The information
handled by the algorithm is their free capability in
terms of the number of paths and signal type of each
one. This free capability can be modified according to
the rules defined by the final points in the equipments,
because there are specific configurations related to the
equipment type and the network definition itself [7].

e  Protection rings in the network: In a data transmission
network, there are protection structures that ensure the
traffic in some specific points, usually in big capability
links. In these structures, there are usually two
branches: one of them works in a normal way, and the
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other is free (safeguard) until a failure turns up. At that
moment, an automatic switch is performed and the
traffic begins to flow through the free branch, keeping
the service on. These structures are called “rings” and,
in this work, they are described in terms of the
equipments and links belonging to them.

All the necessary information in the algorithm must be
updated dynamically, according to the variations carried out in
the network topology mentioned before. These variations are
translated on the assembly and disassembly of locations,
equipments, ports, links and rings; configuration changes that
modify the path that can be included into a link; and service
procurement modifications (they entail link use, so the link
capability is modified).

All the above information is related to the network
structure. Nevertheless, there is additional information,
regarding to the route itself which must be handled by the
algorithm, so the lookup is optimized. The additional
information is translated into the input parameters that the
algorithm must receive, so it can obtain a route with the desired
conditions:

e The signal type and number of routes the algorithm
must lookup.

e The termination points or ports that are the ends of
the desired route. As it is mentioned above, the route
must use one or the other in both ends depending on
the signal type.

e Required route features: These features can be
expressed in terms of capability (a full link or only the
needed bandwidth); possibility of network operations
(links already have the desired capability or it can be
achieved through configuration modifications); end
situation (they must be in the same equipments or it is
enough if they are in the same locations) and
maximum number of links. The end situation must be
taken into account because in certain conditions and
technologies, it is not possible to reach the equipments
and some hardware modifications are required. The
maximum number of links is needed because
sometimes the network is heavily messed [8] and the
number of possibilities is dramatically increased, so
this condition is a termination one.

e Boundary conditions as a route lookup limitation.
These conditions include elements which must or must
not be used (equipments or links) and rings where the
route must be included. The first condition allows to
avoid failed equipments or links, as well as to use other
ones according to service requirements. The last one is
necessary because, in some cases, the initial protection
schemes must be kept.

e Resource special features. There are certain network
conditions that can be useful to restrict the lookup, so it
will be optimized. Usually they are related to the
network status: to use failed resources if there is not
other available route; to use temporary resources
deployed only for a single scenario or another similar
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one. However, there is a special case related to network
nature: to use only a specific kind of network (SDH or
WDM, for example). This is necessary because, in
some cases, there is no chance to send staff to
manually switch routes, and the obtained route must
allow automatic and remote operation.

The way the adapted algorithm works to find a route is
outlined below.

The first step is to select the end equipment and the
required resources according to all the input data. The next task
is the lookup itself. There are three mutually exclusive lookups,
depending on input data:

e Lookup into aring.
e Lookup among locations.
e Lookup among equipments.

The first kind of lookup is the lookup into a ring. In this
case, the first step is to get the equipments that constitute the
ring. Next, the algorithm tries to locate a route defined only
through links that belong to the ring (between those
equipments).

For this lookup to get a valid route, it is necessary that the
end equipments are included in the ring too. Although this
condition could make think that it is not a very useful lookup, it
can be valid if we are trying to restore the service in a specific
point, and we define the set of links into the ring as the route
that needs to be modified.

The algorithm can be formalized according to the next
pseudocode:

GET EQUIPMENTS IN THE RING
IF (EqOri AND EqgDes) IN THE RING

SET Eqlni = EqQOri
SET EgAnt = EQOri
SET Route = )
LOOKUP:

GET LINK RING (Eglni, Link1,
EqDesl1l, Link2, EqgDes2)
IF (EgDesl = EqgDes) THEN
ADD (Linkl1l, Route)
EXIT (OK)
ELSE 1IF (EgDes2 = EqDes) THEN
ADD (Link2, Route)
EXIT (OK)
ELSE IF UltEqu (EgDesl, EqDes2)
THEN
EXIT (NO_ROUTE)
ELSE
AsignEqu (EgAnt, Eqglni, EqDesl,
EgDes)
GOTO LOOKUP
END IF

The second type is the lookup among locations. This
lookup is used, as mentioned before, when there is no certainty
of obtaining a valid route totally defined through a sequence of
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links and equipments, but we think that there is a sequence of
locations and links, so in this case the network modifications
are minor ones.

The lookup begins at the initial location. From that point,
links are selected and the end location of each one is explored
in the same way. When the lookup arrives to a location where
there is no available link or the route length reaches the
maximum number of links and it is not the end location, it goes
back until the last one where there are other available links and
tries to go to a different location.

In this case, the first and last locations are obtained through
the end equipments, but the rest of the locations are obtained
through the name of the links, not the equipments where the
links end. The link selection takes into account the actual
capability or the possibilities, which can be achieved through
some network configurations, according to the input
parameters. It also takes into account the special resource
features: in a normal way, only permanent and working
resources are selected, and there is no network restriction.
These conditions change if there is any special feature, so the
selection is widened (failed and temporary resources) or
restricted (only a special network).

The algorithm can be formalized according to the next
pseudocode:

GET Loc_Equ (EqOri, LocOri)
GET _Loc_Equ (EgDes, LocDes)
SET Route = ()

LOOKUP_LOC (LocOri, LocDes, Route, Res) =
SET Loclni = LocOri
LOOKUP:
SET Res = NOK
FOR Link IN GET_LINK_AVAI (Loclni,
ContCond, EspFeat)
GET Loc_Link (Link, Loclni, LocEnd)
IF (LocEnd = LocDes) THEN
ADD (Link, Route)
SET Res = OK
EXIT (OK)
ELSE IF (Long (Route) = NumMax — 1)
THEN
Next (Link)
ELSE
LOOKUP_LOC (Loclni, LocDes, Route,
Res)
IF (Res = OK) THEN
EXIT (OK)
ELSE
NEXT (Link)
END
END
END
EXIT (Res)

The last kind of lookup is the most useful of them, the
lookup among equipments. In this case, the route ends are the
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equipments themselves, not the locations, and the links must
connect directly these equipments.

The lookup begins at the initial equipment. From that point
links are selected and the end equipment of each one is
explored in the same way. When the lookup arrives to an
equipment where there is no available link or the route length
reaches the maximum number of links and it is not the end
equipment, it goes back until the last one with available links
and tries to go to a different one. The link selection has the
same considerations described in the previous point.

The algorithm can be formalized according to the next
pseudocode:

SET Route = )

LOOKUP_EQU (EquOri, EquDes, Route, Res) =
SET Equlni = EquOri
LOOKUP:
SET Res = NOK
FOR Link IN GET_LINK_AVAI (Equlni,
ContCond, EspFeat)
GET_Equ_Link (Link, Equlni, EquEnd)
IF (EquEnd = EquDes) THEN
ADD (Link, Route)
SET Res = OK
EXIT (OK)
ELSE IF (Long (Route) = NumMax — 1)
THEN
Next (Link)
ELSE
LOOKUP_LOC (Equlni, EquDes, Route,
Res)
IF (Res = OK) THEN
EXIT (OK)
ELSE
NEXT (Link)
END
END
END
EXIT (Res)

The last step, after any type of lookup obtains results, is the
boundary check, so the routes that do not fill the boundaries are
discarded. This check does not include the condition related to
ring use because it is translated into a type of lookup.

The algorithm receives the number of routes that must
select, but time is an important matter that has to be considered,
because the lookup is useful only if it obtains routes in a
reasonable period. Therefore, there is a general timer, and
when it ends the algorithms gives as an output all the routes
selected until that moment, although the number is smaller than
the required one.
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1Eq2

EqG

Figure 1. Topologic network view for a practical lookup

As the last step, we are going to explain the algorithm work
with an example. In Fig. 1, we have a simplified network
topology, where we can describe the expected behavior in each
one of the lookups explained before.

In this topology, we have all the basic elements for the
algorithm:

e Locations (Loc) and equipments (Eq), used for the
route lookup.

e Rings (ESS), which define the protection schemes into
the network.

e Links between the equipments.

The desired route will begin at Eq. 1 and will finish at Eq.
2. For a simplified explanation, we are supposing that all the
resources are permanent and there is no failure into the network
(the failed point will be outside this network). We are not
describing the network type either, although the results are
obtained mainly in an optical network, so we can consider that
the ring is an optical ring.

The results obtained according to the different kinds of
lookup will be:

e Lookup into a ring: In this topology, there would be no
route between Eq. 1 and Eq. 2. The lookup should be
between two equipments included into the ring: Eq A,
Eq B, Eq C, Eq D, to obtain a valid result.

e Lookup among locations: in this case, the valid route
would be between any equipment included in Loc 1
(Eq 1 and Eq 1’) and any equipment included in Loc 2
(Eq 2 and Eq 2), so there are two possible routes:
crossing the ESS 1 or through equipments Eq F, Eq G
and Eq H.

e Lookup among equipments: in this case, the only valid
route would be between equipments Eq 1 and Eq 2,
crossing the ring 1.

IV. RESULTS

The method has been applied over a huge network (more
than 50,000 equipments) and to a wide range of cases varying
the aforementioned parameters (route features and resource
state). It has been verified that even the worst results in terms
of lookup time mean a significant improvement compared to
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the non-optimized lookup. Telecommunication operators could
efficiently solve most situations by means of this procedure.

The method has been applied over a huge network (more
than 50,000 Equipments) and to a wide range of cases, defined
by different signal types. In any signal type, we have varied:

e  The route features;
e The boundary conditions and
e The resource special features.

It has been verified that even the worst results in terms of
lookup time mean a significant improvement compared to the
non-optimized lookup.

Each test has been defined following the process below:

e An origin and destination for the desired route are
selected.

e A non-optimized lookup is carried out over the
network.

e A signal type (route features) for the desired route is
selected.

e An optimized lookup (taking into account only the
route features) is processed.

e A set of variations is applied to all the boundary
conditions for each origin and destination, showing
different outcomes according to these variations.

e  Start and finish time are stored for each lookup.

In Table 1, a summary of the results is shown to quantify
the improvement. These results are obtained with six links as
the maximum route length using as a 100-percent reference the
time consumption for the non-optimized lookup, quantifying
each result as a fraction of that time.

TABLE I. RESULT SUMMARY
Cases Result
Maximum 63,46%
Minimum 28,13%
Average 52,63%

According to the input conditions, the lookup has been
applied into the optical networks and through different
networks. Results show that with different networks involved,
the algorithm does not adapt so well to network features, but it
improves the result too.

When the route length increases the improvement decreases
very fast, and the lookup time is almost the same than in a
general case, because in both of them, it grows exponentially,
and the lookup is no useful in a practical way.

V. CONCLUSSIONS

The results show that taking into account not only
geographical considerations as locations, but also data
transmission network features, basically route continuity
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through equipments, the lookup times are significantly minor
than the original ones.

The explained lookup, using the algorithm with the
proposed restrictions, is efficient if the route length is
moderated. This supposition is reasonable in many scenarios
within the telecommunication operators’ transmission network.
When the necessary route length increases over the average
(around six hops), the lookup time tends to pair the time it
would be obtained if the lookup used an algorithm without
restrictions.

As mentioned before, after the lookup obtains a route there
is a validation where the algorithm checks if the route fulfills
the special network features and boundary conditions. This step
offers a good point to introduce new considerations into the
algorithms, so that the route optimization can embody other
objectives apart from the technical ones (for instance:
economic costs or energy consumption).
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Abstract—In this paper, we propose an algorithm for
adaptation layer in order to improve fairness in bandwidth
allocation among different traffic classes in IP/MPLS networks
under heavy traffic load. We propose a definition of the
blocking frequency of traffic flows at the entry of autonomous
network domain and proportional-priority coefficient per
traffic class and use them as the input parameters of the
adaptation mechanism. In order to evaluate the validity of the
proposed algorithm, we need proper simulation tools and for
that purposes we extend OPNET Modeler 14.5 with the
modules for adaptation process. We also propose a
development methodology for the design of modules for
adaptation process within network simulators. The simulations
results give us the proof of our hypothesis that with a proper
adaptation layer we can improve the fairness of bandwidth
allocation among different traffic classes under heavy network
load and at the same time keep the required QoS conditions in
the preferred boundaries.

Keywords - Adaptation layer; algorithm; bandwidth
allocation; blocking frequency; dynamic adaptation structure;
development methodology; fairness; LSP; mpls; NGN;
proportional-priority coefficient; RSVP.

I.  INTRODUCTION

One of the key characteristics of the new generation
network (NGN) environment is a necessity that the network
is capable of handling an ever-increasing demand
uncertainty, both in volume and time. In such environment,
very often the total traffic demands exceed the available
network capacity, and the traffic classes with higher priority
could occupy the entire network capacity leaving no space
for traffic flows with lower priority. Proper adaptation
mechanisms could give acceptable results in adequate
bandwidth allocation to the traffic variation and in fair
treatment of all traffic classes. The fairness in the resource
allocation among traffic flows depends on algorithm used
during the process of adaptation to the real conditions of
traffic load. The fairness of adaptation algorithm represents
the ability of the model to distribute available resources in
such manner that the probability of traffic blocking for any
particular traffic class is the same as the overall blocking
probability. We can use ratio P; of the allocated resources G;
to the requested resources B; of the particular traffic flow
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demand (P, :%XIOO) as a measure of the algorithm
1
fairness. Three types of fairness index are possible [15]:
balanced fairness, max-min fairness and proportional
fairness. According to the results shown in this reference,
proportional type of fairness is the most suitable type in the
case when the network resources are distributed among
different traffic classes and when the adaptive method of
resource allocation is used. In the same paper, fairness index
J for the proportional type of fairness among n traffic classes

is proposed as such:
N 2
QP
— _i=l

O
i=1

If the value of the fairness index J is higher than 0.9, or in
an extreme situation higher than 0.8, one can say that the
resource allocation mechanism is fair [3]. Otherwise,
variations in resource distribution are significant and
blocking percentage of the lower-priority traffic classes is
outside of the acceptable margins.

NGN is a packet-oriented network supporting Quality of
Service (QoS) based on different type of transport
technologies. The most preferred protocol in NGN is IP.
There are different approaches for the QoS provisioning in
IP based networks: Integrated Services (IntServ),
Differentiated Services (DiffServ), combined
IntServ/DiffServ, Multiprotocol Label Switching (MPLS),
etc. MPLS is a popular transport technology that uses labels
which are imbedded between layer two and layer three
headers in order to forward packets. Packets are forwarded
by switching packets on the basis of labels and not by
routing packet based on IP header. One of the major
advantages of MPLS networks is the inherent support to
traffic engineering. We can also use a combination of MPLS
and DiffServ and treat packets of the same Forward
Equivalence Class (FEC) in accordance with the DiffServ
procedure. Using MPLS Traffic Engineering (MPLS-TE)
based on the network state detection we can balance traffic
load among different Label Switched Paths (LSPs), but we
cannot dynamically change allocated bandwidth to the LSPs.

J (M
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In order to adapt to dynamics of traffic demands and to
allocate sufficient bandwidth to the LSPs, as well as to
improve fairness in the resources allocation among traffic
flows, we introduce adaptation layer, working in two
regimes:

e fuzzy controller regime, when the overall traffic
demand is elastic and in average less than network
capacity. In this case the adaptation process is
realized by the means of fuzzy logic [19],

e  proportional-priority regime, when the overall traffic
demand is higher than the network capacity. In this
case the adaptation process allocates bandwidth
among traffic classes in such a manner that minimal
bandwidth is guaranteed to each traffic class and the
rest of network capacity is shared on the proportional
basis among traffic classes, (equation 3).

The adaptation layer supports dynamic exchange

between fuzzy controller regime and proportional-priority
regime depending on the ratio between traffic load and the

n
network capacity C. If the ratio is ZBI. / C2>1 we
i=1
switch the adaptation layer algorithm to proportional-priority
regime, and when it decreases below 1, we switch adaptation
algorithm to the fuzzy controller again.

In order to prove validity of our adaptation layer concept
and sustainability of the fairness improvement concept of
bandwidth allocation among traffic flows, we need proper
simulation tools. Because there are no network simulators
supporting the proposed adaptation layer algorithm and
dynamics of this algorithm, we established a methodology
for development of adaptation layer within network
simulators and we also developed the adaptation layer code
in C++ within OPNET core structure of node model (Label
Edge Router - LER) and within core structure of process
model of the Resource Reservation Protocol (RSVP-TE)
used in the OPNET modeler.

II. MECHANISMS AND ARCHITECTURES FOR
ADAPTIVE TREATMENT OF TRAFFIC DEMANDS

The goals of adaptive treatment of traffic demand in
NGN are to:

o fulfill QoS requests of any traffic class,

e climinate drops of any traffic flows,

e decrease congestion within network,

e Rise efficiency of network capacity.

In order to successfully achieve those goals, appropriate
mechanisms for the bandwidth allocation, for the routing
optimization and for reaction to the failure conditions are
needed. During the research project COST 257 [4], several
types of reactive and preventive approaches for network
control are investigated:

e the flow control scheme (fluid flow model, discrete-
time Markov model or control theory model) for
reactive approach,

e the admission control method (Measurement Based
Admission Control - MBAC, Traffic Description
Based Admission Control - TDBAC, Experience
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Based Admission Control - EBAC or End-point
Admission Control - EAC) for preventive approach,

e the active queue management or fuzzy congestion

control as a new control trends.

Preventive controls usually try to limit the number of
connections or to enforce connection to use only a limited
amount of resources. In IP networks, the specifications of
protocols such as RSVP or MPLS make admission control
possible. MPLS traffic engineering is aimed at optimizing
the network path to ensure efficient allocation of network
resources, thereby avoiding the occurrence of congestion on
the links. [1] [2]. During the research project Traffic
Engineering for QoS in Internet at Large Scale (Tequila) [6],
it was shown that a combination of MPLS and DiffServ
could be acceptable solution for load balancing in IP
networks when multi-path routing is used. Also, during the
research project COST 239 [5] it was shown that, in case of
large traffic load, the highest efficiency of the resource usage
is in the networks which use border-to-border budget based
network admission control (BBB NAC) as a budget-oriented
method for allocation of virtual bandwidth. BBB NAC could
be realized using RSVP extension for LSP tunnels
establishing explicit LSPs with guaranteed bandwidth.

Several research projects investigate possible architecture
of dynamic provisioning of QoS to the particular traffic flow.
The basic result of KING (Key Components for Internet of
the Next Generation) project [18] includes development of
adaptive architecture in which, by continuous monitoring of
network conditions, the network parameters could be adapted
to traffic demand.

We combined the admission control method (MBAC —
BBB NAC) with policy based control of adaptation layer to
dynamically adapt budget of the NAC in order to decrease
blocking frequency and to raise fairness of bandwidth
allocation among traffic classes.

III. DESIGN OF MODEL FOR ADAPTATION
PROCESS

A.  Looking for a Simulation Tool for Validation of
Designed Model

The adaptation processes are capable of a continuous
monitoring of the network parameters and performing their
adaptation in accordance to the ever-changing traffic
demands. Possible solution for such structure of adaptation
process could be an active resource allocation based on the
dynamic monitoring of their availability and of their
sustainability to effectively transfer traffic.

The efficiency of such structures should be evaluated and
an adequate simulation model which can adequately
represent mechanisms and architecture for adaptive treatment
of traffic demand is needed. Therefore, in this chapter we
investigated possibilities of existing network simulators to
support structure of adaptation algorithm we used in this
paper. The analysis is based on a review of scientific studies
in this field and documentation available for the network
simulators.

In [8], a scheme for an adaptive bandwidth reservation in
wireless multimedia networks was examined. For the
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purpose of validation of the proposed solution, necessary
module for network simulator OPNET (Modeler 8.0) was
developed. However, examination of the latest available
version of the network simulator OPNET (Modeler 14.5)
showed that these modules are not supported by the
simulator manufacturers and as such is not included in the set
of available modules. In [9], a solution for the adaptive
bandwidth allocation in MPLS networks using a control with
one-way feedback was given. The proposed solution was
tested in a network simulator ns-2.27. But this solution is
dedicated for particular problem and only in ns 2-27.
Because of that it is inflexible for usage in general.

Elwalid et al. [10] discussed adaptive traffic engineering
in MPLS networks and their effort to develop their own
simulator is the significant sign that there is a poor support
for the dynamic adaptation structures in the available
network simulators.

Reviewing the documentation about the available
network simulators we determined that none of those
network simulators have built-in support for the dynamic
adaptation structures.

As the available simulators have no appropriate support
for dynamic adaptation structures, and the same is necessary
to test proposed structures, one of the objectives of this paper
is to establish the methodological approach to development
of adaptation layer in the network simulator. This
methodology will be used for development of the adaptive
layer modules within a chosen network simulator.

B.  One Possible Solution of Adaptation Layer

In [117[12][13][14], an active queue management as
network control mechanism is proposed. This approach
requires execution of adaptation layer processes at every
node in the network, so making it unsuitable for MPLS based
networks.

In this paper we use a different approach for solution of
the adaptation layer algorithm in order to increase the
resource usage efficiency, to provide proper QoS to any
traffic class and to improve fairness in bandwidth allocation
among traffic flows within MPLS based networks. The
following will give a brief overview of the solution. A full
description, that includes a detailed explanation of the
algorithm, is given in [16]. In this paper, MPLS is used as a
transport technology on the network layer. Network
capabilities to provide sufficient resources at a given time for
a given traffic class are controlled at ingress node. Instead of
assigning bandwidth to a particular link, provisioning of QoS
requirements is done by assigning a virtual budget at ingress
node for all relations between ingress and egress nodes using
BBB NAC. BBB NAC in MPLS for LSP with a guaranteed
bandwidth can be established by RSVP extension for LSP
tunnels and then managing the right to network access can be
made for each stream. Adaptation layer collects statistical
data from the network layer and uses that information to
generate a global view of the current state in the network.
Detection of the current state in the proposed architecture is
based on the utilization of the budgets allocated to the NACs,
the frequency of blocked reservation (e.g. blocking
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frequency) and on the utilization of links’ capacity.
Adaptation process includes adjustment of the amount of
available bandwidth for each traffic class separately and
optimization of internal routing.

Adaptation layer follows its own internal strategy and
optimization algorithms in order to adapt network
performance to the traffic load variations. Adaptation layer
has two regimes:

e  Fuzzy controller regime, which is realized by means
of fuzzy logic, based on the blocking frequency of
traffic flows. The adaptation process is executed in
discrete cycles. Blocking frequency (FB) measured
in particular cycle and difference in blocking
frequency ((AFB) between two cycles are the input
variables of triangle fuzzy membership function.
This membership function and fuzzy rules, given in
[16], are used for determination of the value of
proportional coefficient (n;) to the bandwidth
increment ABi of i-th traffic class within j-th cycle.
The bandwidth increment ABi is given in advance
for every traffic class. To adjust amount of allocated
bandwidth Gi of the i-th traffic class in j-th cycle to
the actual traffic demand, adaptation algorithm
changes allocated bandwidth of i-th traffic class in j-
1* cycle with the value of n;; ABi in accordance with
the following formula:

Gi/ = GiF1 + nijABl. 2)
e  Proportional-priority regime, which is based on
minimum bandwidth allocated to the i-th traffic class
(minpi) and proportional-priority coefficient &ij of
the i-th traffic class in j-th cycle, performs its
functions in accordance with the following formula:
G,; =min ,+5,(C— mep[) 3)
i=1
The criterion for switching between the two regimes is

fulfilled when the sum of requested capacity of traffic
classes B; is bigger than network capacity

(C)iBi >C.
i=1

In the previous studies [17], behavior of the overall
system, which performs its control functions
automatically, autonomously and in an adaptive manner,
is usually described by means of the following
parameters:

e blocking frequency of traffic flows (FB),

e fairness of the allocation of resources to the traffic

flows (P, J),

e utilization of network capacity (y).

Blocking frequency of traffic flows (FB), we used as a
key parameter for adaptation process, is defined as the total
number of the rejected resource reservation (by,n) in all n
classes of traffic within the determined time interval k.
Measurement of rejected traffic flow is performed at the
NAC any time new traffic flow (c(f*",, ) added to the
existing traffic flows (c(f)) requests capacity which is higher
than the available capacity (C(BBB)). of the given resources
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between nodes v and w. While the frequency of blocking can
be defined as the maximum blocking probability or a relative
ratio of blocked and offered traffic, this definition of
blocking frequency, which treats all traffic classes
simultaneously and only at the input node, is simple to
measure and easy to calculate:

FB= Zn:FBi, FB = ibm,.TN

i=l Ty

Byug, = countif {[ ("', )+ X e(f)]> C(BBB)|

Fairness of resource allocation between traffic classes
depends on the resource (bandwidth) allocation algorithm
used during the process of adaptation to the actual traffic
demands. Consideration of fairness makes sense only if the
total amounts of requested resources exceed the capacity of
available network resources. Otherwise, the problem boils
down to utilization of network resources and to load
balancing in order to assess the cost of depreciation and to
even utilization of network resources. Fairness of the
adaptive algorithm is the ability of the model to distribute the
available resources in such a way that any traffic class does
not give preference outside of the defined priority
mechanism. The main goal of equitable allocation of
resources assessment includes quantification of differences
in distribution of resources between traffic classes by
measuring variations in the ratio of allocated resources. We
used equation 1 to evaluate fairness of proposed adaptation
algorithm. We also compare the same fairness index
achieved in the network architectures operating in adaptation
mode and in the network architecture operating in non-
adaptation mode to evaluate improvement in fairness.

Simulation model of network architecture we used
consists of the adaptation and network layers. The adaptation
layer performs a calculation of the new bandwidth budget for
network admission controllers (NAC) and a calculation of
new metrics on the links in order to adapt network
performance to the actual traffic conditions. Measurements
of blocking frequency (FB), accepted traffic (cai), rejected
traffic (cri) and LSP load are performed in the regular time
intervals at the ingress node in order to provide input data for
operation of adaptation layer. The network layer
autonomously executes forwarding functions of the packets
and ensures QoS requirements using the capabilities of
existing technologies and protocols. This type of network
architecture represents the optimal set of available
technologies with flexible topological landscape. Admission
control functions, based on timely adjusted allocated
bandwidth and load balancing functions by means of MPLS
traffic engineering capabilities, are executed only at the
ingress node of the autonomous network domain.

“)

IV. DEVELOPMENT METHODOLOGY OF AN
ADAPTATION LAYER WITHIN NETWORK
SIMULATOR

In order to develop an adaptation layer which is
independent of the adaptation mechanism of the used
technology or of the network simulator, it is necessary to
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define a development methodology. We established a
development methodology of an adaptation layer within
network simulator which has eight steps shown in Fig. 1.
Each of those steps will be explained in this chapter.

Adaptation layer design

\Z

Adaptation layer processes identification

\Z

Selection of process model in network simulator

\Z

Adaptation layer processes implementation

Development of structures for the initial configuration of adaptation layer
parameters

\Z

Development of structures for adaptation layer parameters monitoring

\Z

Adaptation layer testing

\Z

Analysis and results validation

Figure 1. Development methodology of adaptation layer

A. Design of the Adaptation Layer

In the chapter III we explained the basic functions and
principles of our adaptation layer. The detailed design of
adaptation layer with adaptation algorithm, input and output
variables, decision criteria and pseudo code of the adaptation
layer components are given in [16].

B.  Adaptation Layer Processes Identification

For the purpose of execution of adaptation layer
functions we identify next three processes:

e measurement of input variables,

e adaptation, and

e output parameters control.

The first process is deterministic and it is performed in
regular time intervals (Ty). The task of this process is
measurement of flow intensity of each traffic class and a
measurement of blocking frequency at the entry into the
MPLS domain.

The process of adaptation is also deterministic, and it is
performed in regular time intervals determined by the
duration of discrete cycle of adaptation. The task of this
process is to calculate a new budget based on input variables.

The last process is a stochastic process and its execution
is caused by the decision results of adaptation process. The
task of this process is to allocate a new budget to the network
admission controller.

C. Selection of Process Model in Network Simulator

A number of network simulators are available today.
Some of them, used in scientific researches, are ns-2/3,
OPNET, Omnet + +, GloMoSim, Nets, etc. Selection of
adequate network simulator should be based on the
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characteristics of the simulators corresponding to the needs
of adaptation layer developed as the target platform. We
choose OPNET Modeler 14.5 as a proper network simulator
considering next properties of the chosen simulator:
e simulation is based on the discrete network states
(FSM-based approach),
e it supports traffic profile we intend to use during a
simulation,
e it supports the network technologies and protocols
we selected for a simulation model,
e it is suitable for prototype research such as this
simulation model,
it is easy to configure,
it has relatively good documentation and support,
it can be extended for adaptation layer (supports C+
+).
Since the proposed adaptive layer is a prototype of
generic adaptation layer and as such does not exist in the
selected network simulator, the whole adaptation layer
should be developed based on the pseudo code given in [16],
taking into account the constraints of simulator architecture.
The architecture of the network simulator OPNET Modeler
14.5, extended with necessary modules for adaptation layer,
is presented in Fig. 2 below.

fs ™

Network model

MPLS test

network

Node model
Ingress node LER

Adaptation layer
New developed C++ code

Transport layer
RSVP-TE

setting of
adaptation layer
parameters and

varables =

Measurement of
input parameters

. =

Figure 2. Hierarchical architecture of OPNET simulator

Network  simulator OPNET Modeler 14.5 is
hierarchically organized. A network model is located at the
highest level of hierarchy. The network model is composed
of nodes and links connecting the nodes. Each node is
defined by the node model (workstation, switch, router,
server, etc.). Node model consists of processors that are
described in process models. Process models are described in
FSM's (Finite State Machine) and transfer functions written
in C++ programming language. Transfer functions rely on
the core functions of the simulator. The core simulator
consists of pre-compiled libraries, whose source code is not
available. The kernel is based on discrete event simulation.
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Node at which network admission control functions are
performed is the ingress LER of the MPLS domain.
Bandwidth control at the entry of the network is ensured by
establishing an explicit path with guaranteed bandwidth. The
protocol that is responsible for setting up LSPs is RSVP-TE.
Therefore, the logical choice of process model within the
simulator is RSVP process model. We used the network
model which consists of five traffic sources nodes, the
ingress edge router, four core MPLS routers, the egress edge
router and five traffic destination nodes.

D. Adaptation Layer Processes Implementation

Ingress LER node model (Cisco 7600) consists of
processors and queues associated with packet or statistic
wires. We introduce the new statistical flows between the
MAC (Media Access Control) queues and RSVP process
model in order to take periodical measurements of the input
variables, such as the mean intensity of flows, number of the
rejected reservations, etc.

Process models in the OPNET network simulator are
based on FSM. Passing from one state to another is initiated
by different types of interruptions (packet arrival, arrival of
new statistics value, user-defined stop, etc.).

During the transition stage different functions could be
called. Besides the FSMs, the main components of a process
model are the state variables, temporary variables, function
block with headers, block functions, block for debugging and
scheduling process block. Each process model also has
attributes, interfaces, local and global statistics. Attributes
and statistics can be promoted to a higher level, i.e. at the
level of the node model.

E. Initial Configuration of Adaptation Layer Parameters

The initial parameters of adaptation layer, such as initial
bandwidth per each traffic class (Bi), minimal bandwidth per
traffic class (minpi,), proportional-priority coefficient (5i),
bandwidth increment (ABi), are defined in [16]. Those initial
parameters are subject to changes during the exploitation
period (if the traffic environment changes dramatically) or
during the simulation process (to be able to perform different
simulation scenarios). For this purpose we need a proper
structure within a simulator which offers changeability of the
initial configuration settings and changeable setting of its
parameters. The development process of that structure has
the following steps:

e definition of the adaptation layer attributes within the

set of the existing process model attributes,

e promotion of the attributes from a process model

level to the level of the node model,

e coding the input function in C++ to retrieve

attributes when the simulation starts.

F.  Monitoring of Adaptation Layer Parameters

In Sections I and III, we defined parameters which should
be monitored such as blocking frequency (FB),), fairness
index (J), difference of blocking frequency (AFB) used as
input variable for fuzzy membership function, etc. Those
parameters should be measurable and monitored in order to
qualify adaptation process execution and to use them as the
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input parameters to the adaptation layer. For this purpose we
need a structure within simulator which offers a possibility to
measure and monitor the values of the adaptation layer
parameters. The development process of that structure has
the following steps:

e  definition of the local statistics in the process model,

e promotion of statistics on the level of the node

model,
e coding of the function in C++ to record statistics.

G. Testing, Analysis and Result Validation

Those two steps of the development methodology are
explained in Section V.

V. THE SIMULATION RESULTS

The simulation model created for testing purposes of
adaptation layer is shown in Fig. 3 below. All nodes in the
access part of the network are connected using 10 Gbps
links, while the core routers are connected using 1 Gbps
links. OSPF protocol is used as an IGP, and RSVP-TE
protocol is used for establishment of LSPs.

e R LsRa.

rea

LsRa

Figure 3. Simulation model for adaptation layer testing

The detailed dynamics of traffic demand of traffic
classes, presented in Table 1 and used during a simulation
process, are given in the thesis [16]. The traffic generators
are configured so that the average network load is 80%. The
network capacity is 2 Gbps. The peak load of the network is
about 2.5 Gbps. The initial values for those traffic classes, in
the case that average network load is 80% of the network
capacity, are given in Table 1 below.

TABLE 1. INITIAL VALUES OF TRAFFIC SOURCES
Traffic Initial Minimal | Maxima BW ];;?I;?;;li(:n
class BW BW 1 BW incr. coepfﬁcien)tl
kbps kbps kbps ABi 5i
By
EF 8,270 5,990 14,000 125 1-223
ij
Bl-/
AF1 465,110 319,760 700,000 10,000 3
ij
B,,
AF2 586,390 403,140 800,000 22,000 0.9 ZB—
i
B,,
AF3 5,690 3,850 14,000 200 0.9 ZB—
i
By
BE 431,310 286,528 700,000 6,000 0.8 ZB—
i
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During the simulation process we observe a distribution
of requested bandwidth per each traffic class Bi and
distribution of allocated bandwidth per each traffic class Gi
in the same time window. We perform those observations in
the adaptation mode of network architecture and in non-
adaptation mode of the same network architecture in order to
validate the accurate of the adaptation layer processes and to
evaluate improvement in resource utilization as well as in
QoS satisfaction of the requests of any traffic class.

We also observe values and distribution of fairness index
(J) in both modes of network operation and values and
distribution of ratio of the allocated resources to the
requested bandwidth per each traffic class, in order to
evaluate improvement of fairness in adaptation mode of
network operation compared to the non-adaptation mode of
operation. To justify the results of simulation process we
repeated the simulation and the same measurements and
observations in the case that the average network load is
100% of the network capacity. During the simulation process
we take measures every 10 seconds and average those
measurement values in time window of one minute, using
those average values to calculate parameters which are
needed for adaptation process of our adaptation algorithm.

By means of Figures 4 to 6 below, as a part of simulation
results, we will show the outcomes of proposed adaptation
algorithm, as well as of the extension of the OPNET
structure. The whole scope of simulation results, from which
we proof our entire concept, can be seen in [16].

W Adeptation Layer 8 @ A;uaptalmn Layer G

[bit/second] (EF)
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4,000,000

3,000,000
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Figure 4. Requested and allocated bandwidth for EF traffic class
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From the Fig. 4 we can see that allocated bandwidth G
for EF traffic class pretty well follows the required
bandwidth B. This confirms that the adaptation layer
functions properly and accurately. We can see the same
results for other traffic classes and for average load of 100%.

Fig. 5 shows us that introduction of adaptation layer
improves the fairness of resource allocation in the network.
During the non-adaptive mode, the ratio (P) of the allocated
resources to the requested resources for EF class was
unstable and goes up to 200%, while during the adaptive
mode of network operation this percentage was stabilized
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and dropped to 100%, as is the preferred value for all traffic
classes.

B Annotation: EF [with adaptation layer]
B Annotation: EF [without adaptation layer)
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Figure 5. Ratio of the allocated resources for the EF traffic class
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Figure 6. Fairness index

Fairness index (Fig. 6) is, in the adaptation mode of
network operation, maintained above 0.96 with brief outages
of up to 0.8, while the same index, in non-adaptation mode,
is very unstable and drops up to 0.5. These results give us the
proof of our hypothesis that with a proper adaptation layer
we can improve the fairness of bandwidth allocation among
different traffic classes under heavy network load and at the
same time keep the required QoS conditions in the preferred
boundaries. We can also conclude that the proposed
adaptation algorithm behaves properly.

VI. CONCLUSION

The simulation results have shown that the proposed
adaptation algorithm can significantly improve the fairness
of bandwidth allocation among different traffic classes under
a heavy traffic load in IP/MPLS networks, while keeping the
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required QoS conditions to any traffic class within the
boundaries as preferred. The bandwidth allocated to any
traffic class follows the required one, and in the case of a
sufficient bandwidth, the QoS requests are guaranteed. We
see future work in researching the impact of different fuzzy
algorithms and membership functions in the adaptation layer.
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Abstract—The Linux Kkernel is a prime field for implementing
experiments, many of which are related to networking. In this
work we tackle a part of the network scalability issues of
the kernel. More specifically, we devise a means of efficiently
manipulating large numbers of network interfaces. Currently, the
only approach to handling multiple interfaces is through repeated
userspace calls, which add significant overhead. We propose
the concept of network device groups, which are completely
transparent to the majority of the networking subsystem. These
serve for simple manipulation of large number of interfaces
through a single userspace command, which greatly improves re-
sponsiveness. Changes are proposed both in kernel and userspace,
using the iproute2 software package as support. Improvements
in speed are visible, with changing parameters of thousands
of interfaces taking less than a second, as opposed to over 10
seconds using a conventional approach. Implementation is simple,
unintrusive and, most importantly, user-defined. This leaves room
for future improvements which use the group infrastructure,
some of which have already been proposed by third parties.

Index Terms—Linux, Kernel, network, device, scalability,
grouping, iproute2

I. INTRODUCTION

Computer networking poses interesting problems, both in
the design of new protocols and techniques and in improving
the scalability of existing concepts. It is particularly interest-
ing to see what happens when the quantity of networking
equipment, rather than the number of clients, grows. More
specifically, we study the performance of the Linux kernel
when dealing with thousands or tens of thousands of network
interfaces. Because these cannot be physically fitted into a
single machine, virtual interfaces are used.

Linux already offers a kernel module that emulates network
interfaces. Before we can measure performance of these in-
terfaces, a means of efficiently manipulating them is needed.
The simple way to do this would be to repeatedly use an
administrative tool for every interface. However, when dealing
with a large number of interfaces, this proves inefficient. The
creation of a new process for each of the interfaces offsets the
useful work which is done. Moreover, even if the entire work
could be done in a single process, communicating to the kernel
that each interface is to be modified becomes a bottleneck.
What is needed is an kernel API for specifying that a number
of interfaces need to be modified in an identical manner. This
includes activating or deactivating the interfaces, setting their
MTU and other link-level parameters.

We propose a solution that introduces the concept of net-
work interface group. A group is nothing but a simple integer
tag; no relationship is implied between the devices in the same
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group. Their parameters can be modified either individually
or collectively, thus no flexibility is lost. Because there is
no intrinsic relationship between members of a group, group
membership and policy is entirely defined by the administrator,
not forced by the kernel. In many ways, the concept of an
interface group is similar to that of a packet mark. It is used
exclusively from userspace and its meaning is flexible.

By introducing network interface grouping, both of the
factors slowing down interface manipulation are addressed.
The administrator can use a single command to modify the
parameters of a large number of interfaces; thus, scheduler
overhead is eliminated. Further, userspace can address all the
members of a group using a single request to the kernel, thus
minimizing message transfers and system calls.

The solution described has been fully implemented using
Linux and the iproute2 software package as support. The
changes to existing code are unintrusive, with respect to both
performance and code complexity. The code has undergone
several rounds of review from the community and is, at
the time of this writing, pending inclusion in the upstream
kernel. This enables continued development in the area of
network interface grouping and collective configuration. It also
provides guaranteed maintenance from the community.

Performance tests feature a virtual machine setup. This
enables harmless recovery from kernel errors and contained
testing. Moreover, it speeds up the testing process because
rebooting is low-cost. KVM was chosen for the task because,
except for the live boot media, it demands no additional files or
daemons. Additionally, KVM incurs little performance penalty
on the host system (provided the host hardware supports the
Intel VI-x or AMD-V extensions) in comparison to other
virtual machines or emulators. Userspace utilities are provided
by the busybox suite; this enables a full array of Linux utilities,
with minimal dependencies.

Tests have been made featuring the dummy module of the
Linux kernel. This module enables the user to add as many
interfaces as they like by providing a parameter when inserting
the module into the kernel. Because these interfaces have
no physical meaning and are not critical to virtual machine
operation, they are easily the target of tests involving batch
modifications. We have tested two setups: one in which the
user repeatedly calls the iproute2 ip command for each
interface (using a shell script); the other involves using our
proposed solution and changing the parameters of an entire
group of interfaces using a single command. Test results
are consistently orders of magnitude in favor of the latter
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technique, particularly for larger numbers of interfaces.

II. RELATED WORK

It is interesting to note that, while much research has
gone into Linux network scalability, there is little interest
in configuration-time optimization. Most progress is made
towards runtime performance, be it packet handling [4] or
routing performance [1].

III. ARCHITECTURE

Network interface grouping targets the Linux operating
system and, as such, must adhere to the kernel API. Because
the group infrastructure proposed is simple, no additional data
structures or complex algorithms were needed. Changes are
entirely in existing source code files, so no modification was
brought to the build system.

Although Linux supports loadable modules, changes were
deemed sufficiently unintrusive not to warrant the modularity
of the interface grouping routines. The only core data structure
that was modified is struct net_device, which is by
no means a performance-critical element. Thus, cache perfor-
mance was not a problem and the necessary modifications
could be made without resorting to memory profiling.

Kernel-side, the contributions are located in the
net_device structure and in the API that the kernel
provides to manipulate it. Historically, there have been two
choices for modifying network parameters. The first interface
is based on the ioctl system call. This involves creating
a special descriptor and using successive ioctl calls to
modify kernel parameters. It is used by the ifconfig
utility, but both the API and the userspace components are
currently deprecated.

The alternative is Netlink [3], a socket mechanism for
interprocess communication. Netlink can serve as a means
of communication between userspace and the kernel, as well
as between two processes. Unlike other sockets, however,
Netlink only works for a single host. Netlink provides multiple
socket families, corresponding to different operating system
parameters ranging from the neighboring system (ARP) to
firewalling (Netfilter) or IPSec. The one of most interest
to us is NETLINK_ROUTE, which is used to query and
change routing and link information. This socket family is
used by routing protocol implementations such as Quagga, as
well as the iproute2, which we chose as support for our
userspace modifications. Figure 1 shows how Netlink is used
by iproute2.

Meant as a modern network configuration tool, the
iproute? utility is developed in close relation to the Linux
kernel. The development teams are closely related and patches
are sent to the same mailing list for both the kernel networking
subsystem and iproute2. As such, it was the natural choice
for implementing userspace support for network interface
groups. iproute2 is fairly modular in architecture, with
components for link-level, IP addressing, routing, tunneling
and IPSec. Network group logic was added to the lowest-level
component, informally named iplink.
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iproute2

Message containing
interface name and
attributes which should
be changed. This is where
we add a new attribute,
IFLA_GROUP,

Userspace

Kernelspace

Metworking
subsystem

Figure 1. iproute2, a userspace tool, uses a Netlink socket to communicate
with the kernel. We add new attributes to the message so that Netlink will be
group-aware.

IV. IMPLEMENTATION

To have a properly functioning, albeit minimal, device group
infrastructure, the following aspects need to be addresses:

1) A mechanism for grouping devices together.

2) A means of exporting group information to userspace,
as well as a way to filter certain groups. The user can
then view devices from a single group.

3) The possibility to change the group a device belongs to.
We generally avoid referring to this action as moving,
because no copying is required, as we shall see.

4) Finally, a way of specifying that a change affects an
entire group and not just a single device.

The net_device structure has been modified to include
group information in the form of an integer field. Thus,
each network device belongs to a single group, there are
no overlappings between groups. By default, all devices are
created in group 0. The network device structure is not critical
to performance (for instance, it is not used during routing), so
modifying it does not raise cache efficiency problems. Nor is
this structure part of intricate lists and other data, so it is fairly
easy to understand the purpose of all its fields.

Group information is exported from kernel to userspace via
route Netlink. The message format used in communication
consists of a header followed by a variable number of at-
tributes. Every time information is sent to the user, typically
as a response to a RTM_GETLINK message, the group number
is also packed in the message. Because of the flexible nature
of Netlink messages, adding this information was trivial, in
the form of a new attribute type. In turn, userspace unpacks
the message information and interprets the attributes. The
list operation in iproute2 has been modified to accept
a supplementary argument, the devgroup keyword, which

132



ICNS 2011 : The Seventh International Conference on Networking and Services

filters devices that belong to other groups. The user can now
choose information they wish to see by filtering the relevant
group.

The same Netlink attribute, called IFLA_GROUP, is used
to set the group of a device. The sole difference is the
direction of the message — user to kernel — and the type of
message sent, typically RTM_NEWLINK. This type of message
also contains the interface to operate on, specified either
by the internal index number or the device name. Kernel-
side modifications need concern with locking mechanisms,
since the entire Netlink system is already protected by a
lock. By ensuring that, kernel programmers have enabled
future contributions that are less prone to bugs. Changing the
group of a device means simply unpacking the message and
assigning the requested value to the group field of the network
device structure. No costly copying is involved.

Finally, the target of the whole infrastructure is being able
to batch device parameter modifications. The aim is to be
able, using a single Netlink message, to modify many network
interfaces. Initially, another attribute was added, IFLA_-
FILTERGROUP. If this was specified in a user-originated
message, the modifications described by the message were to
be made on all the interfaces in a group, not just on a single
one. However, the community expressed concern over adding
two attributes for a relatively simple task, and a later iteration
of the patch set uses a small hack and a single attribute. More
precisely, if:

1) a userspace request has a negative interface identifier;
normally, interface identifiers in Linux start at 1 and are
all positive;

2) and it has no interface name specified;

3) and it contains a group attribute

then the modifications are to be made on the entire group, not
just a single network device. By using the same attribute both
for setting parameters and filtering devices, we eliminate the
possibility of changing the group of an entire group of devices
in a single request. But this was deemed an unnecessary corner
case by the community in contrast to the API bloat it would
introduce.

V. EXPERIMENTAL SETUP

The initial tests we ran for the patch set have run into
a tricky problem. We could not efficiently test our changes
using many interfaces because of speed issues. More precisely,
creating even only 1024 interfaces took around a minute.
Because of the repetitive nature of testing our patch, we took
the decision to test the setup without including sysfs in
the kernel build. The sysfs filesystem is a modern way
of configuring kernel parameters through a file-like interface,
but, in our case, it was an important obstacle to performance.
Without sysfs, new interface creation dropped from 55
seconds to 7 seconds, for 1024 interfaces. This is an important
improvement for testing, not a real optimization.

Soon after, another performance obstacle had to be ad-
dressed, again not directly. VMWare, which is the de facto
virtual machine in our environment, had a high overhead, not
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in terms of memory or processor consumption, but with respect
to (re)booting and parameter modification. We migrated to
the Kernel-Based Virtual Machine [2], which provides simple
command-line manipulation, faster startup times, and generally
behaves more like a simple program; for instance, when
closing the KVM window, the virtual machine is stopped
without further user queries. This might corrupt the machines
disks, but we were not concerned about that.

Another aspect of the testing setup is the lack of a hard
disk for the virtual machine. Because the kernel is the main
part being tested and modified, storing it on a hard drive
and copying it through the network to the virtual machine
made little sense. Instead, we booted the machine from a live
medium, generated by an in-house script. The script copies a
few essential programs into an ISO image and bundles them
with a kernel and an initial ramdisk. Aside from the iproute2
suite, scripts to create necessary entries in /dev and a minimal
passwd file are provided. Manual creation of device files is
necessary because the setup does not include Udev.

Basic tools are provided by Busybox [5]. The Busybox
suite, dubbed a swiss army knife for Linux, is a collection
of utilities designed to replace GNU coreutils, with a focus
on small binary size and minimalism. Busybox consists of
a single executable which encompasses the functionality of
many utilities, from filesystem to process and text manipula-
tion. It even contains a small version of vi. When launched,
the Busybox executable looks at either its first parameter or the
name it has at launch; this dictates its behaviour. So, launching
busybox 1s would trigger similar functionality to the 1s
command, while launching the Busybox executable using a
link (symbolic or hard) named vi will have the effect of
a vi clone. Busybox can be statically linked and it often
is, but we chose not to do so. The live medium which we
use to boot already contains the needed libraries. Finally, it
should be noted that Busybox modularity is exemplary; it
has a configuration menu in the spirit of the Linux kernel,
from which the user can choose the modules which should be
included. Configuration detail is surprisingly high — there are,
for instance, options for more advanced vi features.

The final live image for the virtual machine is generated
with genisoimage. The image is made bootable by in-
cluding isolinux, a tool used for booting Linux from ISO
images. The final image — containing a minimal kernel, an
initial ramdisk, iproute2, Busybox, isolinux and the necessary
libraries — amounts to little over 13 megabytes. Booting the
virtual machine takes under 5 seconds, which is a boon to a
generally error-prone testing cycle.

VI. SCENARIOS AND RESULTS

The sole method of testing the improvements is measuring
the time needed to configure interfaces with and without using
network device groups. We used an emerging technology
called perf to profile the operations executed when bring-
ing interfaces up, down, and when changing the Maximum
Transfer Unit (MTU) of a device group. perf is a tool
for manipulating the hardware performance counters of the
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processors, similar in fashion to oprofile. The advantage
of perf is that development is synchronized with the kernel,
so communication between userspace and privileged mode
is always up to date. Furthermore, user interface is much
friendlier, with less complicated syntax and intuitive defaults.

Profiling has yielded expected results, but a bit dispropor-
tionate. It is clear that, by using device groups, modifying
device parameters has a higher throughput, with proportion-
ately less time spent in userspace and more in kernel mode.
This is especially true because, when using device groups,
we only create a single process; previously, a process was
created for each interface. Even if the device manipulation was
a straightforward action, it is important to note that creating
a process, loading a new program into the address space,
scheduling the process to run, and finally waiting for proper
termination and cleanup are all very costly operations.

Indeed, operating system literature recognizes that perfor-
mance critical applications should not create a large number
of processes. This stems from the significant cost of a context
switch. On systems which support virtual memory, which are
virtually all systems nowadays, a specialized cache memory
is employed in order to speed up virtual-to-physical address
translation. The Translation Lookaside Buffer, or TLB, is
an associative memory with pairs of virtual and physical
addresses. When a context switch is triggered, the address
spaces need to be changed, which in turn causes the flushing
of all TLB entries.

Even factoring out userspace time spent, the total time
spent in kernel mode is also significantly lower when using
interface groups. Previously, a Netlink request was constructed
for each interface which needed to be modified. This was
an iterative process, constructing a message, then sending it,
waiting for a reply, all this being done for each interface.
Sending the request and receiving the response are translated
into system calls, which are another recognized source of
latency in the context of operating systems. Interface groups
solve this problem by necessitating a single request for any
number of interfaces, as long as they are in the same group.
System call overhead is thus greatly reduced.

What is, in our view, remarkable about the proposed solution
is that it actually scales better the more interfaces are involved.
Without device grouping, the number of processes created
and system calls is a multiple of the number of interface
manipulated. Conversely, when employing interface grouping,
a single process is created and a single Netlink request is
made, regardless of the interface count. This leads to 50 times
better performance with 1024 interfaces, but 65 times better
with 2048 interfaces. We deem this an encouraging start into
scalable network configuration.

The experiment results are shown in Table I. We timed the
operation of changing the MTU of a number of interfaces, both
traditionally (columns labeled No group) and using the new
group interface (columns labeled Group). Because sysfs in-
troduces a significant overhead, the experiments have been run
on two different kernel configurations: one includes sysfs
and the other does not.
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Without sysfs With sysfs

Interfaces  Group No group  Group  No group
128 0.01 0.49 0.01 0.53

256 0.02 1.11 0.03 1.15

512 0.05 2.57 0.06 2.59

1024 0.17 7.02 0.20 7.51
2048 0.32 21.74 0.36 23.05

Table I

TIMING OF CHANGING INTERFACE MAXIMUM TRANSFER UNIT WITH AND
WITHOUT INTERFACE GROUPING. ALL TIMES ARE IN SECONDS.

VII. CONCLUSION AND FURTHER WORK

The infrastructure implemented so far has proved to be scal-
able and generally accepted by the Linux kernel community.
The patch set has already been through a feedback iteration,
and is currently pending a second one. Valuable lessons in
both design and communication with the kernel ecosystem
have been learned in the process. Particularly, we have seen a
surprising amount of suggestions for further improvement.

Although the patch, as it stands, is simple and generic,
there have been suggestions to transform it into a hierar-
chical approach. The user would be able to define a tree-
like structure, where a group can contain devices and other
groups. Modifying a group would then have the semantic
of modifying its devices and all the groups contained in it.
A slight disadvantage of this would be little applicability,
which is generally a sign of over-engineering. With respect
to code, arborescent groups would require a separate group
data structure, as opposed to a simple filed in the network
device structure.

Another direction towards which the infrastructure can be
developed concerns the handling of related devices, such as
PPPoE (Point-to-Point Protocol over Ethernet) virtual devices
and their supporting Ethernet device. It has been argued that
group membership should be inherited, thus creating large
groups without the need for explicit group changing. For
instance, a PPP (Point-to-Point Protocol) server would add
its relevant interface in group 42, then create hudreds or
thousands of PPPoE interfaces having it as layer 2 support.
These interfaces are implicitly created in group 42 and easily
modifiable using a single command.

Because group membership is internally represented by a
simple data type, an integer, there is no reason it should not be
exported to userspace as such. The sys£s virtual filesystem is
the current manner for the Linux kernel to expose information.
A relatively simple addition would be the presence of the
group tag in the corresponding sysfs directory of each
device. An authorized user can then change the group of a
device by using either iproute2 or sysfs.

One particular critique of the grouping infrastructure was
that it is not particularly user friendly, specifically that numbers
have little meaning to users. Handling strings in kernel space
is usually frowned upon when fixed-width tags can do better,
so another solution is needed. Luckily, iproute2 already
has a convention in place. In the /etc/iproute2 directory,
the user can store associations between kernel numbers and
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userspace significant names. We intend to add support for such
an association. This remains within the initial self-imposed
restriction of the implementation being simple in the kernel,
but flexible in userspace.

Finally, the real scope of this endeavour is to improve
the scalability of configurating network parameters. So far,
we have treated part of the second level of the stack, but
much work needs to be done for a fully functional interface.
The most difficult problem we face is assigning relevant
addresses to interfaces. That cannot be achieved with the
current implementation, as identical MAC addresses would be
next to useless for any setup. What needs to be implemented is
incremental assigning of layer 2 and 3 addresses. One cannot
efficiently do that in userspace, because it would bring about
the problem of system call saturation discussed earlier. So the
issue remains open, despite it being one of the key points of
the original endeavour.

All in all, interface grouping is a simple, flexible interface
that attempts to open the way to scalable network device
configuration in the Linux kernel. Community feedback to it
was positive, which means we can expect to see it in a future
kernel release. Performance improvements are significant, even
in the simple case of interface activating and deactivating.
Improvement ideas abund, both in extending the existing
structure and in improving the essential idea.
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Abstract—The problem of diversity of the languages on
network security appliances’ interfaces is discussk Idea of the
unified language for network security policy (ULNSPH
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l. INTRODUCTION

Communication in the modern world cannot be imadjine
without such a concept as a language — an effeatayeof
representation and information transfer. At presieeate is a
large variety of different languages created bypbedor
their own needs: a sign language, a body language,
languages of mathematical and chemistry formuleglgcs
languages applied in plotting and designer actiatyd
others. All formats of input/output data defineaaduage
for information and communication technologies. Wer
often program systems have really complex langudges
their interfaces, including declarations, instront,
expressions and many other kinds of data sets. i$Hise
payment for programs and devices functionality.

The main reason of this diversity of possible lsaggs is
a tendency to represent the information in a fosrmach as
possible short and convenient for a particular tsallation.
Information security (IS) sphere has not avoided tssue.
Input and output languages are used for manageaofiehée
majority of network security appliances (NSA), hayiheir
own set of instructions for implementation of themorate
IS policy (ISP), containing many rules (ISPR). Hster, by
different NSA, we mean such appliances, for whicleast
one ISPR can be specified so that its implememtatiaone
appliance is available only with the set of comnsand
different from those used for implementation ofthile in
another appliance. While protecting systems byedfit

manufacturers, their command languages can difter s

significantly that at the first glance it can besdhat there
is nothing common among them. Obviously, the diesf
input languages on interfaces of NSA creates pnobléor
IS managers because it is necessary to "transtaé"ISPR
for each particular device into a specific setraftiuctions.
Such "translation" takes much more time than iredasll
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NSA could detect the identical commands. Moreoiteran
result in errors in ISPR implementation configuriteyices,
especially if some rules are ambiguously formulated

There are some solutions on the market that trgake a
universal interface for ISP implementation. Onehefm is
Check Point SmartDashboard [1], but this softwaapct
supports only Check Point security devices. Ciseousty
Manager software [2] also uses policy-based apprdac
management of routers, firewalls and IPS systenus, b
obviously, it supports only Cisco products. Thenealot of
different solutions designed in order to improveeaisting
interface of a particular network security solutemd make
it more convenient, for instance, Activeworx IDSIiPp
Manager [3] is an application that provides GUI jadicy-
based management of Snort IDS. While network sbcuri
models play an important role in any system, mesearch
effort related to this topic are based on limites@ept and
do not discuss all the richness of current and gimgr
NSA. A development of the unified language for ratw
security policy (ULNSP) implementation may solveegh
problems. The language will allow implementation of
network security policy rules (NSPR) in a convehifmm
without being dependent on a particular device. iQisly,
the language itself doesn’t have any practical iapfbn;
therefore its translator should be developed asl. wel
Inherently, ULNSP together with its translator witirm a
universal interface between the human and NSA asdh
result, will increase the efficiency of the netwas&curity
management.

Section Il of the paper presents requirements &ed t
main idea of UNLSP. Basic approach for formalizatiaf
the language is described in Section Ill. SectMpilovides
examples of NSPR defined with ULNSP. Practical
application of the language is considered in Sactib
Conclusions are given in Section VI.

Il.  UNIFIED LANGUAGE FOR NETWORK SECURITY POLICY

BASIS

For the effective implementation of any policy, itdes
must meet the requirements of maximum simplicitsrity
and ability for updating. Any policy rule should be
formulated so that it could not be interpreted agubusly.
Implementation of these requirements should redihee
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probability that any rule will be ignored or implented
incorrectly, as well as the probability of bypasgsthe rules.

finite set of rules (productions), each of whicls lthe form
a — B, wherea andp - chains on the dictionary @ N. In

NSPR are specified in the corporate ISP in a nhturaaddition it is compulsory that & N =[1.
human language and are subsequently implementeal as The chaing is directly derivable from the chainin the

configuration (settings) for NSA. So the problemses
while translating NSPR into NSA commands by huma
(system, network or IS administrator). But diffaré¥iSA
recognize different languages, making it necesstary
translate the same NSPR in a different set of comasia
Such kind of translation may lead to typographieabrs;
so, that the device cannot accept this commanithelmvorst
case, if a wrong command is syntactically corréatan be
applied by device, and this can cause incorreattfoming

of the network or appearance of security breaches.

grammar G (designated by=s B), if the chaina can be

Tepresented as a concatenation of the three cRaingtv

(some of them may be empty), chafh can be also
represented as a concatenation of three clfams&v and
grammar G contains the production — & Symbol
=~ denotes the binary relation on the set of all chaiwer
the union of the vocabularies[T N. The chair is directly
derivable from the chainm in the grammar G (designated by
a =& P), if in grammar G exists a finite set of strings

Proposed ULNSP would help to avoid such problendls an®a- 4. ... Tx , n>0 such that =1, T, =p foralli=1,..., n

solve the problem of NSPR portability and consetjyen
improve network security management efficiency. faet
NSPR defined by ULNSP language will be the intenaied
between ISPR and commands of a particular NSA (Big.
In this case, network administrator (or other perso
responsible for the network security managemens) toa
translate the rules from the corporate ISP intortiies in
ULNSP, but this operation for a specific ISP mustdone
only once without concentrating on particular NSAdals.

IS policy (the rules
in a natural language)

Network/IS
administrator

Translator

NSPRina
unified NSP
language

Commands for devices

Figure 1. NSP Implementation using ULNSP.

Another important requirement is ULNSP extensiypitit
if we need to add a new type of devices or ruled the
language should support, this process would béngdes as
possible, and the changes wouldn’t change the bver
language structure.

I1l.  ULNSPFORMALIZATION

For ULNSP formalization we use generative grammar G

which defines the rules for constructing sentenaeshe
languageG = (T, N, S, R]4], where T - a finite nonempty
set - the terminal vocabulary (its elements areedal
terminal symbols TS); N - a finite nonempty setonn
terminal vocabulary (its elements are called nomieal
symbols); S - selected item of non-terminal vadaty, so-
called start symbol or axiom of the grammar; R remapty
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holds i1 = m: . Symbol @z denotes the reflexive

transitive closure ofs .

Formal language generated by G is a set of chains
composed of TS of the grammar and the vocabulanyete
from the grammar’s start symbol:

L(G)={a O T:S=>= a}.

It is important to note that, in general, one laagg can
be generated by different grammars.

Here an example of ULNSP grammar. The non-terminal
N and the terminal T vocabularies should be defined

N = {policy rule, identifiers, actions, functionparams,
separators, permit action, deny action, traffictrétion,
address translation, routing, interface, data lidayer,
network layer, transport layer, protocol ethernptptocol
IP, protocol ICMP, protocol TCP, protocol UDP, Etinet
params, IP params, ICMP params, TCP params, UDP
params, address translation params, routing params,
interface params, IPv4 addresses, IPv4 md3&stination
MAC, Source MAC, Type, MAC address, Version, IHL,
Type of Service, Total Length, Identification, IPads,
Fragment Offset, Time to Live, Protocol, ChecksBoyrce
Address, Destination Address, Options, Source Port
Destination Port, Sequence Number, Acknowledgment
Number, Data Offset, Reserved, TCP Flags, Window,
Checksum, Urgent Pointer, Options, Length, Codeyrival
name, external name, local address, global address,
interface ID, destination address, gateway, integfaname,

Jnterface address, security level}

T:{OY1)21314!5)617!8191a)b!cld!elflg!hlileklllmlplq)rls!tlulvl
w,x,y,z,A,B,C,D,E,F,G,H,I,J,K,.L,M,N,O,P,Q,R,S,T,IXW,
Z-,._ ()"}
or in another words T consists of characters witBCN

codes from 33 to 126. In Npwlicy ruleis an axiom of G.

Fig. 2 shows the scheme of ULNSP rules construction
This diagram is not a formalized method of représtém
of a grammar, but we use this figure in order tdkenan
understanding of the language easier. Set of ptmhscR
can be found in Appendix.
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The grammar of ULNSP is context-free. This grammaraccordance with NSP. In reality it is almost impbles to

type is widespread in computer science and thera ¢ot of
relatively efficient parsing algorithms that arephgable to

cover all the existing diversity of devices of difént
manufacturers, types and versions, so the mairectuys in

detect chains of languages generated by context-frehis case is to support as many systems as passible

grammars.

IV. ULNSPSYNTAX AND SEMANTICS EXAMPLES

To block all traffic coming to the router’s inteck ethO
from the host with the address 192.168.1.1 to the tvith
the address 10.1.1.1 the rule in ULNSP will becdigWs:

ethO deny IP (192.168.1.1 10.1.1.1), or
ethO deny IP 192.168.1.1 10.1.1.1

The following rule allows the transfer of TCP paiske
from the network 192.168.1.0/24 to the 80th porthef host
with the address 10.1.1.2 on eth1 interface ofiteevall:

ethl permit IP (192.168.1.0/24 10.1.1.2) TCP (* &0)

ethl IP (192.168.1.0/24 10.1.1.2) TCP * 80

The following rule blocks all ICMP traffic via ethl

ethl deny ICMP

The final result of the development is a softwamedpct,
which allows to configure NSA by implementing NSP
described in ULNSP. A security administrator wié kble
to set up a device in accordance with NSP, withmaihg
dependent on manufacturer of this device.

Let us consider the main convenience of the system.
When designing a network security system for a
corporation, the requirements come from its ISPfalst it
doesn’t matter what kind of device is applied ipaaticular
part of a network. It is important that this satutishould
have required functionality. Because the basic UBNS
concept is a function-based approach for formabnabf
the rules, it won't be a problem to formulate NSB&ng
the language. For configuring any NSA in accordanith
the policy it is just necessary to connect to tteégice using

The following rule blocks TCP packets with FIN, URG the proposed system and input ISPR in the unifeduage.

and PSH flags to the host with the address 10.1ihtaigh

the interface ethO on NSA:

ethO deny IP (* 10.1.1.3) TCP (* * * ** * FIN UR®SH *
* %

The rule for network address translation of therasskes
192.168.1.0/24 on the interface ethO
10.1.1.0/24 on eth1 looks like that:

NAT (ethO eth1 192.168.1.0/24 90.1.1.0/24), or
NAT ethO eth1 192.168.1.0/24 90.1.1.0/24

For a static address translation 192.168.1.2 iratiress
10.1.1.2 you can use the following rules:

NAT ethO eth1 192.168.1.2 90.1.1.2

Translating of the address range 192.168.1.1
192.168.1.10 into the address 10.1.1.1 can be ssgaeby
the following rule:

NAT ethO eth1 192.168.1.1-192.168.1.10 10.1.1.1

As can be seen from the above examples of usageSUL
has a convenient syntax and intuitively obvious aetios.

V. NLNSPTRANSLATOR

All necessary settings will be done automatically the
system.

VI.  CONCLUSION
The main peculiarities of created ULNSP are conrted

to addressegrammar and its extensibility. The function-baspgraach

in rules formalization used allows to add new typésules
easily. Inherently, any policy rule formalized inLNSP
describes security function policy (defined in |81
15408 [5]). The language also provides convenigntax
and intuitively obvious semantics. For example,
parameters for TCP traffic filtration rules folloRFC 793
[6].

ULNSP translator will help to automatically configu
NSA in accordance with the corporate ISP by impleting
the corresponding rules described with the langu&ge
this purpose it is just necessary to know IP-addiasthe
device and ISPR in ULNSP.

Today, ULNSP and its translator support a basico$et
NSPR for firewalls and routers. The future challefgr the

all

The main goal of NLNSP development is to create alevelopment is an extension of the set of rulesdbald be

universal interface between a human and NSA. dbisous
that the language itself has no practical applitgbi
because all ISPR, described in it, in fact, areoanél
expression of rules defined in any natural languagerder

to make the language applicable to the real devies [1]

translation system is needed. The functions of $fiem
include establishing a connection (telnet, ssh sman) to
the device; identifying the device,
functionality; translating NSPR from ULNSP into
commands of a particular device; performing adddio
device configuration (if necessary).

Thus, in the ideal case, this system allows tothisesame

unified set of NSPR for all NSA with the required

functionality making all required settings to adjtisem in
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its version and

formalized with ULNSP such as rules for IDS/IPSteyss,
DLP systems, VPN rules and so on.
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APPENDIX

Set of productions R:
1) policy rule—>
separators, functions
2) identifiers— ale
3) separators> « »
4) actions— permit action | deny action
5) permit action~> permit|e
6) deny action— deny
7) functions~ address translation | routing | interface |
traffic filtration
8) address translation -+ NAT, (, address translation
params,)
address translation— NAT, separators, address
translation params
9) address translation params— internal name,
separators, external name, separators, local adsres
separators, global address
10) internal name» «; external name «
11) local address> IPv4 address, IPv4 mask
local address> IPv4 address;, IPv4 address
12) global address> IPv4 address, IPv4 mask
global address»> IPv4 address;, IPv4 address
13) IPv4 address ﬁl-ﬁZ-ﬁS-ﬁll
14) Pv4 mask> /&e
15) routing— Route, (, routing params)
routing — Route, separators, routing params
16) routing params> interface ID, separators,
destination address, separators, gateway
17) interface identifier a
18) destination address IPv4 address, IPv4 mask
19) gateway» IPv4 address
20) interface~ Interface, (, interface params),
interface— Interface, separators, interface params
21) interface params— interface ID, separators,
interface name, separators, security level, semasat
interface address
22) interface name al*
23) security leveb 7|*
24) interface address Adpeca IPv4, Macka IPv4[*
25) traffic filtration— data link layer | network layer |
transport layer |
data link layer, separators, network layer |
data link layer, separators, transport layer |
network layer, separators, transport layer |
data link layer, separators, network layer,
separators, transport layer
26) data link layer protocol Ethernet
27) network layer— protocol IP | protocol ICMP
28) transport layer» protocol TCP | protocol UDP
29) protocol Ethernet Ethernet, (,Etherne paramsy,
protocol Ethernet> Ethernet, separators, Ethernet
params
protocol Ethernets Ethernet

identifiers, separators, actions,
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30) Ethernet params Destination MAC, separators,
Source MAC, Type

31) Destination MAGS> MAC address|*

32) Source MAG> MAC addresg|

33) MAC address» 6107:0304:0506.0708.09010: 011012

34) Type- Oxa102|B1]* |e

35) protocol IR IP, (, IP params)

protocol IP— I P, separators, IP params

protocol IP— IP

36) IP params— Version, separators, IHL, separators,
Type of Service, separators, Total Length, sepasato
Identification, separators, IP Flags, separatorsagment
Offset, separators, Time to Live, separators, Rroto
separators, Checksum, separators, Source Address,
separators, Destination Address, separators, Ogtion

IP params— Source Address, separators, Destination
Address

37) Version> Oxoq|op|*

38) IHL— Oxo1|o|*

39) Type of Serviee 0xa105|61|*

40) Total Length> Oxo1020304|7|*

41) Identification—> OXa1020304|7|*

42) IP Flags— 0|*

43) Fragment Offseb 5|*

44) Time to Live>0xa10,|f1]*

45) Protocol->0xao105|1]*

46) Checksum0Xo10,0304|7|*

47) Source Address IPv4 address, IPv4 mask | IPv4
address;, IPv4 adress|*
48)Destination  Address  IPv4
address|IPv4 address|Pv4 address|*
49) Options~> 0X010,030405060708, Optionsg|*

50) protocol TCP» TCP, (,TCP params)

protocol TCP~ TCP, separators, TCP params

protocol TCP~» TCP

51) TCP params- Source Port , separators, Destination
Port, separators, Sequence Number, separators,
Acknowledgment Number, separators, Data Offset,
separators, Reserved, separators, TCP Flags, sépara
Window, separators, Checksum, separators, Urgent
Pointer, separators, Options

TCP params— Source Port , separators, Destination
Port

52) Source Port> n|>n|<n|ni-nal*

53) Destination Por #|>5|<n|n1-no|*

54) Sequence Number0xc16,030405060708|v|*

55) Acknowledgment NumberOxc10,030405060708|v|*

56) Data Offset> Oxoy|op|*

57) Reserved y|*

58) TCP Flags~>¥| x|*

59) Window- 0Xo10,0304|7|*

60) Urgent Pointer> 0Xo1020304|77|*

61) protocol UDRP~ UDP, (, UDP params)

protocol UDP— UDP, separators, UDP params

address, IPv4
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protocol UDR—~ UDP

62) UDP params— Source Port, separators, Destination
Port, separators, Length, separators, Checksum

UDP params— Source Port, separators, Destination
Port

63) Length- Oxo10,0304|7|*

64) protocol ICMP- ICMP, (, ICMP params)

protocol ICMP— |CMP, separators, ICMP params
protocol ICMP— ICMP

65) ICMP params— Type separators, Code, separators,
Checksum

66) Code~ OXO']_O'zlﬁll*

where o — a finite chain of TS on the dictionary
{0,1,2,3,4,5,6,7,8,9,a,b,c,d,e,f,g,h,ij,kl,mnmms,tu,v,
w,X,y,z5, } OT,

Si — string of TS belonging to the sed,4,2,3,4,5,6,7,8,9,
10,11,12,...,253,254,2557T,

¢-achain of TS belonging {4,2, ..., 32)/T,

7 - a chain of TS belonging to the $611,2, ..., 100[/T,

o, — a terminal symbol belonging to the §ef1,2, ..., 9,
A B,C,D,E FYUT;

@ - a chain of TS belonging {a,2, ..., 1517/T,

n - a chain of TS belonging {4,2, ..., 65535}/ T;

0 - a chain of TS belonging to the §&t2, ..., 7)7T,

v - a chain of TS belonging to the §e11,2, ...,.3117/T,

v - a chain of TS belonging to the s@@,1,2, ...
42949672951/ T;

¥ - a chain of TS belonging to the set {0, 1, 2,63}//T,;

¥ - a sequence consisting of space-separated distinct

elements ofURG, ACK, PSH, RST, SYN, FIN}.

Policy Rule
Identifiers

o

n

3

a :

g Permit Deny Address

0 action action Traffic :

2 dilnatbon: faraiatia s Routing Interface

£

E /

-

2

3

=z Data link layer | | Network layer Transport layer

Frotuce] Protocol IP | | Protocol TCP | | Protocol UDP || Protocol ICMP
Ethernet
Params
=2
2 s
= F 0,1,2,3.4.,5.6,7.8,9,a,be,d.e,f,g.h.0.j, kL m,no.p.g,rs. Ly, wy.ze., ()5 10,11,12,....253.254,255, ... , 65535,
E s permit, deny, NA'T, Route, Interface, Ethernet, IP, TCP, UDP, ICMP
(=]
>

Figure 2. ULNSP rules construction.
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Abstract—Today Cloud Computing and virtual infrastructure

are one of the most popular ways to deploy applicain hosting
and web-farm platforms. Cloud Infrastructure services also
known as “Infrastructure as a Service” (laaS) are he way to
deliver computer infrastructure, typically virtual environment
as a service. Distributed nature of laaS and likefiood that
different customers can use the same server and mairk

deliver new security threats. Security of open sowe platforms
of Cloud Services is discussed. Threats that impacbn
availability components of platform and customer sparation

features are shown. The distributed way of networksecurity
monitoring of availability and integrity of 1aaS is described.
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Natalia Miloslavskaya

Information Security Faculty

National Research Nuclear
University MEPhI
Moscow, Russia

NGMiloslavskaya@mephi.ru

Alexander Tolstoy

Information Security Faculty
National Research Nuclear
University MEPhI
Moscow, Russia
AlTolstoj@mephi.ru

cloud provide opportunity to use Netflow/IPFIX pesbon
the hypervisor without performance reduction foe gake
of the kernel-acceleration technologies (such aRMNG in
Linux Kernel). Another way to monitor connectiomside
laaS cloud infrastructure is introduced in the papeFIX
protocol is very similar to Cisco Netflow v9, butis not
proprietary, open-standard and has some improvenjéht
which can be used on open source systems suchas af
BSD-derivate systems (FreeBSD, OpenBSD). IPFIX is
flexible, lightweight way for basic network secuyrit
monitoring such as connection control and volumseda
traffic estimation [5].

II.  CLOUD SERVICEINFRASTRUCTURE TYPICAL
ARCHITECTURE AND THREATS

laaS expands CC services from web hosting and
application hosting to end-user services (e.gualrtesktop

way to provide customers with IT resources on demanworkplace). Supporting such a service becomes lpestir

principle. Customers can buy as much “Infrastrugtuas
they need, i.e. “pay per use” axiom. This is a Wwayeduce
operational expenses on IT and shift some of rikks

the sake of several novel technologies and newnsiee
agreements which are provided by some software orend
such as Citrix and Microsoft. On the other hand

outsourcing companies. Such type of service is verglevelopment of open source desktop systems (KDE,

convenient for small-business and medium-size compa
to get access for the novel IT technologies anthlsotation
services, but there are some security threats wddchr in
the cloud. The first main threat may happen whemeso

GNOME, XFCE, etc.), designed to run popular Linux
distributions (Ubuntu, OpenSuse, Debian, Redhagkes
possible to use such systems as desktop environorent
desktop virtualization applications. Open sourcatfptms

customer’s virtual private servers (VPS) use thenesa of Cloud Services like Amazon and Bitbuket consét
shared hardware and network devices with otherslypervisor system, as usual it is Xen-based or #&lern

customer’'s VPS simultaneously. In this case comdiion

Virtual Machine (KVM)-based hypervisors, storage

errors may sometimes occur, hence some unauthorizedmponent based on Linux Volume Manage (LVM) and
access accidents may happen. Up to 31% data bee@athe OpenISCSI — IP Storage Network (IP SAN), external

Australia involved third parties such as Cloud Catimg
(CC) laaS providers [1].

The second one is the availability issue: busimeisial
data and applications are stored in one place éasay “all
eggs are put in a same basket”). Large-Scale tsoametable
to deliver DDoS attack to the biggest ISP and Hhgsti
providers (Such as Bitbucket, Amazon EC2), so tleme
lots of the related risks: failure of the hardwargpervisor
software, guest software, network channels, et@a essult
of successful DDoS attack or system-wide failuile [2

One of the ways of Cloud networks monitoring isuse
network telemetry principal with such protocols @sco
Netflow [3] or IPFIX [4]. Design and architecturd the
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Internet channels and intercommunication networ&chE
component has its own security threats that shdadd
monitored and controlled. We focus on threats wimgpact
on availability components of platform and customer
separation features. Cloud Service provides rathere
services than traditional datacenters but theralserather
more surfaces of attack, such as data separatmsure,is
shared storage and availability of platform in coomm
Therefore securing such a platform is more difficalsk
than securing perimeter-based traditional datacemtéd the
problem of monitoring of laaS platforms is very qaex.
Data storage, storage network and interconnectéiwark
are shared between all customers of laaS, alsanakte
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network channels are common for all (Fig. 1). Slackier

flow-based traffic collectors (ipcad, flowtoolsopt nprobe,

needs to compromise one of the components of laagdsad, flowd, Vermont, etc.), which could be sustdby

platform, which are shared between customers t@anpn

the laaS service in general. That is why it is intgat to use

network security monitoring methods, which are tiedt

used for network security monitoring purpose in tiét
Cloud Infrastructure (VCI). Their advantage is #pilto
install them on open source hypervisor platformsk-

such impacts on transport network and shared nktworbased Xen and KVM), opaque for customer’s softwaare

recourses in time.

| Firewall and VPN Appliances |

| Interconnection Network |

Virtual Infrastructure
KVM

Xen

| LVM Volumes |

[ iscsinetworkIP SAN |

| iSCSI Storage |

Figure 1. Architecture of open source software based laatfopta.

A. External network channels

without performance reduction.

B. Shared storage network

Shared storage network is a “point of failure” ofiole
laasS infrastructure, also some iSCSI and volume ntiogl
misconfiguration may impact on data separation betw
each customer and as a result some confidential Idas
may occur. Usually open source Virtual Cloud isltbom 1P
SAN (Storage Area Network) networks, because fiatit
FC SAN networks are rather expensive and it is not
reasonable to use them in couple with open sowfteare-
based VCI. IP SAN network is based on iSCSI (Iraérn
Small Computer Interface) protocol. iISCSI is arpiBtocol
that is a storage networking standard for linkiagadstorage
facilities. It is designed to carry out SCSI comuiswover IP
networks, hence it could facilitate data transi@ver local

External network channels of nearly all datacentergng external networks. Unlike traditional FC SANhigh

including ISP’s (such as Amazon EC) are vulnerdttehe

requires special-purpose cabling, iSCSI can beoun long

DDoS attacks, because attackers use large-scale h@ktance using existing network infrastructure. Bising

networks. Network channels become point of failasevell
for datacenter of Cloud infrastructure in geneias, for

iSCSI is associated with several security threats:
unauthorized accessing iSCSI Logical Unit Numbeat th

individual customer, because each customer's né&twormakes it possible to mount iSCSI running storagéces;

channel has finite bandwidth.

The second type of availability threat seems tarioze
difficult to detect and it requires distributed wafynetwork
security monitoring. Since such type of attackgraffic
volume based, the best way of lightweight monitgriof
such type of attacks is using network “flow” prosds such
as Cisco Netflow or IPFIX. Traffic streams from enxtal
network channels through access servers, usualhgga

authentication bypassing using some of attacks BHARC
protocol that is used to authenticate iISCSI pegypassing
logical network isolation through VLAN misconfigdians
or VLAN hopping attacks.

Taking that into account it can be concluded that
customers cannot be sure that their sensitiveidsitde laaS
Cloud is safe. To improve data storage securitgSla
provider should monitor this threat by using some

VLAN, which is mapped to each customer, so the @rob mechanisms, based on internal Linux/Unix systengitog

should be set on the enter point to the customeNy for

example on Broadband Remote Access Server (BRAS) Qntrolling ~ VLAN

per Hypervisor. The second method is better for sisee
huge volume of flow data can
performance, but on the other hand using probesam
hypervisor machine can spread total load betweemiali
infrastructure servers.

Usually, external channels ISP’s use traffic scarbb

(Cisco Guard, solutions like Cisco-Arbor Cleaninipd3,
etc.) for protection. They have capabilities allogiithem to
distinguish between “good” and “bad” traffic. Thetigate
DDoS attacks by forwarding only good traffic andpising
attack traffic [6]. Before going to clean bad traffrom
good one, a scrubber has to identify bad traffisc€ and
Arbor use for that purpose several techniques, ablubf
them are based on Netflow v5/v9 analysis oppositdirect

traffic intercept. So it is possible to use besictices and

principles of commercial solutions with open soutaaS
platforms. There are lots of open source implentemta of
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impact on BRAS

such as syslog and mount table control scripts, and
separation Flow-based network
measurements.

C. Shared internal network devices

Shared network devices also become one more pant t
needs to be controlled. Their main security ristes\aLAN
policy misconfiguration issues and VLAN hoppinguss.

As a result the separation between customers may be
breached. Thus some customers may be able to have
unauthorized access to essential data, stored tworke
resources on Virtual Service Infrastructure, Datasds,
Internal Web Portals and so on.

Another type of those threats is manipulation vigyer
2 functions of the switches, like an ARP poisoni@f\M
table overflow etc. The result of such manipulagionaybe
unauthorized traffic interception and some sensitdata
may be stolen. To avoid those risks some LayercRrsgy
techniques such as “port-security”, DHCP Option gart
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authorization with 802.1x, virtual LAN with 802.1gre
usually used. But sometimes configuration errosuocFor
example there are several typical misconfiguratioradive
VLAN usage that equals 1; using 802.1q ports fatamer
link with native VLAN configured; allowing conneatis to
one customer to VLAN'’s of others; 802.1x VLAN mapgi
errors — as a result of authorization process cust@ble to
access prohibited VLANSs.

The greater the size of the Virtual Infrastructisethe
more the likelihood of misconfigurations will behds, the

main tasks on network security monitoring of Viftua

Infrastructure are to detect and to notify aboyiasation
failures. To control integrity of separation poliityis also

convenient to use one of the flow-based monitoringvery useful

protocols such as Netflow or IPFIX, but they shosighport
“VLAN-ID” field in the flow template.

Ill.  MONITORING NETWORK SECURITY AND POLICY
INTEGRITY IN VIRTUAL SERVICE INFRASTRUCTURE

laaS services’'s complex and tenant nature obligacse

One of the main IPFIX/Netflow v9 protocol advantage
is its bidirectional flow (or bitflow), allowing #&cking full
connection opposite to Netflow v5. Trivial exampleg
biflow applications include initial round trip timéRTT)
estimation, detection of connection establishmenotber
transactions for the purposes of an incident dietecind
response, and the separation of unanswered tfaffiscan
detection purposes [5].

Bidirectional flow measurement is very useful for a
network security application, since it providesommation
about full connection that makes it possible tolyzeeach
stage of the connection establishment for TCP padtand
track client responses for UDP protocol. For examnifilis
to monitor and track HTTP and DNS
connections and detect deviations in those cormesitiike
scans or Flood attacks. In contrast to usage dingttional
flow it provides information initiation and end cbnnection
that enables to monitor and control integrity ofstfirst
initial dialog establishment success.

Bidirectional flow principle also reduces traffihat

providers to use complex way of monitoring networkgenerates netflow/ipfix probe in a way as showRim 2.

security of their clients. In addition to tradit@iiDS, which

have perfect present experience of known signdture: .
detection, the service provider must be able toedlet |151ﬁ1
availability threats such as DDoS attacks and ahoma

network traffic flows, which may occur as a resoft
misconfiguration. In this view, it is very importato keep
separation between customers’ VPS and virtual niésvo
There are several technologies, used
infrastructure networks: separation of customersown
VLAN (802.1q VLAN) and isolating customers’ service
inside virtual appliance, controlled by hypervisBome of
network vendors also support transport

technology providing another separation methodgffimate
networks. But such services are adapted to be eptxean
end customer. There are two main security threatsud
availability (robustness against DDoS attacks) ahdred
network devices and hardware controlling. So wepse to
monitor and detect such threats at an early stageg
IPFIX or Netflow v9 protocols, which are very signil

A. Flow-based measurement

Netflow v9 or IPFIX provides useful information for
security analysis such as IPv4/IPv6 headers, soifce
destination IP, source port, destination port, T{&Yys,
TOS, QOS, volume of traffic per flow, direction thie flow,

Unidirectional flow Unidirectional flow

in virtual

dst [count |bytes src dst [count [hytes

2222 2.222[1.1.141 12 700
src dst frw frw rev rev

1.1.1.1| 2.2.2.2| count |bytes | count |bytes

Bidirectional flow

Figure 2. Unidirectional flow and Bidirectional flow.

Thus it is reasonable to use flow-based measurefoent
VCI monitoring problem.

networkB. Flow probes placement in Virtual Infrastructure
technologies such as MPLS/VPLS network, MAC-in-MAC

Flow-based measurement protocols are very convenien
for classification and traffic volume analysis. F& shows
that netflow/ipfix probes can be placed in VCI netlu

VM1 vM2 VM3 VM4 VM5
VLAN | VLAN VLAN | VLAN |VLAN
100 200 300 400 500

PCAP/IPFIX/Netflow probe
Hypervisor Physical Interface eth0

Figure 3. PCAP/Flow probe can be set on physical interface of
Hypervisor machine.

Thus by using open source software laaS providess a
able to apply powerful tools to monitor network ety
(nfsen, ntop, flow-tools, Vermont, etc). So it igspible to

interface, AS number and some additional ISP sjgecif use libpcap library compatible Netflow collectortiviirtual
information: VLAN number, MAC address, MPLS labels. network interface card such as “tap” or “tun” Linux

There are lots of techniques and software of floalgsis,
based on analyzing Cisco Netflow v5/v9 data, namébyp,
nfsens, nprobe, flowd and some commercial products,
Cisco MARS. However, it
commercial implementations of Netflow collectorsdan
security tools on open source cloud platforms.
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is not reasonable to use

interfaces. Here it is an example with fprobe aftthmp on
each virtual interface:

Linux# fprobe —itap0 —fip nfdump_host:9000

Linux# fprobe —itap1 —fip nfdump_host:9001

Linux# fprobe —itap2 —fip nfdump_host:9002

or on main physical interface:

Linux# fprobe —ieth0 —fip nfdump_host:9996
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There are a lot of network devices vendors whigipsut
Cisco Netflow v9 or IPFIX protocols. It is possibte
analyze flow-data that contains VLAN-ID field oneth
following Cisco network switches: Catalyst 4000/@58hd
6000/6500, but additional Netflow module is a pogiisite.
On the other hand lots of vendors support IPFIXflidetvO
flow export out of box, such as Nortel, Extreme Watks,
Juniper, etc. So it is not very difficult to ches&paration
policy integrity with Netflow v9/IPFIX enabled orush a
switching device. To make Cisco Router exports VI-AN

field within flow-data typing 10S, cli command ieeded:
Router(config)# ip flow-capture vian-id
It is possible to export VLAN-ID field within

time can be easily monitored without drastic impaat
performance of network equipment, virtual appliarare
hypervisors software. Open source nfdump utility dze
used for TopN analysis. There are several internal

implementations of TopN with “-s statistics” option
Linux@root# nfdump -M /netflow/directory -R filaleX
srcip/dstport/pps/packets/bytes ‘dst port 80’ —@eby

Obviously those output entries, which exceed regula
values, may signify some network traffic inconsistge or
network attack. Arguments of nfdump tool shown abov
enable it to detect DDoS attack against Web server.
Centralized data management of flow-probes and IRS,
SNORT project, can be implemented using open source

=S

IPFIX/Netflow v9 data on Linux host to use nProbeSession-based network data correlation engine PHd8.

collector:

Linux# nprobe —n nfdumphost:9996 —i eth0 —-T “ %SRIAN,
%DST_VLAN, %IPV4_SRC_ADDR, %IPV4_DST_ADDR, %IN_HRC,
%OUT_DST_MAC"

This is lightweight and chip way to monitor virtual
interfaces inside Linux-based Cloud systems, wigizh be
implemented in the current network architecture. De
other hand Netflow v9/IPFIX enables to monitor VLAN
in traffic flows, which allows network administratdo
control integrity of separation between laaS previl
customers. VLAN ID monitoring using flow-based
protocols makes it possible to detect and inforseeurity
officer about network separation misconfigurationme.

To provide excess coverage VLAN information
travelling network it is important to use flow pexon a
Hypervisor host as well as on network equipmentchEa
Hypervisor host has its own Flow probe that expdeta to
a collector, where VLAN information should be arrag
and compliance control should be performed.

It makes it possible to have information about vwehol
VLANS in one place. It is no sense weather truntkriiace
or access VLAN interface using on Hypervisor host.

C. Flow analysis methods and tools

There are lots of statistical methods of volumeebasw
traffic analysis, based on classification, abnorivethavior,
baseline methods, detection of anomalies and dengf7].
Most of them can be used to analyze Netflow/IPFBtad

In order to detect VLAN separation flow-data shohtl
analyzed. It is possible to keep table of mappimgtamer’s
subnets and VLAN-ID’s. Each incoming Flow should be
aggregated by VLAN-ID field. Then it is possible detect
separation breach by means of comparing each aagrbg
flow with VLAN-ID Subnet mapping table. If
unauthorized network subnet in the given VLAN-ID is
detected, comparator notifies about separatioreissu

The described scheme of IPFIX/Netflow v9 data asialy
provides opportunities for lightweight and efficien
detection of network security issues, related
multicustomer VCI Servicesdiscussed above.

D.

to

Impact on hypervisors perfomance

Flow collection is rather lightweight technique of
network security monitoring. It achieves good perfance
results for several reasons: no need to intercaptentraffic
traveling across the network and no need to anakjzale
network packet — only headers information.

Flow analysis provides a network administrator or a
network security officer with traffic volume-based
guantitative evaluation.

Also Netflow sensor, implemented in Cisco routensl a
firewalls, also does not cause major impact ongoerénce.
For example, Cisco Systems provides following
performance evaluation for 65000 flows Netflow vAda
8903 packets per second :

Basically Netflow analyzing process is reducedital fone

Cisco 7200 Platform with NPE G1 CPU utilization 9 %

of several data sets: Top N and Baseline; Top NiGes
Top N data; Pattern matching: port matching, IPresikl

Cisco 7200 Platform with NPE G2 CPU utilization 8 %

Cisco 3845 Router 9%

matching. TopN principle allows finding a sourceagtivity
that cause anomaly, worm attack, flood attack &n i

Cisco 2811 Router 53 %

based on volume deviations estimation.
lightweight flexible ways to implement IPFIX/Netfiov9
flow-data analyzer with its own analysis algoritlisrto use
Perl Flow.pm library [8].

It is better to use accomplished solution that dooé
built by means of combing several open source so#w

One of thdigure 4. Cisco Routers CPU utilization for 65000 Netflow fl@ws [10]

Here is an approach of evaluation performance itngac
Hypervisor running 3 virtual machines with followgimnitial
data - 1 Virtual CPU, 256 RAM, 5Gb Virtual DeviceDB,
100 mbp/s Virtual NIC, System Debian Lenny, alsaéipe

Open source tools such as nTop and nfsen provid§ "Unning.

functionalities to set threshold values of soméitraypes.
They provide information about volume (e.g. httmsd
Mircosoft-RPC traffic, etc). Increase of one traffype in
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Hypervisor configuration is one Intel DualCore EB840
Processor, with 2048mb RAM and 500Gb HDD without
RAID.
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For testing purpose we used file with size 1024thh{

was took from dd command:
Linux@root# dd if =/dev/zero of=/var/wwwi/test_rdest.iso bs=1M
count=1024

So we stressed Web server, trying to send GET stgjue

to this file until Apache web-server forked enougtilds
(worker model) to take 80 % of CPU usage.

So we make comparison results with running and n

running nProbe collector on Hypervisor system otd&ad
Hypervisor System. Here are the tables for HypernisPU
Load without and with nProbe collector (fig. 5 afig. 6
correspondently):

CPU Load Hits per minute
22% 174 hits/minute
25% 243 hits/minute
34% 312 hits/minute
51% 362 hits/minute
74% 486 hits/minute

Figure 5. CPU Load of web server for hits per minute withoBtobe
running
CPU Load Hits per minute

20% 171 hits/minute
26% 247 hits/minute
33% 311 hits/minute
52% 372 hits/minute
75% 492 hits/minute

Figure 6. CPU Load of web server for hits per minute withai&r
running

It seems that general impact on CPU is caused lagiie
worker process. nProbe collector process in topuiput,

CPU usage impact may occur only for flow analysis,
performing on ISP equipment such as backbone muter

IV. CONCLUSION
VCI services have several security issues and lattac

0zurfaces: customers use the same external netlarinels,

hared network devices (separation is implemented v
VLAN technologies), storage network and hardwateis |
important to monitor and control availability of tamers’
virtual appliance and keep customers, separatédirtnal
Infrastructure network. Flow-based measurementopad
such as Netflow Vv9/IPFIX are suggested to monitor
separation of the customers, by means of contellin
VLAN-ID in each flow and mapping it to the customer
Netflow Vv9/IPFIX flow-data analysis also provides
opportunities for monitoring deviations of sevetgbes of
traffic that may occur as a result of DDoS attacksome
network worms’ activity inside or outside laaS fibam
infrastructure. This way of monitoring network setu of
open source software, based VCI, is more produdctive:
easy to implement in existing Virtual Clouds duedisign
and implementations of Netflow v9 and IPFIX protisco
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Abstract— These Wireless communication systems have been
developed to support users’ various requirements. Multicast
scheme is proposed for various types of service. Basically, the
group Modulation and Coding Scheme (MCS) level for
multicast transmission depends on the instantaneous worst
channel user to provide reliable communication. However, this
causes the low bandwidth efficiency for overall system. In
order to overcome this problem, the proposed algorithm
considers not only MCS efficiency of groups but also available
overall system resources. The performance evaluation shows
that proposed algorithm reduce the overall blocking
probability and improve the throughput and revenue
compared with traditional minimal and Proportional Fair (PF)
based schemes.

Keywords- Multicast, MCS efficiency, OFDM, Scheduling.

L INTRODUCTION

Since wireless access technology and end user device,
such as mobile, laptops, have been developed, user behavior
is not restricted to using voice service by wireless device. As
user who requests various multimedia broadcasting and
streaming such as Internet Protocol Television (IPTV)
increase, it is important to allocate resource efficiently [1].
Wireless multicast transmission can be a good solution to
reduce the resource consumption for delivering the same
contents to user who interested in certain group [2].

The major wireless multicast technologies used in
various 3G/4G deployment models are Multicast Broadcast
Service (MBS) [3] by WiMAX-The Worldwide
Interoperability for Microwave Access, Multimedia
Broadcast Multicast Service (MBMS) [4] by 3GPP, and
Broadcast and Multicast Services (BCMCS) [5] by 3GPP2.
These technologies commonly use Orthogonal Frequency
Division Multiplexing (OFDM) technology with Adaptive
Modulation Coding (AMC) in order to provide high bit rate
and efficiently utilize the downlink bandwidth. By
independently managing the each user, AMC can provide
high bandwidth efficiency in unicast transmission. However
in multicast transmission, it is not efficient since the
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multicast group MCS level is adjusted by only a user who
has worst channel condition in a group [2]. Therefore,
capacity saturation can be happened as the number of users
increase because of depending on the instantaneous worst
channel user in multicast transmission [6].

In order to cope with this problem, many researchers
have proposed schemes especially considering throughput.
Koh and Kim suggest the PF Scheduling for multicast
service [7]. Kang and Cho suggest the dynamic packet
scheduling for multicast [8]. Gopala and Gamal suggest the
policy based scheduling for multicast [9]. Although these
schemes can enhance system throughput by selecting
maximal MCS level, it has low cell edge performance and
causes high blocking probability. Therefore, there is no way
to serve cell edge users and it will be a fatal problem if
multicast is not provided to some static users. Xu Ning and
Viver Guilame [10] concentrate to guarantee service of users
in cell edge by handling PF parameter. In order to analyzing
performance, we just focus on the PF scheduling algorithm
since PF scheduling algorithm is one prominent example of
compromise between fairness and high system throughput
[7]. However, the proposed scheme is not restricted by PF
algorithm. In this paper, we propose the adaptive scheduling
based on MCS efficiency of groups and available overall
system resources for multicast service. It improves not only
cell edge performance but also increase the overall
throughput. Finally, we compare the proposed scheme with
the conventional scheme in wireless OFDM systems. We
also analyze and compare the system performance of PF
scheduling based multicast transmission scheme in terms of
overall blocking probability, throughput and revenue. The
rest of this paper is organized as follows. In Section II,
proposed transmission scheme is described, and then In
Section III, we develop the system model for analyzing
blocking probability. The system performance between
proposed scheme and conventional scheme are compared,
and the system performance of the proposed scheme is
evaluated in Section IV. Finally, conclusions are presented in
Section V.
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II. PROPOSED TRANSMISSION SCHEME

Multicast group (service rate : 38.4 kbps)
Group P‘titioning
[ [ [ A ]

Subgroup (No service) Subgroup (service rate : 307.2 kbps)

Figure 1. Multicast group partitioning (No service vs. service)

In this section, we describe a problem of the conventional
transmission schemes for multicast and propose an adaptive
scheduling scheme.

A. Problem statement

According to AMC, in unicast service, high spectral
efficiency can be achieved by selecting the highest
modulation and coding rate with a given acceptable Bit Error
Rate (BER) constraint. However, in the multicast case the
transmission rate must be the minimum value of a multicast
group. This makes system throughput performance degrade
extremely since the overall system capacity is limited by the
worst channel user. One possible way to improve the system
throughput is to split the multicast group into two subgroups
and to serve the better channel subgroup only [6-9]. Fig. 1
shows the example how the partitioning method can improve
the system throughput.

Although splitting the multicast group can enhance the

Join to Multicast group

CS level > tha
group minimum MCS
level

multicast?

- Available
Making a New BW>Requested BW.

group

PF Scheduling group |
Selection

Figure 2. Proposed transmission scheme procedure
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throughput, the cell-edge users are sacrificed. Therefore, it is
important how to increase the throughput with minimizing
cell-edge blocking probability. In this respect, it is our
contribution to propose the efficient adaptive scheduling
scheme for the multicast user group with considering group
MCS efficiency and available radio resources in a cell.

B.  Proposed adaptive scheduling scheme

In this section, we address the proposed adaptive
scheduling scheme. The proposed transmission scheme is
involved with two cases : sparse phase and dense phase. The
sparse phase means that the system has enough bandwidth
to support the worst channel users in multicast groups. On
the other hands, the dense phase, the system has not enough
bandwidth to support the worst channel users because many
groups are located in a cell. Fig. 2. expresses the overall
procedure for proposed transmission scheme.

1) Select a transmission scheme
if available bandwidth size < requested bandwidth size
- dense mode is executed

- PF Scheduling group selection.

Else if
- Sparse mode is executed

2) Evaluate the group MCS level in dense mode
Measure the current Signal to Noise ratio (SNR) values
of multicast users
- Measure the current average rate R (¢) of user k
from SNR values at time frame t which updates as

follows
Rk(t+1):(T—1)~Rk(t;+rk (t+1)’ if, keU,
(T_l)T—.Rk(t), elsewhere [7] €]

It is known that a proportionally fair allocation should
maximize the sum of logarithmic average user rates [2].
Therefore, PF scheduler maximizes sum of Ri(?) by the
property of PF allocation.

- Select and save a group MCS level for multicast

group i: [7]

ol =argmax (1+—
: kE{i‘I”IH(t)ZI‘[ (T - 1) ' Rk (Z)

From above index 1*, we can extract MCSJ[i] as a group
MCS level for multicast group i.

To reduce overall blocking probability in the system, PF
scheduling group selection procedure is executed. BN is the
number of blocking user in group i, it affects the overall
blocking probability in the system. Finally, we consider BN
value to choose PF scheduling group by following below
algorithm..

for (i=1:the number of group(N))
for (k=1:multicast group users in group I (U))

@
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if MCS[i][k] < MCS[i]

BN, ++ 3)
end
end
Gpri= min{BN; BN, .. BNy } 4)
Since we select PF scheduling group by adopting Gpg, we
can execute PF scheduling algorithm to group Gpp; which
has minimum number of blocking users.
3) Evaluate the group MCS level in sparse mode [6].
- Measure the current MCS values of multicast users

- Select and save the lowest MCS value among Uj
multicast users:

C Cy=min{MCS,, MCS,, ...., MCSy} 4)

Therefore, in proposed adaptive scheduling scheme for

multicast service, we concentrate to enhance multicast traffic
efficiency.

III.  ANALYSIS OF TRANSMISSION SCHEME

To analyze the proposed transmission scheme, we can
model our proposal with M*/M/C/C for OFDM subcarrier
allocation system [11][12]. From the viewpoint of analytical
purpose, we may obtain statistical average number of used
sub-channel in MCS level. Every subcarrier has the same
average data rate. The number of sub-channel C generally
denotes the system capacity in an NG cell. Because sub-
channel is contained 28 subcarriers, the cell has in total
28CR, rate resources, where R, represents the average data
rate per subcarrier. In our model, minimal data requests
limited by sub-channel not subcarriers which depend on real
service. Therefore, a multicast service (call) can request
multiple sub-channels to fulfill its transmission requirement.
Hence, this case is considered as a batch (group;bulk) arrival.

TABLE L NOTATIONS FOR NUMERICAL ANALYSIS
Notations Explanation
c System capacity (The maximum number of sub-
channel).
X The number of requested sub-channel in PF.
Xk The number of requested sub-channel in Minimum.
(k) State probability of state k.
Qb Jock Call Blocking probability for Adaptive PF.
pr—b[ock Blocking probabilit}l;l\gg:ldPF is used and fully
pr—non—block Blocking probability when PF is used and not fully
blocked.
V4 Throughput in multicast service.
n Average service rate of multicast stream.
Ppr average blocking probability of PF algorithm
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Figure 3. State-transition-rate diagram of M*/M/C/C for the OFDM sub-
channel allocation system in adaptive PF algorithm

Assume the customers arrive in groups following a Poisson
process with the mean group-arrival rate A. The service times
(call holding times) are independently exponentially
distributed with the parameter p. The system propability
sequence {x,} and {Xy} means the probability of requesting
k sub-channel based on traditional minimal and PF
scheduling based environment. Let A, denote the batch
arrival rate where A = XA

n

Zxkzl, where, 1<k<n<C (6)

k=1

The model is equivalent to the standard Erlang loss
system [11]. Fig. 3 depicts the state-transition-rate diagram
of the model. Red circle means that there is possibility of PF
algorithm due to lack of available bandwidth. Finally, red
dotted line shows the PF transition rate when requested sub-
channel is higher than available sub-channel in multicast
environment. The equilibrium (steady-state) equations
written below are run to obtain the steady-state probabilities
of the model.
i) m=0;

An(0) = purx(l), where 1<n<C and A= Zik @)
k=1

ii) 1<m<C-n

n min(m,n)
(mu+ Y Aa(my= Y Aam=k)+(m+Dum(m+1)
k=1 k=1
(®)
iif) C-n+l1<m<C
min(n—1,C—m) min(n—1,C—m) n
(mp+ I+ (Xe Y Aam)
k=l k=1 k=C—m+1
min(m,n) m—(C—n+l) n
= > hxtm-b+ Y. xm-kbX, Y. 4
k=1 k=1 Jj=C—(m—k)+1
+(m+1D)um(m+1) )

Reforming (1) and (2) yields
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& : Out of service

: In service

Figure 4. Mobile terminal distribution example

x(1) =7 (0)A/ u (10)
n min(m,n)
(mu+ Y A)m(m)= . Ax(m—k)
z(m+1)= k=l k=l 11
(m+1) Ty (11
Where, 1<m<C-n.
min(C—m,n) min(n—1,C—m) n
a(m+l)=[mu+ D A+ Xe D A)am)
k=1 k=1 k=C—m+1
min(m,n) min(m—(C—n+1),n) n
- Z Aorr(m—k)— (m-k)X, Z A1
k=1 k=1 J=C—(m—k)+1
f(m+1)u (12)

Where, C—n+1<m<C.
Recursive programs cannot always solve the equations,
owing to overabundant recursive levels for large C.
Therefore, an iterative procedure is adopted to solve the
equilibrium equations. Let initial value P,=1; then other
steady state probability value can be extracted by global
balance equation. According to the normalizing condition
(summation of steady state probability equals one) the

equilibrium probabilities of all states are written as follows:

C
7(m) = z(m) /Zﬂ'(i)*,where 0<m<C. (13)
i=0

The Call Blocking Probability (CBP) of the model is
explained in the following. Basically, PF algorithm contains
static blocking probability that means rates of blocking users
who don’t satisfy determined MCS level. This probability is
expressed as Ppr. Sometimes, available bandwidth can’t
satisfy determined bandwidth which is extracted from PF
algorithm, it is fully blocked. Finally, the CBP can contain
two blocking cases : Fully block and Static block. Thus, the
CBP can be expressed as

glblock = pr _block T pr—non—block
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Figure 5. System model for adaptive scheduling scheme

Q,_piocr expresses the blocking probability of fully block

case. . pioex ©Xpresses the blocking probability of

static block case. Equations for both cases contain P, ous
because, when available bandwidth can’t satisfy minimal
scheme, PF scheduling will be conducted. Finally two cases
can be differentiated by Ppr.o, and Ppronous

C
pr—block = Z 7(m)- Pmin—out : PPF—out (15)
m=C—n+2
C
pr—non—block = Z 7(m)- Pmin—()ut : PPF—n()nouz ’ PPF (16)
m=C—n+1
min(n—1,C—m) n
where, PPF—out =1- Xk ’ Pmin—oul = Z X
k=1 k=C—m+1
min(n—1,C—m)
PPF—nnnout = Xk (1 7)
k=1

And, Throughput equation follows Erlang’s Loss Formula.

Next, we introduce the service provider’s reward/penalty
cost model to expect service providers’ revenue. We
assumed that when the base station successfully serves the
multicast service without blocking, the service provider
receives a reward value of R. On the other hand, if a user is
rejected, we assume that the service provider loses a value of
L immediately [2].

In prior art under the resource allocation policy, for
example, if the system on average services N client per unit
time and reject M client per unit time, then the system

revenue is
D N-R-Y M-L (18)
Finally, we define the total system revenue as follow:
c
revenue = Zm,wr(m)xR Ay 0er XL 19)
m=1
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Figure 6. Results with performance comparison for (a) blocking probability (b) throughput (c) revenue between Adaptive PF, Min and PF

IV.

Fig 4 shows the mobile terminal (MT) distribution
example. MTs are directly mapping the MCS level by
considering path loss in large scale fading. In this case, each
MT requests the multicast service from BS. After requesting
the service, each packet goes to the BS. Fig 5 illustrates the
adaptive scheduling scheme for a packet-switched OFDM
system. We focus on downlink transmission of multicast data
traffic. Therefore, base station (BS) that makes scheduling
decisions for packet transmission based on MBS capacity.
BS can choose two scheduling method based on MBS
capacity adaptively. At Media Access Control (MAC) layer,
upon each packet arrival, the BS puts the packet into its

PERFORMANCE EVALUATION

corresponding buffer which is assumed to have infinite space.

At Physical (PHY) layer, we assume perfect channel state
information (CSI). With this CSI, the BS can implement
AMC to maximize the throughput on each subcarrier [13]. In
performance evaluation, we measure distribution of MCS
level in worst channel user in multicast transmission and PF
scheduling based multicast transmission. In this case, we
consider the arrival rate has a discrete uniform distribution
and arrival multicast user has MCS level which is uniformly
distributed from 1 to 10. We simulate uniform distributed
user in cell to execute min based algorithm and PF based
algorithm. Finally, we extract Ppr which is static blocking
probability when PF algorithm used. Whole simulation
procedure follows:

Step1. Each user has their MCS level depend on channel
condition. We just consider path loss in large scale fading.

Step2. We randomly group users as multicast group.

Step3. Apply two scheduling algorithm to each multicast
group in same environment — PF algorithm and Min
algorithm.

Step4. Extract blocking probability and MCS level
distribution.

Finally, we assumed that total channel capacity C is 40
and multicast streaming is 300kbps. Service rate is 0.0055
since we just focus on ucc contents environment which have
average 3 minutes (180 seconds) running time [12]. We
analysis performance by using various parameters in
simulation and numerical analysis in terms of blocking prob-
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ability, throughput and revenue.

A. Call Blocking Probability by proposed adpative PF
algorithm

Fig. 6 (a) shows the performance comparison among the
adaptive PF, min and PF in terms of blocking probability as
arrival rate increase from 0.02 to 0.1 [12]. In PF algorithm,
although arrival rate is small, it can make blocking situation,
because it determines MCS level. As arrival rate increase, PF
algorithm 1is better than min algorithm because min
algorithm saturate faster than PF algorithm due to choose
worst channel user. In adaptive PF, when arrival rate is low
(unused sub-channels are enough to support requested sub-
channel), it doesn’t use PF algorithm. After arrival rate is
high, it uses PF algorithm to enhance multicast sub-channel
efficiently. Finally, overall blocking probability patterns
show that adaptive scheduling enhances user blocking rates
by adaptively choosing algorithm. It also affects cell edge
performance since most of blocking user might be cell edge
user in large scale fading environment.

B.  Throughput by proposed adaptive PF algorithm

Fig. 6 (b) shows the performance comparison among the
adaptive PF, min and PF in terms of throughput as arrival
rate increase from 0.02 to 0.1 [12]. As result of blocking

TABLE II. SYSTEM PARAMETERS IN OFDMA ENVIRONMENT
# of used
. Maximum Sub-
mcs Modulation Coding Data rate channel by
Level rates .
(Mbps) streaming
(300kpbs)
1 QPSK 1/2, 6x 0.75 11
2 QPSK 4x 1.13 8
3 QPSK 2X 2.26 4
4 QPSK 1x 4.51 2
5 QPSK 3/4 6.77 2
6 16QAM 1/2 9.02 1
7 16QAM 3/4 13.54 1
8 64QAM 2/3 18.05 1
9 64QAM 3/4 20.30 1
10 64QAM 5/6 22.56 1
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probability, throughput shows the bandwidth utilization of
each case. Since throughput is depend on blocking
probability, adaptive PF ensures higher bandwidth utilization
than min and PF algorithm based multicast. Conventional PF
is smaller than min algorithm when arrival rate is low. As
arrival rate is increased, conventional PF is better than min
algorithm as shown in Fig. 5.

C. Revenue by proposed adaptive PF algorithm

Now we evaluate revenue of each scheme in the aspect of
wireless service provider. In this case, we assume that
wireless service provider provide IPTV service. Fig. 6 (c)
shows the result obtained by service providers’
reward/penalty cost model. We assumed that is the base
station successfully serves the multicast service without
blocking, the system receives a reward value of R(=$10). On
the other hand, if a user is rejected, we assume that the
service provider loses a value of

L(=$5) immediately. This figure shows that as the arrival
rate increase, the revenue of each algorithm is slightly
decreasing because of its blocking probability of services. In
this case, our proposed algorithm can offer higher revenue
than others. And PF can’t compensate within most of our
observe point since PF algorithm contains static blocking
probability.

II. CONCLUSION

Multicast transmission makes efficient utilization of sub-
channel in wireless environment. Although conventional PF
enhance multicast channel utilization in hot-spot situation, it
is not suitable for low arrival rate situation as our analysis. In
OFDM environment, since multicast part in OFDM is
dedicated, unused multicast sub-channel in certain time slot
means inefficient resource allocation. To enhance efficiency
of resource allocation, our proposed scheme has been
suggested. Our analysis have shown that adaptive
scheduling scheme adaptively allocate sub-channel to
multicast users depending on MBS channel capacity which is
same as available bandwidth. As result of comparison, our
proposed scheme guarantees more serviced users in certain
time slot and more efficient bandwidth utilization. Since
most of blocking users are in the cell edge, we can also
enhance cell edge performance. Further work will extend the
proposed scheme with considering weight factor of the
number of users in multicast group and apply general
scheduling algorithm.
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Abstract— In order to efficiently utilize the network bandwidth
and flexibly enable one or more networks to be combined or
subdivided into virtual networks, it is essential to virtualize
network devices and then to provide service differentiation for
the virtualized network devices. In this paper, we propose a
virtualizing method for network devices based on the virtual
machine and offers a differentiated scheduling scheme to satisfy
QoS requirements that are imposed on virtualized devices. We
have built the network virtualization framework combining the
Virtual Box, time-slot-based time-sharing scheme, and leaky-
bucket controller, and then we have conducted a performance
evaluation study with real testbed. The empirical study indicates
that the service differentiation for virtualized network devices is
successfully supported by the proposed framework.

Keywords - Network Virtualization, Scheduling Policy, Virtual
Box, Virtual Machine

[. INTRODUCTION

There has been a large improvement in the field of
virtualization in the past decade. As noted by Goldberg [7],
the idea of the virtual machine emerged around 1970s, but,
due to the lack of computing power, the field of virtualization
has arisen in the early 2000s. The hardware virtualization
allows many users and corporations to reduce the expenditure
of buying multiple physical machines to support various
applications since it runs those applications with multiple
virtual machines in a physical machine. Additionally, the
virtualization motivates us to provide an efficient way to run
multiple networks, each combined with many networks and/or
parts of networks into a virtual network or each isolated with a
suite of applications in an independent execution environment
with a pseudo network interface. The network virtualization
gives the network service providers economic benefits since it
decouples network infrastructure installment from network
service deployment by running multiple virtual networks over
a physical network. Also, the network virtualization benefits
consumers with customized programmable network services
by encapsulating one or more services into a single virtual
machine and activating one or more of them according to
customer’s demand. One of key components for realizing the
network virtualization is to isolate one set of network services
from another and to control and manage their access to
network resources according to QoS specifications. Therefore,
the scheduler among virtualized network devices should be
implemented with priority. The works such as the Xen [1] and
VMWare [16] have mainly dealt with how to distribute the
CPU usage fairly amongst the virtual machines (VMs).
Moreover, the work such as the Denali [19] has been focused
on scheduling I/O fairly amongst the VMs. MultiNet [3] has
devised a framework that virtualizes the IEEE 802.11 wireless
LAN card, and has proposed a fair scheduling algorithm
among virtualized network interface cards. As we can see with
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the existing works (that are described in Section II), many of
the virtualization techniques have been focused on the fairness
among virtual machines’ CPU and I/O.

60

o
=]

B
o O

N
=]

Transmission Rate (Mbits/sec)
w
=1

]

7 4 & 8 W 12 4 6 18 2

Time (Time Slot)
Figure 1. Comparison of network resource usage between two virtual
machines without any scheduling scheme.
However, there has not been much research conducting on
how to provide service differentiation for the network
resources. Specifically, the network service provider or
customer may want to allocate a different amount of network
resources, €.g. network bandwidth, to each virtualized network
device according to QoS specification. Thus, depending on the
QoS specification, the network resource should be distributed
differently to each VM. On the other hand, with current
existing technology, if n VMs exist, then each VM should
have 1/n rate of the work. However, such the fair allocation
cannot be always guaranteed. A unfair resource allocation is
presented in Figure 1, where the network bandwidth usage is
compared when two virtual machines compete for the network
device. We can observe from the figure that the result of
current scheduling scheme for virtual machines is not effective
in perspective of service differentiation over the virtualized
network devices.

Based on this motivation, we propose an internal network
virtualization framework to virtualize network devices, which
is based on virtual machine, and also, we present a
differentiated scheduling scheme to support service
differentiation that is imposed on the virtualized devices. We
implemented the service differentiation by juxtaposing the
leaky-bucket controller [11] and the time slot-based resource
allocator [12]. Conclusively, the major contributions are three-
fold:

1. To provide service differentiation for internal network
virtualization for the first time;

2. To build up the leaky bucket controller and time slot-
based resource allocator for virtualized network device;

3. To carry out performance evaluation study in real testbed
in terms of (a) network performance and (b) inter-packet
delays to evaluate the service differentiation for
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virtualized network devices.

To the best of knowledge, this is the first trial of provisioning
the service differentiation for the virtualized network devices.

The rest of the paper is organized as follows. In Section II,
we summarize related work in the area of scheduling methods
for virtual machines. Then we describe both the specific
design and the architecture for implementing the internal
network virtualization framework for service differentiation
in Section III. With a real testbed, we discuss about the
performance and feasibility of the proposed service
differentiation framework in Section IV. Finally, we conclude
the paper with Section V.

II. PRELIMINARY

In this section, we briefly summarize previous work
focused on scheduling methods in virtual machines, and then
we explain the specific motivations.

A. Related Work

Many approaches are available to address the scheduling
problem within the virtualization. However, there has not been
any paper related with provisioning service differentiation for
the virtualized network resources. We thus simply explain
existing scheduling methods for virtualization according to
two categories: I/O based and CPU based.

The CPU based fair scheduling approach focuses entirely
on the virtual CPU in order to distribute the host machine’s
CPU fairly amongst the virtual machines. Govindan et al. [8]
proposed to use credit-based scheduling algorithm to distribute
the CPU resource fairly amongst the VMs by devising a credit
scheduler to assign and monitor the credits for each VM.
Gulati et al. [9] studied on how to proportionally schedule the
virtual CPU amongst the VMs in order to improve the CPU
fairness by using the Adaptive DRR. Scheduling I/O based
fair scheduling approaches extended the mechanism on top of
the credit scheduler [8] by adding the BOOST state on the
credit scheduler. Instead of only using the Under and Over
state, Ongaro et al. [14] implemented the BOOST state where
it prioritizes the I/O scheduled VM. With this implementation,
it provides better chance for I/O-bounded work to control the
CPU of the host machine.

Note that all the previous approaches aim at encouraging
fair scheduling for CPU or I/O based, extensively relied on the
Xen [1] hypervisor. On the contrary, our proposed work aims
at how to support service differentiation among multiple VMs
without modifying the guest OS. By providing service
differentiation method for virtualized network devices, we can
dynamically control the network usage for each VM, based on
the type of work or a given QoS specification.

B. Motivation: Limitation in Existing Scheduling Schemes

The scheduler in a virtual machine is responsible for
assigning computing resources to each virtual machine. It
usually exists at the virtual machine monitor (VMM), which is
a software layer where it virtualizes many of the resources of
the physical host machine. In order for the VMM to handle the
task, the resources such as the CPU, network device, I/O
devices, and physical memory need to be virtualized.
Additionally, there are still many challenges in order to fairly
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schedule these devices. For example, Virtual Box [18]’s VM
scheduling algorithm basically depends on the host machine’s
thread scheduling mechanism, where it gives the impression of
distributing the resource fairly to the VM until the VM is dead.
However, with some portion of accuracy, it is not quite true.
On the other hand, the scheduling algorithms, such as Xen’s
Credit Scheduler [8] and Ongaro et al. [14], have been taken
to distribute the resources fairly to the CPU and the I/O
devices. These works focused on how to schedule the resource
in order to distribute the resource into » number of VMs. The
advantage of these algorithms is that it can almost distribute
and share the physical resource of the host machine almost
equally amongst the virtual machines. However, the question
of how to provide a service differentiation according to a QoS
specification is still unclear.

The main objective of this work is to implement a scheduling
algorithm in order to realize service differentiation by
coordinating the progress of multiple VMs according to a
given QoS specification. For example, if VM1 has been
assigned to work for 30% of CPU usage then it is mandatorily
use 30% CPU usage as well as the other VM use the rest of
the CPU usage, 70%.

III. DESIGN AND IMPLEMENTATION

In this section, we describe the internal network
virtualization framework for virtualizing network devices, and
the scheduling scheme of providing the service differentiation.

A. Architecture

In order to virtualize network devices, we chose a virtual
machine (VM) approach based on the Virtual Box OSE 3.16
SDK[17]. The Virtual Box OSE is a open source software
developed by Oracle. Each VM is considered as an EMT,
Emulation thread, when the host machine schedules the
threads. Unlike the Xen’s Credit Scheduler [8], Virtual Box
does not have a customary scheduler where it schedules
effectively amongst the VMs. However, since the Virtual Box
SDK 3.16 [17] provides interfaces to interact with the VMM
and virtual device to control the VMs that run concurrently,
we implement a scheduling scheme for implementing service
differentiation. Figure 2 presents the architecture for the
proposed network virtualization framework with the
differentiated scheduling scheme.

B. Scheduling Scheme for Service Differentiation

In order to realize the service differentiation in scheduling
scheme for the virtualized network devices, we chose two
basic building blocks. The first one is the leaky bucket
controller, which has been used in packet switched networks
and the telecommunications networks in order to regulate the
data transmission with the credit-generating rate' and the
burstiness[11]. In our proposed scheduling scheme, the
controller generates the credits according to the QoS
specification. The other one is time-slot based resource
allocator, with which we can decide the basic time allocation
unit instead of using infinitesimal time unit. With these two
schemes, we designed a scheduling scheme for providing

' We adopted the concept of credit to assign CPU resource to each VM.
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service differentiation for virtualized network devices. The
scheduler is presented in Figure 3.
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Figure 2.The architecture for the proposed network virtualization.

Once the system starts, the scheduler is periodically
executed to produce credits via the leaky-bucket controller and
assign the credits to each VM. For example, if there are two
VMs and the ratio of CPU usage is given with 65:35 as the
QoS specification for two VMs, VM1 should be assigned with
use the resource usage of 65% and VM2 should acquire 35%
of resource usage. Based on this ratio, the scheduler assigns
the credits to each designated VM. Once every VM acquires
its own credits, the scheduler assigns the time slot to it. In
order to distribute the time slot to the VMs, we used the
following equation:
VM Credit

VM TimeSlot = ~———— (1)
[Zf VMiCreditj

#ofTimeSlot

Each VM is basically inserted into a scheduling queue, and
then it is scheduled in a round robin way. If the credits
allocated to a VM are used up, then the VM should wait till
the scheduler assigns additional credits to it. Otherwise, the
VM runs during the time slot, and then, it is reinserted to the
queue after the time slot is expired.

procedure scheduler ()

assign workload (VM;) according to a QoS;
struct cpu reservation schedule g;

while (system is running) {
compute all of the credits for all VM;;
for i=0 to all VM
compute the schedule for VM; with (1);
insert VM; to g(w);
update time();
for w =0 to sizeof (q)
if g (0)=VM;.D
run VM; for one time slot
pause rest of the VM within the g(w)
else
decrement credit of the rest of
the VM within the g(w),;
update time () ;

Figure 3. The deterministic scheduling algorithm.
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IV. PERFORMANCE EVALUATION

In this section, we present the results of performance
evaluation, which has been done with some application level
benchmarks in the real festbed, in order to investigate the
performance of the proposed network virtualization
framework for providing service differentiation for virtualized
network devices

All the empirical experiment have been conducted on a
3.06GHz Intel Core2 Duo with 3MB of L2 cache, 4GB of
RAM, and 10/100/1000BASE-T Gigabit Ethernet card. The
operating system is Ubuntu 10.04 and the guest OS for the
VMs are Ubuntu 9.10. As aforementioned, the Virtual Box
OSE 3.16 is employed as the VMM. To generate the UDP and
the TCP traffic, we employed the iperf [10] utility, which is
supposed to constantly generate packets from the VM to the
server, and we also used ping flood to generate ICMP traffic.
The testbed for this study is in Figure 4, where three VMs are
resident at one physical machine and each VM communicates
with its corresponding real server over the network.

As for the schedulable resource, we used the CPU usage
under the assumption that the time amount of using network
devices is proportional to that amount of using CPU. As for
the performance metrics, we use three metrics, the network
bandwidth (transmission rate), inter-packet delay and CPU
usage to verify if the proposed scheduling scheme can achieve
the service differentiation according to the QoS specification.
Note that we selectively present the empirical results in terms
of network bandwidth and inter-packet delay due to the space
limit. Finally, we have conducted two empirical evaluation
study sets: the one is when we activated two virtual machines,
and the other is when we used three virtual machines.

A. With Two Virtual Machines

Firstly, we conducted an empirical study with two virtual
machines, and we employed UDP, TCP, ICMP traffic to
verify if the differentiation is achieved.

In the case of UDP traffic: We have tested in two scenarios:
the ratio of CPU usage between VM1 and VM2 is 50:50 (%),
and the ratio is 60:40. Figure 5 shows the result of the first
case, whereas Figure 6 shows the other case.

As for the results in Figure 5, the average bandwidth of
each VM was very similar to each other and it is consistent
over time. In specific, the average bandwidth of VM1 is 46.90
Mbits/sec whereas the average of VM2 is 46.95 Mbits/sec. As
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for the results in Figure 6, we can observe that the average
bandwidth of VM1 is 55.41 Mbits/sec and average bandwidth
of VM2 is 38.29 Mbits/sec, which indicates that VM1 used
about 60% of total network bandwidth whereas the VM2 used
nearly 40% of the bandwidth.

Additionally, we investigate the impact of the
differentiated scheduling on the inter-packet delay. Figure 7
presents the fluctuation of inter-packet delays that we
observed from the original Virtual Box system (without any
change). Specifically, the average delay is 0.303ms and its
standard deviation is 0.0539ms for VM1, and those values for
VM2 are 0.327ms and 0.0593ms, respectively. However, when
we used the proposed differentiated scheduling scheme with
ratio of 50:50, we could observe stable and fair dynamics of
inter-packet delays which is presented in Figure 8. In
particular, as for VMI, the average delay and standard
deviation are 0.132ms and 0.0159ms, respectively, and, as for
VM2, those values are 0.131ms and 0.0167ms.
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Figure 5. Comparison of network bandwidth when the ratio of using network
bandwidth between VM1 and VM2 is 50: 50 and UDP traffic is employed.
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Figure 7. The fluctuation of inter-packet delays that are measured with the
original Virtual Box when two VM are activated and UDP traffic is used.
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In the case of TCP traffic: When we used TCP traffic, we
made a similar observation. Figure 9 compares two network
bandwidths when the ratio of network bandwidth usage
between two VMs is 60:40. From the figure, we observed that
the required differentiation is successfully achieved;
specifically, the average of VM1 is 52.85 Mbits/sec and VM2
is 33.72 Mbits/sec.

In the case of ping (ICMP) traffic: We have used the ping
flood to verify if the proposed service differentiation is still
effective in ICMP traffic. The ratio between VM1 and VM2
for the QoS specification is set to 50:50. Figure 10 compares
two network throughputs each of which is used by VM1 and
VM2, respectively. The reported average bandwidth of VM1
is 20.05 Mbits/sec, and that of VM2 is 20.26 Mbits/sec.
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Figure 8. The stable fluctuation of inter-packet delays that are measured under

the proposed differentiated scheduling scheme when the ratio of network

bandwidth usage between VM1 and VM2 is 50:50 and UDP traffic is used.
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Figure 10. Comparison of network bandwidth when the ratio of using network
resources between VM1 and VM2 is 50: 50 and ICMP traffic (generated by
ping traffic) is employed.
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Figure 11. Comparison of three network bandwidths when the ratio among
VM1, VM2 and VM3 is 50:30:20 and UDP traffic is employed.
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Figure 12. Comparison of two network bandwidth when the ratio between
VM1 and VM2 is changed from 50:50 to 60:40 and TCP traffic is employed.

B. With Three Virtual Machines

As the second empirical study, we used three VMs in order to
check whether or not the differentiated scheduling scheme is
immune to the number of VMs. Figure 11 compares three
network bandwidth usages when we use UDP traffic and the
ratio for the VMs is set to 50:30:20. We made similar
observations to previous empirical studies: the service
differentiation is successfully achieved among VMs.

C. Dynamic Service Differentiation

As the last empirical study, we used a dynamic QoS scenario
where the ratio betwen two VMs is changed from 50:50 to
40:60. The results are presented in Figure 12. Even though the
ratio is changed, the service differentiation that is supported
by the proposed scheduling scheme for the virtualized network
devices is not affected by the change.

V. CONCLUSION

In this paper, we proposed an internal network
virtualization framework based on Virtual Box, and also we
built up a scheduling scheme for providing service
differentiation among VMs. We specifically presented the
proposed architecture for virtualizing network devices and
scheduling those devices according to QoS specifications.
Then we have demonstrated that the service differentiation can
be successfully achieved through both the proposed
virtualization framework and the differentiated scheduling
scheme, regardless of network traffic, the number of VMs, or
dynamic change of QoS specification. Note that the proposed
scheduling scheme can cooperate with any framework that
supports Virtual Box without the modification.
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In the future work, we would like to devise various
scheduling resources that can be used elaborately to schedule
the virtualized network devices in the proposed framework.
We also plan to examine the effect of the proposed scheduling
scheme on real multimedia traffic. The study corroborates the
effectiveness of the proposed virtualization framework for
network devices.
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Abstract—The green IT (information technology) issue is one of
the important issues on the network department recently.
Because the wireless access point has an amount of portion of
network power consumption, reducing cell size is introduced
to save the wireless network power consumption. In this paper,
we investigate the effects of cell size in terms of total base
station power consumption, handover rate, user density, and
outage probability. Finally, as reducing the cell size, total
power consumption and outage probability are decreased.
However, the handover rate increase and the number of user
in a cell decrease. Since, the multicast transmission scheme is
good solution to reduce the bandwidth and delivering the same
contents to user, we investigate the energy resource
performance based on the multicast transmission system.
Finally, these analyses can be helpful for energy efficient cell
planning.

Keywords-cell size; base station power consumption;
handover; user population density; outage probability

L INTRODUCTION

Over the last 5 years, the green IT issue is one of the
most important issues on the electrical engineering
department. During this period, many researches focused on
reducing the power consumption. Moreover, it is also
important issues to save energy and reduce the power
consumption at network equipment. Especially for network
department, wireless access point is the most important issue
of green network because it has 40% of total power
consumption at the access point in wireless networks [1].
Therefore, some technical issues such as network
architecture, cell size, routing, etc., are researched to reduce
energy consumption of the wireless access point [1].

Since the wireless access technology has been
developed quickly and the number of users who requests
various multimedia broadcasting and streaming such as
IPTV increases, it is important to allocate resource
efficiently [2]. To support quality of service (QoS) of users,
wireless multicast transmission can be a good solution to
reduce the resource waste for delivering the same contents to
user. However, there is lack of consideration in energy
efficiency of multicast transmission scheme, since it is just
focused on some resource such as bandwidth, delay, capacity
and so on. Therefore, we investigate the energy resource
considering multicast transmission system. Moreover, Cell
planning is main problem in the cellular mobile
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communication and also it is the key of reducing power
consumption of base station. Previous cell planning
technology for energy saving is focused on small-sized cell
which has advantage of reducing base station power
consumption [3].

In this paper, we focus on the cell planning technology
for reducing the power consumption especially in wireless
multicast environments. In detail, we analyze the base station
power consumption and handover rates as varying the cell
size. Moreover, we also analyze the multicast outage
probability versus cell size. It is energy efficient way on
behalf of the base station power consumption. However, a
small-sized cell topology makes smaller coverage area and
more frequent handover. The more handover causes latency
and additional unnecessary power consumption. In addition,
small-sized cell makes that the number of users per one base
station is reduced. Therefore, our analysis shows the effects
of cell size on total power consumption, handover, the
number of user per base station, outage probability in this
paper. This analysis can be efficient tool for cell planning by
considering various points of view.

Moreover considering mobility, S.K. Lee et al. [4]
already investigated the wireless access network based on
WDM-PON for mobility support. They optimize the
mobility management process between the corresponding
node and the home agent. From their results, bandwidth
waste and long end-to-end packet delay are reduced using
their proposed scheme. However, power consumption and
cell radius are not considered in their proposed scheme.

The remainder of the paper is organized as follow.
Section II briefly explains the related works. Section III
introduces the system model and performance. Section IV
concludes the paper. Last, we present the future work which
is to find the optimal solution in section V.

II. RELATED WORKS

A. Cell size

Previous study, I. Hakki CAVDAR et al. [5] proposed an
algorithm for the TDMA-FDMA mobile cellular
communication system. They consider traffic and coverage
analysis for procedure of cell planning. As the cell radius
increases, transmitted power of base station (BS) and path
loss are increased, however the capacity has better
performance. They also consider three environment, urban
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area, suburban area, and rural area. In case of the urban
environment, performance is worse than suburban and rural
environment. Jayant Baliga et al. [6] present a comparison of
energy consumption of access networks which are passive
optical networks, fiber to the node, point-to-point optical
systems and WiMAX. Their results show that the optical
access technologies provide the most energy-efficient
solutions than other access technologies.

B. Handover

Daehyung Hong et al. [7] investigate the performance of
cellular mobile radio telephone systems with handoff
procedures. They consider the cellular structure, frequency
reuse, and handoff for mobile radio telephone systems. In
their paper, they also analyze the probability distribution of
residing time in a cell and derive the handoff probability
when mobile node resides in a cell to which its call is handed
off. One of their results shows that mean channel holding
time in a cell is increased as the cell radius is increase. Hyun-
ho Choi et al. [8] propose the new vertical concept, Takeover,
which enables a neighbor node to process requests of a
mobile node. Their proposed handover scheme has better
performance in terms of average handover latency, packet
loss and power consumption. In their results, energy
consumption per a mobile node is increased if the speed of
mobile node is lager.

C. The User Population Density

In [5], they present the power consumption per a user and
energy per bit versus average access rate for typical access
networks. Power consumption per a user and energy per bit
are important factor on energy resource point of view. In
their results, power consumption per a user is increased if the
average access rate is larger. However, they only consider
the maximum average access rates that each technology can
achieve at user population densities.

D. The Outage Probability

S.Y. Baek et al. [9] investigate the adaptive transmission
scheme for mixed multicast and unicast traffic. They
proposed a novel hybrid scheduling scheme which is
consider some threshold SNR values for multicast
transmission. For users have less than threshold SNR, they
transmit the data using unicast transmission scheme not the
multicast transmission scheme. They evaluate the system
performance of multicast and unicast transmission schemes
in terms of system capacity, worst average channel user’s
capacity, and outage probability for varying cell
environments.  According to their results, the outage
probability of the multicast transmission increases as the cell
radius increases. Moreover using their novel hybrid
scheduling scheme, multicast capacity improves than
conventional scheme. However in this paper, the power
consumption is not also considered in this paper.

III.

We first describe a system with a typical urban macro-
cell model which has cell radius about 1.5km to 3.5km. Each

SYSTEM MODELING AND PERFORMANCE
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Figure 1. Area power consumption versus cell size

base station consisted of hexagonal cell and one hexagonal

cell area has A, = ?R 2 yalue where the cell radius is R. We

assume the traffic density has uniformly distribution. Also,
we assume the user popular density of total area is fixed and
we only consider the base station’s transmission power not
mobile node’s transmission power. Because the multicast
transmission scheme is more efficient way of reducing
resource waste, we assume that this system provides the
multicast transmission scheme. In multicast system, even
though the worst channel user should be guaranteed quality
of service.

A. Base Station Transmit Power

Consider the propagation model [10] without shadowing,
we can define the transmitted power of BS where the signal
level is at least P,,;,, follows

Py = R, )
K

where P;,, Ppin, and A denote transmit power, minimum
transmit power at the cell boundary, and path loss exponent,
respectively. In multicast service environment, the power at
the cell boundary has minimum requirement power value
because multicast service should provide the requirement
data rate to worst channel user. Therefore, we fix the
minimum power value at the cell boundary to guarantee the
data rate. In macro cell environment, the effective
propagation parameters are supported as path loss and the
factor K, 4.00 and 2.2751, respectively.

Figure 1 shows the area power consumption as radius of
BS is increased. The transmit power of BS is proportional to
cell radius and also area power consumption, which is power
consumption in unit area not a base station’s transmit power,
is increased when cell radius is increased.

B. Handover Rate

We take into account the handover rate to increase cell
size. In more frequent handover environment, user’s mobility
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could not be guaranteed. Therefore, the handover rate is

important factor in wireless system supporting mobility. In

[7], the probability of the time, T}, a mobile resides in a cell
to which its call is handed off is defined as

2 t 4 t
arcsm( max ) —tan arcsm( max ) +
T Req 3m 2Req
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where Vy,y, and Req are maximum speed of mobile terminal
and radius of approximation circle, respectively. In this
model, we set the speed is 30km/h. Also, we assume the
maximum handoff time is fixed and then we can find the
probability of handover varying cell radius.

Figure 2 shows the probability of the handover which a
mobile node resides in a cell when its call is handed off and
maximum handover time is fixed. The probability of that is
decreased when cell radius is increased. Following this
results, the handover is occurred more frequently when the
cell radius goes to smaller. The probability is 0.035 when the
cell radius is 1.5km and the probability goes to 0.015 when
cell radius goes to 3.5km. However, the effect of cell radius
for handover is very small. Therefore, we can ignore the
effects of the handover rate by reducing cell size not
considering the handover latency in macro cell environment.

C. The Number of Users per One Base Station

The number of users per one BS is lower when the cell
size is decreased. When the cell size is decreased, coverage
of a BS is also decreased. In this paper, we consider the
number of users per one BS and the transmit power of BS
per the number of user in a cell.

First, we investigate the number of users in a cell versus
cell size. We assume that there are 10 users in 1km? and
users are uniformly distributed. Therefore, the number of
users in a cell is expressed as
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ABs

; 3

NBS_user = Nsample_user X A
sample

where Aggis the area of BS and Aggmpie is the sample area. It
is proportional to R? because the BS coverage is proportional
to R? and the other terms are constant value. Figure 3 shows
its result so that the number of users in a cell is increased
when the cell size is increased.

Next, we investigate the power per one user in a cell. It is
important factor considering energy resource management.
We can say that the energy efficiency is low when the power
consumption per user is low even though the total power
consumption is large. Therefore, we also consider the
transmit power of BS per users in a cell and it is defined as

Pex

“

Puser = .
NBS_user

Figure 4 shows the transmit power of BS per the number
of users in a cell. Even though the number of users in a cell
is increased when the cell radius is increased, the transmit
power of BS per the number of users in a cell is increased.
Therefore, reducing cell size is more energy efficient way
than others in terms of allocated amount power for one user.

Watt / Users in a Cell

Radius [m]

Figure 4. Base Station Transmit Power per Users in a Cell
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Figure 5. The outage probability versus cell size

D. The outage probability

In this paper, we consider the multicast transmission
system. In multicast transmission, the outage probability is
increased as the cell radius increases. From [8], the
conditional pdf of selected users’ SNR value is expressed as

2\ L
2py 2Ly (2 R"z
R et ] e

2 rz\1F 7t

x []/ (n' Po )] : ®)

The parameter L means the number of users in a cell and

R is the cell radius. We can calculate the number of users in

a cell using ratio of BS coverage and sample area. Then, the

outage probability of the multicast transmission scheme is
expressed as

Pr{Z < T} = [} fu(zli)dz. 6)

Figure 5 shows that the outage probability is increased
when the cell radius is increased. The outage probability is
4312 x 10™* when the cell size is 1km and the outage
probability is 0.0522 when the cell size is 3.5km. Therefore,
there is advantage of reducing cell size in the aspect of
outage probability.

IV. CONCLUSION

In this paper, we focus on the total base station power
consumption, handover rate, the allocated power per user in
a cell, and outage probability as varying cell size. Our
analyses show that the power consumption and outage
probability are proportional to the cell size. However, the
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handover probability and the number of users in a cell are
inversely proportional to the cell size. Therefore considering
energy efficiency, reducing the cell size is the most energy
saving way in the aspect of base station power consumption.
However in terms of handover, reducing the cell size does
not guarantee the user’s QoS or mobility. Finally, these two
different aspects have trade-off relationship. Therefore, it is
helpful for cell planning because our analyses show that
these aspects should be considered.

On the contrary, the total power consumption will be
increased from some point when the frequent handover is
occurred because of the handover signaling. In addition,
more base stations can consume more power consumption
because of the initial power consumption of BS.

In future work, we will investigate the some optimal
energy efficient point based on WDM-PON for HMIPv6
mobility support and also base station’s power consumption.
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Abstract- In the next-generation mobile wireless networks,
mobility support and QoS provisioning are two critical issues.
When it becomes much easier to access the internet from
mobile devices, the real-time service over mobile network will
be on high demand. To satisfy these requirements we must
consider finest level of QoS guarantee in the mobile network.
In this paper, we propose a QoS Provisioning Method based on
flow-level traffic management for guaranteed service in Proxy
Mobile IP.

traffic

Keywords-QoS;  Mobility; Flow-based

management; Admission Control

PMIP;

I. INTRODUCTION

Mobility and QoS mechanism is the key issue in future
wireless mobile networks. Future wireless mobile networks
are expected to provide efficient mobility support with
quality-of-service (QoS) guarantees. Services are required to
maintain their network connectivity with the same QoS
during handoff.

From Mobile IP (MIP)[1] to Proxy Mobile IP (PMIP)[2],
many mobility management protocols are proposed to
maintain the session continuity for higher layer in the IP-
based networks. Especially PMIP [2], the Internet
Engineering Task Force (IETF) standard, can serve as the
basic network-based mobility management in the IP-based
mobile networks. PMIP aims to solve the host-based
mobility support scheme such as MIP. PMIP relies on the
proxy mobility agents in the network to detect the MN’s
attachments and detachments and then signal this
information, in the form of binding updates without the
active participation of the MN itself. However PMIP is not
enough to support the service continuity for guaranteed
service. If the network suffers from congestion on the
specific link, connections to networks may be broken and
QoS also may be degraded. It is because PMIP is a legacy of
IP, which is based on “best effort service”.

To cope with this problem, QoS mechanisms have been
largely studied in both wired and wireless environments.
For example, Integrated Service (IntServ) [3] and
Differentiated Service (DiffServ) [4] can be used in IP based
wired and wireless networks. IntServ can provide QoS
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through admission control, classifier, packet scheduler and
resource reservation. In IntServ, a QoS signaling protocol,
Resource Reservation Protocol (RSVP) is used for this
purpose. RSVP enables end applications requiring certain
guaranteed services to signal their end-to-end QoS
requirements to obtain service guarantees from the network.
In IntServ network resources are reserved for a session
according to a specific QoS requirement can support QoS
per flow level though the reservation by exchanging explicit
signaling messages. However, it has a scalability problem
since it requires signaling messages to be exchanged
between terminals periodically. Moreover, it results
additional delay during handoff. Therefore RSVP is not
suitable for mobile networks.

On the other hand, DiffServ is a direct extension to the
work done by IntServ. While IntServ provides per-flow
guarantees, DiffServ follows the Class of Service (CoS) of
mapping multiple flows into a few service levels. DiffServ
controls only traffic classes rather than each session within a
traffic class. For CoS the SLA (Service Level Agreement) a
central component of DiffServ, which is a service contract
between a customer and a service provider. The SLA
specifies the details of the traffic classifying and the
corresponding forwarding service a customer should receive.
DiffServ uses code point (DSCP) values in the IP header to
deliver the CoS according to the SLA. However, DiffServ
lacks controllability such as admission control and it cannot
satisfy of per-flow QoS required in the various services.

For these reasons, simple and efficient QoS architecture
is needed with a traffic management schemes in flow-level
admission control, packet scheduling, policing, which do
not use expensive signaling messages. In this manner, Flow-
Aware Networking (FAN) is introduced by France Telecom
in [5][6] as a new way of providing QoS in the IP networks.
The main goal of this proposal is to ensure the proper QoS
in packet networks in an implicit way. That is, no signaling
is required to control the network. Each node makes locally
optimal decision based on local observation. In the
congestion state, new flows are blocked to protect existing
flows by flow-level admission control of IP packets. On the
other hand, Flow-State-Aware (FSA) technologies were
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developed for NGN transport technologies [7]. FSA defines
the service types based on typical examples of Internet
services: maximum rate (MR), guaranteed rate (GR),
variable rate (VR), and available rate (AR), and divides the
network resource into two portions: fixed rate (FR) and
network rate (NR). In FSA, signaling procedure requires
every node to exchange requests and responses according to
service types. Through this signaling capability in

controlling transit nodes FSA can support QoS in flow-level.

In this paper, we proposed a Mobile Flow-Aware access
network which can provide a mobile QoS provisioning of
flow-level for PMIP. The rest of this paper is organized as
follows. In Section II, we discuss the related work to this
research. Section III describes our proposed network
architecture and scheme. Finally, the conclusion and further
work are presented in Section IV.

II. RELATED WORK

A. Proxy Maobile IP

Proxy Mobile IPv6 protocol is intended for providing
network-based [P mobility management support to a mobile
node, without requiring the participation of the mobile node
in any IP mobility related signaling [2]. The mobility
entities in the network will track the Mobile Node (MN)’s
movements and will initiate the mobility signaling and set
up the required routing state. Therefore, an MN is exempt
from participation in any mobility-related signaling, and the
proxy mobility agent in the serving network performs
mobility-related signaling on behalf of the MN. Once an
MN enters its PMIPv6 domain and performs access
authentication, the serving network ensures that the MN is
always on its home network and can obtain its HoA on any
access network. That is, the serving network assigns a
unique home network prefix to each MN, and conceptually
this prefix always follows the MN wherever it moves within
a PMIPv6 domain. From the perspective of the MN, the
entire PMIPv6 domain appears as its home network.
Accordingly, it is needless (or impossible) to configure the
CoA at the MN. The new principal functional entities of
PMIPv6 are the mobile access gateway (MAG) and local
mobility anchor (LMA). The MAG typically runs on the AR.
The main role of the MAG is to detect the MN’s
movements] and initiate mobility-related signaling with the
MN’s LMA on behalf of the MN. In addition, the MAG
establishes a tunnel with the LMA for enabling the MN to
use an address from its home network prefix and emulates

the MN’s home network on the access network for each MN.

On the other hand, the LMA is similar to the HA in MIPv6.
However, it has additional capabilities required to support
PMIPv6. The main role of the LMA is to maintain
reachability to the MN’s address while it moves around
within a PMIPv6 domain, and the LMA includes a binding
cache entry for each currently registered MN. The binding
cache entry maintained at the LMA is more extended than
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that of the HA in MIPv6 with some additional fields such as
the MN-Identifier, the MN’s home network prefix, a flag
indicating a proxy registration, and the interface identifier of
the bidirectional tunnel between the LMA and MAG. Such
information associates an MN with its serving MAG, and
enables the relationship between the MAG and LMA to be
maintained.

B. QoS mechanisms based on flow-based traffic
management

To cope with limitation of IP based on best effort service,
QoS mechanisms have been largely studied in both wired
and wireless environments such as IntServ and DiffServ.
IntServ enables end applications requiring certain
guaranteed services to signal their end-to-end QoS
requirements. On the other hand DiffServ controls only
traffic classes rather than each session within a traffic class,
which enables network to be scalable. However, both InServ
and DiffServ have the limitation of scalability and
controllability respectively.

For these reasons, simple and efficient QoS architecture
is needed with a traffic management schemes in flow-level
admission control, packet scheduling, policing. As the
network processor and memory technologies developed,
routers can recognize packets as a flow which is sequence of
packets with the same 3-tuples or 5-tuples information. This
enables the network to associate packets dynamically. That
is, traffic control can be done at flow-level. The definition
of flow is not fixed, but it could be defined in various ways
according to the requirements of the user or service provider.
A flow could be defined as a traffic flow which shares the 5-
tuple IP header fields. Several schemes have proposed in
this manner.

FAN is a new way of providing QoS in the IP network
[4][5]. It is designed for providing state information to
conventional IP router with stateless information for specific
classification of the IP packet. In the FAN, packets are
treated by the flow level. Through CAC per flow ongoing
service can be maintained even in the situation of overload.
It can guarantee more specific level of QoS compared with
class-based traffic control architecture such as DiffServ. The
main goal of FAN is to ensure the proper QoS in packet
networks in an implicit way [6]. That is, no signaling is
required to control the network. Each node makes locally
optimal decision based on local observation. In the
congestion state, new flows are blocked to protect existing
flows by flow-level admission control of IP packets. If a
packet comes into the system, the selected hashing function
will generate a hash value. The hash value is used to find the
flow state entry for the flow of the packet. If the packet is
the first packet of the flow, no flow state entry for the flow
exists. Therefore, a new flow state entry must be created for
the flow with the appropriate forwarding and QoS
information. On the other hand, if there is already a flow
state entry for the flow, the packet is just processed
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according to the information in the flow state table. Since a
flow is uniquely identified by its 5-tuple fields, the lookup
for the flow state table should be an exact match instead of
longest-prefix match as in the IP forwarding table lookup. A
flow state entry is created and maintained when the first
packet enters the system [8]. Once flows are identified and
maintained in the system, traffic management can be done
for each flow.

III. PROPOSED FLOW CONTROL MANAGEMENT

In this section, we describe our proposed QoS
provisioning scheme for guaranteed service in Proxy MIP.
As mentioned earlier, our ultimate aim is to overcome the
limitation of Proxy MIP and benefit from the QoS support
capability of flow-based traffic management. Proposed
access networks is based on the integration of PMIP [2] and
Flow-aware technologies [5][6][7]. That is, mobility
management is performed according to PMIP and QoS
provision is obtained by Flow-aware technologies. In the
following, we present the operation of our proposed network
architecture, namely, Mobile Flow-Aware Access Network
and mobility management schemes and QoS provisioning
method in flow-level.

A typical architecture for Mobile Flow-Aware access
network is shown in Fig.1. We assume that a Mobile Flow-
Aware access network exist between the Mobile Flow-
Aware Local Mobility Anchor (MFA-LMA) and the Mobile
Flow-Aware Mobile Access Gateway (MFA-MAG). The
architecture is based on a two-level hierarchy. At the higher
level is the MFA-LMA that performs the role of the LMA
as it of PMIP [2] with flow-based traffic management
function. At the second level is the MFA-MAG that is
responsible for tracking the MN’s movements to and from
the access link as conventional MAG in PMIP. MFA-MAG
also has a function of flow-level traffic management The
MFA is an intermediate node that route packets with
function of flow-level traffic management.

Core Network

MN : Mobile Node

CN: Corresponding Node

MFA : Mobile Flow Aware Router

MFA-LMA: Mobile Flow Aware Local Mobility Anchor
MFA-MAG: Mobile Flow Aware Mobile Access Gatway

MFA-MAG2

MN

Figure 1. Architecture of a proposed flow- aware access network
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A. QoS Provisioning for Guaranteed Service

For QoS provisioning two types of flows are defined:
elastic and inelastic. Elastic flow is usually used for data
transmission, served with the best effort regime such as web
service. On the other hand, inelastic flow is used for delay-
sensitive services, served with the specific fixed data rate
like VoIP services. The packets of the latter have a higher
priority than that of the former. The goal of the proposed
QoS provisioning is to guarantee the inelastic flows even
though the congestion is occurred at the link. For this
purpose, each MFA node should store the list of the ongoing
inelastic flow, namely, Flow Cache Entry (FCE) at each
interface. Fig. 2 shows the structure of FCE. FCE include
the 5-tuple of packets (Source/Destination IP address,
Source/Destination port number, higher layer protocol) and
interface of the MFA link. Flow entry is maintained by soft
state, that is, no explicit signaling is needed.

The main elements of the proposed flow-based traffic
management scheme are shown in Fig..3. On a packet
arriving at node incoming interface, the packet is classified
into elastic or inelastic flow by the classifier. While elastic
flows are forwarded to admission control block directly,
inelastic flows are checked whether new flows or not. If
there are matching entries in the FCE, flows are forwarded
to sub queue at the outgoing interface directly. If a packet of
flow is determined to new flow, then FCE may be updated
according to result of the admission control. The admission
control uses traffic measurement of waiting time in sub-
queues for inelastic flows. Congestion state can be defined
as the state that satisfy the following inequation,

L (n)x8
Z'(—) > g, )
P
where li(n) is the length (byte) of n-th packet of inelastic
flow i, ri is the service rate (bits/sec) of flow i and &i is the
delay constraint for flow i. If the total sum of the expected
service time for each flow which are waiting in the sub-
queue is longer than the delay time for QoS of flow i, new
elastic flows are blocked to protect existing inelastic flows.
According to this admission control Each MFA node makes
locally optimal decision based on local observation. The

Flow Cache Entry

interface Source Destination Source Destination Protocol time
IP address IP address port number Port number

Figure 2. Flow Cache Entry

elastic

ongoing / handoff inelastic

l
dmlsslon — .
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1

update

Figure 3. Flow-based traffic management
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main advantage of proposed QoS provisioning is simplicity.
It requires no signaling for QoS. Only implicit admission
control is required upon congestion.

B. QoS Provisioning for handoff flow

When MN moves between MAGs, the flow path may be
changed. Mobility can cause some problem in flow-based
QoS control such as the failure of flow identification. To
protect ongoing inelastic flows in the congestion, MFA
node should keep the FCE. However, FCE is maintained
locally, therefore some MFA nodes on the newly changed
path according to handoff do not have flow list in FCE for
the handoff flow. That is, handoff flow can be treated as a
new inelastic flow and blocked in the congestion state. To
avoid handoff flows treating as new flows, two types of
FCE are proposed: Local FCE and Global FCE. Both Local
FCE and Global FCE have the same structure as shown in
Fig. 2. The only difference between two FCEs is the
coverage of the contained flows in the list. That is, the Local
FCE is the FCE that is managed by each node respectively
while the Global FCE is the FCE that is managed by MFA-
LMA. In other words, Local FCE contains the list of
inelastic flows that are treated independently by a MFA and
Global FCE contains the list of all inelastic flows in the
domain. Fig. 4 shows the admission control for handoff
flow identification. MFA checks Local FCE first and then
checks Global FCE additionally. Through this simple
mechanism handoff flow can be detected at the node.
Therefore the QoS for handoff flows can be support like
ongoing flows.

Basically local MFA do not need to maintain the Global
FCE. Although the FCE is maintained in soft state, to
maintain the FCE is a burden to the MFA. Therefore the
small size of the FCE is good for MFA. For this reason,
MFA refer the Global FCE only when MN moves to its

On arriving packet
p of flow P

Guaranteed No
Service?

Yes

Local FCE No
Exist?

Yes

Global FCE
Exist?

Yes

Reducing Bandwidth
of elastic flows

Adding p to Local FCE
Sending p ( . )
oo

Figure 4. Admission control
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Figure 5. Global FCE request/reply during handoff procedures

local area through the PBU. The Global FCE request/reply
procedures are shown in the Fig. 5. Handoff procedures
follow the procedures of conventional PMIP [2] basically.
The Global FCE is requested and replied with PBU and
PBA. Instead of noticing list of all the flows, MFA-LMA
just sends the list of flows of MN for reducing the burden of
unnecessary work.

IV. PERFORMANCE ANALYSIS

In this section, we analyze the QoS provisioning of flow-
based traffic management mechanism that has been
proposed in the previous sections. We did not build any
concrete numerical methodologies to analyze the queue
management schemes; therefore, we provide computer
simulation results. The network topology for the simulation
is shown in Fig. 6. The links between nodes are set to have a
link speed of 1Gbps. Background traffic of 100 elastic flows
with CBR 10 Mbps is generated by MN1 and sent to CN1,
and MN2 and MN3 each generate 50 inelastic flows with
CBR 20 Mbps to send to CN2. Therefore, a total of 2Gbps
traffic is trying to be sent between MFA and MFA-LMA,
which causes congestion at the link. The packet size was set
to 1,000 bytes.

Fig. 7.(a) shows MFA-MAGI1’s throughput when
proposed QoS provisioning is not applied. As we can expect,
the rates of the flows are fairly distributed; 100 flows share
1Gbps fairly; therefore, each flow receives about 10 Mbps.
This means QoS of inelastic flows is not provided. If we
need to guarantee the bandwidth of a certain flow to 20
Mbps, it is not possible in that architecture.

In Fig. 7.(b), our mechanism can guarantee 20 Mbps for
a inelastic flow, and the rest of the bandwidth can be fairly
shared among the other flows.

Figure 6. Simulation network topology
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V. CONCLUSION

This paper described a new QoS provisioning based-on
flow-level traffic management in the PMIP for guarantee the
QoS of inelastic flows. The proposed scheme shows how
flow-level QoS provisioning can be evaluated in the PMIP
domain. Through proposed classification, admission control,
buffer managements, QoS for inelastic flows are guaranteed
even when the network link is congested. Also through
managing the two kinds of FCE, mobile inelastic flows also
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can be treated with the same priority of ongoing flows and
protected on congestion state.

As a further works, we’ll analyze the performance of
proposed scheme with numerical methodologies to prove
the advantage of our proposed scheme.
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Abstract—  Flow-based mobility support is becoming
increasingly common in multi-interface environments because
it provides flexible network selection per application flow and
better network experience for mobile users. Recently, several
drafts related to flow mobility have been being handled in
IETF, but mobility handling per individual flow leads to
signaling overhead and power consumption issues because
individual flow always wants to have the best connected service
with all the available network interfaces in its own demand.
Power saving communication is becoming a worldwide issue in
the mobile communication field. To make resource-efficient
flow mobility, we propose a class-based flow mobility (CFM)
mechanism. Through the performance analysis and results, we
confirm that a CFM mechanism is superior to an individual
flow mobility (IFM) mechanism in terms of signaling overhead
and power consumption.

Keywords - Proxy Mobile IPv6; PMIPv6; flow mobility; class-
based flow mobility

L INTRODUCTION

Multi-interface on mobile devices is becoming
increasingly common. In such an environment, flow
handover, which controls individual application flows from
one interface to another even when the mobile node (MN)
does not physically switch its network interface, is becoming
the one of the most critical issues in the research field of next
generation wireless network. Flow handover can provide a
better network experience for end users and can also enable a
network operator to balance the load appropriately
depending on the availability of network capacity.

For this reason, in the Internet Engineering Task Force
(IETF), several proposals [1][2] for flow handover are being
handled over Proxy Mobile IPv6 (PMIPv6) [3] to provide
network-based mobility management support to an MN
without requiring its IP mobility-related signaling. However,
it has several drawbacks. First, it can easily bring about
signaling overhead that enables all flows to have the best
connected network. Second, it can quickly run out of battery
power because it preferentially considers flows' performance
with all the available network interfaces.

To complement these drawbacks of the individual flow
mobility mechanism (IFM), we propose a class-based flow
mobility (CFM) mechanism by classifying the application

flows into groups and performing group-based flow handling.

Through the performance analysis, we confirm that CFM is

#Corresponding author
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more resource-efficient than IFM in terms of signaling
overhead and power consumption.

The rest of this paper is organized as follows. In Section
I, we explain the IFM mechanisms proposed in IETF. In
Section III, we propose CFM mechanism. Section IV
evaluates a performance of [IFM and CFM mechanism based
on an analytical model and presents the numerical results. In
Section V, we offer a conclusion.

II.  FLOW MOBILITY IN PMIPV6

Proxy Mobile IPv6 (PMIPv6) provides network-based
mobility management for an MN that is connecting to a
PMIPv6 domain. PMIPv6 introduces two new functional
entities: the local mobility anchor (LMA) and the mobile
access gateway (MAG). The MAG detects the MN's
movement and provides IP connectivity. The LMA assigns
one or more home network prefixes (HNPs) to the MN and
is the topological anchor for all traffic belonging to the MN.
The PMIPv6 allows MNs to connect to the network through
multiple interfaces for simultaneous access. The MN can
send packets simultaneously to the PMIPv6 domain over
multiple interfaces. However, for supporting flow handover
over PMIPv6, two issues should be resolved.

First, an HNP is assigned to one interface at a time
because PMIPv6 employs per-MN prefix model. Therefore,
when the flow mobility occurs, some of these flows are
moved to a new interface while the other flows remain
transmitted via the old interface. For keeping the sessions,
the HNP should be assigned to multiple interfaces
simultaneously. To solve the issue, a logical interface-based
approach is proposed as one option to hide the changes at the
physical interfaces from the IP layer [4].

Second, the PMIPv6 does not support flow-based routing
because the LMA performs an HNP-based packet routing.
To make packets route at the flow-based level, the LMA
binding cache is required to be extended [2]. By applying
these solutions, the flow handover can provide flexible
network selection and better network experience for end
users. However, two representative flow mobility solutions
proposed in IETF do not consider signaling overhead and
battery power that is consumed to control all the flows. Thus,
it leads to a waste of resource for an MN and an access
network. To complement these drawbacks, a novel flow
handover scheme is required.
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Figure 1. Class-based flow mobility reference network model

III. CLASS-BASED FLOW MOBILITY (CFM) SCHEME

The CFM scheme maximizes the user's performance and
minimizes signaling overhead and power consumption.
Specifically, it classifies and splits application flows of same
class into groups, then it performs CFM scheme targeting a
same kinds of class flows.

To classify flows according to application type, a
classifier is required within LMA as shown in Figure 1.
Several flows are divided into three categories: rigid, elastic,
and adaptive. Generally, real-time services such as VoIP are
classified as rigid class. Traditional Internet flows, such as
FTP and Web are classified as elastic class. And delay-
adaptive audio/video streaming or rate-adaptive multimedia
flows belong to the adaptive class [5]. Such classification
methods are divided into header-based and payload-based
methods. Recent services are frequently running on non-
standard ports, so the header-based classification method that
checks the packet header is difficult to classify correctly. On
the contrary, the payload-based classification method that
checks the entire protocol payload requires a lot of
computational power, and leads to significant overhead [6].
Therefore, we propose a new flow classification algorithm to
support the CFM as shown in Figure 2.

To facilitate class-based flow forwarding, several binding
entry information is needed on the LMA; therefore, class
binding entry (CBE) consisting of three attributes such as
class ID, QoS Parameter, and binding ID and data structure
are offered, as shown in Figure 3.

Class Grouping

Assign class ID or
Flow ID and class ID
(First packet case)

v

Register these ID with FBE
and CBE

Figure 2. Proposed classification algorithm

Transmitted based on CBE
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Figure 3. Extended binding cache entry for proposed CFM

The classifier assigns the flow ID and class ID. Assigned
IDs are managed within flow binding entry (FBE) and CBE.
‘When flow handover occurs, the same kind of class flows are
moved to target MAG through confirming CBE.

In CFM, because each flow within the same class has its
own requirement, moving these flows to the single target
network with meeting the requirement requires the
appropriate algorithm. As one of the solutions for this
requirement, we can use the fairness algorithm proposed in
[7]. From this solution, we can decide whether to move
grouped flows to another interface.
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Figure 4. LMA and MAG-Initiated CFM procedure
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After performing flow classification and enabling class-
based flow forwarding, and deciding fairness values, the
flow information such as MN-ID, class-ID, and HNP
between MAG and wusing class flow mobility
request/response (CFM Request/Response) is announced.
These signaling methods are operated differently for two
cases (e.g. MAG-initiated and LMA-initiated), as shown in
Figure 4 in details. Flows 2 and 3 belong to the same class.

IV. PERFORMANCE ANALYSIS AND NUMERICAL RESULTS

This Section presents a performance analysis of the CFM
and the IFM mechanisms. For ease of analytical modeling,
we assume that the network is always possible to admit all
flows and the bandwidth required for individual flow within
same class is equal. Under these assumptions, we analyze
signaling overhead and power consumption of two
mechanisms. And we offer the numerical results by
comparing their performances.

A. System Model

Figure 5. Network topology model for performance analysis

Figure 5 illustrates the network model for performance
analysis. d,., denotes the hop distance between two network
entities x and y. We define y, and /, as the cell-crossing rate
for which the MN still keeps its residence in the same
domain and session arrival rate. From them, we obtain the
average number of movement, E(N;) and express it as
follows:

E(N,) = p,/ 4.

B. Signaling Cost

Cz denotes signaling cost to conduct flow handover
operation of z scheme. And, the signaling cost is defined as
product of hop distance and signaling message generated
between LMA and MAG, considering MN’s movement and
processing cost issued from MAG, LMA. The signaling cost
for CFM and IFM are expressed by

=E(N,) (z- (dLMA,MAGz 'LCFMch)
+ PR : (dLMA,MAGZ - 1) + PMAGZ +7- (dLMA,MAGZ . LCFMRes)
+ PR : (dLMA,MAGZ - 1) + PMAGz)s

CCFM
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CIF M

=E(N,)-(z- (dLMA,MAGZ “Lpgy)

+PR '(dLMA,MAGz _1)+PMAGZ +2'PLMA +P

MAG1

+7- (dLMA,MAGl ! LPBA) + PR : (dLMA,MAGl - 1) + PLMA)»

where 7 and L,, are the unit transmission cost over wired link
and the amount of the signaling message, respectively. P; is
the routing processing cost between routers, while Py, and
Py, denote the processing cost required in LMA and MAG.

C. Power Consumption Cost

The power consumption cost is defined as the amount of
power consumed in MN. It is dependent on cell paging,
scanning, beacon operation, time of data communication,
and the amount of data being received (or sent) by a
particular type of application. It is computed using the sum
of time of data communication and amount of data. It can be
expressed by the following:

P=r,-d+r -t+c.

Here, r; and d refer to the power consumption rate for
data and the amount of data, respectively. r; and ¢ are the
power consumption per unit time and the transaction time,
respectively, and P and c¢ refer to the total power
consumption cost to receive d amount of data. Two kinds of
application types such as video streaming or VolP are
considered. Corresponding equation is derived from [9].

P=t-[r,+R,, 1]+c,

where R,., is the data rate required by the specific session.

D. Numerical Results

We employ some of parameter values used in the
literature [8] [9], which are shown in Tables I and II.

Figure 6 shows the signaling cost of IFM and CFM as
MN’s velocity increases. In the case of CFM, it is assumed
that the flows are grouped within the same class. The result
shows that IFM increases proportionally to the number of
flows, and that the cost of CFM is lower than that of IFM,
regardless of the number of flows. dLMA,MAG] and dLMA’MAGZ
are 4, and dyy a46; and dyw s are 1, respectively.

Figure 7 illustrates power consumption according to four
case scenarios. It is assumed that an MN has 1 VoIP and 2
video streaming flows where packet arrival rate for VoIP and
video are 80 Kbyte/s and 200~300 Kbyte/s, respectively. In
case 3, the MN uses 3 sessions through 3G interface when a
single video streaming session is moved to the WLAN
interface at 60 seconds.

TABLE L. PARAMETERS USED FOR NUMERICAL RESULTS
Parameters Values Parameters Values
T 0.5 Pr 0.008s
L 100 (byte) s 0.01
As 10 t 30~150s

)

“4)

)
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TABLE II. POWER CONSUMPTION IN 3G/WLAN INTERFACE
Parameters
Mode
re (W) rq(J/Kbyte)
3G 0.45 0.001
WLAN 0.9 4.12E-04
700 T T T T
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Figure 7. Power consumption cost

At this time, the power consumption cost increases
significantly. Then, at 90 seconds, the other video streaming
session is also moved to the WLAN interface. At that time,
the power consumption cost becomes much higher than in
Cases 1 and 2 because WLAN and 3G interfaces are used at
the same time. In Case 4, two video sessions of same class
are moved to the WLAN interface at 90 seconds using the
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fairness algorithm, and the power consumption cost rapidly
increases. From these results using simple cases, we confirm
that the CFM can avoid unnecessary signaling overhead in

network side and also reduce power consumption in host side.

V. CONCLUSION

Flow mobility is an effective mobility technique that can
provide flexible network selection per application flow and
better network experience for mobile users. But individual
flow mobility schemes introduced in IETF bring about
signaling overhead and power consumption issues due to the
pursuit of only the performance of individual flow with high
priority.

To solve these issues, we propose a CFM mechanism,
which classifies the application flows into groups and
performs group-based flow handover.

Through the performance analysis, we confirm that the
CFM mechanism is more resource-efficient than the IFM
mechanism in terms of signaling overhead and power
consumption. For future work, we will evaluate additional
performance factor by using simulation.
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Abstract—Service quality can be defined as “the collective
effect of service performances which determine the degree of
satisfaction of a user of the service” [1]. In other words, quality
is the customer’s perception of a delivered service. As larger
varieties of services are offered to customers, the impact of
network performance on the quality of service will be more
complex. It is vital that service engineers identify network-
performance issues that impact customer service. They also must
quantify revenue lost due to service degradation. The Quality of
Experience (QoE) becomes recently the most important tendency
to guarantee the quality of network services. QoE represents
the subjective perception of end-users using network services
with network functions such as admission control, resource
management, routing, traffic control, etc. In this paper, our
main focus is routing mechanism driven by QoE end-users.
With the purpose of avoiding the NP-complete problem and
reducing the complexity problem for the future Internet, we
propose two protocols based on user QoE measurement in routing
paradigm to construct an adaptive and evolutionary system. Our
first approach is a routing driven by terminal QoE basing on
a least squares reinforcement learning technique called Least
Squares Policy Iteration. The second approach, namely QQAR
(QoE Q-learning based Adaptive Routing), is a improvement of
the first one. QQAR basing on Q-Learning, a Reinforcement
Learning algorithm, uses Pseudo Subjective Quality Assessment
(PSQA), a real-time QoE assessment tool based on Random
Neural Network, to evaluate QoE. Experimental results showed
a significant performance against over other traditional routing
protocols.

Index Terms—Quality of Service (QoS), Quality of Experience
(QoE), Network Services, Routing System, Autonomous System,
Pseudo Subjective Quality Assessment (PSQA), Reinforcement
Learning.

I. INTRODUCTION

In order to reach new opportunities and improve market
competitiveness, network service providers are offering new
value-added services, such as video on demand (VoD), IPTYV,
voice over IP (VoIP), etc. Consequently, improving the quality
of the services as perceived by the users, commonly referred
to as the quality of experience (QoE), has a great effect as
well as a significant challenge to the service providers with
a goal to minimize the customer churn yet maintaining their
competitive edge. Based on this kind of quality competition,
the new term of QoE has been introduced, combining user
perception, experience and expectations without technical
parameters such as QoS parameters. In fact, the network
provider’s aim is to provide a good user experience at
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minimal network resource usage. It is important from the
network operator to be aware of the degree of influence of
each network’s factor on the user perception. For users, also
for operators and Internet service providers, the end-to-end
quality is one of the major factors to be achieved. QoE takes
into account the needs and the desires of the subscribers
when using network services, while the concept of QoS
just attempts to objectively measure the service delivered.
Furthermore, e2e QoS with more than two non correlated
criteria is NP-complete (proved in [2]). With the evolution of
the Internet, both technologies and needs continue to develop,
so complexity and cost become limiting factors in the future
evolution of networks. In order to reduce this complexity
problem, one has integrated QoE in network systems. Firstly,
as an important measure of the end-to-end performance at
the service level from the user’s perspective, the QoE is an
important metric for the design of systems and engineering
processes. Secondly, with QoE paradigm, we can reach a
better solution and prevent the NP-complete problem because
our goal is just maintaining QoE criteria instead of optimizing
multiple QoS criteria.

Routing mechanism is key to the success of large-scale,
distributed communication and heterogeneous networks. In
this section, a review of some related works reveals that
various approaches have been proposed to take account of
QoS requirements. However the goal of every traditional
algorithm is to maximize many QoS criteria simultaneously.
So they meet the NP-complet problem as we mentioned
before.

The idea of applying reinforcement learning to routing in
networks was firstly introduced by [3]. Authors described
the Q-routing algorithm for packet routing. Reinforcement
learning module is embedded into each node of a switching
network. In [3], each node to keep accurate statistics on
which routing decisions lead to minimal delivery times uses
only local communication. However, this proposal focus on
optimizing only one basis QoS metric (delivery times). So
user perception (QoE) is not yet considered in this approach.
[4] proposed an application of gradient ascent algorithm
for RL to a complex domain of packet routing in network
communication. This approach updates the local policies
while avoiding the necessity for centralized control or
global knowledge of the networks structure. The only global
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information required by the learning algorithm is the network
utility expressed as a reward signal distributed once in an
epoch and dependent on the average routing time. In [5],
K-Optimal path Q-Routing Algorithm (KOQRA) is presented
as a QoS based routing algorithm based on a multi-path
routing approach combined with the Q-routing algorithm.
The global learning algorithm finds K best paths in terms
of cumulative link cost and optimizes the average delivery
time on these paths. The technique used to estimate the
end-to-end delay is based on the Q-Learning algorithm to
take into account dynamic changes in networks. In [6] AV-
BW Delay Q-Routing algorithm uses an inductive approach
based on trial/error paradigm combined with swarm adaptive
approaches to optimize three QoS different criteria: static
cumulative cost path, dynamic residual bandwidth and end-to
end delay. Based on KOQRA, the approach presented here
adds a new module to this algorithm dealing with a third QoS
criterion which takes into account the end-to-end residual
bandwidth. In [7], authors use heuristics to determine a
source-to-destination path that satisfies two or more additive
constraints based on edge weights. [8] presented a polynomial
time approximation algorithm for k& multi-constrained path
using a shortest path algorithm such as Dijkstra algorithm.
In [9], authors proposed a randomized heuristic that employs
two phases: 1) a shortest path is computed for each of the k
QoS constraints as well as for a linear combination of all k
constraints; 2) a randomized breadth-first search is performed
for a k multi-constrained problem.

We can see that all of these approaches above do not take into
account the perception and satisfaction of end-users. In other
words, QoE concept is ignored. That poses the problem of
choosing the best QoS metric that is often complex. However
QoE comes directly from the use and represents the true
criteria to optimize. In taking into account this lack, other
proposals are presented in [10].

In [11], authors presented an overlay network for end-to-end
QoE management. The purpose is QoE optimization by
routing around failures in the IP network and optimizing the
bandwidth usage on the last mile to the client. Components of
overlay network are located both in the core and at the edge
of the network. In [12], authors propose an extended version
of the Optimized Link State Routing(OLSR) protocol. It uses
fuzzy logic to build a fuzzy system that aims to optimize
networks resources, solve the problem of using multiple
metrics for routing and try to improve the user perception.
However, these proposals do not use any adaptive mechanism.
Furthermore, they do not consider QoE as a user feedback.
[13] presented a new adaptive mechanism to maximize the
overall video quality at the client. Overlay path selection is
dynamically done based on available bandwidth estimation,
while the QoE is measured using PSQA tool, the same
measurement tool we have used. After receiving a client
demand, the video server chooses an initial strategy and an
initial scheme to start the video streaming. Then, client uses
PSQA to evaluate the QoE of the received video in real
time and sends this feedback to server. After examining this
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feedback, the video server will decide to keep or to change
its strategies. This approach has well considered end-users
perception. However the adaptive mechanism is quite simple
because it is not based on the learning method. Furthermore,
the problem of this approach is the fact that authors use
source routing.

Instead of trying to optimizing many QoS criteria like
approaches above, our algorithm just based on user perception
(QoE).

In the recent years, there are many researches, proposals that
are made in order to measure, evaluate, and improve QoE in
networks. Our work aimed to construct an adaptive routing
method that can retrieve environment information and adapt
to the environment changes. This adaptive routing mechanism
maintaining the required QoE of end-users is very necessary
for network systems that have great dynamics (i.e. unreliable
communication) and multiple user profiles where the required
QoE levels are different. For better user’s perception, it is
preferable that a routing protocol adapts itself to these QoE
levels.

Our two proposals are routing systems driven by terminal
QoE based on Reinforcement Learning (RL) concept [14]
[15]. They aimed to maintain user satisfaction using QoE
feedback of end-users. The first algorithm is based on Least
Squares Policy Iteration (LSPI) [16], a RL technique that
combines least squares function approximation with policy
iteration. The second algorithm, an improvement of the first
one, is based on Q-Learning [15] which is one of the RL
algorithms. However, native Q-Learning taking into account
rewards at all nodes in the system is inadequate to our target
problem because the QoE reward is available only at the last
node (QoE is evaluated at end-users). In order to improve the
first algorithm, we evaluate the QoE at any node in the whole
system. The QoE measurement is realized by using a hybrid
between subjective and objective evaluation method called
Pseudo Subjective Quality Assessment (PSQA) tool [17].

The paper is structured as follows: Section II describes
the QoE measurement method we have used. We present our
approaches in section III. The experimental results are shown
in section I'V. Paper is ended with conclusion and some future
works in section V.

II. QOE MEASUREMENT METHOD

It is not easy to evaluate the perceived quality of a multime-
dia stream. The best way to assess it is to have real people do
the assessment because quality is a very subjective concept.
There are standard methods for organizing subjective quality
assessments, such as the ITU-P.800 [18] recommendation for
telephony, or the ITU-R BT.500-10 [19] for video. However,
subjective evaluations are very expensive and cannot be a part
of an automatic process. As subjective assessment is useless
for real time evaluations, a significant research effort has been
done to obtain similar evaluations by objective methods. The
most commonly used objective measures for speech / audio
are Signal-to-Noise Ratio (SNR), Segmental SNR (SNRseg),
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Perceptual Speech Quality Measure (PSQM) [20], Measur-
ing Normalizing Blocks (MNB) [21], ITU E-model [22],
Enhanced Modified Bark Spectral Distortion (EMBSD) [23]
and Perceptual Analysis Measurement System (PAMS) [24].
For video, some examples are the ITS’ Video Quality Metric
(VQM) [25], Color Moving Picture Quality Metric (CMPQM)
[26], and Normalization Video Fidelity Metric (NVFM) [27].
These quality metrics often provide assessments that do not
correlate well with human perception, and thus their use as a
replacement of subjective tests is limited.

So we decide to use PSQA tool, a hybrid between subjective
and objective evaluation. PSQA tool measures QoE in an
automatic and efficient way, such that it can be done in real
time. It consists of training a Random Neural Network (RNN)
to behave as a human observer and to deliver a numerical
evaluation of quality, which must be close to the average
value that a set of real human observers would give to the
received streams. PSQA method includes the following steps:
a) Identifying a set of parameters having an important impact
on the perceived quality, b) Building a platform allowing to
send a video sequence through an IP connection, ¢) Performing
a subjective testing experiment, d) Training the RNN.

PSQA used RNN for the learning phase. Sequences are input
data of RNN that will give a real function as output. So
for any configuration, the function returns a number close to
the associated MOS (Mean Opinion Score)! value [28]. Our
testbed using PSQA tool is described in detail in section IV.
Using PSQA method gives us a function f expressed as:

f:R*—= R (1)

This function f takes a combination of three parameter values
as mentioned above (delay time, loss rate and conditional loss
rate) to obtain a single output equivalent to the appropriate
MOS score. So from now onwards the expression of “applying
PSQA tool” means using function f in Equation 1 with three
parameters as input to obtain the MOS score.

III. USER PERCEPTION BASED ROUTING SYSTEM

Our idea to take into account end-to-end QoE consists to
develop adaptive mechanisms that can retrieve the information
from their environment (QoE) and adapt to initiate actions.
The action choice should be executed in response to end-users
feedback, in other words the QoE feedback. Concretely, the
system integrates the QoE measurement in an evolutionary
routing system in order to improve the user perception based
on Q-Learning algorithm to choose the “best optimal QoE
paths” (Fig. 1). So in that way, the routing process is build
according to maintaining the best user perception.

In this section, we present our two approaches: our routing
system driven by terminal QoE and his improvement, QQAR
algorithm.

"Mean Opinion Score (MOS) gives a numerical indication of the perceived
quality of the media received after being transmitted. MOS is expressed in a
number, from 1 to 5, 1 being the worst and 5 the best. The MOS is generated
by averaging the results of a set of standard, subjective tests where a number
of users rate the service quality
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Pr(;vider
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Fig. 1: Integration of QoE measurement in routing system

A. Routing system driven by terminal QoE

In order to integrate RL notion into our routing system, we
have mapped RL model to our routing model in the context
of learning routing strategy (Fig. 2). We consider each router
in the system as a state. The states are arranged along the
routing path. Furthermore, we consider each link emerging
from a router as an action to choose. The system routing
mechanism corresponds to the policy 7. After data reach end-

reward signal = QoE feedback

User

Fig. 2: Routing system based on reinforcement learning

users, QoE evaluation is realized to give a QoE feedback to
the system. We consider this feedback as environment reward
and our purpose is to improve the policy 7 using this QoE
feedback. Concretely, the policy 7 is chosen so that it is equal
to argmax of action value function () in policy 7:

me11(8:) = argmaz@Q™ (s, a) 2)

Least-Squares Policy Iteration (LSPI) [16] is a recently in-
troduced reinforcement learning method. Our choice is based
on the fact that this technique learns the weights of the
linear functions, thus can update the Q-values based on the
most updated information regarding the features. It does not
need carefully tuning initial parameters (e.g., learning rate).
Furthermore, LSPI converges faster with less samples than
basic Q-learning.

In this technique, instead to calculate directly action-value
function (), this latter is approximated with a parametric
function approximation. In other words, the value function is
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approximated as a linear weighted combination:

k
QW<S,G,(A)) = Z¢i(8aa)wi = ¢(‘97CL)T<’u (3)
=1

where ¢(s,a) is the basis features vector and w is weight
vector in the linear equation. The k basis functions represent
characteristics of each state-action pair.

We have to update the weight vector w to improve system
policy.

Bellman equation and Eq 3 can be transformed to ®w ~ R +
vP™®w, where ¢ represent the basis features for all state-
action pairs. This equation is reformulated as:

T(® —yP"®)w™ = dTR 4)

Basing on equation 4, the weight w of the linear functions in
equation 3 is extracted:

w=(dT(® —yP™®))"! x dTR (5)

For a router s and forwarding action a, s’ is the corresponding
neighbor router with P(s’|s,a) = 1. Our learning procedure
is realized as follows: when a packet is forwarded from node
s to s’ by action a, which has been chosen by current Q-
values ¢(s,a)Tw, a record < s,a,s’, ¢(s,a) > is inserted to
the packet. The gathering process (Fig. 3) is realized until
the packet arrives at the destination (end-users). Thus with

< 8,0,8,0(s,a) >
€C. .= . = =

User

QoE evaluation
process

Fig. 3: Learning procedure

this way, one can trace the information of the whole routing
path. At the end-users, a QoE evaluation process is realized to
give a QoE score that is the value of R vector in equation 5.
Furthermore, with the gathered information, the new value of
w is determined using equation 5. Then this new weight value
w'’ is sent back to the system along the routing path in order to
improve policy procedure in each router on the routing path.
With the new weights «’, policy improvement is realized in
each router on the routing path by selecting the action a with
the highest Q-value:

n(s|lw’) = argmaz,¢(s,a)’ o’ (6)

The next subsection presents the improvement of this algo-
rithm in using QoE measurement tool at all nodes of the
routing system.

B. QQAR algorithm

In order to evaluate QoE in entire system, we have applied
PSQA tool into all nodes (routers) including the last one
representing end-user station (Fig. 4). In fact, measuring
QoE anywhere in the system facilitates applying Q-Learning
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into our model with the reward at any node. That is the
improvement factor of our first approach.

The proposed routing mechanism can be formulated as fol-
lows:

e First step - Data packet flow: the provider sends data
packet to end-user. After receiving this data packet, each
node in the routing path forwards the packet to the
next node with a selection process presented in detail in
subsection 2. It simultaneously evaluates QoE by using
PSQA tool and saves this result.

o Second step - At end-user side: After data reach end-user,
QoE evaluation is realized by using PSQA tool to give a
QoE feedback as ACK message to the routing path that
this data flow just passes through.

o Third step - ACK message flow: Each time a node receives
a ACK message, it updates the Q-value of the link
that this ACK message just passes through. The update
process is introduced ci-below (subsection 1). It then
attaches the QoE measurement result that it saved above
into the ACK message and forwards it to the previous
neighbor.

Provider

End-Users

—-=--% ACK message

Autonomous System
—» Data

Fig. 4: QQAR routing system

With regard to a selection process in each node after receiving
a data packet, we have to consider the tradeoff between explo-
ration and exploitation. This tradeoff is one of the challenges
that arises in RL and not in other kinds of learning. To obtain
a lot of reward, a RL agent (router) must prefer actions that
it has tried in the past and found to be effective in producing
reward. But to discover such actions, it has to try actions that
it has not selected before. The agent has to exploit what it
already knows, but it also has to explore in order to make better
action selection in the future. There are some mathematical
issues to balance exploration and exploitation. In our approach,
we choose softmax method as selection process that will be
presented in the subsection 2.

1) Learning process: In our model, each router has a rout-
ing table that indicates the Q-values of links emerging from
this router. For example in Fig. 5, node y has a routing table
containing Q values: Qy.,, @Qyz,, Qyzs-.-Qy-, corresponding
to n links from y to z; with ¢ = 1..n. Based on this routing
table, the optimal routing path can be trivially constructed by
a sequence of table look-up operations.
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As mentioned above, after receiving a data packet, the last

ACK{qy & max(Qyz)}

- -

Fig. 5: Learning process

node representing end-user evaluates the QoE, it then sends
back feedback as ACK message to the routing path. Each
router x in this routing path receives this message containing
information: the PSQA result of the previous router (¢,) and
the maximum value of Q-values (max @),.) in the routing table
of node y (Fig. 5). Router = then updates the Q-value of the
link connecting to y. Our update function based on the native
Q-Learning (Eq ??) is defined in Equation 7:

Quy = Quy +a|B(qy —qz) +ymaxQyz, — Quy }
v \/ K2 v
new value old value . old value
new estimation
(7

Where Q. and Q., are Q-values of links zy and yz;. g,
and g, are results obtained (MOS score) by using PSQA tool
at node x and y. « is the learning rate, which models the rate
updating Q-value. The two discount factors S and -~ balance
the value between future reward and immediate reward.

2) Selection process: As mentioned above, our selection
process must balance between the exploration and exploitation
phase. It cannot always exploit the link that has the maximum
Q-value because each link must be tried many times to reliably
estimate its expected reward. Therefore, we have chosen
softmax method using Boltzmann distribution [15]. So with
this softmax action selection rules, after receiving a packet,
node x chooses its neighbor y; among its n neighbors y;
(¢ = 1..n) with probability presented in Equation 8:

Quyy,
e T

n Qay;
i=1°¢

Pay, = (0<k<1) ®)

T

Where (), represents Q-value of link zy; and 7 represents
a temperature parameter of Boltzmann distribution. High tem-
perature causes the link selection to be all equi-probable.
Low temperatures generates a greater difference in selection
probability for links that differ in their Q-values. In other
words, more we reduce the temperature 7, the more we exploit
the system. In that way, we reduce the temperature 7 after each

Copyright (c) IARIA, 2011.  ISBN: 978-1-61208-133-5

time of forwarding packet as shown in Equation 9:

T=¢x17 (0<p<1) )

where ¢ is the weight parameter.

So in that way, we initially balance exploration and exploita-
tion. After that system is quite converged, we then increasingly
exploit the system.

IV. EXPERIMENT

In order to validate our proposed approach, this section
presents firstly our testbed for collecting dataset to PSQA
tool. We then describe our simulation results using OPNET
simulator.

A. Testbed for PSQA

Training RNN for PSQA tool needs a real dataset of the
impact of the network on the perceived video quality. To
construct this dataset, we conducted an experiment consist
of selecting a number of human and asked him to score
the perceived quality of video using the MOS score. The
testbed (Fig. 6) is composed by client-server architecture and a
network emulator. The client is VLC video client [29] and the
server is VLC video streaming server [29]. The traffic between
client and server is forwarded by the network emulator NetEm
[30]. NetEm provides the way to reproduce a real network in
a lab environment.

The current version of NetEm can emulate variable delay,

delay, loss rate,
proportional loss rate

— i —_— i I

__1 video streaming " —_l video streaming “-
— = > |

B ‘ 5|
E |’ X — Client
Serveur de Vidéo Network emulator (VLC client)

(VLC Server) (NetEm) )

|

A\

dataset

configurationl [ql
configuration2 g2
configuration3 (g3

configurationK  |gK

Fig. 6: Testbed for PSQA tool

loss, duplication and re-ordering.

The experimental setup consists on forwarding video traffic
between server and client. Then, we introduce artificial fixed
delay, variable delay and loss on the link to disturb the video
signal.

According to ITU-R [31], the length of the video should be at
least Ssec. We choose the sintel video trailer [32]. This video
is of 52 seconds duration, 1280 x 720 dimensions and 24
frames per second cadence and uses H.264 codec. This video
was chosen because it alternates high and slow movements.
Experiments were conducted with fixed delay values of [25,
50, 75, and 100ms], variable delays of [0, 2, 4, 6, §, 16,
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32ms], loss rate values of [0, 2, 4, 6, 10, 15, 20, 25, 30%]
and successive loss probability of [0, 30, 60, 90%]. These
values were chosen to cover the maximum of QoE range.

To collect data, we chooses viewers with a strong cinematic
experience.

Nowadays, as a major part of monitors are LCD, we used the
same ones. The particular screen used is a 19” size screen
“LG flatron L194wt—SF* which has 1440x900 resolution.
The obtained dataset of this testbes is used for learning process
of PSQA tool. We then obtain the function f in Equation 1
and apply the latter to our system as QoE measurement tool
(PSQA).

B. Routing system simulation results

We have used Opnet simulator version 14.0 to implement
our approach in an autonomous system. Regarding network
topology, we have implemented an irregular network with 3
separated areas including 38 routers, each area is connected
to each other by one link, all links are similar (Fig. 7). The
network system is dynamically changed with an average period
of 200 seconds.

warr 3 Wzt e war 3 war e war

-----

Fig. 7: Simulation network topology

To validate our results, we compare our approach with three
kinds of algorithm:

o Those based on Distance-Vector (DV) algorithm. In this
algorithm, routers can maintain the optimal route by
storing the address of the next router in the routing table
so that the number of hops to reach the destination is
minimal. The roads are updated every 30 seconds.

o Those based on Link-State algorithm: SPF (Short Path
First). In this algorithm, each router establishes relations
with its neighbors by sending hello messages. Each router
then forwards the list of networks it is directly connected
by messages (LSA-Link State Advertisements) to spread
gradually to all routers in the network. The set of LSAs
forms the database links Link-State Database (LSDB),
which is identical for all participating routers. Each router
then uses Dijkstra’s algorithm to determine the shortest
route to each network known in the LSDB.

o Those based on Standard Optimal QoS Multi-Path Rout-
ing (SOMR) algorithm where routing is based on finding
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K Best Optimal Paths and used a composite function to
optimize delay and link cost criteria simultaneously.
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Fig. 8: User perception

Fig. 8 illustrates the result of average MOS score of four
algorithms (non-charged network in 8a and different charge
levels in 8b). In the charged system case, we have generated
a traffic that stress the network. The charge level represents
the rate of number of charged link and number of total link:

N
level = — 10
eve N (10)

where n; is number of charged links and N is number of total
links in the system.

In observing Fig. 8a, we can see that results of all four
algorithms fluctuate very much in the first 1500 seconds. That
is explained by the execution of initialization process. In other
words, these four algorithms do not have any information
about the system in this first period, they try to explore it.
In these first 1500 seconds, the MOS score of QQAR varies
between 2.5 and 4, SOMR between 2.4 and 4.1, SPF between
1.7 and 3.6, DV between 1.4 and 3.5. After the first 1500
seconds, protocols gradually become stable. QQAR varies
between 3.4 and 3.7. DV and SPF are quite stable with average
results respectively 1.4 and 1.9. SOMR varies much more but
the maximum value (obtained in period from 2100th to 2300th
second) is still lower than QQAR.

Fig. 8b gives us the average of these four algorithms in
different charge levels formulated in (10): from 10% to 90%.
We can see that more the system is charged, the higher
the average score decreases. However, at any charge level,
the average MOS score of QQAR is better than three other
algorithms. With a charge level lower than 10%, the MOS
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score of QQAR is higher than 3 (in MOS score range, 3
represents a fair quality). Regarding the three other protocols,
the maximum value obtained by SOMR is just 2.4 with charge
level 10%.

QQAR gives a better e2e QoE perception in both cases than
three other algorithms in the same delay. So with our approach,
despite network environment changes, we can maintain a
better QoE without any other e2e delay or any other QoS
metric. Thus, QQAR is able to adapt its decisions rapidly in
response to changes in the network dynamics.

Our experiment works consist also the survey of overheads
met by these protocols. The type of overhead we observe
is control overhead that is determined by the proportion of
control packet number to the number of all packets emitted.
To monitor this overhead value, we have varied node number
in adding routers to network system. So the observed node
numbers are [38, 50, 60, 70, 80]. The obtained result is
showed in Fig. 9. We can see that the control overhead of

Control packet overhead (%)

Node number

——QQAR —S-DV ——SPF —==SOMR

Fig. 9: Control overhead

our approach is constant (50%). That is explained by the
equal of control packet number and data packet number in
QQAR. Each generated data packet leads to an acknowledge
packet generated by destination node. The control packet rates
of DV, SPF and SOMR are respectively 0.03, 0.4 and 0.1
(packet/second). This order explains the control overhead order
in Fig. 9. Whereas the SPF algorithm has the highest value
because of the highest control packet rate (0.4 packet/second)
with multiple type of packet such as Hello packet, Link State
(LS) Acknowledgement packet, LS Update packet, LS State
request packet, etc. , DV algorithm has the smallest overhead
value with a control packet rate value of 0.03. We can see also
that the higher the number of node, the higher the overhead
is. So with a stable overhead, our approach is more scalable
than these three others.

V. CONCLUSION

We present in this paper two approaches for routing systems
driven by terminal QoE. We have integrated QoE measurement
to routing paradigm for an adaptive and evolutionary system.
Our second approach based on Q-Learning algorithm uses
PSQA tool, a hybrid of subjective and objective method,
for QoE evaluation. The simulations obtained demonstrates
that our proposed approach yields significant QoE evaluation
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improvements over traditional approaches.

Finally, extensions to the framework for using these techniques
across hybrid networks to achieve end-to-end QoE needs to
be further investigated. Also, some future works includes
applying our protocol to large scalable real testbed to verify
its feasibility.
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Abstract—The building automation industry is experiencing
a sudden increase in the complexity of control systems, mainly
due to the push towards energy efficient buildings. These sys-
tems are necessarily distributed and rely on a communication
network to gather data from sensors, produce intermediate
results, and send commands to actuators. These networks
should be cost effective, and should be flexible enough to
be easily reconfigured if the building usage changes over the
years. Wireless sensor and actuator networks are, therefore,
key enablers. In this paper, we propose a hierarchical wireless
network architecture for building automation and control
systems and a protocol to manage it. We implement gradient
based routing (for collecting data) and label switching table (for
disseminating configuration commands), thereby supporting
upstream and downstream data flows across the network.

Keywords-Sensor Networks, Building Automation Systems,
Implementation

I. INTRODUCTION

Residential and commercial buildings in the United States
are responsible for up to 73% of the total energy consump-
tion [14]. To reduce the energy consumed by the building
stock, both new constructions and existing buildings must
be equipped with energy efficient solutions. These solutions
are not only architectural, but rely on the use of advanced
control algorithms that, based on measurements collected
by sensors, compute an optimal control policy and send
commands to actuators. Thus, the sensor-actuator network
is a key element of building automation systems for energy
efficiency. The selection of an optimal network is driven by
several concerns including cost. Installation cost is one of
the major concerns in building retrofits mainly due to wiring.
For new constructions, although wiring is still a concern, the
major problem is in making sure that the network is flexible
enough to accommodate changes in the building usage that
are common over its life-cycle.

For these reasons, wireless networks have been always
considered as an interesting technology. Wireless sensor
networks (WSN) find applications in factory and building
automation, environmental monitoring, security systems and
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in a wide variety of commercial and military systems.
However, wireless networks operation cost (which is mainly
due to battery replacement) and low reliability have long
been the major roadblocks to their adoption. Moreover,
the whole-building control policy is often hierarchically
structured: room-level controllers communicate to zone-
level controllers, which in turn communicate to floor-level
controller and so forth up to the building management
system. This structure follows the geometry of the building.
At each level, some computational power is required to
execute control algorithms which is a challenge in the case
of wireless sensor networks.

Based on these observations, we argue that the right
networked system for building automation is in between
a wired and a wireless solution. The first contribution of
this work is the selection a design point that seems to
be a good compromise between these two extremes. We
distinguish between the power network and the data network.
The proposed solution is entirely wireless for what concerns
the transmission of data. However, we propose a hybrid
approach for the power network where sensors are battery
powered and are used only for measurement of physical
quantities; actuators can be battery powered or not (a power
source might be available close to them); and the rest of the
components are powered by a wired network. These com-
ponents provide also some computational power to execute
control algorithms. This architecture responds to the needs
of being able to reconfigure the sensing platform without
major efforts, and to support the structure of a building
control system, namely hierarchical and based on building
geometry. The second contribution of this paper is a protocol
to manage the network so that devices can be easily plugged
into the systems, and the network is robust and reliable.
The proposed protocol is based on a minimal set of APIs
assumed to be provided by the lower layer of the stack. Thus,
the proposed protocol can be implemented on other standard
protocols such as Zigbee [11]. The third contribution of
this paper is to illustrate the implementation details of
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a hierarchical sensor network taking Building Automation
System (BAS) as a context, so that the application engineers
for BAS can use the proposed protocol implementation
directly or can customize it according to their specifications.

The remainder of the paper is organized as follows:
in Section 2, we review related works including existing
standards, and we present some existing routing protocols
that could be suitable candidates for building automation.
In Section 3, we introduce our proposed architecture and
in Section 4, we describe the network formation and main-
tenance protocol in details. We present the modeling and
evaluation of the architecture in Section 5. In Section 6,
we provide a set of conclusion and our future research
directions.

II. RELATED WORK

Building automation systems went through different
phases of sophistication, from point-to-point centralized
implementations to more complex networked systems. The
implementation of these systems rely today mainly on wired
networks. EIB or its successor KNX [10], LonWorks [13]
and BACNET [12] are among the most used standard
protocols.

Recent advancements in wireless and sensor technologies
have pushed forward new emerging protocols and standards
such as ZigBee, Z-Wave[15], WirelessHART [16], and oth-
ers. In general, the deployments of WSN based systems
is convergecast [9][2], in which a cloud of sensor nodes
transmit data to one sink. Sensors are connected to the sink
over a mesh or tree network. Since mesh networking is in
general resource hungry, tree networks are typically used.
To send configuration commands to sensor nodes, one of the
most widely used mechanism is controlled flooding [4], [1]
which is the simplest solution to implement but it has several
drawbacks in sparse networks. A more complex solution is
source routing [5], in which the sink defines the route of the
command packet based on its routing table.

Little attention has been paid to defining wireless pro-
tocols and architectures that are suitable for building au-
tomation systems, which is one the main motivations of
this work. We put particular emphasis on the network
organization which could become the underlying layer of
any wireless standard. Recently, the IETF work group ROLL
! has selected gradient based routing for collecting data
from sensor networks [6] and we envision that a customized
variant of this technique could be a good fit for BAS.

In gradient based routing [3], the backbone network is
initially formed by using controlled flooding. The first node
that starts the network formation broadcasts a message by
setting the gradient height to 1. Nodes that receive gradient
messages set their gradient to the received value, and broad-
cast a gradient value which is equal to their gradient plus 1.

IThe goal of the IETF ROLL is to standardize a routing protocol for
wireless sensor networks.
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Figure 1. A snapshot of the BAS

This constructs a network organized into layers where the
higher gradient nodes report to the lower gradient ones. After
network formation, one of the main concerns is to maintain
the gradient levels at each node. In fact, wireless links may
appear or disappear at any time which may cause problems
[8]. If a link disappears, then a node might have to select
a new parent among a set of reachable ones. In this cases,
a node always joins the network so to reduce its gradient
level [7].

III. AN OVERVIEW OF THE ARCHITECTURE

An example instance of the proposed architecture is
shown in figure 1. The network architecture is organized into
a hierarchy of components that include end devices, access
points, base station, and a server connected to a database.
The role of each component in the network is the following:

« An end device is a sensor or an actuator. Both compo-
nents can be battery powered. Having battery powered
sensors give the flexibility of quickly relocating them.
Each device has a floor and a room ID and can join
in the network through any access point on the same
floor (in a star configuration), which also provides for
in-network load balancing. A sensor node could be
configured for periodic or threshold crossing reporting
depending on the quantity to be measured (e.g temper-
ature, light and occupancy). To conserve battery power,
sensor nodes should sleep most of the time and should
wake up periodically to acquire data from sensors and
transmit them to the associated access point. On the
other hand, actuator nodes (which drive actuators),
should periodically interrogate the access point for any
pending command from the base station and then tune
the actuator based on the received configuration.

« An access point is part of the backbone network that
is used for data collection and command routing and
is connected to direct power supply. These devices
can be always on and capable of low power listening
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to minimize energy consumption. Each device has a
floor ID and a network-wide unique ID (for routing, as
described later in this paper). These devices permit end
devices to join the network and send data to collection
points, construct aggregated packets and route them to
the base station. The base station uses these nodes to
configure sensors and actuators.

o A Base station has wireless connections with access
points and an Ethernet connection for LAN or web
access. A base station works as a master and initiates
the formation of the backbone network. It collects the
sensor data and logs them into the database which can
be analyzed for trending and optimization. There could
be one or more base stations for the whole system
depending on the network size.

The architecture also includes server, storage database,
control logic and web applications to control and analyze
the behavior and data of the deployed networks, because of
the space limitation we are excluding the details of these
components from this paper.

IV. NETWORK FORMATION AND MAINTENANCE

The network is formed and activated by following a
series of phases. First, the backbone network is formed. The
base station and the access points participate to this phase.
Then, end devices join with access points. Each access point
sends a report of the connected end devices to the base
station. The control logic sends configuration commands to
activate/deactivate sensors and actuators. After activation,
end device sensors periodically report to the associated
access point node which aggregates sensor data to construct
a single packet that is routed to the base station. The
following sections describe these phases in detail, including
the issue of node failure.

I pkt_type I gradientVal I senderlD I

(a) Beacon Packet (BP)

I pkt_type I parentiD I

(b) Parent Status Query (PSQ)

I pkt_type I senderlD I

(c) Parent Discovery (PD)

I pkt_type I f_n_ID I ED_nodelD

(d) ED Join Request Response (EJRR)

Figure 2. Packet format for network formation and maintenance

A. Backbone network between base station and access
points

The main purpose of the backbone network is to support
routing of messages in the network. We choose gradient-
based routing to form the backbone. The formation of the
backbone network is initiated by the base station which
constructs and broadcasts the Beacon Packet (BP) shown
in figure 2(a), with gradientVal=1 and senderID = BaseS-
tationID. Initially, all active access points set their parent to
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NIL, and the gradient to a very high value. Access points
that are in the radio range of base station receive the BP and
set their gradient to 1, and their parent to the BaseStationlD.
After receiving the BP, an access point updates its gradient
if any of the following holds:

o It has no parent.

« It has a parent but BP is received from an access point
node that has lower gradient.

o It receives the BP from its existing parent but the
parent’s gradient has been changed (this scenario might
arise when an access point is added or deleted in the
network, as described in detail later).

An access point updates the values of its gradient and
parent taken data from gradientVal and senderID of the
BP respectively. An access point always broadcasts the BP
after updating its gradient and/or parent value. When broad-
casting, an access node modifies the BP by incrementing
the gradient by one, and by setting senderID to its own ID.
While broadcasting the BP, the node waits for a random
time and uses a simple CSMA/CA protocol at the MAC
layer to reduce collisions. This process of controlled flooding
continues until the backbone network is formed.

B. Tributary network between access points and end devices

After power-up, each end device constructs and broadcasts
the EJRR (ED Join Request Response) packet shown in
figure 2(d). While constructing the EJRR packet, end devices
set f n_ID = floorID, ED_nodelD = nodelD, and the value
of pkt_type. The pkt_type field can take three different values
(used for the end device joining process) that are listed
below:

o pkt_type = requestVal, when the end device broadcasts

a join request

« pkt_type = responseVal, when the access point sends a

response to the end device

o pkt_type = confirmVal, when the end device sends

confirmation of joining to the access point

Any access point node after receiving the EJRR packet
checks the f n_ID. If the end device joining request is
coming from other floors it ignores the request, otherwise it
modifies the EJRR packet by changing the value of packet
type (responseVal) and by setting f n ID = its nodelD
and then rebroadcasts it. An end device might get multiple
responses from different access points, but proceeds with
the first response and sends a confirmation EJRR packet by
simply changing the value of packet type (confirmVal). The
specified access point (by checking the f n_ID ) adds the
end device into its children list and routes all data from it
to the base station. It also sends the configuration packets
from the base station to the end device.

C. Handling access points node failure

Since access points create the backbone network, and
there is only one path from any access point / sensor
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node to the base station, if a link becomes unavailable
between two access points the network can be disconnected.
That’s why each access point checks its parent status at
a periodic interval. After choosing a parent, each access
point sends a PSQ (Parent Status Query) packet shown in
figure 2(b) at random nQT interval. In every nQT interval,
an access point constructs a PSQ packet with pkt_type =
psq_request, parentlD = its parentID and broadcasts it.
After receiving the PSQ packet, the parent of the requesting
access point sends a response by simply updating pkt_type
= psq_ response. This response might be received by all
or some children (access points) including the requesting
one. The requesting node schedules an event at current time
plus its nQT to check its parent status again, and all other
child nodes, who have heard the response postpone their
immediate PSQ and schedule another future event to check
the status of their parent. If a child does not receive the
PSQ response from its parent for three consecutive times, it
sets its gradient/parentvalue to NIL and searches for a new
parent.

k G
B e
f | i
x x i E
W | [I'-j x ‘IVY
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Figure 3. Example network setup for searching new parent

D. Searching for a new parent

Searching for a new parent is required when a new access
point is added to the network and when the children of a
dead access point search for a new parent, as described by
the example shown in figure 3. Let us consider the case
where access point node N dies and node X has failed to get
a PSQ response for three consecutive times (same for node
Q, but let us assume that the nQT timer of node X expires
first). Node X constructs the PD (Parent Discovery) packet
shown in figure 2 (c) with senderID=X. Suppose that this
PD packet is received by P, Q, Y and W and they proceed
as follows:

« A node after receiving a PD packet checks its senderID

field first.

o If senderID = Node’s parentID then the node does

nothing (e.g. node W). This prevents loop formation.

o If senderID != Node’s parentID then the node checks

whether its parent is alive or not (by sending PSQ
packet). If its parent is not alive, then the node does
not do any further processing (e.g. node Q). This step
prevents following a dead route.
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« If the node’s parent is alive, the node simply broadcasts
a BP (e.g. nodes P and Y).

Node X might receive two BPs, either from P first, and
then from Y, or vice versa.
CASE 1: First P then Y

o« BP from Node P: Node X sets P as its parent and
changes its gradient value. Since the beacon’s gradient
value is modified, node X broadcasts it. The beacon
packet from X might be received by nodes Q and W.
Since node Q is also looking for a parent, it sets X
as its parent and broadcasts the beacon packet. Node
W, after receiving the beacon packet form X, finds that
the beacon is from its parent. If the gradient has been
changed, node W modifies its gradient and broadcasts
it again.

« BP from Node Y: Node X finds that the beacon packet
contains a higher gradient value, so it does not modify
its gradient value.

CASE 2: First Y then P

o BP from Node Y : Node X sets Y as its parent and
changes its gradient value. Since the beacon’s gradient
value is modified, node X broadcasts it. The BP from
X might be received by nodes Q and W. Nodes Q and
W follows the same procedure as described before.

« BP from Node P: Node X finds that the beacon packet
contains a lower gradient value, so it changes its parent
to P and broadcasts the beacon packet. Nodes Q and
W update their gradient value but their parent remains
the same (Node X).

Both cases lead to the same network setup. Let us consider
the scenario of node Q that is also looking for a new parent
approximately at the same time as X.

o Node Q broadcasts the PD packet which might be
received by node X and W.

« Suppose that node X is still in the process of finding
its parent (currently it’s parent is not alive, so it will
not respond).

« Since Q is not W’s parent and the parent of W (node X)
is alive, W broadcasts the beacon packet which might
be received by both parentless nodes Q and X.

e Both Q and X set their parent as W, which leads to
formation of an isolated graph (it could also be a loop
if X sets Q as a parent)

¢ When node X receives the BP either from node P or Y,
the loop is broken and graph becomes connected again.
A node needs to send the PD packet after knowing that
its parent is not alive, even though it receives a BP
earlier than sending the PD packet.

E. Upstream and downstream

Each access point collects sensor data from sensors and
upstream flows route these data to the base station. Since
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pkt_type pkt_type

nodelD nextForwardingNode

roomID currForwardingNode

Sensor Value 1 senderlD

Sensor Value floorlD

Sensor Value .N roomID

(a) ED Sensor Report (ESR) Summary Sensor Values

roomID

Summary Sensor Values

(b) Access point Sensor Report (ASR)

Figure 4. Packet formats for sensor data reporting and routing

each access point has a unique parent in the backbone
tree and the base station is the root of that tree, data
from each access point follows a unique path to the base
station. Whenever a new end device (sensor/actuator) joins
an access point, it immediately sends a notification report to
the base station. If needed, the base station sends configu-
ration commands to the end devices using the downstream
flow. After configuration, each end device constructs ESR
packet (shown in figure 4(a)) periodically or after crossing
a specified threshold, and sends it to its access point. The
ESR packet contains room identification and also collected
sensor values. The access point node constructs an ASR
packet (shown in figure 4(b)) at periodic intervals and sends
it to the base station. While constructing the ASR packet,
the access point node puts the following routing information
in the header:

o nextForwardingNode = Its parent ID,
o currForwardingNode = Its NodelD
o sender = Its NodelD

Whenever an ASR packet flows along the upstream path
to the base station from the originating access point, the
intermediate access points change the value of nextForward-
ingNode and currForwardingNode accordingly and record
the following information:

o Sender NodelD (sender field of the ASR packet)
o Immediate downstream router ID (currForwardingNode
field of the ASR packet)
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Figure 5. Upstream and downstream routing
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These information are needed for downstream com-
mand/configuration packet routing. Let us consider the sim-
ple network setup shown in figure 5. In the case of upstream
flow, node 5 sends its data to the base station through
nodes 4 and 2. Nodes 2 and 4 update their downstream
routing table for node 5. Whenever node 2 receives a
command/configuration packet for node 5, it simply routes
it to node 4, and node 4 routes it to node 5. The same
process applies to all other intermediate routing nodes. In
the up/down stream routing, each access point uses its parent
node for upstream routing and the one-hop label switching
routing table for downstream routing.

V. MODELING AND EVALUATION
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Figure 6. Packet loss count in the whole network
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Figure 7. Traffic load at different gradient level

We developed an OPNET model for the proposed archi-
tecture. OPNET has three hierarchical component levels:
the network level creates the topology of the network, the
node level defines the behavior of the node and controls the
flow of data between different functional elements inside the
node, and the process level describes the underlying proto-
cols by using finite state machines (FSMs). We developed
three kinds of nodes, as described in our architecture, with
the routing logic described in Sections III and IV. For the
evaluation, we created the first setup with 1 Base station, 18
Access Points and 21 End device nodes deployed in a seven-
storey building. We configured two scenarios for collecting
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Packet transmissions and receptions at different Node Failure

data from end devices by setting the MSRI (Max Sensor
Reporting Interval) at 2min and 4min respectively (The
base station sends these configuration commands when the
backbone network has been formed and end devices joined
into the network). Thus, sensor reporting will be scheduled
at every uni formg;s:(1.00)« M SRI interval. Figures 6 and
7 depict the packet loss and traffic load characteristics of
the example network setup. The results show that at the
higher interval (MSRI=4min) the network has less packet
loss. To minimize the height of the backbone tree, we put
the base station at the 4th floor (near the middle of the
building), so the the backbone tree expands both up and
down. This is reflected in figure 7 which depicts traffic loads
(both sending and receiving packets) at different gradient
levels. Since the base station (gradient value 1) most of the
time receives packets but sends only a few configuration
packets, its load is less than that of the 2nd and 3rd level
nodes. To understand the effect of random node failures
on the proposed architecture, we created another network
setup with 1 Base station, 75 Access Points and 100 End
device nodes deployed in a fifteen storey building. Figure 8
depicts the loss of packets at different node failure rates (NF
(nodes/sec) = 5.4, 9.68 and 18.66). Here a node fails at any
random time, then revives and joins back in the network.
Figure 8 depicts that the packet delivery ratio remains
relatively the same for NF rates up to 13% (NF=9.68) and
afterwards it drops gradually. This means that the proposed
architecture can tolerate 13% of access points failure in
the most extreme case. Since the access points are directly
connected to the power line, such high node failure rate
is unlikely (we expect software/hardware malfunction to be
rare).

VI. SUMMARY AND CONCLUSIONS

We presented a hierarchical wireless network architecture
for building automation and control systems, and a protocol
that efficiently solves the problems of forming and main-
taining the network. The proposed architecture is hybrid
with respect to power: some nodes are battery powered and
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others are plugged into a power supply. This hybrid approach
provides a good trade-off between reliability and flexibility.
We modeled the network components and protocol using
OPNET. Our future work includes tools to generate appli-
cation code for each node in the network, which entails
generating drivers for the underlying low level protocol
to implement the protocol primitives presented in Section
IV. We will target standard platforms such as TinyOS and
ZigBee.
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Abstract—The IEEE 802.16e standard introduced the concept
of mobile subscriber stations (MSS) to provide mobility
support. Five quality of service (QoS) classes have been
defined to support QoS requirement different connections
between the base station and the subscriber station. Out of
these QoS classes, UGS has been designed to support real-time
service flows that periodically generate fixed-size data packets.
Most of the existing scheduling schemes for UGS class consider
scheduling of a single MSS or even if they consider scheduling
of multiple MSSs, the QoS requirement of the MSSs is not
satisfied properly after scheduling. In this paper we have
proposed a scheduling scheme, which schedules multiple MSSs
with UGS connections so that QoS requirement of each MSS
can be satisfied after scheduling.

Keywords- IEEE 802.16e; scheduling; WiMAX; wireless.

l. INTRODUCTION

Wireless network is often considered as a cheaper and
time saving alternative to its wired counterpart. In addition,
some developing countries and uncivilized regions lack in
infrastructures for deployment of wired network. To
overcome the above-mentioned limitations of the wired
network and to satisfy the huge demand for wireless services,
worldwide interoperability for microwave access (WiMAX)
was advocated as IEEE 802.16 wireless technology with
high throughput over long distance (up to 30 miles). Later,
the IEEE 802.16e standard, also known as Mobile WiMAX
was proposed, which introduced the concpet of Mobile
Subscriber Station (MSS) [1]. Basic WiIMAX network
includes a Base Station (BS) and several Subscriber Stations
(SS) that are served by the BS. There are five QoS classes
defined in 802.16e standard: UGS (Unsolicited Grant
Service), rtPS (real-time Polling Service), ertPS (Extended
Real-time Polling Service), nrtPS (non-real-time Polling
Service), and BE (Best Effort). UGS is designed for services
that periodically generate fixed-size data, such as T1/E1 and
Voice over IP (VolIP). The BS assigns fixed grant to UGS
connections. Hence, the MSSs need not send bandwidth
request to BS every time they need to transmit data and thus
saving the bandwidth used to send the bandwidth request to
the BS.

There are several research works which have focused on
optimizing the power consumption in IEEE 802.16e
networks. The works in [3][4] apply the Chinese remainder
theorem to decide the start time of each connections of an
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MSS. Due to different start time combination, the wake up
time of the MSS is reduced. However, they didn’t take into
account the bandwidth used by each connection. So an MSS
may need to handle more number of connections than it can
in a certain time, which debase the feasibility of their
approach. The goal of works in [5][9] is to minimize the
wake up time of an MSS having multiple connections of
different service classes. They gather the bursts of all the
connections of different service classes and transmit these
bursts together so that the wakeup time of the MSS can be
reduced and thus saving significant amount of energy. Their
approach is efficient but they didn’t consider the multiple
MSSs environment. Three energy efficiency scheduling
algorithms for multiple MSSs were proposed in [6][7][8].
The work in [6] classifies MSSs into two catagories i.e.,
primary and secondary, based on their QoS requirement. A
primary MSS is allowed to use the bandwidth in burst mode,
whereas a secondary MSS is given the necessary bandwidth
only to meet the requirement of its delay constraint. This
approach can save significant amount of energy and also can
avoid interference between the MSSs. However, in the real
world environment, when the traffic load of all the MSSs is
high, it is hard to classify the MSSs as primary and
secondary. The work in [7] proposes a scheduling algorithm
for mulitple MSSs environment. The algorithm gathers the
bursts of all the connections in an MSS and transmit them
together in order to minimize the wake up time of the MSSs.
Minimum wake up time and multiple MSSs environment
were considered for the first time in their work. In [8],
authors have applied the Ford-Fulkerson algorithm to decide
the time slots used by the MSSs. However, after applying the
algorithm, the QoS requirement of the MSSs is not guranteed
to be satisfied.

Most of the related works consider single MSS for
scheduling, or even if they consider multiple MSSs, the QoS
requirement of the MSSs is not satisfied after scheduling.
Therefore, we have proposed a scheduling scheme to assign
time slots used by multiple MSSs with UGS connection so
that QoS requirement of each connection is satisfied after
scheduling.

This paper is organized as follows. Section Il discusses
the scheduling scheme for multiple MSSs. Simulation results
are presented in section Il and Section IV concludes this

paper.
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Il.  SCHEDULING ALGORITHM FOR MULTIPLE MSSs

In the IEEE 802.16e networks, one BS may serve several
MSSs simultaneously. However, at a particular timeslot, the
BS can serve only one MSS [2]. If two or more MSSs are
scheduled for data transmission in the same time slot, it will
cause interference at the BS side. Therefore, an efficient
scheduling algorithm is required, which can avoid the
potential interference between the MSSs and also can satisfy
the QoS requirements of all the MSSs. Next, we list some
notations used in the rest of the paper in Table | and then we
present our scheduling scheme.

TABLE I. NOTATIONS
U Set of connections waiting for transmission.
T The repeat cycle length.
G; Grant transmit interval of connection i.
I Idle interval of connection i.
ST; Start time of connection i.
Ci Cycle of connection i, equals to G;+I; .
Wi Weight of connection i.
Wi Waiting time of connection i.
wmax | Maximum waiting time of all the connections.
di Delay constraint of connection i.
t Target connection.

The scheduling algorithm for multiple MSSs has been
given in Fig. 1. Initially, set U contains all the connections
that are waiting to be scheduled. The first step of our
scheduling algorithm is to select a connection from the set U
having maximum weight as the target connection (t) for
scheduling. Then we will check if there are sufficient empty
slots to satisfy the bandwidth requirement of the target
connection. If not, we will remove the target connection
from U because its bandwidth requirement cannot be
fulfilled in this round of scheduling, but it will be given
higher priority for selection in the next round. After that, we
will check if the target connection needs to be modified. If
the target connection is modified then we need to verify
whether the requirement for delay constraint is satisfied after
modification. If not, then the target connection cannot be
scheduled in this round. Connection modification may
produce some surplus connections, which are scheduled only
after all the connections in set U have been scheduled.
However, we need to reserve the timeslots used to schedule
these additional connections in advance after connection
modification. We then determine the start time of the target

connection and perform the connection separation if required.

At last, we will schedule the target connection based on its
start time, grant transmit interval, and the target connection
is removed from the set U.
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Algorithm: Scheduling algorithm for multiple MSSs
1: for all the connections in set U
2: Select a connection with maximum weight
from U as target connection t.
3: if the remaining slots are not enough
4: goto step 16.
5: endif
6: if the target connection needs to be modified
7 Perform connection modification.
8: if the delay constraint is not satisfied
9: goto step 16.
10: endif
11: Reserve timeslots for scheduling
additional connections.
12: endif
13: Determine the start time of the target connection,)
14: Perform connection separation if needed.
15: Schedule the target connection.
16: Remove target connection from set U.
17: endfor
18: Schedule the additional connections resulted from
connection modification.

Figure 1. Scheduling algorithm for multiple MSSs.

A.  Weight of a Connection
i li

+ J—
Wi = @ max di (1)
Ci

Weight formula is given in (1). The weight of connection
i (W) is associated with waiting ratio (wilwns), delay
constraint ratio (li/d;), and length of the cycle (C;). The
weight of the connection increases with increase in the
waiting ratio because a connection with longer waiting time
should be served earlier.  Similarly, when the delay
constraint ratio is large, it means that the connection has
stringent delay constraint, hence it should be given higher
priority for scheduling. The length of cycle (C;) is inversely
proportional to the weight because we found out that smaller
is the length of the cycle, more is the chance that the selected
connection can be scheduled without any modification. The
connection modification will be described later in this
section.

B. Connection Modification

In this step of scheduling, we will check whether the
target connection is having interference with any of the
already scheduled connection. If it is, then the target
connection needs to be modified. We transform the target
connection into another UGS connection having different
grant transmit interval and idle interval to avoid interference
with the already scheduled connections.
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Figure 2. Example of the relationship between connections.

In Fig. 2, we assume that a connection i has already been
scheduled, so the repeat cycle length T will be equal to the
cycle (C;) of connection i which is four in this case. Now we
want to schedule the target connection t. We observe that if
the cycle of target connection (Cy) is a multiple of T then t
will have no interference with the already scheduled
connections and hence it can be scheduled without any
modification. Moreover, the new repeated cycle will be
equal to C;, and the grant transmit interval and idle interval
of target connection will remain unchanged.

Target connection (t,) ] I """ C,=6
Connection, | | | | L1V 0L L] [ G4

Overlap LCM(C,,, T)=12
Target connection(t,) Im """ Cyp=3
Comnection, | | [ VWU L L L)L [ G4

— LCM(C,, T)=12
|:| Emptyslot |:| Slot used by MSS; I Slot used by target connection

Figure 3. Interference between multiple connections.

However, if C, is not a multiple of C;, then the target
connection may or may not overlap with the already
scheduled connections. As shown in Fig. 3, C; is not a
multiple of C;. In the first case, t; has no overlap with the
already scheduled connection i, which means that t; can be
scheduled without modification and the new repeated cycle T
will be equal LCM(T, Cy). However, in the second case, t,
has an overlap with the already scheduled connection, so we
need to modify the connection t,. In general, let ST, be the
start time of the target connection t. If the (ST; + n*Cy)th slot
is not free, then the connection t has overlap with the already
scheduled connections and it needs to be modified. Here n
varies from 0 to (LCM(T, Cy)/Cy) — 1.

When a target connection needs to be modified, it is
converted into another UGS connection having cycle (C,,) of
length T. We use (2) to decide the new grant transmit interval
(Gyy) and idle interval (I,) of the target connection.
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T
Gm = Gt X [CJ (2)

t
In=T -Gt

Fig. 4 shows the modified connection for the target
connection t, of Fig. 3. From (2), we can get G,=1 and 1,=3
for the modified connection. We can see that t, has been
converted to a new UGS connection having cycle of length 4
and it can be scheduled without any overlap. However, a
surplus slot is left as shown in Fig. 4, which has to be put
back as an additional connection to ensure the QoS
requirement of the target connection. We see that the surplus
slots are needed in each LCM(T, C,) slots. Thus we can
calculate the length of the cycle(C,), grant transmit interval
(Go) and idle interval (I,) of the additional connection as
given in (3). When the grant transmit interval of the
additional connection is more than 1, we will further split it
into G, connections with grant transmit interval 1.

Modlﬁedconnecrion[l_ I I v G o1 1-3,C,4
Jort, = — —
Connection, | | - G4

Surplus frame I G111 C02

D Emptyslot D Slot used by MSS,; I Slot used by target connection

Figure 4. Modified connection for target connection t,.

Ca= LCM(C.T)
3
Gazetx(ca/ct)—etquxca/T @)

t

la=Ca—Ga

C. Scheduling Additional Connections

Additional connections, which resulted from connection
modification, are scheduled only after all the connections in
set U are scheduled. However, we need to reserve the
timeslots for these additional connections in advance. Let’s
consider the example shown in Fig. 5. The scheduling
pattern has a cycle (T) of length 8 and the additional
connection has a cycle (C,) of length 12. Now suppose we
select the third time slot as the start time of the additional
connection, then the next timeslot occupied by the additional
connection will be the 15™ one. Here we can observe that the
timeslots used by the additional connection is the third slot of
each four timeslots which is equal to GCD(8, 12). For
example, the first timeslot used by the additional connection
is the third slot of the first four slots and the second timeslot
used is the third timeslot of fourth four slots. Thus we need
to reserve one timeslot in each GCD(T, C,) cycle for
scheduling of additional connections and the total number of
timeslots that are reserved for scheduling of additional
connection will be equal to T/GCD(T, C,).
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Figure 5. Scheduling additional connections.

Moreover, when more than one additional connections
have the cycle of same length, they can use the same GCD(T,
C,) cycle. For example in the previous case, the additional
connection used the first and fourth GCD(T, C,) cycle, which
means the second and third GCD(T, C,) cycle is empty and
can be used to schedule another additional connection having
cycle of length C,. The number of connections that can be
scheduled together is given by C,/GCD(T, C,.). For this
reason, we split an additional connections into G,
connections with grant transmit interval 1 so that they can
use the same GCD(T, C,) cycle. It should be noted that in
case the number of additional connection having cycle of
length C, is less then C./GCD(T, C,), then some of the
timeslots reserved for additional connections will remain
empty, which results in wastage of bandwidth. We have
considered this bandwidth waste as a parameter for
performance evaluation in our simulation results.

D. Delay Constraint

For UGS connections, the idle interval between packet
generation and packet transmission must be less than the
predefined delay constraint. In our work, this idle period is
the idle interval between two grant transmit intervals. Due to
connection modification, the idle interval of the target
connection may change. Hence, before scheduling the target
connection, we have to check that the idle interval of the
target connection is less than its predefined delay constraint.
If not, it is not possible to satisfy the QoS requirements of
the target connection, so it will not be scheduled in this
round.

E. Assigning Start Time for Connections

For connections that are not modified, we will select the
first empty slot of the cycle as the start time (ST;) of those
connections. The first empty slot should be larger than the
summation of the grant transmit interval of all the
connections scheduled so far. On the other hand, when
assigning start time for the modified connections, we will
find the last empty slot in the repeat cycle to meet
requirements of the delay constraint. For example in Fig. 4,
the start time of target connection will be the fourth timeslot.
When we assign the last empty slot of repeat cycle as the
start time, we can simply use the idle interval of target
connection to check that the delay constraint is satisfied and
ensure that the data needed to be sent is generated before the
slot assigned to transmit it.
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F. Connection Separation

In case the grant transmit interval of the target connection
is more than the number of consecutive empty slots starting
from ST,, then timeslots assigned to the target connection
will overlap with the already scheduled connections. For
example in Fig. 6, G; of the target connection is 4, while
there are only 2 consecutive empty slots after timeslot 2 in
the scheduling pattern. To solve this problem, we will split
the target connection into two separate connections,
connection 1 and connection 2, as shown in Fig. 6. The grant
transmit interval (G;) of connection 1 is the number of
consecutive empty slots starting from ST, and the idle
interval (I,) will be C;—G;. Connection 1 will be immediately
scheduled and its start time (ST,) will be the original start
time (STy) of the target connection. The connection 2 will be
treated as the new target connection whose grant transmit
interval (G,) will be equal to G; — G; and idle interval(l,) will
be C; - G..

ConnectionZl | | | ! I | | """ G,=2,1,=7

Connection 1

Scheduling pattern

Target connectionl I | | | | | | | | """" G,~4,1-5

D Empty Slot i Slot used by target connection after scheduling
D Slot used by target connection D Slot used by scheduled MSSs

Figure 6. Connection separation.

IIl.  SIMULATION RESULTS

In this section, we have presented the simulation results
to evaluate the performance of our proposed scheduling
algorithm. As already discussed in section I, most of the
related works consider single MSS for scheduling. Hence, it
is not possible to compare the performance of our proposed
algorithm with any of the related works. We have used
bandwidth utilization, connections selection rate, and
bandwidth waste for arranging additional connections as the
parameters for performance evaluation. Bandwidth
utilization is the percentage of used slots to the total number
of slots. Connection selection rate is the rate at which
connections are being selected for scheduling. Bandwidth
waste, as discussed previously, is the wastage of the
bandwidth incurred by reserving time slots for scheduling of
additional connections. The bandwidth waste is given by
reserved slots*number of additional connections that can be
scheduled/number of additional connections actually
scheduled.

A C-coded custom simulator is used to evaluate the
performance of our scheduling algorithm. All the simulation
results were obtained by running the scheduling algorithm
for 50 times and then taking the average. The simulation
parameters are listed in Table II.
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TABLE I1. SIMULATION PARAMETERS
Parameters Value
Grant transmit interval 1-5
Idle interval 1-25
Number of connections | 1-15
Ratio of grant transmit | 1:1 —1:10
Delay constraint 2 * Idle interval

Fig. 7 and Fig. 8 present the bandwidth utilization and
connection selection rate for varying number of connections
and varying ratio of grant transmit interval to idle interval.
The number of connection varies from 1 to 10 and the ratio
of grant transmit interval to idle interval varies from 1:1 and
1:10.

In Fig. 7, the bandwidth utilization increases with
increase in the number of connections and it reaches up to
90% when the number of connection is 10. This is because
of the fact that, with increase in number of connections,
more data is available for transmission and the bandwidth
utilization increases. Similarly, when ratio of grant transmit
interval to idle interval increases, the bandwidth utilization
is increased due to the same reason.

E1:10
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E18
17
u1:6
m1s5
mld
i3
ui:2
L BE

Bandwidth Utilization

Grant transmit
interval / Idle
interval

1 g
T . -
L |
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Figure 7. Bandwidth utilization.
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= 1:10

Connection
selectionrate

3 Grant transmit
5 interval / Idle
interval

09 g, A
7% 5 4 3

2 1
Number of connections

Figure 8. Connection selection rate.

In Fig. 8, the connection selection rate decreases as the
number of connections increases because more is the
number of connections, lesser is the chance for a connection

Copyright (c) IARIA, 2011.  ISBN: 978-1-61208-133-5

to be selected. The connection selection rate also decreases
with increase in the ratio of grant transmit interval to idle
interval due to increase in amount of data for transmission.

We have also considered the parameters of UGS
connection for simulation. The UGS parameters are listed in
Table 111. We classified UGS connections into three classes
i.e., class A, class B, and class C having packet size 32 bytes,
64 bytes, and 128 bytes respectively.

TABLE III. UGS SIMULATION PARAMETERS
Parameters Value
Packet Size 32, 64, 128 bytes
Frame duration 5ms
Slot duration 0.1 ms
Data rate 30 kbps
Idle interval 10 -50 ms
Delay constraint 150 ms — 400 ms
Number of connections 1-15

The simulation results of bandwidth utilization and
connection selection rate for varying UGS parameters have
been presented in Fig. 9 and Fig. 10 respectively. In Fig. 9,
the bandwidth utilization for class A and class B is less than
that for others because of smaller packet size of class A and
class B. On the other hand, the bandwidth utilization for
class B and class C is highest because of their large packet
size. As shown in Fig. 10, the connection selection rate is
highest for class A and class B. We can observe that the
connection selection rate decreases with increase in the
packet size and is lowest for class B and class C.
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Figure 9. Bandwidth utilization with UGS parameters.
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Figure 11. Bandwidth waste.

Fig. 11 shows the bandwidth waste for different values of
ideal interval and number of connections. The grant transmit
interval value is set to a random number between 1 to 5.
Initially, the bandwidth waste increases with increase in the
number of connections but it tends to decrease as the number
of connections increases further. This is because of the fact
that initially with increase in the number of connections,
more number of additional connections are produced and we
have to reserve more timeslots to schedule these additional
connections. Hence, the bandwidth waste increases.
However, when the number of connections increases further,
the chances that additional connections can be scheduled
together increases, which result in decrease in the bandwidth
waste. Thus, our approach will not have large bandwidth
waste when number of connections is large.

IV. CONCLUSION

In this paper, we proposed a scheduling algorithm for
multiple MSSs with UGS connection in IEEE 802.16e
networks. Our approach can avoid the potential interference
between the MSSs and satisfy the QoS requirement of the
MSSs after scheduling. The simulation results show that our
approach can achieve more than 90% bandwidth utilization
and it will not have large bandwidth waste when number of
connections is large. Thus, our approach can achieve good
performance and scalability in the real world environment.
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Abstract—In this paper we discuss a small size experimentally
implemented pipeline watering system, in which the pressure
sensors are placed at carefully selected points. In our
prototype, the TelosB motes, integrated with the pressure
sensors, communicate in real time with each other and also
with the base station according to the specifically designed
wireless network protocol. The reason to choose a WSN as an
infrastructure in our study is to let the system work without
the need of extra cabling. Such a system incorporates both
efficiency and flexibility, and provides the users with an
automatic controlled water/gas system based on the sensor
data. In our work, data was continuously measured using a
pressure sensor and transferred to a central monitoring station
via IEEE 802.15.4 wireless sensor network for storage and
display. TelosB wireless motes were programmed with nesC
and a graphical user interface was used to capture and display
incoming measurements for all selected points being
monitored. Evaluation of the system was done based on the
WSN performance criteria (packet loss and network lifetime)
and also based on the accuracy of the collected pressure data.
In both respects the system performed very satisfactory and
has been successfully implemented.

Keywords: -  wireless sensor  networks;  remote
monitoring;nesC; TinyOS; water pipeline; TelosB; pressure
sensor.

L INTRODUCTION

The increase in the processing and integration capacity of
electronic devices, as well as the advances of low power
wireless communications have enabled the development of
unwired intelligent sensors for a wide set of applications.
The advent of small, low-cost and power efficient wireless
sensor hardware is driving the development of applications
in different industrial sectors, remote process control and
also agriculture. Of particular interest here is the ability to
remotely monitor water and gas pipeline pressure data.
Efficient and accurate use of water resources has become
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very significant especially in recent time due to the global
warming issues. Least but not last, the watering pipelines
used in agriculture fields are to be controlled according to
their water use. If pressure sensors are used in the existing
pipelines of watering systems data can be gathered about the
operation of the system.

In this work we present the experimental system design
for remote monitoring the pressure of a watering and gas
pipeline system. The idea is to investigate the possibilities to
support farmers and organizations involved in continuous
monitoring and operation of water and gas pipelines. The
novelty of this work is in two aspects: first it uses pressure
information to both control the performance in the systems
and discover leaks and failures; a new, simple but very
efficient static cluster tree routing protocol is defined and
experimentally tests that can be used with such systems.

From here on the paper is organized as follows: in the
next section we outline the characteristics of similar projects
done before. In Section III, the developed system is
described. In Section IV, we concentrate on the tested and
the experimental results, and in Section V, we conclude the

paper.

II.  RELATED WORK

Min Lin et al. [1], suggested an interesting application for
wireless sensor networks, specifically a water distribution
network monitoring system. They propose a possible
communication model for the water distribution monitoring
network, and describe the channel measurement approach for
the determination of an appropriate path-loss model. The
accuracy of the proposed measurement approach has been
confirmed using the flat earth two-ray model [1].

Yiming Zhou et al. [2], proposed a wireless solution for
intelligent field irrigation system dedicated to Jew's-ear
planting in Lishui, Zhejiang, China, based on ZigBee
technology. Instead of conventional wired connection, the
wireless design made the system easy to install and maintain.
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The hardware architecture and software algorithm of
wireless sensor/actuator node and portable controller, acting
as the end device and coordinator in ZigBee wireless sensor
network respectively, were elaborated in detail.

Yunseop (James) Kim et al. [3], describe details of the
design and instrumentation of a wireless sensor network for
variable rate irrigation and software for real-time in-field
sensing and control of a site-specific precision linear-move
irrigation system. Field conditions were site-specifically
monitored by six in-field sensor stations distributed across
the field based on a soil property map, and periodically
sampled and wirelessly transmitted to a base station. An
irrigation machine was converted to be electronically
controlled by a programming logic controller that updates
geo referenced location of sprinklers from a differential
Global Positioning System (GPS) and wirelessly
communicates with a computer at the base station.
Communication signals from the sensor network and
irrigation controller to the base station were interfaced using
low-cost Bluetooth wireless radio communication. Graphic
user interface-based software was developed.

Ivan Stoianov et al. [4], discuss how wireless sensor
networks can increase the spatial and temporal resolution of
operational data from pipeline infrastructures and thus
address the challenge of near real-time monitoring and
control. They focus on the use of WSNs for monitoring large
diameter bulk-water transmission pipelines. They outline
PipeNet, a system they have been developing for collecting
hydraulic and acoustic/vibration data at high sampling rates
as well as algorithms for analyzing this data to detect and
locate leaks. Challenges include sampling at high data rates,
maintaining aggressive duty cycles, and ensuring tightly time
synchronized data collection, all under a strict power budget.
They have carried out an extensive field trial with Boston
Water and Sewer Commission in order to evaluate some of
the critical components of PipeNet.

Liting Cao et al. [5], a remote real time AMR (Automatic
Meter Reading) system based on wireless sensor networks is
presented. The useful remote AMR sensors are analyzed and
an efficient wireless network structure is suggested. The
remote measurement system for water supply is taken as a
typical example in their experiments. The structure of system
employs distributed wireless sensors and consists of measure
meters, sensor nodes, data collectors, server and a wireless
communication network.

In their work Baoding Zhang et al. [6], introduce a design
schema of wireless smart water meter based on the study of
existing water meters. The main communication is based on
Zigbee. The design is appropriate for modern water
management and the efficiency can be improved.

Most of the studies mentioned above imply limited
flexibility and reconfigurability. They are expensive to
develop since they do not use off-the-shelf solutions to
implement wireless sensor networking in a power-efficient
and user-friendly way. With the proliferation and
standardization of wireless sensor devices the trend is
towards simpler and much cheaper solutions based on
standardized nodes and networks.
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In this study, pressure sensors and IEEE 802.15.4
compliant wireless modules are used to implement a mesh
network and water distributing pressure data are stored and
displayed on a PC connected to local gateway or base
station. The proposed system has the advantage of
simplicity, scalability and modularity over other alternatives.
It is fully based on off-the-shelf components and freely
available hardware and allows easy and reasonably priced
setup and tailoring [7, 8]. Even though very similar in
principle to others described in literature, our system is more
robust, more cost effective and the provided user interface is
more elaborate and flexible.

III.  SYSTEM DESCRIPTION

A. System architecture

A conceptual view of the system is shown in Fig. 1. Each
TelosB mote is connected to a remote monitoring system,
which allows the observer to track the pressure. The readings
are transmitted wirelessly from the specific points on the
pipelines through an infrastructure of routing nodes to a
central monitoring system (the base station). Depending on
the pipeline’s distance from the base station, messages can
pass through multiple nodes to reach the base station. The
base station is connected to a host computer running Moteiv
Trawler to interpret, store and display the collected data.
There are three main subsystems involved: wireless network
structure, data measurement subsystem and the base station
with its graphical interface.

" TelosB Mote

Motaiv Trawlar Intarface

) ) = 1
ﬂ " Base Station T /%:;a,
e - e =

Intermediate Notes Leaf Notes

Figure 1. General System Architecture

B. Freescale Mp3v5050gp Pressure Sensor

The MPxx5050 [9] is a family of pressure sensors
integrating on-chip, bipolar op amp circuitry and thin film
resistor networks to provide a high output signal and
temperature compensation. (Fig. 2)
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Figure 2. Mp3v5050gp Pressure Sensor Connected to TelosB Mote

C. Wireless Module and Software

This wireless communication platform uses TelosB
wireless motes programmed in nesC and the Freescale
Mp3v5050gp sensors are externally connected to the motes
for collecting pressure data from the selected points on the
pipelines that is to be transferred to a central database over
802.15.4 based wireless network. The major reason for
choosing TelosB, off-the-shelf wireless module, is the ease
of programming as well as the low power consumption. The
software platform is based on TinyOS [10], an open-source
operating system designed for wireless embedded sensor
networks and the motes are programmed using nesC, an
extension of C. It features a component-based architecture,
which enables rapid implementation while minimizing code
size [11].

IV. TESTBED SETUP AND EXPERIMENTAL RESULTS

A. Prototype System Description

The architecture described above has been implemented
and tested in real environment. The network structure is a
static hierarchical tree where the motes are mounted on
predefined places on the pipes. Such deployment allows for
collecting data from specifically selected points as well as
precise location of problems. There are two types of nodes
defined based on their functionality: leaf nodes and
intermediate (collector) nodes. (Fig. 1) Leaf nodes transmit
only readings from their own sensors while intermediate
nodes transmit both their own and other nodes information
doing aggregation when necessary. The base node collects
all the data and transfers it to the PC via USB.

The network topology is static hierarchical tree and is
given on Fig. 3. Dark colored nodes are leaf nodes, red
colored nodes are intermediate nodes doing aggregation and
the blue one is the base node. Both leaf and intermediate
nodes do sampling and threshold comparison but while leaf
nodes transmit only their own data, intermediate nodes also
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Figure 3. Schematic Network Tree Topology

transmit data from other nodes and if necessary do
aggregation. The base node does not do any sampling but
only transmits collected data.

As it is well known a major source of energy depletion
for a wireless node is receiving and transmitting. In order to
prevent this and provide longer lifetime two thresholds were
introduced. As long as the sensor readings stay within these
thresholds the node would be sending data at longer intervals
(1 — 2 min). However, as soon as the reading falls outside
these thresholds the data is transmitted in an order of
seconds. A flow chart of the protocol operation is provided
in Fig. 4.

PRESSURE SENSOR

LEAF NOTES

INTERMEDIATE NOTES

GET DATA FROM RE
WRITE TC QUEUE
SEND OVER LSE

Figure 4. Flow Chart of the Network Protocol

BASE NOTES
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Schematic Deployment Plan

For safety reasons test were done using pressurized air
instead of gas or water. The test setup included 20 sensors
and 20 nodes plus the base node, equipment for providing
pressurized air and plastic pipes as well as equipment to
simulate user connection points (marked in red) and
controlled pressure leaks (marked in blue). Schematic
deployment plan is provided on Fig. 5. Additional filter
elements (including a low pass filter) were used in the
connection of the sensors to the TelsoB motes.

The test setup covers an area of approximately 200 m’
with motes placed at distances from 1.5 to 5 m apart. In
reality this will represent a very small farmer’s field.

B. Testbed Setup and Operation

Using this experimental setup three groups of tests were
carried out: calibration tests, user oriented tests and network
performance tests. Calibration tests were carried out with the
aim to prove the correctness of the pressure samples taken.
User oriented tests were carried out to verify the correctness
of the collected data as well as the system’s proper operation
related to the two threshold and its ability to diagnose
leakage and other problems.

1) System Calibration: Before testing the performance of
the system in real time the pressure sensor measurements
were compared with analog manometer measurements.
Results are given in Fig. 6. and show a constant minimal
difference of 3 kPa which is due to the analog nature of the
manometer. As the difference proved linear and quite small it
was assumed that it does not influence the performance of
the system.
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Figure 6. Callibration Measurements
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2) User Oriented Tests: These set of measurements
aimed to test the general user perceived performance of the
network. Using the additionally mounted equipment,
different users’ behavior (different water usage) and
unwanted leakage were simulated.

3) Network Performance Tests: In this group of tests the
basic performance of the network protocol was tested.
Measurements provided information for the packet loss as a
function of the duty cycle, packet queue length, distance and
load (number of packets per unit time).

Furthermore, the lifetime of the network was evaluated as
a function of the duty cycle, the distance and the load
distribution. Measurements of the node’s energy
consumption were taken under different circumstances and
lifetime calculations were provided. This allowed us to
determine the nodes which are critical from power
consumption point of view. Such information is very
important and can be utilized at deployment time to
overcome possible operational problems or to provide for
maximizing the lifetime of the network as a whole. On the
other hand, the energy required for the transmission of a
single packet was also calculated.

As a result, the performance of the designed protocol can
be optimized further to provide better performance once the
system is realized at large scale.

C. Evaluation of the Results and Discussion

Evaluation of the results is done form the point of view
of the user (pressure information) and the point of view of
the network performance (network performance parameters).

1) Correctness of Pressure Data: As for the correctness
of the collected information the measurements both in
between the two thresholds and outside the thresholds
proved that the node data algorithms are working properly.
Data related to the time for reporting a possible pressure leak
is given as an example in Fig. 7. and Fig. 8. The first one
presents the information from all the nodes, while the second
one (a zoomed version) shows more clearly the difference in
the pressure and the time delay between the two nodes —
node number 10 and node number 20.

Figure 7. Graph of Changes Pressure Changes for Different Nodes

In Fig. 8. each different color represents and different
node. Because the size of the experimental setup is quite
small there is a very small time and pressure difference
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between the nodes (At and Ap in Fig. 8). In a larger system
these changes will be more easily perceived but still within
the limits required for proper reaction.
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Figure 8. Zoomed Version Showing Two Separate Nodes

These tests and results prove that the suggested system
can be used for monitoring a watering system and collecting
information about possible leaks in due time. It can be easily
attached to an automatic actuator system that will react to
such failures and provide automatic closing of certain valves
in order to prevent water waste.

2) Network Performance Evaluation: As mentioned
above a number of different tests were carried out, however
due to space limitations only some are presented here: the
packet loss as a function of the sampling period, the length of
the queue and the distance; the power consumption as a
function of the sampling period as well as the graph of the
power consumed by different nodes for a fixed sampling
period.

The sampling period is an important parameter which
influences both the correctness of the results, the network
load and the overall lifetime of the system. Increasing the
sampling period reflects in changing the network load — if we
assume a 28 bytes packet size, for a sampling period of 1
second the load will be 560 bytes/sec while for a sampling
period of 60 seconds it will be 9.3 bytes/sec. Thus, as it can
be seen from Fig. 9. and Fig. 10. regulating the sampling
period is an important tool in reducing the packet loss and
also determining the power consumption. Voltage reduction
is the difference between the battery level at the beging and
at the end of the experiment. It is important to note that the
largest change in power consumption is observed for very
small intervals and a decision of interval duration of 2 or 10
sec can drive the required voltage from 0.157 V to 0.0182 V,
or nearly 8.7 times less while at the same time packet loss is
increased 2.6 times.

Furthermore, measurements in the battery loss for a
sampling period of 60 sec show very distinctly (Fig. 11) that
due to the hierarchical tree structure some nodes deplete their
energy at a much faster rate then others. As these are usually
key intermediate nodes, a possible solution is providing
alternative energy sources or recharging probabilities, like
for example solar rechargeable batteries. Such solutions are
still expensive and our study gives an opportunity to evaluate
more realistically the need for such implementations.
According to our calculations, for the worst case, if a
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sampling period of 60 sec is applied the TelosB nodes will
be able to work for 190 days.
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Figure 9. Packet Loss as a Function of Sampling Rate

Another factor which can be regulated to tune the
network performance is the length of the queue of packets to
be sent (or in other words the sending buffer size). For
example, for a queue length of packets per node 7 the packet
loss is 0.017% compared to 0.195% for a length of 2 packets.
We have also observed that 7 is an optimal value since an
increase to 8 09 has also leaded to increase in the packet loss
to 0.043 (Fig. 12).
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Finally, the packet loss as a function of the distance
between nodes is presented in Fig. 13. According to the
datasheets TelosB modes have a range of up to 125 m.
However our tests, done in the open field have shown that at
a distance of 120 m the packet losses are unacceptably high
(nearly 60%). Accordingly, packet losses less than 2% can
be achieved if the nodes are deployed at up to 70 m apart.
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Figure 13. Packet Loss as a Function of the Distance Between Nodes

V. CONCLUSION

In this study, we have presented the design
considerations and results from the experimental prototype
of a wireless sensor based network for collecting pressure
data that can be used for watering systems and gas pipelines.
The system is based on TelosB motes organized in a WSN
with a suitable designed network protocol which provides
also data control and aggregation. The field-tests aim to
provide insights into the possibilities for optimizing the
network performance and increasing the network lifetime as
a whole. The prototype is based on requirements provided by
the 2™ DSI (2™ Regional Directorate of State Hydraulic and
Water Works) for a water project in Usak, Turkey.

This theoretical and experimental work will provide an
example of the possibilities to apply WSN for better and
more effective control and implementation of farming
watering systems. Such systems are static and the selected
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hierarchical tree network architecture and the pertinently
designed protocol provide both very effective use of network
resources and possibilities for fast determination of leaks and
problems. The performance of the network and its power
consumption were examined in detail and the parameters and
methods to increase both its performance and lifetime were
outlined. To reduce traffic load data aggregation and
sampling rate optimization was suggested. Due to the
adopted addressing scheme the coordinates of the problems
can be efficiently determined without the need of GPS data.

In the future the system can be further enhanced by
connecting to an actuator network that will provide timely
reactions to prevent water waste.

As a result, the work presented in this paper provides the
background for further research and implementation of
wireless sensor networks is agriculture related fields as
automatic watering systems. With small adjustments and
additions the suggested system can be used for gasoline
pipeline monitoring and control as well.
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Abstract--In this paper, a control algorithm is proposed for
a 2x3 nonblocking photonic switch. The switch is a space
divison multistage network using 2x2 optical switching
elements which can serve as basic element for larger size
networks. Theidea behind the proposed algorithm is presented.
The wide-sense nonblocking property of the switch under this
control algorithm is tested and discussed. The results indicate
that the algorithm is capable to maintain the wide-sense
nonblocking property for all possible switch configurations.

Keywords- photonic switch; multistage network; wide-sense
nonblocking; control algorithm

.  INTRODUCTION

Photonic switching architectures based on 2 x 2 optical
switching elements (SEs) are attractive, since they can be
congtructed from directional couplers. The directional
coupler switch is a device with two inputs and two outputs,
both of which are optical signals [1]. The state of the device,
as shown in Fig. 1, is controlled electrically by applying
different levels of voltage on the electrodes.

Although other materials can be used as a substrate,
lithium niobate is the most mature technology for directional
coupler-based optical switch fabrication. A feature of these
switches is their ability to route optical information
regardless of its bit rate or coding format [1]. Severa
directional coupler-based architectures had been proposed in
the literature [2][4][6][8]. This hybrid device will be the SE
of the 2x3 network proposed in this paper.

For a good switching architecture from system
considerations, the number of SEs for a given switch size, N,
should be as small as possible [2]. When the number is large,
implementation is expensive and the optical path is subject to
large power loss and crosstalk. When designed to reduce the
SE number in total and in each path, a switch can have a
large internal blocking probability. The internal blocking
should be avoided or reduced. It can be reduced to zero by
using a good switching control or by rearranging the current
switching configuration. These cases are called wide-sense
nonblocking and rearrangeably nonblocking, respectively [3].
If a blocking condition never arises in a switch, it is said to
be gtrictly nonblocking [3][4].

In this paper, a control algorithm for a 2x3 nonblocking
photonic switch which is derived based on 2x2 SEs is
proposed. The idea behind the proposed algorithm is
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presented. The wide-sense nonblocking property of the
switch under this control algorithm is tested and discussed.

The paper is organized as follows; Section Il provides an
overview of the 2x3 architecture. We explain how to design
it using planar switches. In Section 111, the development of
the control agorithm is explained. The wide-sense
nonblocking property of the switch under this control
algorithm is tested and discussed in Section V. Section V
concludes the discussion.

I.  THE2x3 SWITCH

The N-stage planar switch has N/2 odd stages and N/2
even stages. The odd stages are of N/2 SEs each, while the
even stages are of N/2 — 1 SEs each [5]. In general an N x N
network requires N stages, where N may be even or odd. The
total number of SEsis:

SEs =N/2(N/2+ N/2-1) =N/2(N - 1) 1)

The maximum number of SES in a connection path is
obtained when the optical signal crosses a SE in every stage
of the switching system, that is, when it crosses N SEs. Fig.
2 illustrates a 3x3 N-stage planar switch.

An agorithm for deciding whether a given network is
nonblocking or not is described in [7]. Using this algorithm
the 3x3 switch of Fig. 2 was proved to be blocking unless
rearranged [5][7].

<

bar state Cross state

Figure1l. The statesof a2 x 2 switch element

1 1
3 3

Figure2. A 3x 3 planar switch

Now, if only inputs 1 and 3 of Fig. 2 are used, instead of
using al its three inputs, this will give the 2x3 planar switch
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shown in Fig. 3. Again, the same algorithm described in [7]
can be used to decide if this switch network is nonblocking.

Because the switch network is smple and small, all its
possible states can be manually studied on paper. However,
both methods lead to the same outcome. That is, the network
is nonblocking in the wide sense if all the states in which SE
A is cross (x) and SE B is bar (=) are avoided. In other
words, if SE A is in the cross state, SE B should not be
allowed to get into a bar state, and vice versa. Such a dtate,
which can cause blocking for a network, is said to be a
forbidden state. The set of states of a network, that allow any
required switching without bringing the network into a
forbidden state, was called preservable by Benes[3].

If the 2x3 switch is flipped horizontally, as shown in Fig. 4,
the network will be a 3x2 switch with the same nonblocking
rule still applicable.

The preservable state of the 2x3 network is given in Fig.
5a. The state of the last SE does not affect the state of the
network and this is the reason why it is left blank. The
preservable state of the 3x2 switch is shown in Fig. 5b from
which it is clear that neither input 1 nor input 2 should be
connected to output 1 through SE B. The elements of Fig. 3
and Fig. 4 will be called 2W3 and 3W2, respectively. If these
elements follow the algorithms given in Fig. 5, any future
connection can aways be made without blocking or
additional rearrangement of the existing paths.

The 2W3 and 3W2 elements can be used to build a 4x4
wide-sense nonblocking network. The 4x4 network will
consist of two 2W3 switches, three 2x2 switches, and two
3W?2 switches as shown in Fig. 6.

1 —

A C

2

1
2
3

Figure3. A 2x 3 planar switch

T 1
5 _| A . C
3 2
Figure4. A 3x 2 planar switch
R 1
— 2
2 3
@
1 — 1
2 pum—
3 2

(b)
Figure5. The preservable states for: (a) the 2x3 switch and (b) the
3x2 switch
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Figure6. A 4 x 4 wide-sense nonblocking network

The 2W3 and 3W2 elements can also be used, recursively,
to build larger wide-sense nonblocking networks with the
basic 2x2 SE, aways, representing the smallest possible
subnetwork.

1. THE CONTROL ALGORITHM DESIGN

The 2W3 switch, and al the switches designed,
recursively, based on it, will need a control algorithm to
maintain their wide-sense nonblocking property explained in
the previous section. In this section, a control algorithm is
developed to control the 2W3 switch keeping in mind that
algorithms for controlling larger sizes of switches based on
the 2W3 and 3W2 elements should be addressed separately,
and that the recursive approach is not applicable here.

The number of possible configurations of a switch, of
size N, is given by NI. Thus, the 2x3 switch has 3! = 6
different configurations as shown in Fig. 7 denoted by S;, S5,
Ss, S4, S5, and Sg. The state of each SE for obtaining these six
configurations i< shown in table 1 with “0” used to represent
the bar state and “1” used to represent the cross state.

S1 Sz Ss
s/alivaline
123 123 123
Sy Ss Se
79 X0 00
123 123 123
Figure 7. Possible configurations of the 3x2 switch

Observing Table 1, it can be noted that the highlighted
states, i.e.,, state number 5 and state number 6, are the
forbidden ones. These states can be compensated for by state
number 2 and state number 1, respectively, since they give
the same switch configuration for each case.
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TABLE 1. THE DETAILED SE STATES OF THE POSSIBLE 6
CONFIGURATIONS

=z
o
W
>
W
o8}

S

@

Configuration
Sy
Se
S
S
Ss
Sy
Ss
Ss

o|~N|lo|la|r|lw|[N|R
Rrlr|Rr|[r|lo|o|lo|lo|M
Rrlr|lo|lo|r|r|lo|lo|M
Flo|lr|lolr|lo|lkr|o|M

An algorithm code was written using Visual Basic tool to
control the switch and maintain its nonblocking property.
This tool is event-driven and is governed by an event
processor. When an event is detected, the event procedure
will then be executed [9]. The flow chart of the algorithm
code is shown in Fig. 8. A Graphical User Interface (GUI)
was also developed using Visua Basic.

Yes

cal Address =01
[| Function 1

No

es

Call _

— Function 2 Address =02
No

Yes

Call
— Function 3 Address = 03
No
VvVYY

= Routeinformation accordingly
= Show information on outputs
= Show switch states

'

Figure8. Theflow chart of the algorithm code

Asillustrated in the flowchart, one of the routing functions
1, 2, or 3 is called depending on the destination targeted by
each input. Function 1, function 2, and function 3 are
algorithm codes designed to control the state of SE A, SE B,
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and SE C, respectively. Each function contains tow
subfunctions, one for the bar state, and the other for the cross
state, of the corresponding switch. In each subfunction, all
possible relations between the inputs and outputs of the SE
are examined and, then, the route established if, and only if,
it maintains the preservable states of the 2x3 switch as shown
inFig. 5a.

IV. PERFORMANCE ANALY SISAND DISCUSSIONS

In this section, some results obtained after running the
code will be presented and discussed. The following simulate
window which appears when the start button of the start
window is pressed is shown in Fig. 9. Here, the switches A,
B, and C, are shown as Switchl, Switch2, and Switch3,
respectively. These switches are shown without their current
state which will change accordingly when the simulate
button is pressed after a user inputs the destination output
followed by the data as illustrated in Fig. 10, Fig. 11, Fig. 12,
Fig. 13, Fig. 14, and Fig. 15 for different switching
configurations.

In Fig. 10, the data at input data 1 is routed to output
out_3 through switch 1 and switch 2 which both must be in
the cross state to establish the configuration. If the data from
the same input is to be routed to output out 1 or output
out_2, the switch configuration will look asillustrated in Fig.
11 and Fig. 12, respectively. Note how the forbidden state, in
which switch 2 should be brought into a bar state, was
avoided in the configuration set to establish the new
connection.

SwitchSim

Figure9. The simulate window of the designed GUI

Figures 13, 14, and 15 present simulation results obtained
when the agorithm was tested for two inputs applied at
paralel to the 2x3 switch. From these figures, of special
consideration is the transition of the switch configuration
from Fig. 14 to Fig. 15. From a control point of view, it was
easier just to change switch 2 into a bar state to reconfigure
Fig. 14 to establish the configuration shown in Fig. 15. If
switch 2 was changed into a bar state, input data 2, would
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have been blocked from reaching output out_1, as long as
input data_1 is connected to output out_2 through switch 2.
That is the reason why the control algorithm instead changed
the states of all the switches to avoid the easy, but yet,

forbidden reconfiguration.

SwitchSim

03 INFO_ONE
Data_1

Data_2
Qut_3 | INFO_ONE

Figure 10. Input data_1 to output out_3 switch configuration

SwitchSim

Switchl Switch3

01 INFO_ONE
Data_1

Data_2 ’7

Figure 11. Input data_1 to output out_1 switch configuration

SwitchSim

Switchl

02 INFO_ONE
Data_1

Data_2

Simulate

Figure 12. Input data_1 to output out_2 switch configuration
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V. CONCLUSION AND FUTURE WORK

A control agorithm for a 2x3 wide-sense nonblocking
photonic switching network has been proposed, designed,
and simulated. Some simulation results of the proposed
control algorithm are presented and discussed.

The results indicate that the designed algorithm is capable
to maintain the wide-sense nonblocking property for all
possible switch configurations. Algorithms for controlling
larger sizes of switches based on the 2W3 and 3W2 elements
should be addressed separately since the recursive approach
can not be applied. Authors are now working on designing a
control algorithm for the 4x4 optical switch mentioned in
section I1.

SwitchSim

Switchl Switch3

02 INFO_ONE
Data_1

Data_2 [o1 INFO_TwD

Figure 13. Input data_1 to output out_2 and input data_2 to output
out_1 switch configuration

03 INFO_ONE
Data_1 Out_1
m ouwt 2 |INF_TWO
Data?  [02INF_TWO
3 [INFO_ONE

simulate

Close

Figure 14. Input data_1 to output out_3 and input data 2 to output
out_2 switch configuration
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SwitchSim

i
02 INFO_ONE
Data_1 Out_1
Out_2 |INFO_ONE
Data 2 [pzINF0_TwWO
out_3 [INFO_TWD

Simulate

Figure 15. Input data_1 to output out_2 and input data__2 to output
out_3 switch configuration
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Abstract - Wireless Sensor Networks are an emerging
technology used for environmental monitoring. Security is a
major concern when deploying a network for critical
applications, such as military or medical surveillance. We have
previously developed a security protocol that provides
authentication, anti-replay, integrity and reliability. This paper
presents further optimizations in order to minimize energy
consumption. We have implemented the Energy-efficient
Authentication and Anti-replay Security Protocol in TinyOS
and we have tested its functionality and performance using the
TOSSIM simulator. We have developed a mathematical model
to evaluate energy consumption, determining the control
overhead of the security protocol and the energy saved through
the optimizations and thus proving the efficiency of the
optimizations. The optimized EAASP represents a security
protocol that provides strong authentication and anti-replay,
integrity and reliability, and energy-efficiency.

Keywords -  wireless sensor  networks,  security,
authentication, anti-replay, integrity, reliability, energy-
efficiency.

L INTRODUCTION

Wireless Sensor Networks (WSNs) consist of a large
number of small embedded devices with limited capabilities
and low power consumption that have the abilities to self-
organize into a network and to perform sensing,
communicating and processing tasks [1].

WSNs are used to monitor their environment. Standard
applications that use WSNs are environmental, medical, and
military surveillance and emergency detection [2]. Such
applications require high levels of security.

Securing sensor networks is a challenging task because
of their specific constrains, such as the limited capabilities of
sensor node hardware, and the deployment context [3].

We have previously developed the Authentication and
Anti-replay Security Protocol (AASP), which provides
authentication, integrity, anti-replay and reliability. Our
contributions in this paper consist in several optimizations to
the AASP in order to reduce the energy consumption, such
as minimizing the control overhead, reducing the number of
handshake packets, using negative acknowledgements
instead of positive ones, and aggregating sensed data.

We have also developed a mathematical model that
evaluates the energy consumption introduced by the security
protocol, and we used it in order to perform a formal
evaluation of the control overhead and energy savings.

The rest of the paper is structured as follows: Section II
presents related work, Section III discusses the protocol
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design, Section IV describes the implementation of the
protocol, Section V presents the mathematical model and the
evaluation results, and Section VI discusses the values of the
protocol and concludes the paper.

II.  RELATED WORK

Several significant security solutions for WSNs include
the ZigBee Security Architecture, SPINS, and TinySec.

ZigBee Security Architecture consists in a coordinator
that acts as “Trust Center”, which allows other devices to
join the network and provides them keys [4]. ZigBee works
with three roles: the trust manager that authenticates devices
that want to join the network, the configuration manager that
manages and distributes keys, and the configuration manager
that provides end-to-end security. The infrastructure operates
in two modes: the Residential Mode that is used for low
security residential applications and the Commercial Mode
that is used by high-security commercial applications.

SPINS is a suite of security protocols optimized for
WSNs, consisting of two building blocks: the Secure
Network Encryption Protocol (SNEP) and the “micro”
version of the Timed, Efficient, Streaming, Loss-tolerant
Authentication Protocol (WTESLA) [5]. SNEP provides
confidentiality using encryption, authentication and integrity
by Message Authentication Codes (MAC). nTESLA
provides authenticated broadcast by emulating asymmetry
through a delayed disclosure of symmetric keys. SPINS has
been implemented on top of TinyOS [6].

TinySec has been designed as the replacement of SNEP
and provides confidentiality, authentication, integrity and
anti-replay protection [7]. It implements the Cipher Block
Chaining (CBC) mode with cipher text stealing for
encryption and the Cipher Block Chaining Message
Authentication Code (CBC-MAC) for authentication.
TinySec uses the TinySec-Auth format for authenticated
packets and the TinySec-AE for authenticated and encrypted
packets.

We aim to develop a security protocol that provides
strong authentication through the establishment of an
authentication connection, strong anti-replay through binding
the packet to its context, integrity and reliability, while also
being energy-efficient.

III. AN ENERGY-EFFICIENT SECURITY PROTOCOL

The purpose of this work is to develop a lightweight,
energy-efficient  security  protocol  that  provides
authentication, freshness and integrity for Wireless Sensor
Networks. EAASP has been designed by minimizing the
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energy consumption of the Authentication and Anti-replay
Security Protocol (AASP) [8] [9].

In order to improve the energy efficiency of a protocol
one has to reduce the number of packets communicated by
nodes, and the average packet size. We aim to optimize the
security protocol by reducing the control overhead.

A. Authentication and Anti-replay Security Protocol

We have previously developed a security protocol that
provides two-way authentication, anti-replay protection and
integrity [8].

Authentication is ensured by the use of the Message
Authentication Code (MAC), which is computed from the
payload of the message and a secret key, by applying a
collision resistant hash function. We have used the Hash
Message Authentication Code (HMAC) implementation.

The anti-replay protection derives from binding the
packet to its context, specifically to the previous packet
between the same source and destination, and its sequence
number. The mechanism consists in including the MAC of
the previous packet in the current packet for all messages
sent between the same source and destination.

Integrity is ensured by including the MAC of the current
message in the packet.

For the first packet, authentication is performed by
checking the MAC of the current message. Still, this measure
does not protect against replay attacks. If the exact sequence
of packets between the same source and destination is
captured, it can be easily replayed later.

In order to further strengthen the authentication and anti-
replay protection, an authenticated connection has to be
established before sending any data packets. The
authenticated connection is established in AASP after a four-
step handshake.

In order to prevent the de-synchronization of the anti-
replay mechanism through loss of packets, we have
implemented an acknowledgement mechanism [9]. The next
packet is not sent until the previous packet is acknowledged
by the destination. The source node waits for the
acknowledgement for a specified period of time and, if it
times out, the packet is re-sent.

The authenticated connection has to be re-initiated if one
of the communicating nodes loses its connection data or if
the anti-replay mechanism is de-synchronized. The
connection times out after a specified period of time in which
no data or ACK message is received from the other node. In
that moment, connection data is erased and an authenticated
connection can be re-initiated.

The AASP is effective against malicious injection and
replay attacks. In order to increase its energy efficiency we
aim to reduce the number of control packets and the control
overhead from the data packets.

B. Energy-efficient Authentication and Anti-replay
Security Protocol

In this paper, we present a lightweight security protocol
that uses the basic mechanisms of AASP and has higher
energy efficiency. In order to reduce energy consumption,
we reduce the number of packets and the control overhead.
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1) Reducing the control overhead
The AASP protocol has a header with the following
fields: Previous Hash (P_Hash) — 2 bytes, Current Hash
(C_Hash) — 2 bytes, Authentication (Auth) — 1 byte,
Acknowledge (ACK) — 1 byte and Sequence (Seq) — 1 byte.
EAASP is designed with a protocol header as presented
in Table 1.

TABLE L. HEADER STRUCTURE
EAASP Header Fields
Hash Type Seq
Number of bytes | 2 1 1

The Hash field contains a MAC computed from the
current payload, the previous payload, the secret key and the
sequence number, as shown in Formula (1). The Type field
encodes the type of packet, as presented in section C.

Hash; = MAC(Payload;, Payload;, Seq, K) (1)

The sequence number is taken into account when
computing the hash in order to avoid packet altering by
intermediate nodes.

2) Reducing the number of control packets

AASP has two types of control packets: handshake
packets and acknowledgement packets.

We aim at reducing the number of handshake packets,
while still providing powerful authentication. The
authentication method can be strengthened by sending
random challenges to each other.

We have reduced the number of handshake packets to
three, as presented in Figure 1.

[Hash Auth  PT  Payload
— :Hash(pa;doedeIKllﬂ o H1 Challenge, R
= Hash(payloadH.||K||1) 0 H2 Chall Hash(Challenge,||K}|
—=| Hash(payloadHsjpayloadH[|K||2) 0 H3  Hash(Challenge:|lK)

- AUTHENTICATION READY:
| Hash(msg[Imsg.[[KI[(i+1)) 1 D mSGie1
| Hash({msg, [jmsg.|[KI|(+1)) 1 D mSgy1
| [Hash{msg.,|Imsg.z |IK]|(i+2)) 1 D msgiz

-| 'Hash sllmsgyeal[KIIG+2)) 1 D mSg;2

Figure 1. Energy-efficient Three Step Handshake

The first packet, designated H1, contains a challenge
number randomly generated by the initiating node A. The
second packet, designated H2, is the answer from node B,
and it contains a hash based on the first challenge and the
secret key, and the challenge randomly generated by node B.
The third packet, designated H3, is the response of node A
and contains a hash based on the second challenge and the
secret key. After the three-step handshake is completed, data
packets can be exchanged.

We have used negative acknowledgements to reduce the
number of acknowledgement packets while still maintaining
a certain level of reliability.

The destination is able to detect packet loss when
receiving out-of-sequence packets. The destination stores the
sequence number of the last received and valid packet, and it

202



ICNS 2011 : The Seventh International Conference on Networking and Services

expects the packet with the next sequence number. When it
receives a packet with a sequence number greater than the
expected one, it generates and then sends a Negative
Acknowledgement (NACK) packet back to the source node.

The out-of-order packet is not dropped at the destination
node, and it is stored until all previous packets are received.
The NACK packet contains the sequence number of the first
lost packet — L Seq, and the sequence number of the
received out-of-order packet — R _Seq, in order to prevent the
source node to deliver the out-of-order packet again. The
source node resends all packets with a sequence number
greater or equal to L Seq and less than R Seq, when
receiving a NACK packet. The destination performs an
integrity and an anti-replay check on the re-sent and out-of-
order packets, and it delivers them to the application.

C. Protocol message structure

The EAASP header contains the following fields: Hash
(2 bytes), Type (1 byte) and Seq (1 byte), as presented in
Table 1. The Hash field contains the MAC computed from
the payloads of the previous and current packets, the secret
key, and the sequence number of the current packet. The
sequence number is used by the destination node to detect
lost packets. The Type field encodes the type of a certain
packet and contains the following fields: Auth (1 bit), NACK
(1 bit), PT (3 bits) and QoS (3 bits), as represented in Table
2.

The Auth flag is set to 0 during the three-step
authentication handshake, and it is set to 1 after the
authenticated connection has been established and data
packets have been exchanged. The NACK flagissetto 1 in a
NACK packet and to 0 otherwise.

TABLE II. TYPE FIELD STRUCTURE
Type Field
Auth | NACK | PT | QoS
Number of bits 1 1 3 3

PT represents the Packet Type and is 001 for H1 packets,
010 for H2 packets, 011 for H3 packets, 100 for Data
packets.

The QoS field is used for assigning a priority value to
packets. Because it is implemented on 3 bits, it provides for
8 priority levels. Certain packets can be assigned a higher
priority than others, such as the re-send or control packets.

IV. EAASP IMPLEMENTATION

The EAASP was implemented in TinyOS, an event-
driven, component-based operating system for Wireless
Sensor Networks [6].

1) Implementing the security protocol

EAASP consists of two layers, which were introduced in
the communication stack of the operating system: the MAC
layer and the Authentication layer.

The MACLayerSender component is placed between the
AMSenderC  component and the ActiveMessageC
component, and it has access to all packets sent by the
application layer. In the AASP version this layer placed the
MAC of the previous and current payload in the analyzed
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packet, and it stored the MAC of the current payload in the
component, for further use. In the current, optimized version,
this process has been moved into the Authentication layer,
because it stores a predefined number of sent packets for
further retrieval. If lost, they can be requested by a NACK
packet. This measure avoids duplicating the packet list.
Therefore, the MACLayerSender contains only the routing
protocol implementation.

The MACLayerReceiver is placed between the
ActiveMessageC component and the AMReceiverC
component, and it has access to all packets received by the
node before reaching the application layer.

If the component receives an out-of-order packet, it
stores it, and it delivers it to the upper layers only after all
packets with a lower sequence number have also been
delivered.

The MAC is computed from the payload of the current
packet, the payload of the previous packet, the secret key and
the sequence number of the current packet. If the MAC does
not match the one found in the Hash field of the packet, the
Altered flag is set. If the MAC is correct, the packet is stored
for further use when verifying the MAC of the next packet.
In either case, the packet is delivered to the upper layers.

The Application layer is placed on top of the operating
system, and it uses the components AMSender and
AMReceiver to send to and respectively to receive packets
from the medium. We cannot send control packets, such as
handshake and ACK/NACK packets, from the MACLayer
components; therefore, we must divide the Application layer
into two sublayers: the Authentication layer and the actual
application layer.

Whenever a packet is received by the Authentication
layer from the actual application layer, without having an
authenticated connection with the destination node, the
Authentication layer initiates the three-step handshake by
sending an Authentication Request (H1) packet. The
Authentication layer performs the handshake in order to
establish the authenticated connection.

The Authentication layer keeps track of the sequence
number and stores a list of sent packets that can be used
when packets are lost and a NACK is received from the
destination. The layer computes and writes the protocol
header for each sent packet: sequence number, type and
hash. If it receives an out-of-order or altered packet, it
generates and sends a NACK to the source node. When
sending a NACK, a timer is configured to be fired after a
predefined period of time. If the lost data packets are not
retrieved in that interval, the NACK 1is considered to be lost
and the NACK is resent.

If the Authentication layer receives a NACK, it re-sends
all lost packets. If multiple packets are lost, the first packet is
re-sent from the Receive.receive() event, and the subsequent
packets, except for the out-of-order packet, are sent from the
AMSend.sendDone() event. If it receives a correct data
packet, it delivers it to the actual application layer and stores
the sequence number of this packet.

2) Implementing the routing protocol

TinyOS provides single-hop communication via the

Active Messages stack. In order to ensure multi-hop
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communication, we introduce layer 3 information in packets
and we implement a routing protocol. We use the AM
addresses as layer 2 addresses and we introduce a layer 3
source ID and destination ID in the packets.

The MAC layer contains the implementation of a simple
routing protocol. This layer stores a routing table that
contains the next hop associated with a certain destination.
When the MACLayerSender component receives a packet
from the application layer, it checks the routing table in order
to determine the next hop towards the destination. After that,
it sends the packet to the next hop node by setting it as the
destination in the AM packet.

When the MACLayerReceiver receives a packet with the
layer 3 destination different from the node ID, it checks the
routing table to find the next hop and sends the packet to that
node. A discussion of routing procedures in the EAASP lies
beyond the scope of this article.

V. EVALUATION RESULTS

We evaluate EAASP by determining its
efficiency and its scalability.

energy

A. Simulation results

A first evaluation relies on several test scenarios
implemented with TOSSIM, a simulation tool for TinyOS
applications [10].

1) Single-hop scenario

The first test scenario has the purpose of demonstrating
basic single-hop functionality. We determine the proportion
of lost packets by computing an average value across 20
instances of scenario execution.

Figure 2 presents the TOSSIM output for a single-hop
authentication initialization, connection establishment, and
data packets exchange.

Each line has the following format: The ID of the node,
the component that generates the output, the type of packet
sent or received, the fields, the source and destination of the
packet.

(3): AuthenticationLayer: H1 packet sent [payload=234 hash=56843
type=8 seq=1 (3->1)]

(1): AuthenticationLayer: H2 packet sent [payload=57195 hash=42756
type=16 seq=1 (1->3)]

(3): AuthenticationLayer: H3 packet sent [payload=56185 hash=47406
type=24 seq=2 (3->1)]

(3): AuthenticationLayer: Managed to authenticate myself to node 1
(1): AuthenticationLayer: Managed to authenticate myself to node 3
(3): ApplicationC: Data packet sent [payload=1235 hash=41396
type=160 seq=3 (3->1)]

(1): ApplicationC: Data packet received [payload=1235 hash=41396
type=160 seq=3 (3->1)]

Figure 2. Handshake and data packets

We can observe from Figure 2 that the Authentication
layer is responsible for performing the handshake and for
establishing the connection, and the Application layer has the
role of sending and receiving data packets.

In Figure 3, we can observe that a packet with sequence
11 is lost and the subsequent packet is received by the
destination. It is detected as an out-of-sequence number and
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a NACK packet is sent to the source node, which resends the
packet. The out-of-order packet is stored in the
MACLayerReceiver and it is delivered to the application
layer after the lost packet is received. After that, the next
packet is sent and received correctly at the destination.

(3): ApplicationC: Data packet sent [payload=1243 hash=43279
type=160 seq=11 (3->1)]

(3): ApplicationC: Data packet sent [payload=1244 hash=43260
type=160 seq=12 (3->1)]

(1): AuthenticationLayer: Out-of-order packet received [payload=1244
hash=43260 type=161 seq=12 (3->1)]

(1):  AuthenticationLayer: NACK packet
hash=42686 type=64 seq=2 (1->3)]

sent [payload=11

(3):  AuthenticationLayer: NACK packet received [payload=11
hash=42686 type=64 seq=2 0 (1->3)]
(3): AuthenticationLayer: Data packet re-sent [payload=1243

hash=43279 type=162 seq=11 (3->1)]

(1): ApplicationC: Data packet received [payload=1243 hash=43279
type=162 seq=11 (3->1)]

(1): ApplicationC: Data packet received [payload=1244 hash=43260
type=160 seq=12 (3->1)]

(3): ApplicationC: Data packet sent [payload=1245 hash=43243
type=160 seq=13 (3->1)]

(1): ApplicationC: Data packet received [payload=1245 hash=43243
type=160 seq=13 (3->1)]

Figure 3. Lost and recovered data packets

In order to determine the proportion of lost packets we
have used a scenario in which we have generated 100
packets, we have counted the number of lost packets and we
have computed the percent of lost packets. The scenario has
been run for 20 times in order to compute an average value.
The resulting average value for the single-hop case is 1.55%
lost packets.

2) The multi-hop scenario

As a simple multi-hop scenario we choose a 3 node chain
topology and we send packets from one end to another, as
presented in Figure 4.

(0):  RadioCountToLedsC: Data
hash=43030 type=160 seq=24 (0->2)]
(1): RoutingLayer: Routing packet
hash=43030 type=160 seq=24 (0->2)]
(2): RadioCountToLedsC: Data packet received
hash=43030 type=160 seq=24 (0->2)]

packet sent [payload=1257
through 2 [payload=1257

[payload=1257

Figure 4. Multi-hop packet routing

To determine the proportion of lost packets for a multi-
hop scenario, we have used 10 nodes placed in a chain
topology. We have generated 100 packets, we have run the
scenario for 20 times, and we have obtained an average of
9.55% lost packets for the 10 node chain topology. The
average distance (in hops) from the source node where the
packets are lost is 4.45.

B. Energy consumption

We have developed a mathematical model designated as
the Sent/Received Bytes Evaluation Model that allows us to
determine a measurement of energy consumption in order to
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evaluate the control overhead and to compare EAASP with
AASP.

Similar mathematical models such as [11] include 2™
layer information, which is not useful when analyzing a
security protocol.

In order to -evaluate energy consumption, our
mathematical model takes in consideration only the number
of bytes sent and received by the nodes. We did not include
the relatively insignificant levels of energy consumed when
executing code on sensor nodes, given that 1 bit transmitted
in a sensor network consumes as much power as 800 -1000
instructions [12].

We consider 2 scenarios with the maximum number of
hops between two nodes of 10, and respectively 100 hops.
For each of these scenarios we transfer 10, 20, 50 and 100
packets between two nodes with the maximum number of
hops between them. We use data payloads of 4 and 8 bytes.

Formula (2) evaluates power consumption when no
packet is lost. Nby;, Nby, and Nby; represent the size (in
bytes) of the handshake packets; Nby, represents the size of a
data packet; NP is the number of packets and NH is the
number of hops between source and destination.

EC = (Nbyy+Nbyp+Nbys+ NP*Nbp)*2#(NH+1)  (2)

Formula (3) evaluates power consumption when packets
are lost and NACKSs are used. PPL represents the percentage
of lost packets; ADLP represents the average distance where
packets are lost, Nbyack represents the size (in bytes) of the
NACK packet. This formula takes into consideration that
packets go through a number of nodes before being lost and
that NACK packets are used to retrieve those packets.

EC = (Nbyy;+Nbyp+Nbyz+ NP*Nbp)*2*(NH + 1) + NP*PPL*Nbp*(1
+2*ADLP*NH) + NP*PPL*Nbyacx*2*(NH + 1) (3)

1) 10 hops scenario

The results for sending 10, 20, 50 and 100 packets on a
10 hop chain are presented in Table 3 and Figure 5. All
values are computed in bytes. Energy consumption for a byte
depends on the hardware platform.

We assume that the average distance where the packets
are lost is 50% from the total number of hops, a similar
situation to the one determined experimentally.

TABLE III. 10 HOPS SCENARIO, 4 BYTE PAYLOADS
Number of packets

Packet loss rate 0 20 50 100

No packet loss 2200 | 3960 | 9240 18040
10% packet loss | 2420 | 4400 | 10340 | 20240
20% packet loss | 2640 | 4840 | 11440 | 22440
30% packet loss | 2860 | 5280 | 12540 | 24640
40% packet loss | 3080 | 5720 | 13640 | 26840
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Humber of bytes
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20000 =

15000 u

10000 H
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100 packets

| Global — no packet loss
O Global — 10%: packet loss

O Global — 20% packet loss
B Global — 30% packet loss
o Global — 40% packet loss

10 packets 20 packets 50 packets

Figure 5. 10 hops scenario, 4 byte payloads
2) 100 hops scenario
The results for the 100 hops scenario are presented in
Table 4 and in Figure 6.

TABLE V. 100 HOPS SCENARIO, 4 BYTE PAYLOADS
Number of packets

Packet loss rate 10 20 50 100

No packet loss 20200 | 36360 | 84840 165640
10% packet loss | 22220 | 40400 | 94940 185840
20% packet loss | 24240 | 44440 | 105040 | 206040
30% packet loss | 26260 | 48480 | 115140 | 226240
40% packet loss | 28280 | 52520 | 125240 | 246440

Humber of bytes
300000

250000

200000 =

150000 m

100000 H

W Global - no packet loss
0O Global — 10% packet loss
0O Global — 20%: packet loss

50000

Lo [T |

100 packets

B Global — 30% packet loss

10 packets 20 packets 50 packets

o Global — 40%: packet loss

Figure 6. 100 hops scenario, 4 byte payloads
3) Control overhead
We aim to determine the control overhead (CO) of the
security protocol for 4 and 8 byte payloads. We use Formula
(4) to determine the control overhead. Nbyp is the dimension
in bytes of the EAASP header.

CO = (Nbyy+Nbyy-Nbys+ NP*Nbp)¥2#(NH + 1) +
NP*PPL*Nbyp*(1 + 2*ADLP*NH) + NP*PPL*Nbysci*2*(NH +
1) @)

Table 5 and Figure 7 present the control overhead for the
10 hops scenario, for 100 transferred packets.

TABLE V. CO FOR 4 AND 8 BYTE PAYLOAD PACKETS
Packet loss rate | CO bytes | CO for 4 bytes | CO for 8 bytes
No packet loss 9240 51% 34%

10% packet loss | 11000 54% 37%
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Packet loss rate | CO bytes | CO for 4 bytes | CO for 8 bytes
20% packet loss | 12760 57% 40%
30% packet loss | 14520 59% 42%
40% packet loss | 16280 61% 44%

Control Overhead
0%

60%

50%

. mCO for 4 bytes
40% 0CO for & bytes

Global —no Global — 10% Global — 20% Global - 30% Global - 40%
packet loss packetloss packetloss packetloss packetloss

Figure 7. Control overhead for 4 and 8 byte payload packets

The percentage of control overhead decreases as the
payload dimension is increased. For 4 byte payloads, CO
goes from 51% for no packet loss, to 54% for 10% packet
loss, to 61% for 40% packet loss. For 8 bytes, the CO goes
from 34% for no packet loss, to 37% for 10% packet loss, to
44% for 40% packet loss.

4) EAASP vs. AASP

We compare the two versions of the protocol in order to
determine the extent to which EAASP is more energy-
efficient.

The difference in energy consumption between the two
versions of the protocol is determined in Formula (5). Nby
represents the dimension of the handshake packets in AASP;
Nback is the dimension of the ACK packet; Nbp, is the
dimension of EAASP data packet and Nbyp, is the dimension
of the AASP data packet.

AASP - EAASP = [4*Nby + NP*(Nbp+Nbascx — Nbpe —
PPL*Nbyack) — Nby; — Nby, — Nbyy]*2*(NH + 1) + NP*PPL*(Nbp, —

Nbpe)*(1 + 2*ADLP*NH) (5)

We present results for 10 hops scenario and 4 byte
payloads in Table 6 and Figure 8. All values are represented
in number of bytes, because the energy depends directly on
the number of sent and received bytes.

TABLE VI. AASP vs. EAASP — 10 HOPS, 4 BYTE PAYLOADS
Packet loss rate | AASP | EAASP | Saved energy
No packet loss 42592 18040 24552
10% packet loss | 43802 20240 23562
20% packet loss | 45012 22440 22572
30% packet loss | 46222 24640 21582
40% packet loss | 47432 26840 20592
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45000
40000
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30000
25000
20000 —
15000 —
10000 —
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Global - no  Glokal - 10% Global — 20% Global - 30% Global — 40%:
packetloss packetloss packetloss packetloss packetloss

Figure 8. AASP vs. EAASP

Results indicate that EAASP is considerably more energy
efficient than AASP: the saved energy amounts to 24KB
when no packet is lost, to 23KB for 10% packet loss, and to
20KB when 40% packets are lost. The saved energy
decreases slightly as the percentage of lost packets increases.

5) Data aggregation

We consider sending two 4 byte values into a single
payload in order to reduce energy consumption.

In Table 7 and Figure 11 we compare energy
consumption when sending 50 packets with an 8 bytes
payload and when sending 100 packets with a 4 bytes
payload, for the 10 hops scenario.

TABLE VII. 8 VS4 BYTE PAYLOADS
50 packets | 100 packets

Packet loss rate 8 bytes data | 4 bytes data Saved energy

No packet loss 13640 18040 4400

10% packet loss | 14960 20240 5280

20% packet loss | 16280 22440 6160

30% packet loss | 17600 24640 7040

40% packet loss 18920 26840 7920
Number of bytes
30000
25000 — .

M
20000 | [ms0 packets with 8 bytes data
16000 - - - L
0100 packets with 4 bytes
data
10000 H H H i
5000 H H H —
0 L
no packet 10%: 20%: 30%: 40%
loss packet packet packet packet
loss loss loss loss

Figure 9. 8 vs. 4 byte payloads

We observe that, in each case, sending 50 packets with 8
byte payloads consumes less energy than sending 100
packets with 4 byte payloads. The saved energy is estimated
to 4.4 MB when no packet is lost, 5.2MB for 10% packet
loss, and 7.9MB when 40% of the packets are lost. As the
percentage of lost packets increases, the saved energy also
increases.
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VI. CONCLUSIONS

We have previously developed a security protocol
(AASP) that provides authentication, integrity, anti-replay
and reliability. In this paper we present protocol
optimizations that reduce energy consumption: the control
overhead has been minimized, the number of handshake
packets has been reduced, NACKs have been used for
selective data retransmission, and benefits of data
aggregation have been evaluated.

We implemented the improved security protocol
(EAASP) in TinyOS as two layers in the communication
stack, and we have used TOSSIM to run several test
scenarios in order to demonstrate its functionality and to
evaluate its performance.

We have developed a mathematical model in order to
determine energy consumption. In several test scenarios we
have estimated the energy consumption, we have evaluated
the control overhead, and we have determined the energy
saved by optimizations and also by aggregating data.

The formal evaluation proves that EAASP provides
substantial energy savings in relation to AASP. Data
aggregation can be further used, when possible, to increase
energy efficiency.

The Energy-efficient Security Protocol is an appropriate
choice when authentication, integrity and anti-replay are
required for low-power devices. We have used simulation
and mathematical results to prove the energy-efficiency of all
introduced optimizations.

In further work we will use the QoS bits to prioritize
certain packets, such as negative acknowledgements and re-
sent packets, in order to speed up the retrieval of lost
packets. The QoS bits may also be used in order to reduce
energy consumption caused by traffic congestion.

In a future evaluation, we will compare our security
protocol with other state of the art security protocols, such as
TinySec and SPINS, regarding energy consumption, and the
strength of authentication, freshness and reliability
mechanisms.
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Abstract—SYN flooding attacks exploit the 3-way
handshake characteristic of TCP connection setup to
cause denials of service. Many techniques have been
proposed for the detection of flooding attacks; most are
stateless while a few are stateful. A stateful method
keeps specific information on flows of packets while
stateless methods will only keep counters on specific
packet features. The low performance impact of state-
less methods has led to their predominance in practical
deployments. We introduce a methodology to support a
comparison between methods, which allows to quantify
all key factors which can be used to assess and compare
performance and see how they can be built into a
metric. In this article, we evaluate and compare the
performance of two key DoS detection techniques, one
stateless and one stateful, and investigate their relative
merits.

Keywords—Denial of Service; SYN Flooding; TCP
Handshake; Network Security.

I. INTRODUCTION

Most internet based services rely on the TCP protocol.
Establishment of TCP connections is based on a hand-
shake, more specifically a 3—way handshake (exchange of
3 packets), to reserve and announce suitable resources
at both ends before data exchange can proceed. This
mechanism has however proven to be quite vulnerable to
denial of service (DoS) attacks on servers, which have for
objective to stop legitimate users from using a service
by overloading it with connection establishment requests.
A distributed DoS attack (DDoS) occurs when a large

number of nodes wage such an attack simultaneously.
SYN flooding attacks represent 90 % of most DDoS

attacks [1]. The goal of the attack is to tie the memory
of server machines with half-open connections. A large
number of attack machines send an important number of
connection set-up requests to a single server and, conse-
quently, legitimate clients cannot connect any more to the

server, whose resources have been depleted.
Many techniques have been proposed for the detection of

flooding attacks; most are stateless while a few are stateful.
A stateful method keeps specific information on packets
crossing the router while stateless methods will only keep
counters. The low overhead of stateless methods has led to
their predominance in practical deployments; yet we would
want to know if a stateful method performs significantly
better than a stateless one: As we use more memory and,
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to a lesser degree, more CPU in stateful techniques, we
want significant improvements in detection time, detection
rate and rate of false alarms to justify their use. We also
want to know if they are more robust towards evasion of
detection.

In this article, we describe several stateless and stateful
techniques for flooding attack detection and compare the
performance of two key techniques, representative of each
kind. The originality of this work lies in: (1) reviewing of
the state of the art in stateless and stateful attack detec-
tion, (2) presenting a method for evaluating performance
detection system, and (3) comparing stateless and stateful
methods to establish their relative merit.

This paper is organized as follows. Sections II looks
over previous work in detection and isolates two key
methods for our comparison. In Section III, we introduce
elements of comparison between methods and proceed to
an evaluation of one stateful technique vs. a stateless one in
Section IV. We discuss our results and conclude in Section
V.

II. STATE OF THE ART

Because of space constraint, we do not cover exten-
sively the full range of stateless and stateful techniques,
restricting our study to two, representative techniques and
highlight differences which are specific to each kind. The
reader will be referred to the bibliography for further
reading.

A. State of the Art for Stateless Techniques

Stateless techniques use packet counting and statisti-
cal analysis (e.g. CUSUM) to detect an attack. Packet
information is tallied in a random variable X, over an
observation period (and not continuously). X,, has taken
many forms, based directly on protocols (Blazek and
al. [2]), traffic correlation (Jin and al. [3]) or behaviour
(Ohsita and al. [4]), the presence of specific packets or

packet sequences (Siris and al. [5], Shin and al. [6]).
Wang and al. [7] propose a simple mechanism to detect

SYN flooding attacks by monitoring the normal behaviour
of TCP. Their stateless Flooding Detection System (FDS)
has low computation overhead. For the normal behaviour
of TCP, there must be a match between the number of
TCP FIN (or RST) packets and TCP SYN packets over
all TCP connections. Using the CUSUM method, they
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record the number of SYN and FIN (or RST) packets and
detect discrepancies. The difference between the number
of SYN and FIN (RST) is normalized by an estimated
average number of FIN (RST), to ensure that the FDS is
independent of sites and access patterns. As most TCP
connections last from 12 to 19 s, they set the duration of

observation periods to 20 s.
The weakness of stateless detection methods is that the

attacker can send a mix of packets to thwart detection.
Also, such counting strategies are vulnerable because In-
ternet traffic is bursty and the detection may therefore
raise false alarms (see e.g. [8]). They also lead to rather
long detection periods.

B. State of the Art for Stateful Technique

Stateful techniques rely on a memory of past events such
as occurrence of source addresses (Schuba and al. [9]),
analysis of current condition changes in traffic patterns
due to congestion (Xiao and al. [10]) or other factors (Gil
and Poletto [11], Cheng and al. [12]).

In [13] we have proposed the Unusual Handshake De-
tection (UHD) method. TCP handshakes whose sequence
does not follow the 3 steps standard are recognized as un-
usual handshakes. Those are typically the result of network
congestion and—sometimes—router errors or unreachable
ports; but during DDoS, they can also be the result of
the attack. This work concentrates on detection from the
server side, at the last mile router, and looks at handshakes
from that perspective only. A dedicated data structure
stores all information on the TCP handshakes. For each
flow, the IP source and destination addresses, the source
and destination ports, the arrival time of the last SYN
packet of a new TCP flow and the flag of the TCP packet
are stored. The data structure keeps track of an estimate
of TCP connection latency (RTT, plus delay for memory
allocation for the TCP data structure) per source network,
to set the detection delay for the unusual handshakes.

Stateful techniques require memory to support monitor-
ing. How memory is managed is critical as the available
space may be exhausted with increasing traffic [10] [11]
[12] [13]. Such detection techniques must therefore be able
to detect attacks very quickly to be resource—effective.

III. FRAMEWORK FOR COMPARAISON

As we are interested in comparing stateful and stateless
detection, we use and adapt the methodology we have
presented in [14] for detection. Our purpose is to quantify
all factors which can be used to assess and compare
performance. It is also possible to construct an aggregate
metric from the different factors used to evaluate the
quality of detection to end up with a unique performance

number.
In order to protect the victim efficiently, the essential

objectives are to detect attacks quickly, with accuracy
and with minimal deployment costs. Deployment costs
will reflect the complexity of the detection method, mea-
sured according to the changes it requires compared to a
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defenceless service architecture. These overall objectives
translate into the following criteria: accuracy, latency—or
detection time, deployment cost and robustness, which can
be related to specific measures.

A. Performance Measures

a) Detection Rate: The detection rate is the per-
centage of attacks that are detected as compared to the
total number of attacks [5]. This metric—associated with
the detection time—validates the detection mechanism for
each attack. Similarly, the non-detection rate—or false
negative rate—is a way of determining the errors made
by defences for not identifying the attacks. It corresponds
to the percentage of non-detected attacks compared to
the total number of attacks. It is the complement of the

detection rate.

b) Rate of False Positives: The rate of false positives
or the rate of false detection alarms [15] is another way
of assessing detection errors made by identifying an at-
tack when none occurred. This rate is the ratio between
the number of erroneously-reported attacks and the total
number of attacks. This metric verifies that the detection
mechanism does not make (significant) mistakes. For ex-
ample, we want to know if an increase in traffic or a flash
crowd can cause false alarms.

¢) Latency: The detection time—or latency—metric
reflects the delay in the detection of attacks. The detection
time of the attack is the duration of the time interval
between the beginning of an attack and its detection. The
detection time is important because an attack should be

detected before any severe damage is done.
The latency depends on a number of elements: there

are architectural constraints, for example a polling cycle
to acquire data, and algorithmic constraints, such as the
existence of a time window to average the information over
several acquisition cycles.

B. Deployment Costs

The deployment costs of the defence system depend on
the computation time, the memory overhead, the band-
width overhead and the system complexity as explained
below. In fact, we want to evaluate the increase of these
costs due to the deployment of the detection system.
To evaluate the different elements, we need to perform
two experiments: a first one to find the baseline value of
deployment costs, in the absence of attacks and a second
one to evaluate the increase from the baseline value.

1) Computation overhead in ms: The time required to

process the measured data.

2) Memory in Kbytes: The storage space necessary for
the implementation of the detection mechanism.

3) Bandwidth overhead in %: Should the detection
method imply the transmission of some form of con-
trol messages (e.g. throttle), then this in turn would
yield a reduction of the available bandwidth.

4) Deployment complezity: The deployment complexity,
measured from 1 (low) to 4 (high cost). This measure
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[[ Deployment [[ Cost fet | Priority ||
Complexity y fyly) =y xY Dy
Bandwidth overhead b fo(b) = B (%) Db
Computation overhead ¢ || fc(c) = C (ms) De
Memory m fm(m) =M (KB) | pm

TABLE I: Cost Functions

depends on whether the detection strategy involves
one or several nodes and whether it involves numerous
and substantial modifications to the network.
Finally, the installation of the detection system should
not increase the deployment costs, i.e. it should be inte-
grated with another network device.

C. A Composite Metric

We have shown in [14] how these different measures can
be combined into a composite metric, through a weighted
sum to emphasise certain metrics. Such a composite gives
a global evaluation of the objectives and quality of the
method. Here, we show how to effectively compute such
a metric. To that end, we need (1) a list of the relative
priorities of these elements, (2) a cost function for each
element to have uniform comparison units, (3) values for
the weighting coefficient determined by the priority list.

The priority values are attributed according to the cost
functions. A low priority value represents the cost of an
easy deployment. For example, the composite metric for
the deployment cost DC' is expressed by:

DC = acX fe(e)4am X fm(m)+ay X fo(b)+ay X f,, (y) (1)

with computation overhead ¢, memory m, bandwidth over-
head b, and deployment complexity y, and the matching
weighting factors a_, the cost functions f_ and the priority
p between [1,4] (see Table I).
Similarly, for the performance measure, we build D as
follows.
D=axl+ap,xn+ap,xp (2)

with latency [ in s, rate of false negatives n in %, and rate
of false positives p in %. Each performance measure has
a priority p between [1,3]. As the performance measure is
not a cost, we do not use cost functions. An ideal detection
technique must have a short latency [, as well as, a rate of

false negatives n and positives p as low as possible.
We develop further in Section IV how the weighting

factors can be chosen to build a meaningful composite.

D. Robustness

Robustness is a critical evaluation of a defence and,
unlike previous metrics, it is difficult to define it in terms
of a specific cost.

What we require, in our evaluation of defences, is the
assessment of the effectiveness of the detection as an
attack proceeds. In this case we cannot simply reduce such
assessment to a unique metric, as we expect performance
not to be constant, but to depend on the legitimate traffic
load and characteristics.
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For different quality factors, e.g. false positives, false
negatives, latency, and sensitivity (low threshold) we want
to identify the detection weaknesses:

1) False Positives (or False Alarms): which traffic
conditions increase the rate of false positives?
2) False Negatives: at which rate is it possible to avoid
detection?
3) Latency: how significantly does detection increase
latency?
4) Sensitivity: how do we establish a detection thresh-
old?
On this last point, we note that whereas the value of the
threshold is not too significant when a server is unloaded,
it must be kept as low as possible when we have a high
usage, to preserve useful traffic while providing detection.
Sensitivity is thus denoted by the ability to set a threshold
to allow detection while keeping rates of false positives and

false negatives low.
We therefore propose that robustness be examined as

a standardized test, at a specific usage level. We must
note however that this picture is not complete as stateless
measures can be fooled by specific forms of attacks which
supply the relative number of TCP messages they expect,
hence creating a large number of false negatives. Such an
assessment is required to complement sensitivity/quality
tests. In the following comparison, we will look at the be-
haviour of the specific parameters of robustness assessment
without attempting to build a composite picture.

IV. COMPARISON BETWEEN STATEFUL AND STATELESS
DETECTION METHODS

We choose the following techniques for a comparison

according to the methodology presented above: the FDS

of Wang and al. [7] for the stateless case and our own

UHD [13] for the stateful one. These techniques use for the

detection the behaviour observation of the TCP protocol

and the CUSUM algorithm to confirm the attack.
The a_ values are set as follows.

e As memory is cheap, we assign 1 to the priority be-
cause it is not a significant contribution to deployment
costs. We calculate «,, = 0.1.

o As the processors are more and more powerful, for
the computation overhead, we assign 2 to the priority
and obtain a. = 0.2

o As we want save network resources, for the bandwidth
overhead, we assign 3 to the priority and set oy, = 0.3.

¢ To encourage minimal deployment complexity, we
assign 4 to the priority a,, = 0.4.

These values are chosen because some resources are easy
to obtain and are not too significant, while some elements
are very important and play a fundamental role in the
computation of the deployment cost (DC).

A. Ewvaluation of FDS

a) Performance Measures: From [7], the detection
rate is within the range [70%,100%] and the rate of false
positives is null. The detection time is within [20 s, 487 s].
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We have set an interval for the overall evaluation of
detection of D = [6.6,160.7]. But in practice (see Section
IV-AOc) the method can trigger false positives during flash
crowds.

b) Ewvaluation of Deployment Costs: The computa-
tion overhead for the FDS system represents the time
required for packet classification and addition, and is not
evaluated in the article. As the stateful technique also
needs packet classification, it is not very important to
determine its computation overhead. Also, the addition
operation time is rather insignificant. The computer over-
head is therefore fixed to 0. For storage, FDS uses only two
integers for compiling the number of SYN and FIN pack-
ets, so the memory is only 8 bytes. There is no bandwidth
overhead. We fix the level of the deployment complexity
to 1, because it is very easy. With the weighting coefficient
and the cost function, we evaluate the composite metric
to DC = 0.1 x 8 x 1073 X fi,(m) + 0.4 x 1 x f,(y).

¢) Robustness: The count of SYN and FIN packets
of the FDS technique is not very reliable for the following

reasons:
False Positives or False Alarms. The FDS does not

consider whether a SYN packet is retransmitted, which
does not follow proper TCP behaviour that associates
one FIN packet for one SYN packet. This discrepancy
can lead to false alarms. In one observation period
we could observe a large number of TCP connections
with a duration significantly longer than average, or
alternatively a flash crowd, either of which could trigger
a false alarm because the FIN packet will be counted in
a later observation period and, as a consequence, would
lead to an imbalance between the count of SYN and FIN
packets.

False Negatives. The weakness of counting SYN-FIN
pairs is that the attacker can flood a mixture of SYNs and
FINs in equal numbers. As the consequence, the clever
attacker can evade the FDS detection technique.
Latency. As the observation period corresponds to the
duration of TCP connections (20 s), the detection time is
the number of the observation periods. In most cases, the
detection is therefore triggered after the TCP connection
ends.

Sensitivity. FDS fixes the threshold and varies the
attack rate to evaluate the detection rate.

For all these reasons, the robustness of FDS is low.

B. Evaluation of UHD

a) Performance Measures: As indicated in the paper,
the detection rate is 100 % and the false alarm rate 0%.
The detection time is therefore between 30s and 70 s.
With a weighting coefficient of 0.33, we evaluate the overall

evaluation in between [9.9,23.1]
b) Ewvaluation of Deployment Costs: We have used

a form of XOR-folding, also called bit-folding or bit-
extraction as a hashing function. It is a practical ma-
nipulation of bits combining shifts, masking and logical
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combinations. With XOR-folding, it is easy to construct
a function which will be robust to the permutation of
information; the only challenge is to find the combination
which generates the most dispersion and this can depend
on the nature (i.e. regional character) of the server. Such

issues are however beyond the scope of this paper.

On the Intel Duo processor at 3.00 GHz used for our
experiments, the insertion time and the scanning time are
3.95ms and 20.62ms respectively. These values are very
small. As the networks are identified by 24 bits of an IP
address, the hashing function uses XOR-folding of the two
halves of the 24 bits address into 12 bits—for a basic table
size of 16384 B. In this case, we have observed on the
same data an average length of the chains of 1.65, and
an occupancy rate of 31.7 %. Under normal conditions, we
require extra memory which amounts to at most 21 KB for
the handshake information.

The technique does not use any bandwidth for detection.
The deployment is very easy and this technique can be
built into a last mile router. With the weighting coefficients
and the cost functions, DC evaluates as: 0.1 x (21 +
16.384) X fp, (m)+0.2% (3.95420.62) X fe(c)+0.4x 1% fy (y).

¢) Robustness: As the principle of the detection is
stateful, the attack can exhaust the memory with enough
variety of unusual handshakes. But the detection is fast,
and flow information is reset every period, so the attack is
detected quickly, before using up all the router memory.
False Positives or False Alarms. As the technique does
not count the packets, UHD is not vulnerable to flash
crowds and consequently, it does not produce false alarms.
False Negatives. Of course, if the attacker knows the
principle of the detection, he can try to send a flood of
SYN packets followed by ACK packets to keep a reason-
able balance of SYN vs. non—-SYN packets. This will be
undetected unless we also keep track of TCP sequence
numbers in the data structure. The server, however, would
quite likely reset the connection because of wrong sequence
numbers, which would lead again to another form of
unusual handshake.
Latency. The detection attack can be caught right from
the beginning as the technique observes the TCP hand-
shake. However, as the detection time is linked with
the observation period, such a short observation period
involves a quick detection time.
Sensitivity. From real traces and with merging fictitious
SYN flooding attacks, we have run tests with an attack
rate fixed at 25 % of normal traffic. In Figure 1, we show
the importance of the value the entropy threshold. A
“wrong”—or too tight—value can lead to numerous false
alarms. As UHD detects attacks when the entropy value
is below the threshold, to evaluate the sensitivity of this
value to the detection of false alarms, we measure this rate
while increasing the threshold. Moreover, the start value of
the threshold represents the detection value of a trace. In
Figure 1 we see that, as the threshold increases linearly
beyond a threshold of .44, the number of false alarms
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increases exponentially. In practical terms, this shows that
the number of false alarms is highly sensitive to the level of
the threshold and decreases exponentially as the threshold
is set lower. This, in turn, means that 1) the threshold
does not need to be unduly low to be effective and 2) it
can be set to resist to some degree of fluctuations in traffic
characteristics.
For all these reasons, the robustness of UHD is high.

Sensitivity of threshold

False Alarm

0.35 0.4 0.45 05 0.55 0.6 0.65 0.7
Threshold

Fig. 1: Number of false alarms as function of threshold

C. Summary

In Sections IV-A and IV-B, we have applied a method
for evaluating the performance of the detection mecha-
nisms. For a comparison of the deployment cost of the
two techniques, once we know the real value of the cost

functions, we can evaluate DC.
The greater value of the DC' metric reflects a better

evaluation performance for the stateful technique. We can
observe a shorter detection time interval for the UHD
technique than for the FDS technique and we can conclude
that, as the technique is stateful, detection is faster and
more accurate. Also, the UHD stateful technique is robust
and the FDS mechanism is not as strong as an attacker
can evade the mechanism and it can produce false alarms
during flash crowds. While stateless methods have varying
degree of sensitivity to these issues, they are nevertheless
exposed to them.

V. CONCLUSION AND DISCUSSION

From our comparison of two detection techniques and
for other techniques, and following our assumption that
each technique is representative of its genre, we have
observed that stateless detection is slower and less reliable
than a stateful detection technique. Also stateless tech-
niques cannot respond to the detection as they do not store
information and, as a consequence, cannot as effectively
selectively stop the attack packets whereas stateful tech-
niques store data, which can be used to react to the attack
once it has been detected such as throttling or blocking

attack traffic [16].
Stateful techniques demonstrate significant improve-

ments in (1) the robustness of detection in the presence
of detection evasion techniques (false negatives) or errors
(false positives), (2) detection time, detection rate and
the false alarm rate, and (3) the possibility of using the
information collected by the technique to stop or control
the attack.
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Stateful techniques however use more memory and, to
a lesser degree, more CPU cycles and have higher deploy-
ment cost: they would tend to require dedicated pieces of
equipment whereas stateless techniques would more easily

be embedded in routers.
Finally, we should remind the reader that these tech-

niques can be viewed as complementary. While we have
established the superiority of stateful techniques close to
the edge of the server’s network, stateless methods can be
useful closer to the core of the network, where resources are

scarce, but detection efficiency useful, albeit less critical.
Further research underway aims at better refining and

defining this complementarity to extend our framework to
hybrid models.
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Abstract — We investigate the performance of a visible light
communication (VLC) transceiver for bi-directional high-
speed and short-range wireless data interfaces. The proposed
VLC transceivers with optical antenna structure are
implemented with edge-emitting laser diode and silicon photo
diode, which is primarily designated to operate in a full duplex
mode at 120 Mbit/s. The shielding method that is employed to
reduce the light cross coupling effect inside the VLC
transceiver is proposed and experimentally investigated. The
influence of the tilt degree between two transceivers without
optical antenna and with optical antenna is investigated. Their
bit error rate performance is examined experimentally with
respect to the transmission distance, the coverage range and
the tilt degree.

Keywords - Visible light Communication; Free-space optical
communications; optical wireless

L INTRODUCTION

The various communication technologies have been
advanced to process the immense amount of data
information at a very high speed. Among them, recently,
visible light communication (VLC) technology is attracting
much attention as short range communication means of high
speed. This technology uses light-emitting diodes (LEDs)
emitting light with the wavelength interval of 380-700 nm to
carry information. The VLC technology is a novel kind of
optical wireless communication technology with high
potentially which can play a supplementary role of wireless
communication which is available at any time and any place.
As supplementary system, VLC has many advantages
compared to RF-based wireless communications [1]; (1) It
can potentially use existing local power line infrastructure
for wireless communication as a backbone, (2) The
bandwidth which can use is virtually unlimited, (3) The
security is very outstanding, that is, it is difficult for an
intruder to pick up the signal from outside due to
characteristic of light, (4) Transmitters and receivers using
LEDs are cheap and there is no need for expensive radio
frequency units, (5) Visible light radiations are free of any
health concerns, (6) Furthermore, no interference with RF
based systems exists, so that the use in airplanes or hospitals
is uncritical. Currently, the VLC based on these advantages
has been mainly investigated into various applications, such
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as ubiquitous communication system, intelligent transport
communication system and  illuminating  light
communication system [2], [3].

We have paid attention to use VLC technology in the
high speed and short range communication as a peripheral
interface of hand-held devices such as mobile phones,
notebook computers, digital cameras and so on. Since users
can actively align communication links by observing the
visible beam spot, VLC transceiver does not necessarily
demand a wide coverage, implying that its power
consumption can be potentially lower than other invisible
options. Another key issue to investigate feasibility of
wireless optical connectivity technology is channel
efficiency. Full duplex operation can significantly increase
the efficiency of communication channel, but the self
reflection of transceiver degrades the transmission
performance. It is also difficult for users to align VLC
transceivers to be faced each other for a long time due to the
characteristic of portable equipment. Based on those
observations, we investigated a wireless optical transceiver
especially focusing on the high speed and short range visible
communications. In this letter, we demonstrate a
practicability of VLC transceiver experimentally, which was
designed to operate at 120 Mbit/s in the full duplex mode
with expectation to be used as a peripheral interface of hand-
held devices.

II.  THE PROPOSED VLC TRANSCEIVER

We tried to develop a VLC transceiver in a small
package by gathering optical and electronic technologies and
components currently available in a commercial market. The
optical part of VLC transmitter consisted of three devices; a
light source, collimation lens and a diffuser. For the
compatibility with physical line speed of Ultra Fast Infrared
and for competing with the matured RF-based connectivity
technologies such as WiFi or UWB, the VLC bandwidth was
set to 120 Mbit/s. It is known unfortunately that the LEDs for
ambient artificial illumination or message signboard
typically have the modulation limit of about 10 Mbit/s [4].
The resonant-cavity LEDs (RCLEDs) for plastic fiber
communications have wide modulation bandwidth but do not
have enough power to provide sufficient visibility. Edge
emitted LDs in visible wavelength, on the other hand, have
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higher optical output power and show the better visibility
compared to RCLEDs. In these regards, we adopted edge
emitting LDs for the high speed short range visible light
source. A diffuser was placed in front of LD to avoid the eye
safety regulation strictly applied to laser sources [5]. The
center wavelength of edge emitted LD was 635 nm and the
full width half maximum spectral width was about 5 nm. The
beam divergence of the red edge emitted LD was also
engineered to be less than 10° by placing a diffuser and
collimation lens in front of the metal can package. The beam
spot was visible at the distance of up to 1.2 m in a typical
office environment. The proposed VLC system uses on-off
keying modulation. The measured optical power after a
diffuser was about 1.5 mW.

N
SIS SIS 7////////%

Drawing and picture of the designed optical antenna.

Figure 1.

We investigated two types of VLC receiver, which utilize
two methods of concentrating incoming light at the photo
diode (PD). In the first method, a convex lens is to
concentrate light which is available in the market. The size
of the convex lens was chosen based on the beam divergence
and the transmission distance, noting that a convex lens with
bigger diameter has in general the smaller angle of field of
view (FOV). In the designed VLC receiver, a convex lens
with 7-mm diameter was used in front of PD. The second
method uses an optical antenna as shown in Fig. 1, which
was particularly designed for VLC receiver applications.
Since optical antenna generally requires a more exact
alignment, the optical antenna needs to be designed for a
wider FOV. The measured FOV of our optical antenna is
about £10° . In addition, the surface of inside of the VLC
receiver is coated for full reflection to help concentrating the
incoming light. The ambient light is a noise source to the
VLC optical receiver. The major source of ambient light
inside building is indoor lightings. The power spectrum of
the photo detector output in the presence of fluorescent light
extends up to 100 kHz [6]. An electrical high-pass filter with
300 kHz cutoff-frequency was equipped right after a photo
diode to reduce the influence of ambient light. No additional
optical filter was used in the proposed VLC receiver.

III. THE PERFORMANCE EXAMINATIONS

Fig. 2 is a schematic of the experimental setup to
examine the designed VLC transceivers. VLC transceiver 1
was connected to a pulse pattern generator (PPG), PPG1
which generated a 2’-1 pseudorandom binary sequence
(PRBS) at 120 Mbit/s. Another transceiver, VLC transceiver
2, was connected to an error detector, so that two VLC
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transceivers face each other as shown in Fig. 2. Transceiver 2
moved along X axis and Y axis while measuring the
performance of the VLC transceiver. The bit error rates
(BERs) were measured varying the transmission distance of
X cm and the coverage range of Y cm. The distance and
coverage are varied from 5 cm to 130 cm and from -10 cm to
+10 cm, respectively.

¥ axis

Figure 2. Experimental setup for performance measurements.

We designed the VLC transmitters to have the beam
profile which can provide the uniform optical power
distribution over the entire shining circle, so that the BERs at
a distance were almost same within a coverage range. It
should be also noted that a clear boundary of the shining
circle is observed, which is beneficial to clear visibility of
the spot. One of the major reasons that limit the usage of full
duplex mode in optical link is the cross coupling of light.
There may be some tricky cases for the optical link
applications where detrimental light scattering is serious and
a receiver can be blinded by the light of its own transmitter.
We carried out the measurements with and without the
presence of the cross coupling light. In Fig. 2, Transceiver 2
is arranged to transmit a PRBS signal by turning on PPG2,
which generates a cross coupling light interference to
Transceiver 1 under investigation.

Coverage [cm)
Cowverage (cm)

20 40 60 @ 100 120
Distance (cm)

20 40 60 8 100 120
Distance {cm)

(@ (b)

Figure 3. The BER performance of a transceiver at 120 Mbit/s over the
visible link as a function of transmission distance and coverage
(a) without cross coupling light (b) with cross coupling light.

Fig. 3 is the comparison of the BER performance of the
proposed VLC transceivers without and with cross coupling
light. Fig. 3 (a) shows that VLC system without cross
coupling light can provide BERs lower than 107 at the
distance of about 110 cm and within the coverage of about
17.5 cm. But, Fig. 3(b) reveals that with cross coupling light
the distance and the coverage for successful communications
were reduced to about 70 cm and about 11 cm respectively.
Note that the divergence angles for successful
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communications were not affected by the cross coupling
light.

A metal shield between LD and PD was utilized to block
the scattered or reflected light as shown in Fig. 4(b).

PD LD PD LD

Shield

(b)
Figure 4. Pictures of VLC transceivers
(a) without a shield (b) with a shield.

Fig. 5 shows the BER performance improvement
achieved by reducing the influence of cross coupling light,
extending the transmission distance and coverage range up to
about 100 cm and about 15 cm respectively.

Coverage (cm)

20 40 80 8 M
Distance {cm)

Figure 5. The BER performance of a transceiver with a shield in the
presence of cross coupling light.

The tilting effect of the VLC transceiver was investigated
because it is generally difficult for users to locate or to
maintain the VLC transceivers facing each other exactly in
many practical applications. While VLC transceiver 2 was
tilted by 8° intentionally in Fig. 2, the BER performance was
measured to obtain the Fig. 6. It was found out that the VLC
transceiver equipped with an optical antenna experiences
greater reduction in the transmission distance for successful
communications with the tilting angle, but reveals better
coverage range characteristics, in comparison with the VLC
transceiver with a convex lens.

COvEerage (om)
Coverage (cm)

Distance [cm)
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Figure 6. The BER performance of transceiver at 0 and 8 degree tilt
(a) with a convex lens (b) with an optical antenna.

IV. CONCLUSION

We demonstrate the feasibility of the visible light
transceiver for the high speed and short-range peripheral
wireless interface applications of hand held devices. The
proposed VLC design approach features What-Y ou-See-Is-
What-You-Send security by employing visible lights as
communication media. This paper proved the practicability
of a 120 Mbit/s VLC transceiver using an edge emitted LD
and a silicon PD, by presenting the BER performance
measurements with respect to the transmission distance and
the coverage range. VLC system without cross coupling light
can provide BERs lower than 10™ at the distance of about
110 cm and within the coverage of about 17.5 cm. But, the
distance and the coverage for successful communications
were reduced with cross coupling light to about 70 cm and
about 11 cm respectively. A metal shield between LD and
PD reduced the influence of cross coupling light and
extended the transmission distance and coverage range up to
about 100 cm and about 15 cm respectively. It was found out
that the VLC transceiver equipped with an optical antenna
experiences greater reduction in the transmission distance to
about 50 cm for successful communications, but reveals
better coverage range characteristics with the tilting angle of
8 degree, in comparison with the VLC transceiver with a
convex lens. It may need to be further investigated for
improvement in the transmission distance and the coverage
range.
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Abstract—The deployment of the BitTorrent protocol in the
early 2000s has meant a significant shift in Peer-to-Peer tech-
nologies. Currently the most heavily used protocol in the Internet
core, the BitTorrent protocol has sparked numerous implementa-
tions, commercial entities and research interest. In this paper, we
present a mechanism that allows integration of disparate swarms
that share the same content. We’ve designed and implemented a
novel inter-tracker protocol, dubbed TSUP, that allows trackers
to share peer information, distribute it to clients and enable
swarm unification. The protocol forms the basis for putting
together small swarms into large, healthy ones with reduced
performance overhead. Our work achieves its goals to increase
the number of peers in a swarm and proves that the TSUP
incurred overhead is minimal.

Index Terms—Peer-to-Peer, BitTorrent, tracker, unification,
TSUP, swarm

I. INTRODUCTION

The continuous development of the Internet and the increase
of bandwidth capacity to end-users have ensured the context
for domination of content-distribution protocols in the Internet.
Currently, most Internet traffic is content Peer-to-Peer traf-
fic, mostly BitTorrent. Peer-to-Peer protocols have positioned
themselves as the main class of protocols with respect to
bandwidth usage.

The arrival of the BitTorrent protocol in the early 2000s has
marked a burst of interest and usage in P2P protocols, with the
BitTorrent protocol currently being accounted for the biggest
chunk in Internet traffic [3]. Modern implementations, various
features, focused research and commercial entities have been
added to the protocol’s environment.

In this paper, we address the issue of unifying separate
swarms that take part in a session sharing the same file. We
propose a tracker unification protocol that enables disparate
swarms, using different .torrent files, to converge. We define
swarm unification as enabling clients from different swarms to
communicate with each other. The basis for the unification is a
“tracker-centric convergence protocol” through which trackers
form an overlay network send peer information to each other.

A. BitTorrent Keywords

A peer is the basic unit of action in any P2P system, and, as
such, a BitTorrent system. It is typically a computer system
or program that is actively participating in sharing a given
file in a P2P network. A peer is generally characterized by its
implementation, download/upload bandwidth capacity (or lim-
itation), download/upload speed, number of download/upload
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slots, geolocation and general behavior (aggressiveness, entry—
exit time interval, churn rate).

The context in which a BitTorrent content distribution
session takes place is defined by a BitTorrent swarm which is
the peer ensemble that participate in sharing a given file. It is
characterized by the number of peers, number of seeders, file
size, peers’ upload/download speed. swarm, one that allows
rapid content distribution to peers, is generally defined by a
good proportion of seeders and stable peers. We define stable
peers as peers that are part of the swarm for prolonged periods
of time.

Communication of peers in a swarm is typically mediated
by a BitTorrent tracker or several trackers which are defined
in the .torrent file. It is periodically contacted by the peers
to provide information regarding piece distribution within the
swarm. A peer would receive a list of peers from the tracker
and then connect to these peers in a decentralized manner. As
it uses a centralized tracker, the swarm may suffer if the tracker
is inaccessible or crashes. Several solutions have been devised,
such as PEX (Peer EXchange) [1] or DHT (Distributed Hash
Table) [11]. The tracker swarm unification protocol presented
in this article enables redundancy by integrating multiple
trackers in a single swarm.

B. Tracker Swarm Unification Protocol

The goal of the tracker swarm unification protocol is the
integration of peers taking part in different swarms that share
the same file. These swarms, named common swarms, use
the same content but different trackers.

We have designed and implemented a tracker network
overlay that enables trackers to share information and integrate
peers in their respective swarms. The overlay is based on the
Tracker Swarm Unification Protocol (TSUP) that allows up-
date notification and delivery to trackers from the overlay. The
protocol design is inspired by routing protocols in computer
networks.

At this point, as proof of concept, the tracker overlay is
defined statically. All trackers know beforehand the host/IP ad-
dresses and port of the neighboring trackers and contact them
to receive required information. The integration of dynamic
tracker discovery is set as future work. Each tracker may act
as a “router”, sending updates to neighboring trackers that may
themselves send them to other trackers.
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II. TRACKER UNIFICATION
A. Motivation

It is also possible that different users create different .torrent
files, but with the same files for sharing. If the .torrent files
don’t refer the same tracker, each one will represent another
swarm. The peers from different swarms do not know each
other and integration is not accomplished.

By unifying swarms the communication between peers is
possible. Every client will have the opportunity of increased
connections to other peers, increasing the download speed and
decreasing the download time. By having more peers in the
swarm, the number of stable seeders also increases and the
client can approach its maximum potential.

B. Solution

The protocol proposed in this article, named Tracker
Swarm Unification Protocol (TSUP), renders possible the
unification of swarms which share the same files, by employ-
ing a tracker network overlay. A tracker which implements
this protocol will be referred here as an unified tracker.

Legend:

1 ' peers for BigFileX.zip

BigFileY.zip's
swarm o

2 | peers for BigFileY.zip

unified tracker

E._

“ BigFileX.zip's

WE|

Figure 1. Unified trackers

Torrent files created for the same content have the same
info_hash. So in swarms that share the same file(s) (common
swarms), peers will announce to the tracker the same info_-
hash. Therefore, TSUP capable trackers can “unify” them by
communicating with each other in order to change information
about peers which contribute to shared files with the same
info_hash. In order to accomplish this, unified trackers send
periodic updates to each other, containing information about
the peers from the network.

III. TSUP

As mentioned above, TSUP is the acronym for Tracker
Swarm Unification Protocol. TSUP is responsible with the
communication between trackers for peer exchange informa-
tion in common swarms.
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A. Protocol Overview

For transport layer communication, the protocol uses UDP
(User Datagram Protocol) to reduce resource consumption. A
tracker already possesses a lot of TCP (Transport Control
Protocol) connections with each other peers. Adding more
TCP connections to each neighboring tracker would increase
TSUP overhead too much for a big tracker overlay. The
messages passed from one tracker to another do not need
TCP’s flow control and need a lower level of reliability than
TCP as it will be explained below. The simplicity of the
UDP protocol gives the advantage of a smaller communication
overhead.

In TSUP’s operation the following processes may be iden-
tified:

o Virtual connections establishment process: A three-
way-handshake responsible with establishing a UDP
“connection” between two linked trackers at the appli-
cation layer. The process is started by a SYN packet
(synchronization packet).

« Unification process: The trackers exchange unification
packets (named SUMMARY packets) during a three-way-
handshake in order to find out which are the common
swarms.

o Updating process: The trackers exchange peers from
common swarms, encapsulated in UPDATE packets.

« Election process: The establishment of a swarm leader
which is responsible with receiving all updates from
the neighboring linked trackers, aggregating them and
sending the results back.

The unification process includes an updating process in its
three-way-handshake, such that the two operations, unification
and update, are run in pipeline. Whenever a new torrent file
is registered to the tracker, a new swarm is created. The
unification process is triggered and a SUMMARY packet is
immediately sent to each neighboring tracker, informing the
others of the new swarm.

The updating process is started periodically, such that
UPDATE packets are sent at a configurable interval of time to
each tracker in a common swarm. A typical update interval is
30 seconds.

In order to maintain the virtual connections between track-
ers, HELLO packets are sent periodically, acting as a keep-
alive mechanism. A typical HELLO interval is 10 seconds,
but its value may be changed from protocol configuration. If
no HELLO packet is received during a configurable interval,
called disconnect interval, the virtual connection is dropped
and the virtual connection establishment process is restarted
for that link by sending a SYN packet.

Some packets, such as UPDATE packets, must be acknowl-
edged. If no answer or acknowledgement is received, the
packet is retransmitted. For example, UPDATE packets are
resent at each hello interval until an acknowledgement is
received.

It is not a problem if some UPDATE packets are lost
and arrive later to destination. However they need to be
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acknowledged and they are retransmitted in order to increase
the probability of their arrival. TCP, by offering reliability, pro-
vides a faster delivery of updates in case of a network failure
which is not needed in the case of TSUP. Lower overhead is
considered here more important that fast retransmission. Thus
TSUP implements a timer-driver retransmission, as opposed
to data-driven used by TCP [10].

Periodically sent packets, the keep-alive mechanism, ac-
knowledgements and retransmissions contribute to the low
reliability needed in TSUP. They help exceed the drawbacks
of the UDP transport protocol, and also give a more efficient
communication than a TCP one.

B. Tracker Awareness

Tracker communication is conditioned by awareness. For
this purpose, in the current version of the protocol, each tracker
is configured statically with a list of other communicating
trackers. Each element of the list represents a link which
is identified by the tracker host name (URL or IP address)
and port. Other parameters for the link may be configured;
some of them may be specific to the implementation. If the
virtual connection establishment process is successful, the link
becomes a virtual connection, which is conserved with keep-
alive packets (HELLO packets).

A future version of the protocol will incorporate the design
of a tracker discovery mechanism capable of generating the list
of communicating trackers for each tracker dynamically, with
the benefit of scalability and reduction of the administrative
overhead.

C. Tracker Networks

To improve TSUP’s scalability, trackers may be grouped
together in networks named tracker networks. Connections in
all tracker networks are full mesh. Two networks are connected
with the aid of border trackers (see Figure 2).

Legend:
internal link

external link
(internal) network

external network

E tracker

border tracker

Figure 2. Tracker Networks

To configure a topology which contains multiple networks,
each link of each tracker must be set as an internal link or an

Copyright (c) IARIA, 2011.  ISBN: 978-1-61208-133-5

external link (see Figure 2). Trackers connected with internal
links are part of the same tracker network; trackers connected
with external links are part of other networks. However, the
ones from the first category may also be classified as belonging
to an internal network and the ones from the second category
as being from an external network. A complete graph,
using internal links as edges is an infernal network, and a
complete graph with external links as edges is an external
network (see Figure 2). A tracker which has both internal and
external links is a border tracker. Peer information received
from an internal network originates from internal peers while
information received from an external network originates from
external peers. Peers connected to a tracker with TCP, via the
BitTorrent protocol, are called own peers. The links between
trackers in a network, whether internal or external, must be
full mesh.

In order to use a scalable and low resource consuming
communication within a network, trackers are organized in
groups depending on the unified swarm. Therefore a tracker
may belong to more than one group at the same time, the
number of groups it belongs being equal with the number of
swarms present on that tracker. Each group contains a swarm
leader responsible for sending peer updates to peers in the
group. The other group members, instead of sending updates
to other members on a full mesh graph, it sends updates to
the swarm leader on a tree graph, reducing updating overhead.
These updates propagate to other peers in the group.

In accordance to graph theory, the number of updates sent
in a swarm without the swarm leader mechanism (full mesh)
is computed by using the formula below:

UPDATES uiimesh = 2 - w

The number of updates sent within a swarm using the swarm
leader mechanism (tree) are:

=n(n—-1) (1)

UPDATEstarmleadeT = 2(” - 1) (2)

As may be observed from the formulas above the complex-
ity decreases from O(n?) in a full mesh update scheme to
O(n) with the swarm leader scheme.

Each swarm contains two swarm leaders, one for the internal
network (which sends updates through internal links), called
internal swarm leader and one for the external network (which
communicates updates through external links), named external
swarm leader.

As connections are full mesh in an internal network, the
internal peers (received from other trackers from the internal
network) are distributed to other internal trackers only by
the internal swarm leader and in no other circumstance by
another tracker. Through analogy, in an external network, peers
(received from other trackers from the external network) are
distributed to other external trackers only through the external
swarm leader. On the other hand, internal peers are distributed
to external trackers and external peers to the internal trackers.
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Own tracker peers are distributed both to the internal and the
external network.

Swarm leaders are automatically chosen by trackers during
the election process which is started periodically. There are
metrics used in order to choose the most appropriate leader.
The first and most important one prefers as swarm leader a
tracker which possesses the smallest number of swarm leader
mandates. The number of mandates is the number of swarms
where a tracker is swarm leader. This balances the load of the
trackers — as the number of mandates of a tracker increases,
its load also increases. In the current version of the protocol
the grouping of trackers into networks and the selection of
border trackers is done manually (statically) by the system
administrator.

When two network trackers A; and A, are connected
indirectly through other network trackers B;, if A; and A5 use
a common swarm and 53; doesn’t use this swarm, then the A;
trackers cannot unify unless the border trackers are specified in
the configuration. This happens because the configured border
trackers must unify with any swarm, although they do not have
peers connected from that swarm.

Grouping trackers in networks increases system scalability,
but also network convergence time. The update timers can be
set to a lower value for border trackers to limit convergence
overhead. The system administrator should opt between scal-
ability and convergence and adapt the protocol parameters to
the specific topology.

IV. IMPLEMENTATION DETAILS

TSUP is currently implemented in the popular XBT Tracker
[9], implemented in C++. The extended TSUP capable tracker
was dubbed XBT Unified Tracker.

The original tracker implements an experimental UDP Bit-
Torrent protocol known as UDP Tracker. Because TSUP also
uses UDP and communication takes place using the same port,
TSUP-specific packets use the same header structure as the
UDP Tracker, enabling compatibility.

XBT Tracker uses a MySQL database [8] for configuration
parameters [7] and for communication with a potential front
end. XBT Unified Tracker adds parameters for configurations
that are specific for TSUP and uses a new table in order
to remember links with other trackers and their parameters.
Tracker awareness, as described in III-B, is implemented in
the database.

Besides the HTTP announce and scrape URLs, the original
tracker uses other web pages for information and debugging
purpose. The unified tracker adds two extra information web
pages for monitoring. The trackers web page shows details
about every link and the state of the connection for that link.
For every swarm, the swarms web page shows the list of peers
and the list of trackers connected for that swarm.

V. EXPERIMENTAL SETUP

TSUP testing activities used a virtualized infrastructure and
a Peer-to-Peer testing framework running on top of it. We
were able to deploy scenarios employing various swarms,
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ranging from a 4-peer and Il-tracker swarm and a 48-peer
and 12-tracker swarm. Apart from testing and evalution, the
infrastructure has been used to compare the proposed tracker
overlay network with classical swarms using a single tracker
and the same number of peers. We will show that a unified
swarm has similar performance when compared to a single
tracker (classical) swarm.

In order to deploy a large number of peers we have used a
thin virtualization layer employing OpenVZ [5]. OpenVZ is a
lightweight solution that allows rapid creation of virtual ma-
chines (also called containers). All systems are identical with
respect to hardware and software components. The deployed
experiments used a single OpenVZ container either for each
tracker or peer taking part in a swarm. A virtualized network
has been build allowing direct link layer access between
systems — all systems are part of the same network; this allows
easy configuration and interraction.

The experiments made use of an updated version of hrktor-
rent [2], a lightweight application built on top of libtorrent-
rasterbar [4]. Previous experiments [13] have shown libtorrent-
rasterbar outperforming other BitTorrent experiments leading
to its usage in the current experiments. The experiments we
conducted used a limitation typical to ADSL2+ connections
(24 Mbit download speed limitation, 3 Mbit upload speed
limitation).

tsup-mta-3-2011.01.22-02.39.51
tsup—-mta-3-15: a test swarm ( 12 Seeders, 36 Leechers, 12 Trackers),

Download speed (Mbit's)

0 500 1000 1500 2000 2500 3000
Time(s)

Figure 3. Sample Run Graphic

An automatically-generated sample output graphic, describ-
ing a 48 peer session (12 seeders, 36 leechers, 12 trackers)
sharing a 1024 MB file is shown in Figure 3. The image
presents download speed evolution for all swarm peers. All
of them are limited to 24 Mbit download speed and 3 Mbit
upload speed.

All peers use download speed between 2 Mbit and 5 Mbit on
the first 2000 seconds of the swarm’s lifetime. As the leechers
become seeders, the swarm download speed increases rapidly
as seen in the last part of the swarm’s lifetime, with the last
leechers reaching the top speed of 24 Mbit.
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VI. SCENARIOS AND RESULTS

In order to test the overhead added by TSUP to BitTorrent
protocol, we have made a set of test scenarios which compare
the average download speed for a swarm with unified trackers
and for another swarm with just one non-unified tracker, but
the same number of leechers and seeders. Each test scenario
is characterized by the shared file sizes, the number of peers
and, in the case of tests with unified trackers, by the number
of trackers. We shared 3 files of sizes 64MB, 256MB and
1024MB. In the test scenarios with unified trackers for each
file we tested the swarm with 1, 2, 4, 8 and 12 trackers. On
each tracker there were connected 4 peers, from which 1 is a
seeder and 3 are leechers. So, for example, in a scenario with
8 trackers there are 8 seeders and 24 leechers, totalizing 32
peers. Having 3 files and 12 trackers in the biggest scenario we
needed to create 36 .torrent files, because for each shared file
we made a .torrent file for each tracker. In the corresponding
test scenarios with non-unified trackers, there is just one
.torrent file for each shared file. We varied the numbers of
seeders and leechers connected to the tracker so that they have
the same cardinality with the corresponding unified trackers
scenarios.

Each test scenario has been repeated 20 times in order to
allow statistical relevance. The average download speed was
calculated as an average value from the 20 sessions.

Results may be seen in the table from Figure 4, which
depicts the results for each file size, in the top (64MB), middle
(256MB) and bottom part of it (1024MB), respectively. For
each of this two situations the mean download speed (“mean
dspeed”) and relative standard deviation (“rel.st.dev.”) is de-
picted. In the right part, titled “perf. Decrease” (performance
decrease), shows the percent of download speed decrease
induced by the overhead of the TSUP. I