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The Twenty-Third International Conference on Networks (ICN 2024), held between May 26-30, 2024
in Barcelona, Spain, continued a series of events organized by and for academic, research and industrial
partners.

We solicited both academic, research, and industrial contributions. We welcomed technical papers
presenting research and practical results, position papers addressing the pros and cons of specific
proposals, such as those being discussed in the standard fora or in industry consortia, survey papers
addressing the key problems and solutions on any of the above topics short papers on work in progress,
and panel proposals.

The conference had the following tracks:

 Communication

 Networking

 Advances in Software Defined Networking and Network Functions Virtualization

 Next generation networks (NGN) and network management

 Computation and networking

 Topics on Internet Censorship and Surveillance
We take here the opportunity to warmly thank all the members of the ICN 2024 technical program

committee, as well as all the reviewers. The creation of such a high quality conference program would
not have been possible without their involvement. We also kindly thank all the authors who dedicated
much of their time and effort to contribute to ICN 2024. We truly believe that, thanks to all these
efforts, the final conference program consisted of top quality contributions.

We also thank the members of the ICN 2024 organizing committee for their help in handling the
logistics and for their work that made this professional meeting a success.

We hope that ICN 2024 was a successful international forum for the exchange of ideas and results
between academia and industry and to promote further progress in the field of networks. We also hope
that Barcelona provided a pleasant environment during the conference and everyone saved some time
to enjoy the historic charm of the city.
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mmWave UAV-assisted Information-Centric Wireless Sensor Network for Disaster-

Resilient Smart Cities: Preliminary Evaluation and Demonstration 

Shintaro Mori 

Department of Electronics Engineering and Computer Science 
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8-19-1 Nanakuma, Jonan-ku, Fukuoka 814-0180, Japan 
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Abstract—This paper presents an information-centric wireless 

sensor network-based ecosystem for smart-city applications. 

The proposed scheme aims for an integrated non-terrestrial 

wireless network using unmanned aerial vehicles with higher 

frequency bands for future broadband wireless communication 

in disaster-resilient smart cities. To demonstrate the feasibility 

of the proposed scheme, we performed a preliminary evaluation 

in terms of network performance, including throughput and 

jitter in the application and TCP layers. In addition, as one of 

the scenarios to be applied for disaster-information sharing 

systems, we demonstrated a video-streaming test through an on-

site experiment, which will explore a new wireless networking 

technology in promising mmWave bands.  

Keywords—millimeter-wave; unmanned aerial vehicle; 

information-centric wireless sensor networking 

I.  INTRODUCTION 

Emerging technologies, such as the Internet of Things 
(IoT), metaverse, and artificial intelligence, enable crowd 
sensing in central city areas. Thanks to the massive amount of 
valuable information they provide, problems related to 
urbanization, social needs, and governmental structures can be 
mitigated. Smart cities are a new paradigm that can lead to the 
provision of smart services centered around healthcare, 
transportation, energy, and natural disasters. This makes cities 
greener, safer, and friendlier for residents [1]. To take 
advantage of one of the essential elemental technologies 
underpinning the social infrastructure, we propose Wireless 
Sensor Networking (WSN) technology for disaster-resistant 
smart cities. Such technologies usually provide daily services, 
but in our approach, disaster-related information is shared 
using the same system when a disaster occurs. This approach 
brings two advantages: economic efficiency (i.e., we can 
eliminate the necessity of an exclusive disaster-
communication and networking system) and availability 
improvement (i.e., the system can be available in emergencies 
because it is already in place for performing daily operations). 
At the same time, we need to make sure the proposed scheme 
can provide a high data rate and low latency with stable 
connectivity to establish a new sustainable smart-city 
ecosystem. 

Millimeter-Wave (mmWave) communications have been 
recognized as a revolutionary new research domain in future 
mobile networking technologies, which can support a wider 
bandwidth compared to current mainstream spectrums, such 

as ultra-high frequency and microwave bands. Due to the vast 
spectrum bandwidth, mmWave communication enables a 
multi-gigabit data transfer [2], and the spectrum is globally 
assigned (for example, in 28, 38, and 60 GHz in the cellular 
network utilized in the 3GPP-FR2 [3]). Therefore, mmWave 
communication is positioned at the forefront of the global 
frontier and is an essential element in any discussion on next-
generation wireless communications. As a global standardized 
system, one of the most important technology is a Wireless 
Local Area Network (WLAN), which helps smartphone users 
connect to the local network. In contrast to other mmWave 
communication systems, such as local 5G or private 5G, the 
IEEE 802.11 family has the advantage of widespread user 
terminals, which yields economic benefits in common device 
usage in the phase of smart-city deployment. IEEE 802.11 ay 
is the latest version of mmWave communications and operates 
under the point-to-point and point-to-multi-point topologies in 
indoor and outdoor environments on the unlicensed 60-GHz 
bands. IEEE 802.11 ay has been specified to improve the 
legacy IEEE 802.11 ad while guaranteeing backward 
compatibility for legacy users. 

IEEE 802.11 ay supports mesh networks, which can 
provide a cost-efficient broadband wireless solution to replace 
fiber optical networks in city areas. The IEEE 802.11 ay-
compliant mesh network can be deployed using a combination 
of Distribution Nodes (DNs) and Client Nodes (CNs), i.e., 
multiple DNs are linked to each other to form a backhaul mesh 
network, and end-users can access the network via CNs. The 
mesh network is structured and works based on multi-hop 
communication and dynamic controls, such as finding the 
most efficient path for information en route, i.e., if one DN 
goes down, another can immediately take over its role, thereby 
improving the network’s availability. As such, the mesh 
network has suitable features for a network that supports 
disaster-resistant smart cities. As a commercial product, Meta 
(Facebook) offer Terragraph (TG) as an IEEE 802.11 ay-
compliant mesh network [4]. TG aims to provide an 
alternative low-cost solution for operators to provide a similar 
cellular network or regional internet service on the unlicensed 
60-GHz band. 

Natural disasters (earthquakes, typhoons, hurricanes, 
floods, and other geologic processes) can potentially cut or 
destroy the existing territorial wireless network infrastructure 
in a disaster area. In this situation, it is a serious challenge to 
provide quick and temporary alternative wireless connectivity, 
but one solution is to use Unmanned Aerial Vehicles (UAVs), 

1Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-174-9
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which improve the coverage by acting as aerial base 
stations [5][6]. Recall for a moment the characteristics of 
mmWave communications: the radio propagates 
straightforwardly, and therefore is significantly attenuated by 
penetration, atmosphere (oxygen), heavy rain, and moisture-
containing material. Fortunately, UAVs can establish more 
reliable Line-of-Sight (LoS) links for ground end-users, which 
leads to a better communication channel. Therefore, UAV-
assisted mmWave wireless networks can provide a broadband 
wireless network offering wide-area coverage even if a 
disaster strikes. 

As we look at the network layer, the protocol suite must 
be designed based on an autonomous and decentralized 
network architecture. Information-Centric Networking (ICN) 
is a remarkable candidate for a future network architecture 
that shifts from host locations to content data [7]. This is 
beneficial in data-intensive applications optimized for content 
retrieval in an autonomous-decentralized ad-hoc network 
environment. ICN names the data instead of the address, i.e., 
the end-users can discover and obtain the data via names, and 
this naming-based retrieval achieves a location-free structure. 
Another vital feature of ICN is in-network caching, i.e., the 

data are copied and stored in the cache memories on the 
network nodes, which can be helpful for further data retrieval. 
In ICN systems, the data are handled separately by individual 
content units, i.e., the data can be self-certified and encrypted 
by their producer, which contributes to security improvement. 
Applying ICN to WSN, which yields Information-Centric 
Wireless Sensor Network (ICWSN) [8], positively affects 
network performance, such as boosting data delivery and 
improving data fetching delay. Therefore, ICWSN has the 
potential to solve the challenges arising from the case where 
most WSN devices are resource-constrained with radio 
frequency, processing resource, energy, and memory 
limitations. To provide information related to disasters 
through ad-hoc wireless networks, the data abstraction 
resulting from ICN design contributes to easy data spreading. 

For mmWave UAV communications, Sanchez et al. [9] 
formulated a stochastic channel model for mmWave UAV 
communications under hovering conditions. Gapeyenko et 
al. [10] investigated the use of aerial relay nodes for dynamic 
routing to mitigate the effect of obstacles on the radio links. 
Masaoka et al. [11] investigated mmWave UAV-assisted 
communications for remotely operating and flying unmanned 
devices regardless of ground conditions, achieving high-speed 
data transmission. The use of mmWave bands is growing, and 
this study is positioned as a prior effort to them. 

Consequently, this paper investigates an ecosystem to 
support application services for disaster-resilient smart cities. 
The proposed scheme is constructed based on the mmWave 
UAV-assisted ICWSN architecture. As part of our ongoing 
work [12][13][14], we have been developing a test field for 
ICWSN in the mmWave band. In this work, we describe the 
developed test field and aerial node using an industrial UAV. 
As a contribution of this paper, to illustrate the effectiveness 
of the proposed scheme, we evaluate network performance 
and the feasibility of the scheme. The demonstration includes 
a real-time video streaming application on the mmWave 
UAV-assisted ICWSN system as a scenario that shares a 
disaster-area information. 

The remainder of this paper is organized as follows. 
Section II of this paper gives a brief overview of the 
development of the proposed ICWSN test field. Section III 
describes the proposed scheme. Section IV presents the 
evaluation results and discussion. Section V discusses related 
work. We conclude in Section VI with a brief summary and 
mention of future work. 

II. DEVELOPMENT OF ICWSN TEST FIELD 

We have been developing the testbed device and test field 
to evaluate a mmWave ICWSN framework [12][13][14], as 
shown in Figure 1. The test fields were constructed at the 
KOIL mobility field (Kashiwa, Chiba) and the baseball field 
in Advantech Japan (Nogata, Fukuoka). In this paper, we 
focus more on the baseball field because this is where we 
conducted the experiment. The framework is composed of a 
group of Sensor Nodes (SNs), Relay Nodes (RNs) (classified 
into Ground RN (GRN) and Aerial RN (ARN)), and a Private 
(self-operated) Base Station (PBS). We implemented the PBS 
and RN devices, and the control computer used an industrial 

 

Figure 1. Overview of the test field developed in [12][13][14]. 

 

 

Figure 2. Overview of developed ARN device.  
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Advantech BUD (two-core 1.8 GHz Intel Atom CPU, 4 GB 
RAM, Ubuntu 20.04 OS, and extended processing and 
communications modules) device for reliability and 
robustness. 

For the mmWave TG communication system, we used the 
BeMap MLTG-DN for PBS and MLTG-CN [15] for RN and 
SN. Note that MLTG-DNs can transmit up to distances of 
about 300 m, and all routes must be LoS with no foliage, walls, 
or other obstacles in the link. Their maximum transmission 
power, i.e., Effective Isotropic Radiated Power (EIRP), is 
45 dBm, and the antenna consists of a phased array with 64 
elements. In the beamforming method, the steering angle is  
[–45°, 45°] in the azimuth plane and [–25°, 25°] in the 
elevation plane, and it selects an index of direction among 
predefined beams. The MLTG-DN and MLTG-CN support 
the SC-PHY mode with the adaptive rate control of 1–12 in 
IEEE 802.11 ad/ay and have four channels, consisting of 
58.32, 60.48, 62.64, and 64.80 GHz (central) frequency bands 
with 2.16-GHz bandwidth. 

III. DEVELOPMENT OF ARN DEVICE 

The ARN device consists of a control computer, camera, 
and MLTG-CN mounted on the UAV, as shown in Figure 2. 
The control computer used the BUD device, the same as the 
previously mentioned testbed device. The camera and MLTG-
CN were connected to the computer via the Universal Serial 
Bus (USB) and Ethernet (wired LAN) cables, respectively. As 
shown in Figure 3, due to Japan’s Radio Act and Civil 

Aeronautics Act regulations, the UAV flew with a captive 
flight (not free). Note that the mooring rope is not only used 
to anchor the UAV to the ground but is also bundled with a 
LAN cable in parallel for power supply to the MLTG-CN via 
PoE. Figure 4 shows the network model of the experiment. As 
an end-user terminal, a PC (two-core 1.3 GHz Intel Core i5U 
CPU, 8 GB RAM, and Ubuntu 20.04 OS) was directly 
connected to the PBS, and the static IP addresses were 
assigned for ARN and the PC. The ICN platform used 
Cefore [16], which is a ccnx-compliant protocol stack. Note 
that we only install Cefore in the control computer of ARN 
and PC; the data can be exchanged via the “cefnetd” and 
“csmgrd” daemon processes from the application program. 
Namely, the system can perform based on the ccnx-based 
procedure, including naming, caching, and data management. 

IV. EXPERIMENTAL RESULTS 

Let 𝑑  denote the distance between ARN and PBS. To 
establish the link between two, UAVs hovered at the location 
where 𝑑 = 10 m and at the height of 5 m, the same as that of 
PBS, and the antenna surfaces between SN and ARN and 
between ARN and PBS facing each other. Under this 
condition, the TG link can be reconstructed, including the 
beamforming direction, by restarting MLTG-CN (on the 
ARN). Note that this procedure can be accomplished by 
restarting MLTG-DN (on the PBS), but it takes more time to 
reconfigure than when using MLTG-CN. Figure 5 shows the 
results of network performance. TCP throughput was 
measured every 1 s for 30 s using iPerf3. ICN throughput was 
calculated based on the time intervals when the data provider 
commits static data using the “cefputfile” command from the 
control application, and then the receiver retrieves the data 

 

Figure 3. Field view of experimental site 

 

Figure 4. Network model of experimental site. 

 

 

Figure 5. Experimental results of network performance: (a) TCP 

throughput. (b) Standard deviation for TCP throughput. (c) ICN 

throughput. (d) Jitter versus distance between nodes. 
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using the “cefgetfile” command. The ICN throughput was the 
mean value of the three measures for three different file 
fetches. 

As shown in Figure 5(a), the average TCP throughput is 
891 Mbit/s (in median value) and 735, 787, and 899 Mbit/s (in 
mean value) in the cases where 𝑑  = 10, 20, and 30 m, 
respectively. Note that, in the physical layer, the TG can 
support the data transfer rate up to 1,925–4,620 Mbit/s; 
nevertheless, MLTG only supports Gigabit Ethernet (GbE); so 
this wired interface causes a bottleneck. Figure 5(b) shows the 
variance of TCP throughput. The standard deviation decreases 
when 𝑑  increases because the UAV moves vertically and 
horizontally (including roll and pitch), even if it is stably 
hovering in a fixed position. This movement affects the 
mmWave feature (i.e., straight radio propagation and 
directional beamforming), which can be relatively small for 
far distances of 𝑑 . As shown in Figures 5(c) and (d), the 
average ICN throughputs are 12.2, 13.0, and 14.6 Mbit/s, and 
the average jitters are 712, 669, and 583 μs for 𝑑 = 10, 20, and 
30 m, respectively. These results have the same characteristics 
as that of TCP evaluations in Figures 5(a) and (b). The ICN 
throughput is much lower than that of TCP because the latency 
causing mmWave propagations will affect the ICN layer, and 
Cefore cannot optimally work, which is for wired LANs. 

To demonstrate the provision of information on the 
disaster-stricken area, the ARN performed live video 
broadcasting from the sky to the PC (connected to ground 
PBS). On the basis of the literature [17], the ARN provided 
the streaming video from the camera mounted on the UAV 
using the “cefputstream” command, and the PC received it 
using the command of “cefgetstream” command. Figure 6 
shows a screenshot of the PC during the demonstration, where 
it is clear that the streamed video can be received, although 
the static photo cannot represent its motion. 

V. CONCLUSION 

In this paper, we evaluated the network performance and 
demonstrated a high-capacity application of the video-
streaming application. We can obtain the fundamental 
performance and show the scheme’s feasibility. In future work, 

we plan to deploy the proposed eco-system in an actual city 
and we should construct stable mmWave-band networks. 
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Abstract—Due to emerging cybersecurity threats, traditional
networks struggle to adapt to new challenges because of their
static nature and need for manual adjustments. In contrast, the
inherent flexibility and rapid adaptability of Software-defined
Networks (SDN) present an opportunity to overcome these limi-
tations. Leveraging this potential, we propose a novel approach
for automatically generating Access Control Lists (ACLs) within
SDN environments. The system centralizes Access Control to
the User Database and automatically generates derived rules,
thus reducing administrators’ manual work. By implementing
Port Access Control, we can ensure that only authentic clients
can access network resources. As a second feature, the system
can change ACLs to block traffic or forward traffic to an
Intrusion Detection System (IDS) for deeper inspection in case
of suspicious activity like failed login attempts. To demonstrate
the effectiveness, we evaluated the system in two use cases, initial
client connection and dynamic adaption to authentication events,
to test and compare the implementation to other systems. The
evaluation proved that we can reduce manual processes and
enhance the security of a network by dynamically generating
ACLs to isolate clients.

Index Terms—Software-defined Networking; Authentication; Ac-
cess Control Lists

I. INTRODUCTION

Digital transformation has exponentially increased the com-
plexity of network architectures, presenting unprecedented
challenges in maintaining robust security frameworks. In this
ever-evolving digital landscape, cybersecurity threats have
become more sophisticated, leveraging the linkage of modern
infrastructures to exploit vulnerabilities at an alarming rate.
Traditional network security mechanisms, which mainly rely
on static configurations and manual oversight, are increas-
ingly proving inadequate against this backdrop of dynamic
and evolving threats [1]. The inherent limitations of these
conventional approaches, characterized by their inflexibility
and slow response times, underline the urgent need for more
adaptable, responsive security measures.

Software-Defined Networking is a revolutionary paradigm
that promises to redefine network management and security
[2]. At its core, SDN separates the network’s control logic
from the underlying hardware, facilitating a centralized and
programmable framework that transcends traditional hardware
limitations [3]. This separation enhances network flexibility
and management and introduces dynamism and adaptability,
which were unachievable with conventional network archi-
tectures until now. According to a report by Global Market
Insights, the SDN Market, valued at USD 28.2 billion in

2023, is expected to experience significant growth, with a
projected expansion rate exceeding 17% annually from 2024
to 2032 [4]. Through SDN’s capabilities, networks gain the
flexibility to adapt swiftly to evolving security demands. This
flexibility enables the immediate implementation of tailored
security measures and configurations to effectively counter
new threats, as illustrated in the study by Ali et al. [5].

Furthermore, our contribution is complemented by the work
of Yakasai et al. in FlowIdentity, which advances virtualized
network access control within SDN through a role-based
firewall [6]. We also draw upon the architectural insights of
Casado et al. in Ethane, demonstrating the power of centralized
policy enforcement [7], and the innovative approach of Mattos
et al. in AuthFlow, focusing on authentication and access
control mechanisms in SDN environments [8].

Furthermore, this approach was refined by incorporating a
sophisticated analysis of authentication logs, drawing upon
the work of Xing et al. in SnortFlow, which explores an
OpenFlow-based intrusion prevention system in cloud envi-
ronments [9], and the study by Le et al. on a flexible network-
based intrusion detection and prevention system on Software-
Defined Networks [10].

The paper progresses from reviewing related SDN security
work in Section II to foundational concepts in Section III.
Section IV describes our system for automating ACLs, while
Section V covers its implementation. Section VI evaluates the
system’s performance against existing methods, and Section
VII encapsulates concluding thoughts and future directions,
rounding off our discussion.

II. RELATED WORK

Network security and access control advancements are cru-
cial in the evolving landscape of SDN. The following studies
demonstrate that emerging technologies and frameworks are
pivotal in addressing these challenges.

A. Intrusion Detection with Authentication Events

In the study by Chu et al. [11], ”ALERT-ID,” an intrusion
detection system for large-scale network infrastructures, is pre-
sented. The system distinguishes between normal operations
and potential security threats through real-time analysis of
authentication, authorization, and accounting (AAA) system
logs. It employs behavioral models built on historical access
patterns and user profiles, efficiently identifying potential
intrusions and misuse. Notably, ALERT-ID balances the need
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for thorough security monitoring with a manageable false
alarm rate, demonstrating the importance of dynamic security
measures in complex network environments.

B. Dynamic Access Control in SDN

Transitioning to dynamic access control, the work by Nayak
et al. introduces ”Resonance: Dynamic Access Control for
Enterprise Networks” [12]. Resonance implements dynamic
security policies with a registration phase, complemented by
real-time monitoring and inference mechanisms specified by
administrator rules.

Further extending the concept of network security, the study
by Martins et al. [13] introduces an innovative access control
architecture for SDN, leveraging the ITU X.812 standard. This
framework incorporates Role-Based Access Control (RBAC)
with traffic prioritization rules, significantly advancing towards
more granular and role-specific access control mechanisms in
network environments. A notable feature of this architecture is
its reliance on predefined rules, which are carefully established
and mapped to user roles by administrators. This approach
requires administrators to proactively define comprehensive
security and access parameters, ensuring a tailored access
control environment but also necessitating substantial initial
setup and configuration efforts.

These studies highlight a significant progression in network
security approaches, evolving from intrusion detection systems
to dynamic and sophisticated role-based access control models.
Our forthcoming work aims to advance the field by introducing
a new system that significantly enhances these foundational
methodologies and requires less administrative work.

III. PRELIMINARY CONCEPTS

This section introduces foundational concepts relevant
to network management and security, including OpenFlow
switches in SDN, 802.1X Port-Based Network Access Control,
access management with Active Directory and LDAP Authen-
tication, and the Extensible Authentication Protocol over LAN
(EAPOL).

A. The Role of OpenFlow Switches in SDN

SDN represents a paradigm shift in network management,
with OpenFlow switches being a cornerstone of this architec-
ture. These programmable switches enable dynamic network
control, efficient routing, and robust access control mecha-
nisms [14].

Despite their advantages, OpenFlow switches introduce se-
curity challenges, such as controller security and flow table
vulnerabilities [15].

B. Strengthening Network Defenses with 802.1X Port-Based
Network Access Control

IEEE 802.1X Port-Based Network Access Control signifi-
cantly strengthens network security by implementing stringent
access control measures. It restricts network entry to verified
devices and users, ensuring high network integrity and protec-
tion [16].

The interaction follows a precise sequence: initiation, iden-
tity presentation, and authentication verification, utilizing Ex-
tensible Authentication Protocol (EAP) over LAN [17]. This
structured process confirms the identity of the devices and
users and mitigates potential replay and impersonation threats.

In summary, 802.1X Port-Based Network Access Control
is a foundational network security pillar, effectively managing
access through rigorous authentication and encryption prac-
tices [17].

C. Access Management with Active Directory and LDAP
Authentication

Active Directory (AD) [18] and Lightweight Directory
Access Protocol (LDAP) [19] Authentication play vital roles in
access management within network environments. AD stream-
lines user group and role management in Windows networks,
while LDAP provides a unified authentication framework
across multiple services.

A centralized user database with Access Rights and user
Groups and Roles is employed in a typical company network,
often based on Active Directory. This centralized management
offers scalability, ease of administration, and seamless integra-
tion, making it indispensable for effective access control and
user management.

IV. PROPOSED SYSTEM

This section presents a comprehensive overview of our
proposed system, designed to significantly enhance network
security and efficiency through advanced ACL management
and authentication mechanisms.

A. Previous works Problem and Approach

Building on our established framework for automating ACL
generation through statistical analysis of communication pat-
terns, this work seeks to leverage further and enhance the
existing infrastructure. Our initial efforts in [20] laid the foun-
dational groundwork for this approach, which saw significant
development and refinement in subsequent studies, such as
[21]. A primary challenge identified in our exploration was
addressing the need for authentication proof for IP addresses.

We have refined our approach to take advantage of a typical
user database, like Active Directory [18], a standard part
of a company network. This centralized database offers a
significant advantage because user and group management and
their corresponding resource access permissions are already
handled there. We aim to leverage this existing infrastructure
to streamline the process and eliminate redundant tasks for
administrators.

B. Architecture of the proposed system

In the proposed system, we enhance network security
through Port Access Control, which limits network port access
exclusively to authenticated users. This approach is grounded
in a security model where each port is individually secured
and requires authentication before granting access. As a result,
each user undergoes an authentication process, enhancing
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Figure 1. Dynamic ACL Adaption based on Authentication Events

the network’s overall security posture. The process for user
connection is designed with precision to ensure a secure and
efficient authentication mechanism and can be found in Figure
1.

Initially, the system is configured only to allow EAPOL
messages, which are then directed to an authenticator compo-
nent. This step ensures that there is no communication before
the client authenticates.

The SDN Controller checks its internal state for pre-
configured users based on MAC and IP addresses. This infor-
mation is crucial for comparing against new data received dur-
ing authentication. Authentication messages for EAPOL are
forwarded to a Radius server, which validates the credentials
against a common user database, typically an active directory.

Upon successful authentication, the system assigns an IP
address to the specific MAC address by inserting a record
in a DHCP server. This procedure ensures that the assigned
IP address corresponds to a specific MAC address and is
associated with a specific port. The system then generates
User-Specific Access Control Lists tied to a particular port
by requesting user groups for the specific username from the
Active Directory via LDAP. The fundamental idea is that users
in the same group as a specific server should also have access
to that server. For instance, if the user ’Ben’ is a member
of the ’Mail’ group, to which our Mailserver also belongs,
we understand that we need to create ACLs that permit this
specific traffic. Consequently, we establish a whitelist to allow
this connection and block all other traffic.

The system can identify users labeled as servers, which
differ from standard clients, through a unique identifier group
assigned explicitly to servers. The same concept would also be
possible with a specific role depending on the existing usage
in a company network, but in our case, we focused on groups.

Thus, any user belonging to this shared group is required to
be able to establish a connection with the designated server.
A port scan is conducted for servers to identify open ports

and protocols. This information is linked to the user group of
the server. For clients, the system constructs ACLs based on
user groups and existing database information about servers,
ensuring only communication between the user’s MAC & IP
address and the server’s IP address and port. Since, for the
system, only the port is necessary, it is also possible to apply
this to multiple SDN switches since the ACL is only bound
to a port on a switch.

Administrators can create templates for specific scenarios,
such as restricting SSH access to only administrators. This
template can be created by adding a template for port 22
associated with, for example, the user group ”Administrator”.
These templates are scanned before actual ACL generation,
with a higher priority than user roles and ports discovered
during the generation process. Additionally, templates are
essential for managing Internet traffic, with administrators
defining traffic routing rules that cannot be determined using
available information.

Since the update of active users and the checking for new
ports on the servers occur periodically, once a day, and can
be adjusted by an administrator, the system maintains minimal
applied ACLs and removes unused ones if a host is no longer
connected, thereby leading to higher efficiency [22].

The system also accounts for dynamic authentication events,
using an LDAP proxy to monitor authentication activities.
This monitoring detects suspicious activities based on failed
login events for a specific service. The key idea is that if
there are a certain number of failed login attempts, we aim to
modify the network layout and ACLs for the particular user
being observed, as their actions may be considered suspicious.
Therefore, we can also redirect traffic to an Intrusion Detection
System to look further since this traffic is probably suspicious
or block all traffic or certain parts by adapting the ACLs
dynamically. Alert-ID inspires this approach [11] with the
extension that we do direct changes in the network when we
encounter malicious behavior.
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This comprehensive approach to Port Access Control, sup-
ported by a robust authentication framework, ensures a secure
and efficient network access management system, safeguarding
the integrity and security of the network infrastructure. To
further enhance the effectiveness of our proposed system, we
incorporate a quantitative analysis of Access Control Lists
within the network when these settings are applied.

C. Quantitative Analysis of Access Control Lists

We rely on a quantitative understanding of ACLs within
the network to understand the system’s complexity. The ACL
count is determined based on user, group, and port configura-
tions, providing insights into the scale and complexity of the
access control mechanisms.

• Number of ACLs per User (Nu): This metric quantifies
the number of ACL entries associated with each user. It
is calculated by summing the ports across all groups a
user belongs to, given by

Nui
=

Gi∑
g=1

Pgi (1)

where Pgi is the number of ports for group g for user i
and Gi is the total number of groups for user i.

• Global Number of ACLs (Nglobal): The total number of
ACLs across the network reflects the overall complexity
of access control. It is computed as

Nglobal =

U∑
i=1

Nui
(2)

where U represents the total number of users, and Nui

is the number of ACLs for user i.
• Number of ACLs per Switch (Ns): Understanding the

ACL count for each switch helps in optimizing access
control at the local level. This metric is determined by

Ns =
∑
i∈S

Nui
(3)

where S is the set of users connected to the switch, and
Nui

represents the number of ACLs for user i in the set
S.

The subsequent Sections will examine the implementation
details, demonstrating its capabilities and effectiveness.

V. IMPLEMENTATION

Following the conceptual framework outlined in Section IV,
the practical implementation of the Port Access Control system
integrated various components. The design in Figure 2 presents
how different parts work together.

We chose the Faucet SDN Controller [23] for our prototype,
which uses Ryu [24] in the backend and Gauge to view events
on the switch. It has the considerable advantage that the rules
are defined in YAML (YAML Ain’t Markup Language). One
significant advantage of this architecture is that these files
are human-readable and easy to understand. The initial setup
of the Openflow Switch contains just the port information

LDAP
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Group to Rule
Converter

DPORT
ANALYSE

802.1X daemon

User Dashboard

Scan

SDN Switch(es)

Active Directory

Client(s) Server

Server

SDN Controller

DHCP Server

Figure 2. Architecture SDN Controller

and requires authentication before connecting to the Network.
Furthermore, specific default rules, such as special treatment
for the SDN controller and the Active Directory, were specified
beforehand, as these settings are essential when configuring a
new network. We used the 802.1X daemon Chewie [23] as a
starting point, and then it was heavily adapted to get the user
groups via a simple LDAP proxy. A second Service called
”Group to Rule” will apply the ACLs as discussed in Section
IV. An example rule can be found in Figure 3. It shows the
resulting rule with a defined protocol, port, source MAC &
IP address, and destination IP address. Since this is directly
applied to the port, no other traffic can pass the OpenFlow
switch port.

acls:
mac_whitelist_user_ben:

- rule:
dl_type: 0x800 # ipv4
nw_proto: 6 # tcp
tcp_dst: 80 # port
eth_src: 32:90:43:57:f2:01
ipv4_src: 192.168.0.1
ipv4_dst: 192.168.0.9
actions:

allow: 1
- rule:

actions:
allow: False

Figure 3. FAUCET ACL CONFIGURATION

A Python script that searches for UDP and TCP ports
on the Server provides the open ports needed to craft the
ACLs. It then saves this information into a database with the
corresponding MAC address and IP address. One problem is
that the Server does not directly have an IP address when we
try to scan it. We must wait until the IP address is handed
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over via the DHCP server to start scanning. Therefore, for a
server, the ACLs can only be applied later on and not directly,
which is not a problem since the default rules still block all
access to the Network, and only DHCP is then allowed to
obtain an IP address. A simple folder structure was defined for
the templates where an administrator can place templates for
Groups and specific Ports and the initial Network operations
like DHCP and DNS.

The dynamic adaption of the ACLs depending on authen-
tication data is done via the LDAP Proxy. All servers in
the Network try to authenticate their users via LDAP Bind
requests to the LDAP Proxy, which then forwards this to
the Active Directory. This approach allows us to determine
whether authentication was successful. We implemented a
counter for each user with a threshold of six, which will reset
after some time, as determined in Alert-ID [11]. To identify
the client who tries to connect, a small script monitors the log
file with authentication events and then sends the event from
the Server to the controller via a small script. This procedure
serves only for demonstration purposes, and, in the future, an
SSO Server can perform this task since every client needs to
authenticate there when they access a server. For example,
blocking users who attempt to authenticate with a username
different from the one they initially used for network access
would also be possible. Additionally, we could restrict access
by blocking only the specific port or server access for such
users. Another option would be to reroute all their traffic
through an IDS. This approach could alleviate the load on
IDS systems by selectively forwarding traffic from suspicious
hosts.

The implementation phase reaffirmed the proposed system’s
potential to enhance network security through fine-grained
access controls. However, it highlighted the complexities of
managing an extensive rule set, especially in larger networks.

VI. EVALUATION

In this evaluation chapter, we begin with a detailed exam-
ination of the technical aspects of our experimental setup,
laying the groundwork for a thorough assessment. We then
delve into the feasibility of the proposed system, followed by
a comparative analysis of its efficiency and complexity against
existing systems. This analysis sets the stage for a nuanced
discussion synthesizing our findings and their implications.

A. Experimental Conditions

Our experimental setup was designed to mirror a realistic
laboratory environment consisting of multiple physical PCs
and servers to simulate a conventional corporate network in-
frastructure. The network configuration included five Windows
clients alongside a singular Linux client. We assigned the
clients to different user groups in the active directory. The
configuration of each Client and its connected port can be
found in Table I. In setting up our experiment, we went with
a mix that one would typically find in an office: a mail server
for emails and a GitLab instance for the devs to collaborate
on code. This way, we could see how different roles, like

developers needing GitLab and managers relying on emails,
would interact with the system. It is a practical approach that
helps us understand how our setup performs in a real-world
scenario.

At the core of our Network was an Active Directory on
a Windows Server 2019, connected to a dedicated port at
the OpenFlow switch. This switch was a Linux PC running
Ubuntu 22.10, with an Intel(R) Core(TM) i7-8700 CPU sup-
porting OpenFlow protocol version 1.3.

This detailed setup provides a solid foundation for evaluat-
ing the system’s feasibility, performance, and complexity.

TABLE I. CLIENTS IN THE NETWORK

Client Name Port Source MAC Groups
Client1 3 1C:69:7A:6D:C6:27 mail, gitlab
Client2 4 1C:69:7A:43:7C:12 mail
Client3 5 1C:69:7A:6D:C8:B0 mail, gitLab
Client4 6 1C:69:7A:6D:C7:EE mail
Client5 7 1C:69:7A:6D:C8:16 mail

B. Feasibility

The project aimed to demonstrate the feasibility of such a
system and highlight its advantages. Therefore, we conducted
multiple experiments to verify the system’s operability to
achieve this.

1) Experiment 1: Connection to the Network: In our ini-
tial experiment, we aimed to verify the functionality of the
system’s initial configuration and the practical application of
Access Control Lists. We began by attempting to connect a
server to the Network. Initially, all packets except EAP packets
were blocked, preventing any network connection without
proper authentication.

To facilitate authentication, we configured the server’s
wpa supplicant with EAP after setting up a dedicated user
account in the Active Directory for the server, marked by the
”server” group identifier, to distinguish it as such. Additionally,
the server was assigned to the ”mail” group to define its access
rights. The authentication process utilized standard Username
and Password credentials defined within the Active Directory.

Upon initiating these configurations, we observed successful
authentication, followed by the server obtaining an IP address
via DHCP. The IP address assignment was managed by
the SDN Controller, ensuring the server’s connectivity post-
authentication. We then proceeded with a port scan, which
was feasible only after the OpenFlow switch recognized the
server’s IP, confirming that the server was operational. The
procedure was repeated for the second GitLab server.

Subsequently, we connected a client machine to the Net-
work. Like the server setup, this Client was denied network
access until authentication credentials were provided. After
authentication, the SDN Controller dynamically generated
ACLs based on the Client’s group memberships.

For example, the first Client, identified as a developer, was
granted access to both the mail server and GitLab, as reflected
in the applied ACLs (refer to Table II, lines 1 and 2). This
access control was strictly enforced, with all unauthorized traf-
fic being blocked at the port level based on the authenticated
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TABLE II. ACL CONFIGURATION FOR FIVE CONNECTED CLIENTS

OpenFlow Port Source MAC Source IP Group Destination IP Destination Port Description
3 1C:69:7A:6D:C6:27 192.168.11.11 mail 192.168.11.101 25, 993, 995 Mailserver
3 1C:69:7A:6D:C6:27 192.168.11.11 gitlab 192.168.11.102 22, 80, 443 GitLab
4 1C:69:7A:43:7C:12 192.168.11.12 mail 192.168.11.101 25, 993, 995 Mailserver
5 1C:69:7A:6D:C8:B0 192.168.11.13 mail 192.168.11.101 25, 993, 995 Mailserver
5 1C:69:7A:6D:C8:B0 192.168.11.13 gitlab 192.168.11.102 22, 80, 443 GitLab
6 1C:69:7A:6D:C7:EE 192.168.11.14 mail 192.168.11.101 25, 993, 995 Mailserver
7 1C:69:7A:6D:C8:16 192.168.11.15 mail 192.168.11.101 25, 993, 995 Mailserver

source MAC address and specified port. In contrast, a client
identified as a manager, and thus only requiring access to the
mail server, demonstrated restricted network access in line
with their role (refer to Table II, line 3). Attempts to access
GitLab by this Client were blocked, illustrating the ACLs’
role-based access control. After connecting all clients, each
Client and port results can be found in Table II.

Upon issuing a logoff command to the RADIUS server,
all associated ACLs were cleared, reverting the system to
its default state of blocking all traffic from the disconnected
Client. Logging in with a different username on the same PC
triggered a reallocation of ACLs, aligning with the new user’s
access rights. This experiment demonstrated the feasibility of
initially creating and effectively applying ACLs within our
network environment.

2) Experiment 2: Failed Logins: In the second experiment,
we tested failed login attempts to evaluate the systems’ re-
sponse mechanisms. This test simulated incorrect authentica-
tion attempts on the GitLab server to observe the system’s
reaction.

The experiment began with a series of failed login attempts,
with each unsuccessful attempt logged by the SDN Controller.
After the sixth failed attempt, the SDN Controller adjusted
the ACLs, cutting off the Client’s access to the server and
other network components. An alert was automatically sent
to the network administrator, who could either restore the
Client’s access after a successful re-authentication or suspend
the Client for further investigation.

Additionally, we tested the Network’s traffic mirroring fea-
ture. In this part of the experiment, despite multiple failed
login attempts, the Client was not disconnected from the
Network. Instead, the Client’s traffic was mirrored to a specific
port on an OpenFlow switch. This procedure was verified
using tcpdump to confirm that the traffic mirroring was func-
tioning as intended, without the integration of an IDS, since
this was not in the scope of the experiment.

C. Complexity and Efficiency

To evaluate our system’s complexity and OpenFlow rule
management capability, we compared it against other SDN
security methods by examining the number of OpenFlow
rules in different scenarios. Our analysis included a baseline
scenario without ACLs, a basic ACL setup, and scenarios
involving VLANs. The scenario with Basic ACLs has only
rules for direct IP access. That means we only specify that
user X can access server Y without further defining which
ports or protocols. The VLAN example does not have any

specific ACLs. It splits the users into two groups, usually some
kind of department in a corporate network. This option has the
disadvantage of allowing clients from the same department to
communicate, which does not prevent malware from spread-
ing.

Table III summarizes the OpenFlow rule count for each
scenario. As observed, the number of OpenFlow rules directly
reflects the count of Faucet ACLs. As discussed in Formula 2,
the number of ACLs will increase linearly to the number of
users. The dynamic ACL configuration, while more complex,
demonstrates the system’s flexibility and responsiveness to
network changes without significantly impacting performance.

TABLE III. RULE COUNT COMPARISON

Scenario Faucet ACLs OpenFlow Rules
No ACLs 0 27
Basic ACLs 8 67
VLANs N/A 67
Dynamic ACLs 32 91

D. Discussion

In discussing the outcomes and implications of our ex-
periments, it is essential to consider both the implemented
system’s strengths and potential challenges. To offer a com-
prehensive understanding of our system’s enhanced perfor-
mance and its innovative approach to network security and
management, we performed an extensive comparison across
several key metrics, including security level, scalability, and
manageability. This comparison, detailed in Table IV, is based
on empirical data from ACL number analytics, a comparative
analysis of system architectures, and their maintenance needs,
highlighting our proposed system’s superiority in terms of
security, scalability, and ease of management.

The introduction of automated, fine-grained whitelist ACLs
represents a significant step forward in network security man-
agement. The configuration process substantially decreases
administrative overhead and mitigates the risk of human er-
ror, which is prevalent in manual configurations. A crucial
advantage of this approach is the centralization of security de-
cisions, such as access rights, in a singular user database. This
consolidation ensures that modifications to access rights are
uniformly applied across the Network and all services utilizing
this common user database, thereby enhancing consistency and
security within the system. As demonstrated in Experiment 1,
the automation of ACL configuration significantly reduced ad-
ministrative overhead since all needed restrictions are applied
individually for each Client without the need for additional
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TABLE IV. COMPARISON OF NETWORK SECURITY AND MANAGEMENT APPROACHES

Metric No ACLs Basic ACLs VLANs Resonance[12] ACL Based on X812[13] Proposed System
Security Level Low Medium Medium High Very High Very High
Port Security None None None None Full Full
Performance Impact Low Medium Medium Moderate Moderate Moderate
Scalability High Moderate Good Moderate Moderate Excellent
Manageability Easy Moderate Moderate Moderate Moderate Easy
Centralization None Low Low Medium Medium High
Flexibility Low Moderate Low Very High Very High High
Cost Efficiency High Moderate Moderate Low Moderate High
Integration Capability Seamless Moderate Challenging High High Low
Resilience Low Medium Medium High High High
Automation & Dynamic Response None None None Semi-Automated Semi-Automated Fully Automated
ACLs based on Authentication Events None None None None None Supported

adaption by the administrator. Contrarily, this centralized,
automated approach ensures that only authenticated users and
their associated MAC addresses are actively maintained in the
system, limiting access to authorized entities and inherently
reducing the risk of unauthorized access. Another significant
benefit of our approach is its scalability and ease of integration
across multiple switches without additional overhead. Since
ACLs and clients are bound to specific ports and not to
the physical switches themselves, our system can seamlessly
scale to accommodate an extensive network infrastructure with
multiple SDN switches. ACLs are applied uniquely to each
switch, as delineated in Formula 3, ensuring efficient and
tailored security measures are in place, irrespective of the size
or complexity of the Network.

However, this automation and simplification come at the
cost of increased complexity due to the more significant
number of ACLs required to maintain fine-grained control
over network access. The number of ACLs does not directly
impact the system’s performance since it only inspects the
TCP header to minimize performance impact, compared to,
for example, complex rules that inspect the TCP payload.
According to Cabrera et al. [25], the time required to check
the payload is, on average, 4.5 times longer than that required
for header checks. Therefore, even with many ACL rules,
the focus on header information ensures minimal impact on
network throughput, as even a single ACL with a TCP header
rule necessitates the inspection of every packet. One drawback
is that we need to prepare the clients and the server to perform
an 802.1X authentication.

One of the more critical considerations is the system’s
approach to handling failed login attempts, as demonstrated
in Experiment 2. Completely blocking access after a series of
incorrect credentials can safeguard against brute-force attacks
but also pose a risk to business continuity. For instance,
automated tools using outdated credentials could inadvertently
trigger these security measures, leading to unnecessary dis-
ruptions. This aspect of the system necessitates a careful
balance between maintaining robust security and ensuring
uninterrupted business operations.

Integrating traffic mirroring for suspicious hosts presents a
nuanced approach to enhancing security monitoring without
overloading the Network or the IDS. By selectively mirroring
traffic from potentially compromised hosts, the system can

focus on analyzing and responding to genuine threats, improv-
ing overall security efficiency. This concept aligns with the
approach discussed in [26], which proposes a clustering-based
flow grouping scheme that assigns Network flows to various
IDSs based on routing information and flow data rates, aiming
to optimize the load distribution among IDSs and enhance
attack detection capabilities.

VII. CONCLUSION

In conclusion, the proposed system for Port Access Control
presents a straightforward implementation framework that
significantly enhances network security by enforcing fine-
grained access control rules. By leveraging a common user
database, such as Active Directory, and binding access controls
to specific MAC addresses, the system ensures that only au-
thenticated users can access network ports, providing a robust
security posture. Moreover, the approach of mirroring traffic
from suspicious hosts, particularly those with repeated failed
login attempts, suggests a promising avenue for optimizing
IDS performance. Optimizing algorithms for handling multiple
concurrent access requests, managing extensive rule sets with-
out compromising performance, and assessing the impact of
selective traffic mirroring on IDS efficiency are critical future
research areas to enhance scalability and maintain security in
complex network architectures.
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Abstract—This paper tackles a Virtual Machine (VM) migra-
tion control problem to maximize the progress (accuracy) of
information processing tasks in multi-stage information process-
ing systems. The conventional methods for this problem (e.g.,
VM sweeping method and VM number averaging method) are
effective only for specific situations, such as when the system
load is high. In this paper, in order to achieve high accuracy
in various situations, we propose a VM migration method using
a Deep Reinforcement Learning (DRL) algorithm. It is difficult
to directly apply a DRL algorithm to the VM migration control
problem because the size of the solution space of the problem
dynamically changes according to the number of VMs staying
in the system while the size of the agent’s action space is fixed
in DRL algorithms. Therefore, the proposed method divides the
VM migration control problem into two problems: the problem of
determining only the VM distribution (i.e., the proportion of the
number of VMs deployed on each edge server) and the problem
of determining the locations of all the VMs so that it follows the
determined VM distribution. The former problem is solved by a
DRL algorithm, and the latter problem is solved by a heuristic
method. The simulation results confirm that our proposed method
can select quasi-optimal VM locations in various situations with
different link delays.

Keywords-Multi-stage information processing system, VM mi-
gration control, Deep reinforcement learning, Deep Deterministic
Policy Gradient (DDPG)

I. INTRODUCTION

In recent years, ultra-real-time services, such as Cross
Reality (XR) and automated driving, are expected to appear.
In these services, information processing tasks requested by
clients need to be executed immediately (e.g., on the order of
milliseconds) and the processing results should be as accurate
as possible.

A multi-stage information processing system [1] [2] is one
of the promising candidates for the edge computing infrastruc-
tures for ultra-real-time services. In the system, information
processing tasks requested by clients are executed in parallel
by an edge server and a data center. The edge server prioritizes
responsiveness over accuracy; it returns the highly responsive
but low accurate processing results to the clients while the
data center prioritizes accuracy over responsiveness; it return
the highly accurate but low responsive processing results
to the clients. When operating ultra-real-time services in a

multi-stage information processing system, it is important
to maximize the accuracy of information processing tasks
executed by the edge servers that satisfy the responsiveness
requested by clients.

Previous researches on multi-stage information processing
systems focused on improving the accuracy of information
processing tasks executed by edge servers through Virtual Ma-
chine (VM) migration control [1] [2]. VM migration control
dynamically migrates VMs, which execute the information
processing tasks requested by clients on edge servers, among
multiple edge servers, which leads to effective use of CPU
resources on edge servers and reducing the communication
delay between clients and VMs, thereby improving the ac-
curacy of the information processing tasks. In the previous
researches, as heuristic methods for VM migration control,
VM sweeping method [2], VM number averaging method [2],
early-blooming type priority processing method [1], and late-
blooming type priority processing method [1] were proposed
and their effectiveness were confirmed. These methods are,
however, effective only in specific situations, such as when
the system load is high and the type of information processing
tasks is late-blooming type. Since the system load and the
type of information processing tasks change dynamically, VM
migration control that can achieve high accuracy in a wide
variety of situations is needed.

In this paper, in order to achieve high accuracy in a variety
of situations, we propose a VM migration method using a
Deep Reinforcement Learning (DRL) algorithm. DRL algo-
rithms are expected to achieve a quasi-optimal performance in
a variety of situations through interactions between a learning
agent and a dynamically changing environment. On the other
hand, it is difficult to directly apply a DRL algorithm to the
VM migration control problem because, in the problem, the
size of the solution space dynamically changes according to
the dynamic changes in the number of VMs staying in the
system while the size of the agent’s action space is fixed in
DRL algorithms. Therefore, in this paper, we divide the VM
migration control problem into two problems: the problem of
determining only the VM distribution (i.e., the proportion of
the number of VMs deployed on each edge server) and the
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Figure 1. Multi-stage information processing systems.

problem of determining the locations of all the VMs so that it
follows the determined VM distribution. The former problem
is solved by a DRL algorithm, and the latter problem is solved
by a heuristic method. This approach makes it possible to
apply a DRL algorithm with a fixed action space size to the
VM migration control problem.

The rest of this paper is organized as follows. Section 2
introduces related work on VM migration control. Section 3
describes the multi-stage information processing system and
the VM migration control problem. In Section 4, we propose
a VM migration method using a DRL algorithm. In Section
5, we evaluate the effectiveness of our proposed method with
computer simulations. In Section 6, we summarize the paper
and describe our future works.

II. RELATED WORK

The work in [3]–[10] tackle VM migration control problems
in server migration services and propose heuristic methods [3]
[5], mathematical programming methods [4], [6]–[8], [10],
and Q-learning methods [9]. These methods, however, aim
at improving the communication quality between clients and
VMs and reducing network power consumption, and do not
consider the accuracy of information processing tasks.

The research in [1] [2] tackle VM migration control prob-
lems in multi-stage information processing systems, and pro-
pose the heuristic methods; VM sweeping method [2], VM
number averaging method [2], early-blooming type priority
processing method [1], and late-blooming type priority pro-
cessing method [1]. These methods are, however, effective
only in specific situations. For example, the VM sweeping
method is shown to be effective only in situations where the
system load is high and the type of information processing
tasks is late-blooming type. Since the system load and the
type of information processing tasks change dynamically, VM
migration control that can achieve high accuracy in a wide
variety of situations is needed.

The work in [11] [12] tackle VM migration control prob-
lems in mobile edge computing, and propose VM migration
methods using Deep Q-Network (DQN) [13], which is a kind
of DRL algorithms. These methods, however, can only be
applied to VM migration control problems with a single VM
because the size of an agent’s action space is fixed in DQN,
and cannot be applied to VM migration control problems with
multiple VMs.
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Figure 2. Flow of information processing in a multi-stage information
processing system.
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of the task.

III. MULTI-STAGE INFORMATION PROCESSING SYSTEMS

As shown in Figure 1, a multi-stage information processing
system consists of edge servers located proximate (e.g., base
stations) to clients and data centers located distant from them.
The system provides clients with both highly responsive and
highly accurate processing results by executing information
processing tasks in parallel at the edge servers and the data
centers.

Figure 2 shows the flow of information processing in a
multi-stage information processing system. A client requests
both an edge server and a data center to process its task
in parallel. When the response time permitted by the client
approaches, the edge server terminates its processing to meet
the permitted response time and returns the highly responsive
processing result to the client. The data center, on the other
hand, accomplishes its processing and returns the highly
accurate processing result to the client.

In this paper, we assume the accuracy model (i.e., the
relationship between the CPU time (tCPU ) allocated to a task
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Figure 4. VM migration control in a multi-stage information processing
system.

and the accuracy (f(tCPU )) of the task) that is adopted in [2].
Figure 3 shows the accuracy model. In the accuracy model,
the accuracy of the task is calculated as follows.

f(tCPU ) = (
tCPU
Tcomp

)

log(0.5)

log(HALFtime
Tcomp

) (1)

where Tcomp represents the time for the task to be completed
(i.e., accuracy reaches 1.0) and HALF time represents the time
for the task to reach accuracy of 0.5. Tasks are classified based
on their HALF time. The tasks with HALF time shorter than
0.5 Tcomp are classified into early-blooming type while those
with HALF time longer than 0.5 Tcomp are classified into late-
blooming type.

In this paper, we tackle a VM migration control problem
among multiple edge servers for maximizing the accuracy of
information processing tasks returned by edge servers within
the permitted response times (Figure 4). VM migration control
enables effective use of CPU resources on edge servers and
reducing the communication delay between clients and VMs,
thereby improving the accuracy of information processing
tasks.

IV. PROPOSED METHOD

In this paper, in order to achieve high accuracy in a variety
of situations, we propose a VM migration method using a DRL
algorithm. With regard to applying a DRL algorithm to a VM
migration control problem, it should be noted that the size
of the solution space (i.e., the total number of all possible
solutions) of the problem dynamically changes according to
the dynamic changes in the number of VMs staying in the
system. As shown in Figure 5, the size of the solution space
is EK where E is the number of edge servers and K is
the number of VMs, and the size of the solution space EK

dynamically changes according to the number of VMs K.
On the other hand, the size of the agent’s action space in
DRL algorithms is fixed. For example, an agent in Deep
Deterministic Policy Gradient (DDPG) [14] outputs a vector
with a fixed number of dimensions. Therefore, It is difficult to
directly apply a DRL algorithm to the VM migration control
problem.

To cope with the dynamic change in the size of solution
space, we divide the VM migration control problem into two

!
!
! !
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Figure 5. Size of solution space in VM migration control problem.

problems (Figure 6): the problem of determining only the
VM distribution (i.e., the proportion of the number of VMs
deployed on each edge server) and the problem of determining
the locations of all the VMs so that it follows the determined
VM distribution. The former problem is solved by a DRL
algorithm, and the latter problem is solved by a heuristic
method. This approach makes it possible to apply a DRL
algorithm with a fixed action space size to the VM migration
control problem because the VM distribution can be expressed
by a vector with a fixed number of dimensions.

We adopt DDPG [14] as a DRL algorithm. DDPG approx-
imates both a policy function µ(s|θ) (Actor), which maps
a given state to an action to be taken, and an action-value
function Q(s, a|ϕ) (Critic) with deep neural networks. In
DDPG, the Actor can output the VM distribution (i.e., the
proportion of the number of VMs deployed on each edge
server) as an action because it can operate over continuous
action space. As well as DQN [13], DDPG adopts experience
replay and target network techniques in order to learn Actor
and Critic in a stable and robust way.

Figure 7 depicts an interaction between a DDPG agent
and an environment, which corresponds to the VM migration
control problem. When applying a DRL algorithm to the VM
migration control problem, we need to define action, state,
and reward in accordance with the problem. Action at of the
agent is defined as the VM distribution (i.e., the proportion
of the number of VMs deployed on each edge server), and is
expressed with the following equation.

at = (p1, p2, . . . , pE) (2)

where pi is the proportion of the number of VMs deployed
on edge server i. State st of the environment is defined as the
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Figure 6. Outline of our proposed method.
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Figure 7. Interaction between the DDPG agent and the environment.

numbers of VMs deployed on edge servers, and is expressed
with the following equation.

st = (d1, d2, . . . , dE) (3)

where di is the number of VMs deployed on edge server i.
Reward rt is defined as the total increase in accuracy of all the
tasks during the period from the last VM migration control to
the current one. Algorithm 1 in Figure 8 shows the procedure
of our proposed method.

After determining the VM distribution, we determine the
locations of all the VMs by a heuristic method so that it
follows the determined VM distribution. In this paper, we
adopt a minimum client-VM delay method as the heuristic
method. The minimum client-VM delay method selects the
VM location with the minimum sum of the delays between
clients and VMs in a brute force manner among the VM
locations that follow the VM distribution determined by the
DDPG agent.

V. PERFORMANCE EVALUATION

In this section, we evaluate our proposed method with
computer simulations. Section V.A explains the simulation
model. Section V.B shows the evaluation results.

A. Simulation Model

We developed the VM migration control simulator and
the DDPG agent with OpenAI Gym [15] and Keras-rl [16],
respectively. Table I summarizes the parameter settings as to
the DDPG agent. We adopt the same parameter values as
those used by the DDPG agent in Keras-rl [16] because the

Algorithm 1 Procedure of our proposed method

1: Randomly initialize weights θ of Actor µ(s|θ) and weights
ϕ of Critic Q(s, a|ϕ)

2: Initialize weights of Actor’s target network µ′(s|θ′) and
Critic’s target network Q′(s, a|ϕ′): θ′ ← θ，ϕ′ ← ϕ

3: Initialize replay buffer R
4: for episode = 1, M do
5: Initialize a random noise N for action exploration
6: Observe initial state s1 from the environment
7: for t = 1, T do
8: Select VM distribution at = µ(st|θ) +Nt as action
9: Determine locations of all the VMs by the heuristic

method among the VM locations that follow the
determined VM distribution at, and migrates the
VMs

10: Observe reward rt and the next state st+1

11: Store experience (st, at, rt, st+1) in R
12: Sample a random minibatch of N experiences

(si, ai, ri, si+1) from R
13: Learning of Critic:

Calculate target value yi:
yi = ri + γQ′(si+1, µ

′(si+1|θ′)|ϕ′)
Update weights ϕ with a gradient descent method so
that loss L = 1

N

∑
i(yi−Q(si, ai|ϕ))2 is minimized

14: Learning of Actor:
Calculate policy gradient ∇θJ :
∇θJ ∝ 1

N

∑
i∇aQ(si, µ(si)|ϕ)∇θµ(si|θ)

Update weights θ with a gradient ascent method so
that performance of Actor J is maximized

15: Update weights of target networks:
θ′ ← τθ + (1− τ)θ′

ϕ′ ← τϕ+ (1− τ)ϕ′

16: end for
17: end for

Figure 8. Procedure of our proposed method.

work [14] reports that a DDPG agent with the same parameter
setting successfully solved various physics tasks.

The left side of Figure 9 shows the network model. This
paper tackles the early stage of the performance evaluation of
our proposed method; we focus on the case where four clients
join and leave the multi-stage information processing system
in a specific pattern on the small-scale network. The network
consist of four edge servers, which are connected in a full
mesh manner. We assume that the delays of all the links are
identical. In order to evaluate whether our proposed method
can cope with various situations with different link delay, we
set the delay of each link to one of the following values: 1, 10,
20, 30, 40, 50, 60, 70, 80, 90, 100 [ms]. An edge server equally
allocates its CPU time to all the VMs located on it. A VM
is individually generated for each client. We set the response
time permitted by a client to 110 [ms], the completion time
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TABLE I
PARAMETER SETTINGS

Parameter Value
Number of training episodes (M ) 10,000

Discount rate (γ) 0.99
Number of hidden layers Actor：2，Critic：5

Number of neurons in a hidden layer Actor：256, 256，
Critic：16, 32, 32, 256, 256

Activation function of hidden layers Actor：relu，Critic：relu
Learning rate (α) Actor：0.001，Critic：0.002

Noise process for action exploration (N ) Ornstein-Uhlenbeck process
Size of replay buffer 10,000
Minibatch size (N ) 64

Weights of updated parameters
when updating the weights of

target networks (τ )
0.005

of an information processing task (Tcomp) to 110 [ms], and
HALF time to 11 [ms] (= 0.1 ×Tcomp) assuming the task
type is the early-blooming type.

During an episode of the simulation, the following events
occur (right side of Figure 9). When an episode starts, four
clients join the system in turn every 0.1 [ms] from time 0.1
[ms] to time 0.4 [ms]. The locations of all the clients are fixed
at edge server 1 during the episode. The initial locations of all
the VMs are set to edge server 1. At time 3 [ms], we perform
the first VM migration control. Then, at time 103 [ms], we
perform the second VM migration control. Lastly, the four
clients leave the system in turn every 0.1 [ms] from time 110.1
[ms] to time 110.4 [ms]. The first VM migration control aims
at determining the locations of the VMs during the episode
and the second VM migration control aims at obtaining the
reward and the experience for learning the DDPG agent.

We compare our proposed method with the following meth-
ods.

• VM sweeping method [2]
It migrates a VM with higher accuracy increase rate to an
idle edge server so that the VM occupies the CPU time
on it.

• VM number averaging method [2]
It equally distributes all the VMs to all the edge servers
for load balancing.

• Non-migration method
It fixes all the VMs at their initial locations.

• Minimum client-VM delay method
It locates each of the VMs to the location most proximate
to its client.

B. Evaluation Results

Figure 10 shows the average accuracy among the informa-
tion processing tasks executed by the four VMs for all the
VM migration methods. The accuracy of our proposed method
(DDPG + Minimum client-VM delay method) is plotted with
95% confidence interval because it varies depending on the
initial weights of Actor and Critic, and the noises for action
exploration.

Both non-migration method and minimum client-VM delay
method show the constant accuracy of about 0.65 regardless
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Figure 9. Network model and events in an episode.
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Figure 10. Average accuracy as a function of link delay.

of the link delay. This is because these methods always fix all
the VMs at their initial locations (edge server 1) regardless of
the link delay.

Both VM sweeping method and VM number averaging
method achieve the maximum accuracy of about 0.98 when
the link delay is 1 [ms], and the accuracy decreases as the link
delay increases. This is explained as follows. These methods
always distribute the VMs to all edge servers so that a VM
is located at an edge server regardless of the link delay.
As the link delay increases, the VM migration time and the
communication delay between the client and the VM increases,
and consequently the CPU time allocated to the task at the VM
decreases after VM migration.

We compare the performances of non-migration method,
minimum client-VM delay method, VM sweeping method,
and VM number averaging method. When the link delay is
lower than or equal to 40 [ms], VM sweeping method and VM
number averaging method achieve 12 to 50% higher accuracy
than non-migration method and minimum client-VM delay
method. Therefore, in this case, it is desirable to distribute
all the VMs to different edge servers. When the link delay
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is higher than or equal to 50 [ms], non-migration method
and minimum client-VM delay method achieve 17 to 70 %
higher accuracy than VM sweeping method and VM number
averaging method. Therefore, in this case, it is desirable to fix
all the VMs at their initial locations.

Lastly, we focus on the performance of our proposed
method. When the link delay is lower than or equal to 40
[ms], our proposed method 1) achieves 9 to 47% higher
accuracy than non-migration method and minimum client-
VM delay method, and 2) achieves almost as high accuracy
(at most 2% lower accuracy) as VM sweeping method and
VM number averaging method. When the link delay is higher
than or equal to 50 [ms], our proposed method 1) achieves
12 to 65% higher accuracy than VM sweeping method and
VM number averaging method, and 2) achieves almost as
high accuracy (at most 5% lower accuracy) as non-migration
method and minimum client-VM delay method. Therefore, our
proposed method can select quasi-optimal VM locations in
various situations with different link delays.

VI. CONCLUSIONS

In this paper, we proposed a VM migration method us-
ing a DRL algorithm in order to achieve high accuracy of
information processing tasks in various situations for multi-
stage information processing systems. Our proposed method
divides the VM migration control problem into two problems:
the problem of determining only the VM distribution and
the problem of determining the locations of all the VMs so
that it follows the determined VM distribution. Our proposed
method solves the former problem by a DRL algorithm and
the latter problem by the minimum client-VM delay method.
The simulation results confirm that our proposed method can
select quasi-optimal VM locations in various situations with
different link delays.

In our future work, we plan to evaluate the performance of
our proposed method 1) when the number of clients and VMs,
and the type of information processing tasks dynamically
change and 2) when different heuristic methods are adopted
for the VM location decision problem in our proposed method.
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Abstract—In this study, we investigate the burst ratio, a signif-
icant parameter in networking that characterizes the propensity
of packet losses to occur in extended, consecutive sequences. The
presence of prolonged sequences of packet losses can adversely
affect multimedia streams, especially those of real-time nature. In
packet networks, the burst ratio is often escalated due to packet
buffer overflows that occur in routers and switches, which are
inherent in these systems. To analyze the burst ratio, we focus on a
per-flow approach, wherein we assess the burst ratio individually
for each flow of packets passing through a network node.
Additionally, we compare all the per-flow burst ratios with one
another and with the burst ratio calculated for the multiplexed
traffic. The study explores the impact of various factors on burst
ratios. Specifically, we examine the influence of flow rates and
their relative proportions, the standard deviation of interarrival
times, buffer capacity, the load imposed on the buffer, and
the distribution of service time. Particular emphasis is placed
on models with non-Poisson flows, as they are not analytically
tractable. To conduct this investigation, we utilize real-world data
from networking scenarios rather than simulations, allowing us to
draw more accurate and robust conclusions. The obtained burst
ratio measurements provide valuable insights into the behavior of
packet loss processes in complex network environments and aid in
enhancing the performance of multimedia streams, particularly
real-time applications.

Keywords—burst ratio, packet networks, IP networks, packet
loss

I. INTRODUCTION

The concept of burst ratio, denoted as B, was initially
introduced in reference [1]. It is determined by the ratio
of the average length of observed loss sequences within a
given stream of interest, denoted as G, to the hypothetical
average length of loss sequences in a Bernoulli process. In
the Bernoulli process, all losses are considered to be entirely
random, uncorrelated, and share a common probability of
occurrence denoted as L.

Mathematically, this relationship can be expressed as fol-
lows:

Where:

B = G/K, (1)

• B represents the burst ratio characteristic,
• G denotes the average length of observed loss sequences

in the stream of interest, and

• K denotes the hypothetical average length of loss se-
quences in the Bernoulli process.

This formulation enables the quantification of the extent to
which losses within a specific stream deviate from the behavior
expected in an idealized Bernoulli process, facilitating a com-
parative analysis of the burstiness of different data streams in
networking scenarios.

Through a straightforward verification, it is evident that
in the case of the Bernoulli process, the value of K can be
represented as:

K = (1− L)−1, (2)

Consequently, as an alternative to the previously mentioned
equation (1), the burst ratio (B) can be calculated using the
following expression:

B = (1− L)G. (3)

To provide an illustrative example, let’s consider a stream
of 20 packets:

SSDSSSSDDDSSSSSSDSSS. (4)

In this sequence, ’S’ represents a successful packet trans-
mission, and ’D’ indicates a packet loss, packet dropped. By
calculating the overall loss probability (loss ratio), denoted as
L, we find:

L = 5/20 = 1/4 = 0.25, (5)

Accordingly, the hypothetical mean length of the sequence
of ’D’s in the Bernoulli process with L=0.25 should be:

K = (1− L)−1 = 4/3 = 1.33(recurring), (6)

However, in our stream, we identify three sequences of ’D’s,
with first and third sequences containing only one dropped
packet and second sequence containing three lost packets.
Thus, the mean length of the sequence of ’D’s in our stream,
denoted as G, is equal to 1.66 (recurring).

Consequently, the burst ratio, B, is computed as:

B = G/K = 1.66/1.33 = 1.25, (7)
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In contemporary packet networks, empirical studies reveal
that the parameter G is often 1.5 to 2.0 times greater than the
parameter K [2] [3]. This discrepancy suggests an underlying
mechanism influencing consecutive packet losses, whereby the
probability of losing a packet is heightened following the loss
of its predecessor. This phenomenon primarily arises from
buffer overflows in routers and switches. During an overflow
event, all incoming packets are discarded until sufficient buffer
space becomes available. Consequently, this leads to a series
of packet losses.

The increased burst ratio observed in modern networks,
particularly the Internet, detrimentally affects the Quality of
Experience (QoE) in multimedia streaming, especially in real-
time applications. The loss of lengthy sequences of video
or audio packets can significantly degrade QoE more than
frequent losses of shorter sequences. This impact is attributable
to the nature of human perception and the codecs employed
in real-time multimedia transmission. For certain transmission
types, this effect is quantifiable, which models the decline in
voice transmission quality in Internet telephony as a function
of the burst ratio.

In this study, we adopt a per-flow approach to investigate the
burst ratio, assessing it for each individual packet flow passing
through a network node, as opposed to evaluating a global
burst ratio for aggregated traffic. Our methodology involves
comparing the burst ratios of individual flows against each
other and against the burst ratio of multiplexed traffic. We also
examine the impact of various factors on these ratios, including
flow rates and their relative proportions, the standard deviation
of packet interarrival times, buffer capacity, load presented to
the buffer, and service time distribution. Notably, we focus on
non-Poisson flow models due to their relevance in real-world
scenarios.

Previous research on burst ratios has predominantly focused
on multiplexed traffic. However, our analysis underscores the
importance of understanding burst ratios at the individual
flow level. Indeed, the QoE for an end user engaging with
multimedia content is more directly influenced by the burst
ratio within the specific multimedia flow they are accessing,
rather than the burst ratio in the aggregated network traffic.

It is challenging to ascertain whether the burst ratio for
a specific flow will be lesser, greater, or equivalent to the
burst ratio of multiplexed traffic, due to the interplay of two
opposing phenomena. On one hand, a loss sequence within
multiplexed traffic might comprise losses from multiple flows,
potentially resulting in shorter loss subsequences within indi-
vidual flows. Conversely, it is feasible for a flow to experience
a sequence of packet losses even in the absence of such a
sequence in the multiplexed traffic. For illustration, consider a
sequence of eight packets from two distinct flows, alternating
as 0 1 0 1 0 1 0 1. In this scenario, the first flow (odd packets)
exhibits a sequence of four consecutive losses, which is not
evident in the multiplexed traffic.

Addressing these complexities, our research into individual
burst ratios is carried out using real-life network equipment
and traffic in a controlled laboratory environment. This ap-

proach enables the direct observation and analysis of network
behavior under various conditions, providing empirical data
that closely represents real-world scenarios. Our experimental
setup processes vast quantities of network packets, ensuring
robustness in our results by significantly reducing the impact
of random variations. This methodology also allows for the
exploration of different types of interarrival time distributions
within each flow, ensuring a comprehensive and realistic
examination of network dynamics.

The structure of this paper is organized into six distinct
sections. Section 2 presents an overview of the relevant
literature and previous studies. Section 3 introduces the lab-
oratory equipment employed. Section 4 revisits course of the
experiments. Subsequently, Section 5 unveils and examines
new findings pertaining to per-flow burst ratios under various
conditions. The paper concludes with Section 6, summarizing
the key conclusions drawn from the research.

II. RELATED WORK

In this section, we provide an overview of the existing
literature and methodologies pertinent to the measurement of
the per-flow burst ratio parameter in IP networks.

A. Early Theoretical Models and Their Limitations

Initial studies in the domain of packet loss and burst ratio
heavily relied on stochastic processes, particularly Markov
chains, to model packet loss without directly accounting for
queuing mechanisms [4]–[11]. These ”black box” models,
while foundational, lacked the direct representation of a queue
with a limited buffer, a critical element in real-world network
environments. The two-state Markov model [4] and its exten-
sions, such as the Gilbert model [5]–[7] and the Gilbert-Elliott
model [8] [9], provided a basic framework but fell short in
accurately mimicking the statistical structure of consecutive
losses caused by queuing and buffer overflow. The limitations
of these early models, particularly in capturing the variance
in loss sequences, are discussed in [12]. These models could
only approximate the average length of loss sequences, not
their large variances, which are crucial in realistic network
scenarios.

B. Transition to Empirical Measurement-Based Approaches

Recognizing the inadequacies of purely theoretical models,
recent research has shifted towards empirical measurements
and more realistic modeling of packet loss causes, such as
queuing and buffer overflows. This transition is evident in
studies that have extended the analysis to various Poisson
stream configurations [13]–[15] and empirical investigations
in controlled lab settings and real-world network environments
[2] [3]. The loss ratio (L), a fundamental characteristic of
the packet loss process, has been extensively studied through
both direct network measurements [16]–[20] and analytical
formulas in queue models with finite buffers [13]–[15]. These
studies have provided a more nuanced understanding of the
loss process in network traffic.
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C. Broader Perspectives and Advanced Models

In addition to the burst ratio, other metrics for loss charac-
terization have been explored. Studies like [21] and [22] have
investigated the probability distributions of loss sequences
and the lengths of initial loss sequences, offering alternative
perspectives on packet loss in networks. Advanced models,
such as the four-state Markov chain [10] and the general k-
state Markov chain model [4] [7] [11], have been developed to
allow for a more detailed analysis of loss patterns, including
the loss of k consecutive packets in specific states.

D. Active Queue Management and Burst Ratio Mitigation

To address the burst ratio in TCP/IP networks, research
has focused on Active Queue Management (AQM). A variety
of AQM methods have been proposed [23] [24]. Particularly,
algorithms based on the dropping function [25] have shown
promise in reducing the burst ratio, as demonstrated in exper-
imental studies [26]–[28].

E. Burst Ratio in Aggregated Traffic

The study of burst ratio extends beyond individual packet
flows to encompass aggregated traffic, a critical aspect in
understanding network behavior on a larger scale. In aggre-
gated traffic scenarios, the burst ratio provides insights into the
collective behavior of multiple data streams converging within
a network. This approach is essential for comprehending the
dynamics of network congestion and the resultant packet loss
patterns. Research in this area often employs complex models
that simulate the interaction of multiple traffic flows, thereby
offering a more comprehensive view of network performance
under varying load conditions. Key studies in this domain have
focused on the impact of burst ratio in aggregated traffic [29]–
[32].

F. Analytical Approaches to Burst Ratio in Individual Network
Flows

In contrast to empirical measurement-based studies, analyt-
ical approaches to understanding the burst ratio in individual
network flows have also been prominent. These approaches
typically involve developing mathematical models that can
predict packet loss behavior in a single flow, considering
various factors such as traffic intensity, buffer size, and service
policies. Such models are invaluable for theoretical analysis
and for designing network systems that can efficiently handle
expected traffic patterns. Significant contributions in this area
have included the development of formulas and algorithms that
accurately predict the burst ratio in individual flows, taking
into account the unique characteristics of each flow [33] [34].

III. LABORATORY EQUIPMENT

In order to conduct measurements of the burst ratio per flow
in a network laboratory, a test network comprising three main
components was established:

1. Spirent SPT-N4U Traffic Generator: This device,
equipped with the MX2-10G-S12 module, features 12 fiber
optic ports, each capable of generating traffic at maximum

speeds of 1 Gb/s or 10 Gb/s. It is adept at generating
substantial volumes of stateful and stateless traffic (TCP and
UDP) across all ports independently, without degrading the
internal performance of the device.

2. Test Device - Cisco 3750X Layer 3 Router/Switch:
This device, fitted with 12 ports of 1 Gb/s and two ports of
10 Gb/s, is utilized for observing actual packet losses. Its role
is critical in the precise measurement of the burst ratio per
flow in various network conditions.

3. High-Performance HP Enterprise ProLiant DL380
Gen9 Servers: These servers are employed for receiving and
storing both incoming and outgoing traffic in databases, and
for executing packet loss analysis, with a specific focus on
per-flow burst ratio measurements.

The Spirent SPT-N4U, functioning as both a traffic gen-
erator and analyzer, is the primary device used in this setup.
This generator proved indispensable for generating high traffic
loads, which are challenging to achieve using standard com-
puters. It offers a complete, portable environment for network
operations and performance testing of complex topologies.
The generator’s chassis facilitates the connection of various
load modules, allowing potential traffic generation up to 400
Gb/s, with precision up to 10 ns per generated or analyzed
frame. It supports an integrated test controller (client-server
type application) that manages the entire system.

The load modules facilitate processing of necessary signals
for testing both standard transmission and voice/video trans-
missions, as well as applications from layers 2 to 7. The load
module used in the experiments, the MX2-10G-S12, has 12
fiber optic ports operating at 1 Gb/s or 10 Gb/s speeds as
required. Each port supports packet generation and analysis
at layer 2 and 3 at cable speed (maximum throughput of the
used physical layer), along with efficient emulation of routing
and switching protocols. Each port contains a separate RISC
processor under Linux OS control, with an optimized TCP/IP
test stack.

In the experiments, the ports of the generator configured in
the Test Center application are treated as separate instances
of the Linux OS. This ensures that each interface is tested
independently, with the status of the respective instance re-
layed to the supervising machine. Each port configured in the
application can operate in dual mode - as both generator and
analyzer. During traffic analysis, one can monitor the total
throughput of received and generated traffic (in frames/packets
or bits), packet contents, average delay (as well as minimum
and maximum values), analyze sequencing mechanisms, and
construct histograms based on different parameters of the
experiment and apply various filters for analyzing only specific
packets or their groups.

The test device used in the experiments, a Cisco 3750X
layer 3 switch/router, was equipped with 12 ports of 1 Gb/s
using multimode SFP transceiver modules and two multimode
SFP+ transceiver modules operating at 10 Gb/s. Its switching
matrix performance of 160 Gb/s and 35.7 million packets per
second ensured that no additional delay would be introduced
into queuing mechanisms. The Cisco 3750X supports both
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standard packet sizes and Jumbo frames up to 9216B. Ad-
ditionally, it allows for stacking (combining several physical
devices into one logical device) as needed, providing up to
468 total ports.

Direct measurement of the burst ratio per flow using the
Spirent SPT-N4U traffic generator and analyzer is not feasible.
Network traffic must be captured, transmitted to servers, and
stored in databases for subsequent calculation of packet loss
characteristics. SQLite was chosen for data storage due to
its support on the Spirent SPT-N4U device, ease of use, and
simple installation on computational servers. SQLite is a well-
known database management system and library written in C,
implementing a SQL (Structured Query Language) supporting
engine. It implements an SQL engine that allows database use
without a separate process of a Relational Database Manage-
ment System (RDBMS). Due to the requirement to store traffic
records from each experiment in a separate database, SQLite
was the most practical solution.

During the experiments, three variants of the database were
created. The first database, created on the first server, stored a
table with source packets. It contained integers describing the
following elements of packet headers: timestamps, source and
destination IP addresses, IP protocol numbers, IP identifiers,
IP packet lengths, source and destination ports, and sequence
and acknowledgment numbers for TCP flows.

The second database, created on the second server, stored
a table with destination packets with the same fields as in
the first database. The third database was created on the third
server. It was a combination of the two tables of both previous
databases. It was theoretically possible to use only 2 servers,
e.g., by copying the first table to the second server, but the
use of a third server allowed for speeding up the measurement
collection process by performing calculations in parallel for
the previous scenario and capturing traffic for the next one.
While the third server was still calculating the burst ratio per
flow for the previous scenario, the first and second servers
were already collecting new traffic in the next scenario.

IV. COURSE OF THE EXPERIMENT

The test network established for measuring the burst ratio
is depicted in Figure 1. Traffic was generated on ports 1 to
4 of the Spirent SPT-N4U generator and received on 1 Gb/s
ports numbered 1, 3, 5, and 7 of the Cisco 3750X device.
The generated traffic was based on the most common protocol
stack: Ethernet at Layer 2, IPv4 at Layer 3, and TCP/UDP
at Layer 4. The default TCP congestion control of Spirent,
namely New Reno with a maximum window size of 32768B,
was employed. At Layer 7, HTTP traffic was emulated, with
an Apache WWW server on port 80 on the server side and a
Mozilla browser on the client side.

Within the Cisco 3750X device, all incoming traffic was
duplicated using the SPAN function to output ports 9 and 13.
Port 13 was used to send a copy of the incoming traffic to
server 1 for further analysis, while port 9 was the test port —
this port experienced actual packet losses (specifically in its
buffer). Subsequently, the outgoing traffic from this port was

looped back to port 8 and duplicated within the test device
(again using the SPAN function) to ports 10 and 14. Finally,
traffic from port 10 was sent back to the Spirent analyzer,
operating as the packet destination (and stateful client for each
TCP connection), while traffic from port 14 was sent to server
2 for further analysis.

On the first two servers, the DPDK-dump application [35]
was used for data capture. The data from each packet was
removed, and a header with a timestamp and index was stored
in a SQLite database. The preliminarily processed packets
were then copied to a third server, where databases containing
the input and output packets from the test device were merged.
If possible, each outgoing packet from the Layer 3 switch was
paired with its corresponding input packet. If an input packet
did not have a corresponding output packet, it was considered
to have been removed from the overflowed buffer — lost in
network transmission.

Figure 1. Test network.

As shown in Figure 1, the test traffic was transmitted on
six links with up to 1 Gb/s capacity, while additional data for
calculating the burst ratio and other network traffic parameters
were transmitted through a 10 Gb/s LAN network.

V. RESULTS AND DISCUSSION

In the experiment, the burst ratio was measured across
multiple scenarios featuring variable traffic characteristics,
different number of TCP flows and different buffer sizes.
In each scenario, approximately two million packets were
generated. UDP traffic was employed as background traffic,
constituting 5% of the total link load, unless specified other-
wise in the scenario. It is important to note that in all scenarios
incorporating at least one TCP connection, it was not feasible
to manually set any arbitrary value for the test link load (ρ).
The load is automatically adjusted by the New Reno algorithm
operating in each TCP sender.

In the initial scenarios, an identical distribution of flows
was generated, with the total bandwidth divided among a
varying number of flows, specifically: 24, 32, 48, 64, 96,
128, and 192 flows. ρ in each scenario stabilized at a value
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of 0.944 Mbps. As hypothesized, the burst ratio exhibited
a slight increase with the rising number of TCP flows. In
the latter scenarios, the measured values of the loss ratio
were comparable, leading to the conclusion that beyond a
certain threshold of TCP connections, further increases do not
significantly affect the burst ratio. Similarly, the per-flow burst
ratios were consistently lower than B in all cases. Furthermore,
as the number of flows increased, each individual burst ratio
(Bi) decreased, indicating a dilutive effect of increased flow
counts on the individual burst ratio metrics.

To investigate the impact of interarrival time on both the
global burst ratio and the per-flow burst ratios, a varying
percentage of UDP traffic within the total link bandwidth
was utilized (from 0 to 20%). The increasing proportion of
small datagrams notably influenced the rise in variance of the
packet service time distribution in the queue. This, in turn,
led to an increase in the global burst ratio (B), as well as
an enhancement of the per-flow burst ratio (Bi). However,
due to the identical characteristics of the flows within a given
scenario, Bi remained consistent across different scenarios.
Again, the burst ratio for individual flows (Bi) was less than
the multiplexed burst ratio (B) for each i.

In the third group of scenarios, the buffer size of the
examined port was varied from 50 to 1000 packets, while
maintaining 128 TCP connections and 50 Mb/s of UDP traffic.
The variable buffer size on the tested port did not result in
significant changes in the burst ratio, leading to the conclusion
that the burst ratio is weakly dependent on the size of the
queue buffer in network transmissions. Similarly, the variable
buffer size in selected scenarios did not affect the change in
the per-flow burst ratio in relation to the baseline scenario.

In all previous scenario groups, despite differences in ag-
gregated traffic, very similar per-flow traffic characteristics
were created. To introduce diversity at the level of flow
characteristics, the background traffic (UDP) was modified for
only a portion of the flows (25%) while it remained original
(5%) for the others. This adjustment enabled the observation
of scenarios where flows, even within connection-oriented
protocols (TCP used in the scenario), could be compared
with varying characteristics, specifically different interarrival
times (simulated by varying proportions of small datagrams).
Subsequently, in the following scenarios, the UDP traffic was
altered for 50% and 75% of the flows. These scenarios yielded
interesting results: for most of the scenarios, all per-flow burst
ratios were significantly smaller than the global burst ratio (B),
and not very different from each other, despite the variances
of the flows differing between groups of flows. However,
for scenarios with a significant variance in packet interarrival
times, which also constituted a substantial portion of the total
network load, instances of Bi exceeding B were recorded,
highlighting the impact of varied flow characteristics on the
burst ratio parameter.

The conclusions drawn from each group of scenarios are
summarized in Table I.

TABLE I
SCENARIOS CONCLUSIONS

Scenario Aggregated burst ra-
tio

Per-flow burst ratios

24 TCP Flows 1.30 All 1.06
32 TCP Flows 1.30 All 1.06
48 TCP Flows 1.34 All 1.06
64 TCP Flows 1.35 All 1.05
96 TCP Flows 1.35 All 1.04
128 TCP Flows 1.35 All 1.04
192 TCP Flows 1.36 All 1.03
UDP 0% 1.23 All 1.02
UDP 5% 1.35 All 1.04
UDP 10% 1.43 All 1.05
UDP 15% 1.46 All 1.05
UDP 20% 1.52 All 1.06
Buffer 50 1.35 All 1.04
Buffer 100 1.35 All 1.04
Buffer 200 1.35 All 1.04
Buffer 500 1.34 All 1.03
Buffer 1000 1.35 All 1.04
UDP 5%, 25% flows 1.35 With UDP 1.07,

Without UDP 1.02
UDP 10%, 25% flows 1.43 With UDP 1.07,

Without UDP 1.02
UDP 15%, 25% flows 1.46 With UDP 1.08,

Without UDP 1.02
UDP 20%, 25% flows 1.52 With UDP 1.09,

Without UDP 1.02
UDP 5%, 50% flows 1.35 With UDP 1.10,

Without UDP 1.01
UDP 10%, 50% flows 1.43 With UDP 1.11,

Without UDP 1.01
UDP 15%, 50% flows 1.46 With UDP 1.14,

Without UDP 1.01
UDP 20%, 50% flows 1.52 With UDP 1.15,

Without UDP 1.01
UDP 5%, 75% flows 1.35 With UDP 1.27,

Without UDP 1.01
UDP 10%, 75% flows 1.43 With UDP 1.35,

Without UDP 1.01
UDP 15%, 75% flows 1.46 With UDP 1.47,

Without UDP 1.01
UDP 20%, 75% flows 1.52 With UDP 1.59,

Without UDP 1.01

VI. CONCLUSIONS AND FUTURE WORK

In this study, we conducted a detailed analysis of the
burst ratio on a per-flow basis within a network environment,
where each packet flow through a network node was evaluated
independently. The burst ratio is a critical metric that quantifies
the tendency of packet losses to occur in extended, consecutive
sequences, which can adversely affect the quality of service
for multimedia streams, especially those requiring real-time
transmission.

Empirical measurements were carried out using sophisti-
cated laboratory equipment to ascertain the burst ratios of
individual flows. These measurements revealed that the burst
ratio for a specific flow could be lower, higher, or equivalent
to the aggregate burst ratio, contingent upon the characteristics
of the flows involved.

Increasing TCP Flows: The global burst ratio slightly
increased with the number of TCP flows, indicating a minor
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degradation in the network’s ability to handle packet losses in
a bursty manner as the number of flows increases. Notably,
the per-flow burst ratios also exhibited variations, but the im-
pact plateaued beyond a certain number of TCP connections,
suggesting a threshold beyond which additional TCP flows do
not exacerbate burst behavior significantly.

UDP Traffic Proportion Influence: Adjusting the UDP
traffic percentage within the total bandwidth affected both
the global and per-flow burst ratios. The presence of small
datagrams increased the service time variance, elevating both
global and per-flow burst ratios. This highlights the sensitiv-
ity of burst ratios to the composition and characteristics of
network traffic.

Buffer Size Variation Effects: Changes in buffer size from
50 to 1000 packets showed minimal impact on both global and
per-flow burst ratios, indicating a low dependency of burst
loss behavior on queue buffer size. This suggests that other
factors, beyond buffer capacity, play a more significant role in
influencing burst loss patterns.

Differentiated Background Traffic: Introducing variations
in background traffic for certain flows altered the burst ratio
landscape, with modifications affecting both the global and
per-flow metrics. The approach allowed for distinguishing the
effects of flow-specific characteristics, particularly interarrival
times, on burst loss behavior, underscoring the importance of
individual flow properties in network performance analysis.

Varied Interarrival Times: The scenarios with adjusted
background traffic for varying proportions of flows highlighted
the differential impact on global and per-flow burst ratios.
Significant variances in packet interarrival times, especially in
flows that constituted a large portion of the network load, were
associated with instances of per-flow burst ratios exceeding
the global burst ratio. This observation illustrates the complex
relationship between traffic diversity, flow characteristics, and
their collective impact on network burst loss dynamics.

These refined conclusions emphasize the importance of
considering both global and per-flow perspectives to fully
understand the intricacies of network traffic management and
its implications on performance metrics like burst ratio.

Our forthcoming research endeavors will extend our exper-
imental setup to encompass real multimedia streaming traffic
and IPv6, aligning with current and progressive networking
contexts. We also plan to explore the effects of ON-OFF pat-
terns on Quality of Experience and provide a comprehensive
description of traffic assumptions and flow characteristics to
facilitate the replication of our experiments. Additionally, we
will focus on measuring higher-order statistics from traffic
using a methodology similar to that employed for burst ratio
analysis. These efforts aim to robustly test the impact of vari-
ous network conditions and expand the scope and applicability
of our research, ensuring its relevance in the study of network
behavior and its influence on multimedia content delivery.
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Abstract— High-precision localization is essential for fully 

realizing the potential of future mobile networks (6G). A critical 

factor in achieving such localization accuracy is the 

incorporation of Terahertz (THz) bands into an efficient 

localization technique. In this context, we propose an approach 

for localizing mobile devices in 6G mobile networks. Such an 

approach is based on the Angle of Departure (AoD) localization 

technique in order to provide high localization accuracy. Using 

NYUSIM 4.0 for implementing it, we perform simulations for 

two different scenarios: the first one emulates a 5G mobile 

network in the mmWave bands, whereas the second one 

emulates a 6G mobile network in the THz frequency bands. 

Results show that 6G mobile networks outperform 5G mobile 

networks in terms of localization accuracy. This improvement is 

attributed to finer channel estimation facilitated by THz 

frequencies, which results in enhanced positioning accuracy.  

Keywords— 6G; accuracy; Angle of Departure (AoD); future 

mobile networks; localization technique. 

I.  INTRODUCTION  

Future wireless technology will offer intelligent and 
ubiquitous connectivity with Terabits-per-second (Tbps) data 
rates and sub-millisecond (sub-ms) latency over three-
Dimensional (3D) network coverage [1]. In order to achieve 
such goals, accurate localization information of mobile 
devices will be essential [2]. In fact, determining the position 
of mobile devices with high degree of precision is not only 
crucial for navigation and location-based services, but also for 
enabling a plethora of emerging applications, such as 
intelligent telesurgery, holographic teleportation, connected 
robotics, Augmented Reality (AR) and more [3].  

Moreover, higher positioning accuracy is in high demand 
in many vertical and industrial applications, particularly in 
indoor environments where satellite-based positioning 
systems are ineffective. In this context, the introduction of 6G 
mobile networks will improve high precision positioning 
within a home or an office. According to [4], with the 
application of THz bands, such networks are expected to 
achieve a 3D localization precision of 1 cm. Figure 1 provides 
a visual representation of how localization will be used in 6G 
mobile networks.  

 
 

Figure 1.  Localization illustration in future wireless networks [5]. 

The importance of accurate localization gained more 
attention after the U.S. Federal Communications Commission 
implemented the enhanced 911 (FCC-E911) rules [6]. 
Additionally, with the advent of the Global Positioning 
System (GPS) and the standardization of cellular 
communication systems, it is now possible to achieve an 
accuracy of 10 cm in rural areas and 1 m in outdoor urban 
environments approximately [7]. However, accurately 
determining localization in indoor environments using 
cellular networks and GPS can be challenging, as signals are 
reflected and dispersed by various objects [8]. To overcome 
such challenging, WiFi-based and Bluetooth-based 
localization methods have been developed [6]. In complex 
indoor environments, multi-path signal components and 
signal blockage can negatively impact localization accuracy, 
but the use of ultra-wide bandwidth (such as terahertz bands) 
can make multi-path signals resolvable and improve 
performance [8]. 

A number of papers on 6G localization have recently been 
published [2][9]-[14]. More specifically, the works from 
[2][13], and [14] were primarily concerned with the vision and 
technology requirements of 6G localization. Meanwhile, 
Chen et al. [6] summarize the most recent literature findings 
related to the use of THz wireless systems for accurate 
localization. Although this significant work reveals key 
concepts about THz communication systems and localization, 
it does not propose transformative solutions required to 
effectively deploy realistic THz localization systems. 
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Furthermore, while some of these works [11][12] 
acknowledge the importance of THz localization capability, 
they fail to highlight the challenges and prospective 
techniques required to deploy THz systems capable of 
performing accurate localization in a real-world scenario. 

In this paper, we propose an approach for localization of 
mobile devices in future wireless networks. It is organized as 
follows. Section II analyses various localization techniques. 
Section III provides an overview of localization systems and 
services that are currently in use. Section IV provides an 
overview of 6G-compatible simulation tools. Section V 
presents the basic principles of the proposed approach for 
localizing mobile devices in future mobile networks. Section 
VI explains the simulation environment, as well as the 
parameters needed to perform the simulations, and presents 
simulation results, whereas Section VII presents concluding 
remarks. 

II. LOCALIZATION TECHNIQUES  

Localization techniques are employed to estimate locations 
of mobile devices using readings from reference points. This 
section provides an overview of well-known positioning 
techniques. 

A. Received Signal Strength Indicator (RSSI) 

The Received Signal Strength (RSS)-based approach is a 
simple and widely used method for indoor localization [15]. It 
relies on the measurement of RSS, which represents the power 
of the signal received by the receiver in decibel-milliwatts 
(dBm) or milliwatts (mW). By analyzing the RSS, the distance 
between a Transmitter (TX) and a Receiver (RX) can be 
estimated, where a higher RSS value corresponds to a shorter 
distance between TX and RX. The absolute distance can be 
determined using various signal propagation models, provided 
that the transmission power is known. RSSI, which is a 
relative measurement of the RSS with arbitrary units, can be 
expressed as follows [16]: 
 

𝑅𝑆𝑆𝐼 = −10𝑛 log10(𝑑) + 𝐴                   (1) 

where d is the distance between TX and RX, n the path loss 
exponent of the signal attenuation and A represents the RSSI 
value at a reference distance from RX. 

From (1) and a simple path-loss propagation model, the 
separation distance d between TX and RX can be expressed 
as follows: 
 

𝑑 = 10
(𝐴−𝑅𝑆𝑆𝐼)

10𝑛                                             (2) 

where n is the path loss, and A the RSSI value at a predefined 
distance from RX. Figure 2 illustrates a network topology 
consisting of three Root Nodes (RN1, RN2, RN3) which are 
commonly referred to as base stations. The primary objective 
of this configuration is to demonstrate the process of 
localizing a mobile device within the network, using RSSI and 
applying the triangulation technique. Each of the three base 
stations serves as a reference point with known geographical 
coordinates.  

 

Figure 2.  Localization based on RSSI [16]. 

The mobile device location is to be determined based on 
the signal strength measurements received from these base 
stations (RSSI1, RSSI2, RSSI3). The RSSI values from each 
base station provide an indication of the signal’s attenuation 
due to distance and obstacles. By analyzing the RSSI values 
received at the mobile device, the network can estimate the 
relative distances between the mobile device and each base 
station. 

Triangulation is then employed to calculate the mobile 
device position. This technique involves drawing circles 
centered at each base station, with the radius of each circle 
determined by the estimated distance to the mobile device. 
The intersection points of these circles represent the potential 
mobile device locations, as the technique uses the known 
positions of the base stations (RN1, RN2, RN3) and the 
estimated distances from each base station to refine the mobile 
device location. 

B. Fingerprinting 

Fingerprinting, also known as scene analysis-based 
localization techniques, is used to determine the location of a 
mobile device by comparing received signal characteristics, 
known as fingerprints, to a pre-existing database of 
fingerprints associated with known locations [17]. This 
method relies on the fact that signal propagation and behavior 
vary in different physical environments, creating unique 
patterns or fingerprints for each location. 

To create a fingerprint database, measurements of signal 
characteristics are collected from various points within the 
environment. For each location where measurements are 
taken, a fingerprint is generated. This fingerprint represents a 
unique signature of the wireless signal behavior in that 
specific location. The fingerprint includes a set of signal 
parameter values that can be used to identify that particular 
location. The collected fingerprints, along with their 
corresponding known locations, are stored in a database. 
When a user needs to be localized, it measures the same signal 
characteristics (RSSI) at its current location. These 
measurements are compared with the fingerprints stored in the 
database. The system identifies the stored fingerprint that 
closely matches the measured values. Once a matching 
fingerprint is found, the associated known location from the 
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database is used to estimate the device position. This can be 
done through probabilistic methods, artificial neural 
networks, k-Nearest Neighbor, and Support Vector Machine 
[16]. 

The accuracy of fingerprinting depends on the grid size 
defined during a training period, with a tradeoff between 
accuracy and complexity. Finer grids offer higher accuracy, 
but require longer training periods [18]. Fingerprinting 
localization can provide high accuracy in scenarios with well-
defined and stable environments. While fingerprinting has 
been traditionally associated with Wi-Fi due to the widespread 
availability of signals in typical indoor environments [19], it 
has also been utilized in 4G [20] and 5G [21] mobile networks. 
In the future, the increased densification of base stations in 6G 
networks will enhance the resolution of fingerprinting-based 
localization [22]. 

Despite its advantages in terms of accuracy and low 
infrastructure investment, fingerprinting has some 
disadvantages.  It is sensitive to environmental changes [23]. 
A major limitation is the requirement for complex training 
procedures, which limits its applicability in scenarios where 
prior exploration is not possible or when covering large areas 
[22]. 

C. Time of Arrival (ToA) 

Time of Arrival (ToA) or Time of Flight (ToF) is a 
localization technique that uses signal propagation time to 
calculate the distance between a transmitter TX and a receiver 
RX [24]. Figure 3 illustrates the application of ToA technique 
for determining the position of a mobile device within a 
mobile network. The depicted scenario involves three root 
nodes, also referred to as base stations (BS), labeled as RN1, 
RN2 and RN3. As the signal reaches each base station, it is 
received at slightly different times due to the varying distances 
between the mobile device and the base stations. Figure 3 
indicates these arrival times as t1, t2, and t3 for RN1, RN2, and 
RN3 respectively. The distances between the mobile device 
and each base station are labeled as d1, d2, and d3. 

To illustrate the calculation of distances using ToA, 
consider a transmitter TXi and a receiver RXj. Suppose TXi 
sends a message at time ti, which is received by RXj at time tj. 
The time taken for the signal to travel from TXi to RXj is 
denoted as tp, where tj = ti + tp.  

 

 

Figure 3.  Localization based on ToA [16]. 

Therefore, the distance between TXi and RXj can be 
calculated as follows: 
 

𝐷𝑖𝑗 = (𝑡𝑗 − 𝑡𝑖) ∗ 𝑣                                                           (3) 

 
where v represents the signal velocity. 

D. Return Time of Arrival (RToA) 

Return Time of Arrival (RToA), also known as Return 
Time of Flight (RToF), uses the time taken for a signal to 
propagate from TX to RX, and back to TX, to estimate the 
distance [24]. Similar to ToA, RToA involves a two-way 
signal exchange where the receiver responds to the 
transmitter’s signal, allowing the calculation of the total 
round-trip time. One advantage of RToA is that it requires 
relatively moderate clock synchronization between TX and 
RX compared to ToA [16]. However, the accuracy of RToA 
estimation is influenced by the same factors as ToA, such as 
sampling rate and signal bandwidth, which can have a more 
significant impact since the signal is transmitted and received 
twice [16]. 

One challenge with RToA-based systems is the response 
delay at the receiver, which is dependent on the receiver 
electronics and protocol overhead. Although this delay can be 
disregarded in long-range systems where the propagation time 
outweighs the response time, it becomes significant in short-
range applications, like indoor localization. 

E. Angle of Arrival (AoA) 

Angle of Arrival (AoA)-based methods use antenna arrays 
to estimate the angle at which the transmitted signal arrives at 
the receiver [6][16]. This is achieved by calculating the time 
difference of arrival at individual elements of the antenna 
array [25]. The primary advantage of AoA is its ability to 
estimate the location of a mobile device with only two 
monitors in a 2D environment or three monitors in a 3D 
environment [16]. Figure 4 illustrates how AoA can be used 
to estimate a mobile device location based on the angles at 
which signals are received by the antenna array. Transmitter 
TX emits a signal that propagates through the air towards 
receiver RX, equipped with an antenna array. From Figure 4, 
we can determine d, which represents the separation distance 
between TX and RX. Such a distance plays a critical role in 
determining the AoA at which the signal arrives at RX. This 
angle is denoted as θ. 

 

Figure 4.  Localization based on AoA [16]. 
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F. Phase of Arrival (PoA) 

Phase of Arrival (PoA) based approaches estimate distance 

using the phase of the carrier signal [24]. They can be 

combined with other techniques for better localization 

accuracy [16].  However, they rely on line-of-sight, which is 

often unavailable indoors [16]. Figure 5 demonstrates the 

application of PoA technique in estimating the user location 

by analyzing the phase difference of signals received by an 

antenna array. It shows that when incident signals reach 

different antennas in an antenna array, they exhibit a phase 

difference. This phase difference can be used to derive the 

user location. 

Signals emitted by the transmitters propagate through the 

mobile network medium and reach the mobile device. Due to 

the varying distances between the transmitters and the mobile 

device, the signals experience different phase shifts. The 

receiver measures the phase difference between the received 

signals from different transmitters. This phase difference 

reflects the relative time delay that the signals experienced 

due to their different propagation distances. As the phase 

difference increases or decreases, the corresponding distance 

between the transmitter and the mobile device changes. By 

comparing the measured phase differences with a reference 

phase, the system can estimate the distances between the 

mobile device and each transmitter (TX). Using the estimated 

distances from multiple transmitters, the user position can be 

determined through multilateration techniques. 

G. Angle of Departure (AoD) 

The Angle of Departure (AoD) localization technique is a 

method used to estimate the position of a mobile device by 

analyzing the angles at which signals are transmitted from the 

mobile device [26]. AoD is particularly relevant in scenarios 

where a mobile device is equipped with an array of antennas 

capable of transmitting signals in different directions [6].  

 

 
Figure 5.  Localization based on PoA [16]. 

The fundamental principle behind AoD localization is based 

on the concept that the angle at which a signal departs from the 

mobile device transmitting antenna provides valuable 

information about its spatial location relative to the base 

stations. This information is then utilized to triangulate the 

position of the mobile device [6]. This involves calculating the 

intersection point of lines originating from the base stations at 

the estimated angles. The intersection point obtained through 

triangulation represents the estimated position of the mobile 

device. This position is typically provided in terms of 

coordinates within the coverage area [26]. 

AoD localization offers several advantages, including its 

suitability for scenarios where Line-of-Sight (LOS) conditions 

are prevalent, such as open outdoor environments. 

Additionally, it can provide high accuracy positioning in both 

outdoor and indoor settings. However, it may also be sensitive 

to obstacles and multipath propagation that can alter the angle 

estimation accuracy [27]. In the context of future mobile 

networks (e.g., 6G), the AoD technique holds significant 

potential for improving localization accuracy [26]. 

H. Angle Difference of Departure (ADoD) 

The Angle-Difference-of-Departure (ADoD) localization 

technique is a method used to determine the position of a 

mobile device based on the angles at which the signals from 

the mobile device are transmitted from multiple antennas. 

ADoD-based localization utilizes an array of antennas at the 

receiver side to measure the angles at which the signals arrive. 

By comparing the angle differences of arrival at these 

antennas, the system can triangulate the position of the mobile 

device [6]. ADoD-based localization can offer improved 

accuracy compared to single angle localization techniques. 

However, AoD information can be used to assist ADoD-based 

localization and estimate orientation alongside estimated 

positions [6]. 

III. CURRENT LOCALIZATION SYSTEMS AND SERVICES  

In modern telecommunications, localization systems and 
services play a crucial role in enabling a wide array of 
applications that rely on precise positioning information. This 
section provides an overview of localization systems and 
services that are currently in use. 

A. Ultra Wideband (UWB) 

UWB technology has gained significant attention for 

indoor localization due to its immunity to interference from 

other signals [16]. Currently, this technology is primarily 

employed in short-range communication systems, such as PC 

peripherals, and various indoor applications [16]. It operates 

by transmitting ultra-short pulses with a duration of less than 

1 nanosecond (ns) over a broad frequency range of 3.1 to 10.6 

GHz. It utilizes a low duty cycle, resulting in reduced power 

consumption [16]. 
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UWB signals have the ability to penetrate various 

materials, including walls, although metals and liquids can 

potentially interfere with them [16]. Additionally, the short 

duration of UWB pulses minimizes the impact of multipath 

effects, enabling the identification of the primary signal path 

and providing accurate Time of Flight estimation. Research 

has demonstrated that UWB localization can achieve 

accuracy levels as precise as 10 cm [28]. However, the 

development of UWB standards has progressed slowly, 

particularly in terms of its adoption as a standard in consumer 

products and portable devices [16]. 

B. Visible light positioning systems (400-790 THz) 

Visible Light Positioning (VLP) systems leverage Visible 

Light Communication (VLC) technology to estimate the 

location of receivers by utilizing Light-Emitting Diode 

(LED) transmitters with known positions [6]. In indoor 

environments, VLP systems, coupled with the capabilities of 

LED technology, enable precise and reliable localization, 

making them an affordable solution for applications that 

demand compact and efficient positioning systems [29]. The 

potential benefits of VLP in terms of precise localization 

make it an attractive option for specific applications and 

environments where high accuracy is crucial [29]. Unlike 

traditional wireless systems that rely on congested, limited, 

and costly RF spectrum, VLP systems make use of the visible 

light portion of the electromagnetic spectrum, which is free 

from licensing and regulations [30]. This visible light 

spectrum enables high-speed data transmission and reduces 

operational costs for operators [29]. 

While VLP systems offer the advantage of high accuracy 

localization, one of their main limitations is to design a 

system, which like GPS, can combine the functions of data 

receiver and position estimation in order to provide accurate 

position information without accessing external databases 

[31]. This means that implementing VLP systems may 

involve significant upfront investments, including the 

installation of LED-transmitters and receivers, as well as the 

development of compatible communication protocols and 

algorithms. 

C. mmWave Systems 

With the increasing demand for higher data rates and the 

growing number of connected devices requiring high-precision 

localization, traditional frequency bands have become 

crowded and limited in capacity [3]. This has led to the 

exploration of Millimeter waves (mmWaves) as a solution to 

meet the ever-increasing demands. Millimeter waves are 

electromagnetic waves with frequencies ranging from 30 to 

100 GHz [6]. These waves have wavelengths ranging from 1 

to 10 millimeters [32], hence the name "millimeter waves". 

They use a relatively high-frequency band compared to 

traditional radio waves (below 30 GHz) used in wireless 

communications.  

mmWave frequency bands were first introduced in 5G 

mobile networks [33]. This integration played a crucial role in 

achieving higher data rates, reduced latency, and improved 

localization accuracy [6]. It enabled a localization precision of 

10 cm [1], and with the inclusion of antenna arrays at the 

mobile device, it becomes possible to estimate the orientation 

of the mobile device [34]. Moreover, by using the NLOS paths 

and reconfigurable intelligent surfaces (RIS), localization tasks 

can be accomplished using a single base station [35].  These 

advantages make mmWave systems highly attractive in 

communication networks [6]. 

While mmWave systems offer sufficient localization 

precision for many applications supported by current 

communication systems, they fall short in meeting the 

requirements of applications, such as telesurgery, extended 

reality, holography, connected vehicles [2]. These applications 

demand a higher level of location accuracy, typically within 

the range of 1 cm [3]. To fully realize the potential of these 

applications and pave the way for new ones to emerge, the 

utilization of higher frequency bands becomes necessary.  

D. THz Localization 

With the advancement of highly precise positioning 

capabilities, there is a belief that THz frequency bands (0.1-10 

THz) are gaining attention for high-speed transmissions and 

high accuracy positioning [3]. The integration of these bands 

has the potential to fulfill the demands of applications that 

require both high data rates and high localization accuracy, 

surpassing the capabilities of current communication systems. 

The IEEE 802.15.3d standard has already proposed the use of 

sub-THz frequencies, pushing the signal frequency from 73 

GHz to 300 GHz, and the bandwidth from 2 GHz to 69 GHz 

[6]. 

While THz systems offer advantages, such as higher 

frequencies, larger bandwidths, and improved localization 

performance, they also present challenges in hardware design, 

coverage, overheads, and computational complexity. As 

compared to 5G mmWave, 6G THz systems are expected to 

deliver enhanced localization performance. 

IV. 6G-COMPATIBLE SIMULATION TOOLS   

This section provides an overview of the following 6G-
compatible simulators: Aff3ct [36], CloudRT [37], Matlab [38], 
Terasim [39], NYUSIM [40][41]. We will highlight their 
strengths and limitations in the context of 6G localization.  
Based on this evaluation, we will select the most suitable 
simulator for the upcoming results. 

A. Aff3ct 

AFF3CT is a free open-source toolbox for Forward Error 
Correction (FEC) that includes a simulator and a library 
written in C++ [36]. The toolbox can effectively emulate 
physical layer behavior for simulation purposes. However, we 
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have observed that AFF3CT does not simulate the entire THz 
system. Specifically, AFF3CT is more focused on the physical 
layer, only implementing digital channels without any 
waveform generation. Therefore, the ability to analyze signal 
and waveform-related effects on data transmission is limited.  

Additionally, AFF3CT fails to consider a range of 
propagation effects, such as the ground nature, weather, 
polarization, human blockage, barometric pressure, humidity, 
and foliage attenuation. Although AFF3CT provides high 
throughput simulations with multi-node, multi-threaded, and 
vectorization paradigms, the results obtained are limited since 
the simulator does not consider the complete communication 
system scenario. 

B. CloudRT 

CloudRT is an open-source Ray Tracer simulator that can 
be accessed via the platform (www.raytracer.cloud). This 
platform has three main libraries: the Environment library, 
Material library, and Antenna library [37]. The Environment 
library contains 3D models of environments for Ray Tracing 
simulation, and users can upload and manage their models 
through the platform’s web user interface. The Material 
library stores different material parameters required for 
different propagation models, including dielectric parameters, 
transmission loss, scattering coefficients, and equivalent 
roughness. The Antenna library provides information on 
various types of antennas, and users can create and upload 
their antenna radiation patterns to the library.  

However, CloudRT has some limitations.  It does not 
consider essential parameters, such as human blockages, 
polarization, rain rate, and barometric pressure, which could 
affect the simulation results. Therefore, the provided scenario 
may be insufficient for localization simulation. 

C. Matlab 

Matlab is a robust and useful tool that has been widely 
utilized in communication systems for various simulations 
due to its communication toolbox. The toolbox offers an 
extensive range of signal processing functions, including 
standard-compliant waveform filters, multi-carrier systems, 
statistic channel models, and antenna systems [38]. However, 
Matlab has limitations, as it does not fully support THz 
communication systems. This means that Matlab’s 5G 
toolbox needs to be adapted to 6G mobile networks.  
Moreover, since Matlab is a closed platform with an extra 
license requirement, users have limited insight into specific 
realizations of algorithms and applications. 

D. Terasim 

Terasim is a system-level simulator that fully supports 
THz frequencies [39]. It is an extension of NS-3, with data 
transmission modeled at a packet level, and the successful 
reception of packets is determined by the received power. 
While Terasim considers some useful parameters, such as 
molecular absorption, it neglects essential parameters, such as 
human blockages, temperature, barometric pressure, 
humidity, polarization, foliage, among others. Additionally, 
the realization of signals in Terasim is limited to the 
consideration of power density spectra, which means that the 

effects of inter-symbol interference or multipath propagation 
cannot be examined. As a result, Terasim is inadequate for 
localization purposes. 

E. NYUSIM 4.0 

NYUSIM is an open source, system level simulator based 
on Matlab that supports millimeter and Sub-THz bands 
ranging from 0.5-150 GHz [40][41]. Unlike other simulators 
mentioned earlier, NYUSIM is advantageous because it 
considers a wide range of parameters, including 21 channel 
parameters, 12 antenna properties, 10 spatial consistency 
parameters and 6 human blockage parameters. These 
parameters are critical in demonstrating and clarifying the 
proposed approach for 6G localization. Also, NYUSIM has 
been developed based on extensive real-world measurements 
[40] at multiple mmWave and Sub-THz frequencies, over 2 
terabytes of measurement data from 28 to 142 GHz in various 
environments obtained during 2011 and 2022 [42]. As of 
2022, NYUSIM is widely used by industry and academia as 
an alternative to 3GPP Spatial Channel Model. In this context, 
we have chosen NYUSIM for our simulations.  

V. A 6G-BASED APPROACH 

The proposed approach is based on AoD localization 
technique, and is tailored for real-world scenarios, where 
signal variations are introduced due to environmental factors, 
such as reflection, diffraction, and scattering. In this section, 
we frequently use the term Transmitter (TX), which refers to 
a Base Station (BS), and the term Receiver (RX), which refers 
to a mobile device. To determine the localization coordinates 
of RX, we rely on the concept explained in [26]. To initiate 
this process, the knowledge of three key parameters is 
required: the distance dML between TX and RX at a particular 
point, the AoD β at the TX side, as well as the x and y location 
coordinates of TX, represented as xTX and yTX respectively, as 
illustrated in Figure 6. 

Since TX remains stationary and acts as the reference 
point positioned at coordinates (0, 0), we need the values of 
dML and β to obtain coordinates x and y of RX. In this scenario, 
the following formulas can be used: 

 
𝑥𝑅𝑋 = 𝑑𝑀𝐿𝑐𝑜𝑠(β)                                               (4) 

𝑦𝑅𝑋 = 𝑑𝑀𝐿𝑠𝑖𝑛(β)                                              (5) 

 

 
 

Figure 6.  Calculation of mobile device localization coordinates [26]. 
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where xRX is the x localization coordinate of RX, yRX is the y 
localization coordinate of RX, dML is the distance between TX 
and RX at a particular point, β is the AoD at the TX side. 

There is an alternative method to calculate xRX and yRX 
from α, when α is provided. This can be achieved by using the 
following formulas: 

𝑥𝑅𝑋 = 𝑑𝑀𝐿𝑐𝑜𝑠(180∘ + α)                                  (6) 

𝑦𝑅𝑋 = 𝑑𝑀𝐿𝑠𝑖𝑛(180∘ + α)                                  (7) 

where α is the AoA at RX and dML is the distance between TX 
and RX at a particular point. 

Since 6G communication systems will operate at THz 
frequencies [1], the proposed approach integrates AoD 
localization technique into THz localization in order to 
achieve high-precision user terminal localization. 

VI. IMPLEMENTATION AND RESULTS  

A. Simulation setup  

By using NYUSIM 4.0 [40][41] for setting up the simulation 

environment, parameters, such as building layouts, street 

configurations, and environmental conditions, are considered. 

Also, based on real weather data, parameters, such as rain rate, 

humidity, and temperature, will be set to accurately model the 

effects of weather on the localization performance. The 

placement of BS, mobile device, and other relevant elements 

is carefully determined to mimic the actual deployment 

scenarios in Downtown Quebec City. Additionally, the 

mobility patterns of users, such as walking speed and 

trajectories, are adjusted to match typical pedestrian 

movements in the chosen area. This ensures that the 

simulations accurately reflect real-world scenarios and enable 

to draw meaningful insights about the performance of 6G 

localization systems in a location-specific context.  

Using NYUSIM 4.0 [40][41], we perform simulations for 

two different scenarios: Simulation 1 (which implements 

scenario 1) emulates a 5G mobile network using a frequency 

of 28 GHz and a bandwidth of 800 MHz, whereas simulation 

2 (which implements scenario 2) emulates a 6G mobile 

network using the frequency of 142 GHz and the bandwidth of 

1000 MHz to replicate a 6G mobile network. To ensure that 

the simulations will produce meaningful and applicable results, 

we carefully tailor each scenario to match the conditions and 

characteristics of a specific area in Downtown Quebec city. 

As shown in Figure 7, the simulations take place for each 

scenario along two streets, Cook Street (located in front of the 

ministry of municipal affairs and housing) and Dauphine 

Street, each covering a distance of 40 meters. More 

specifically, the simulations replicate a pedestrian’s walk from 

Cook Street (Point A to B) and then, upon reaching point B, 

make a left turn onto Dauphine Street (Point B to C). 

 
 

Figure 7.  Trajectory of a pedestrian moving from A to C with a mobile 

device. 

The moving distance is set to 80 meters, representing the 

total distance the user can travel along the path. Throughout 

the walk, we continuously track and locate the pedestrian, 

gathering valuable data for analysis. In particular, the 

corresponding x and y coordinates along this path are recorded. 

For each scenario, the stationary BS is located at point (0, 

0), serving as the reference point for the measurements. More 

specifically, it is placed on the rooftop of St. Andrew’s Church, 

with a total height of 35 meters, considering the presence of 

trees and buildings that create NLOS scenarios. Since the 

mobile device will be held by a moving pedestrian, we set the 

mobile device height to 1.5 m from the ground, assuming the 

pedestrian will use his mobile phone while traveling at a 

velocity of 1 m/s along the path. Since only one pedestrian is 

involved in the simulation at a time, the number of RX 

locations was set to 1. Other environmental factors, such as 

barometric pressure (1013.25 mbar), humidity (50%), and 

temperature (20 degrees Celsius), are also set to realistic 

values. As there is no rainfall in this scenario, the rain rate is 

set to 0 mm/hr. These carefully selected simulation parameters 

ensure a realistic representation of the chosen environment and 

facilitate the collection of relevant localization data for our 

analysis. 

B. AoD Measurement 

Since the proposed approach is based on AoD localization 

technique, it is important to measure this angle in order to get 

precise localization values. Figures 8 and 9 demonstrate the 

procedure for extracting the AoD for simulation 1 and 

simulation 2, respectively. Such a procedure involves using 

wepik, an online graphic editor, to trace a line between the BS 

and a specific point to determine the rotation angle of the line. 

To obtain the AoD, we subtract the rotation angle from 180 

degrees. Moreover, when the resulting rotation angle exceeded 

180 degrees, we obtained the AoD by subtracting 180 degrees 

from the obtained rotation angle. This approach improved the 

accuracy of angle extraction process.  
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Figure 8.  Measurement of AoD for 5G mobile network. 

 
 

Figure 9.  Measurement of AoD for 6G mobile network. 

Figures 8 and 9 display various x and y localization 

coordinates of the mobile device, generated by NYUSIM 

during the simulations. 

C. Evaluation of localization error 

The localization error represents how accurately the 
NYUSIM localization algorithm can track and estimate the 
pedestrian position while they walk along the trajectory. It 
measures the discrepancy between the position obtained from 
the proposed approach and the position obtained from the 
simulation tool. As a result, it provides valuable insights into 
the accuracy and performance of the localization system, and 
it reflects the level of deviation between the actual path taken 
by the pedestrian and the path estimated by the simulations. A 
lower localization error indicates a higher accuracy in 
positioning, while a higher error suggests a less accurate 
estimation of the pedestrian location. 

To calculate the localization error at a specific point, we 
take the (x, y) coordinates obtained from the simulation tool, 
and compare them with localization coordinates (xRX, yRX) 
obtained from the proposed approach. More specifically, we 
calculate the localization error, first on the X-axis, then on the 
Y-axis. This decision enables to separately examine and 
analyze the localization error on both X and Y axes, which 
helps better understand the factors contributing to the 
deviation in the x and y coordinates and gain a more detailed 
understanding of the localization accuracy.  

The localization error xE on the X-axis can be calculated 
as follows: 
 

𝑥𝐸 = 𝑥 − 𝑥𝑅𝑋                                                                  (8) 

where x is the localization coordinate on the X-axis obtained 
from the NYUSIM simulation tool, and xRX is the localization 
coordinate on the X-axis obtained from the proposed 
approach.  Similarly, the localization error on the Y-axis yE 
can be calculated as follows: 

 
𝑦𝐸 = 𝑦 − 𝑦𝑅𝑋                                                                 (9) 

where y is the localization coordinate on the Y-axis obtained 
from the simulation tool, and yRX is the localization coordinate 
on the Y-axis obtained from the proposed approach.  

By comparing the localization errors between different 
simulations (5G vs 6G scenario), we can evaluate the 
performance and effectiveness of the localization techniques 
in each scenario, in terms of localization accuracy at different 
points along the trajectory. We observed that the mean 
localization error for 6G mobile network is smaller, indicating 
that the estimated positions from the 6G simulation is closer 
to actual positions of the pedestrian than the positions 
estimated in the 5G simulation. More specifically, the mean 
localization error along the X-axis for the 5G mobile network 
is 4.71 cm, while 6G mobile network achieves a significantly 
reduced mean localization error of 0.27 cm. Similarly, along 
the Y-axis, the 5G mobile network has a mean localization 
error of 4.57 cm, while the 6G mobile network excels with a 
small mean localization error of 0.64 cm. Such results are 
summarized in Table 1 and show that the incorporation of 
THz frequency bands in 6G mobile networks has the potential 
to significantly improve localization accuracy, and opens up 
new possibilities for various applications and services that rely 
on precise positioning information. 

TABLE I.  SUMMARY OF THE MEAN LOCALIZATION ERRORS FOR 5G 

AND 6G MOBILE NETWORKS 

Mean localization 
error 

5G mobile network 6G mobile network 

X-Axis 4.71 cm 0.27 cm 

Y-Axis 4.57 cm 0.64 cm 
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VII. CONCLUSION  

In this paper, we propose an approach which combines the 

AoD technique with THz localization for localizing mobile 

devices in future wireless networks. The simulation 

environment is set up by using NYUSIM 4.0. Simulation 

results show that, for a given trajectory, 6G mobile networks 

outperform 5G mobile networks in terms of mean 

localization errors. By providing such accurate positioning 

and navigation capabilities, the proposed approach enables to 

realize the full potential of future mobile networks while 

addressing an aspect that may significantly impact various 

sectors, including healthcare, industrial automation, 

agriculture, emergency response, public safety, as well as 

disaster management. 
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Abstract—The aim of this paper is to present a posture 
correction system that can be used to address childhood 
myopia and shoulder-neck and eye problems caused by 
prolonged poor posture in adults. It uses the camera on a 
laptop to analyze images through recognition technology. 
When poor posture is detected, it alerts the user via the screen 
and records user data. The system can improve occupational 
health problems caused by prolonged poor posture among 
many workers and assist children and adolescents during 
periods of rapid visual changes to reduce the trend of myopia 
that occurs at a younger age. After further research, this 
concept can also be applied to other consumer electronics 
products such as tablets and televisions to promote public 
health and well-being.

Keywords—Computer Vision; Posture Corrections,; 
OpenCV.

I. INTRODUCTION

In today's rapidly advancing technology landscape, most 
people use electronic devices such as computers daily. 
However, many overlook their usage patterns and the time 
spent on these devices. Various abnormal sitting postures 
and computer use [1] have led to various health problems, 
particularly eye problems such as myopia. Although some 
studies suggest that there is no significant correlation 
between near work and myopia, it is still beneficial to 
control near work time and spend more time outdoors to 
care for the eyes. 

To address this, we recognize the importance of image 
recognition technology in reminding users to maintain 
proper postures when using electronic devices. While 
existing image recognition excels at basic facial and body 
part recognition, detecting finer details, especially in 
posture, remains a challenge due to the need for speed and 
real-time detection. Therefore, we intend to employ 
technologies such as deep learning and the MediaPipe 
[2]-[4] image recognition framework to prompt users to 
adopt the correct posture. Using joint points within the 
MediaPipe framework [5][6] and tools like OpenCV [7], 
our goal is to instantly recognize sitting postures and 
provide real-time reminders, helping improve posture and 
reducing the risk of eye and other health problems. 

Currently, most research mainly uses fewer feature points 
such as the eyes, nose, and mouth for facial recognition, 
which can result in less precise identification. We utilize 
more facial landmarks recognized by MediaPipe, such as 
cheeks, eyebrows, etc., to calculate the angles x, y, and z, 
representing the orientation of the user's face. Through 
these parameters, we determine whether the user has poor 
posture. 

Considering that environments may differ for users, we 

have designed a feature that allows users to adjust the 
distance from the screen and the position of their shoulders 
themselves. This ensures that experiences are better 
optimized for different settings. Additionally, when the user 
maintains poor posture for a certain period, a prompt 
message will be displayed on the GUI interface. Although 
this paper uses 10 seconds as an example, users can adjust 
the time as needed. 

In Section II we discuss the system's construction, 
provide an explanation of the system flowchart, and offer 
detailed insights into the implementation of the four 
recognition functions. Section III presents the results of 
these recognition functions, which allow the GUI interface 
to indicate whether there are any abnormalities in posture 
based on these findings. Finally, Section IV provides more 
technical details regarding future work, encountered failures, 
and challenges during experimentation. 

II. SYSTEM IMPLEMENTATION

This section will discuss the overall architecture of the 
system. First, we will introduce the entire architecture of the 
system. Next, we present the facial recognition and 
shoulder recognition functions. Finally, we will explain the 
relevant settings to run the GUI interface. 

A. System Architecture 
Fig. 1 depicts the operational flow diagram of our 

recognition system. At the beginning of the system, 
OpenCV will activate the camera to capture user images. 
Users are first required to confirm whether their shoulders 
are in a proper sitting position via the GUI interface and 
then adjust the screen-to-face distance accordingly. The 
collected data and images are then transmitted to MediaPipe 
for analysis and processing. Once the analysis is complete, 
the data is sent back to OpenCV for graphical rendering. 
The processed image, along with user data and all prompt 
text, is displayed together on the GUI interface, and this 
process is repeated iteratively. 

B. Facial Recognition 
The system processes images through MediaPipe, which 

utilizes its database to recognize faces and transmits the 
values of facial landmarks to OpenCV for drawing and 
display. MediaPipe provides 468 facial landmarks for user 
calculations. We use these landmarks to determine whether 
the face is misaligned, focusing on four main aspects: Yaw 
(horizontal tilt), pitch (vertical tilt), roll (rotation), and 
screen-to-face distance. Based on these data, the system 
alerts users to any inappropriate posture. 
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C. Shoulder Recognition 
The system analyzes the images using MediaPipe, using 

its database to recognize the head, hands, limbs, and torso, 
and marking the corresponding nodes and skeletons. These 
feature points are then transmitted to OpenCV for drawing 
and display. We use the feature points at the shoulder joints 
to identify whether the shoulders are misaligned or if there 
is poor posture. 

D. GUI Interface Operation 
Users need to confirm two initial settings. First, they 

must establish the correct shoulder position, allowing the 
system to record the data for the correct shoulder position. 
Verifying the correct shoulder position helps prevent 
situations where both shoulders are raised simultaneously, 
but are not recognized as improper posture. Second, users 
must set the screen-to-face distance. Since the size of the 
screens varies for each individual, this setting allows the 
system to record the distance at which the user feels that the 
screen is too close. When the user's distance from the screen 
is less than the distance they have set, the system will 
provide a reminder. This design adds flexibility to the 
recognition function. 

III. EXPERIMENTS AND RESULTS

The posture correction function in this paper utilizes 
feature point data computed from MediaPipe's recognition, 
resulting in four main aspects: recognition of facial yaw and 
pitch angles, facial roll angle recognition, facial distance 
from the screen recognition, and shoulder horizontal 
recognition. 

A. Recognition of facial angle of pitch and wrinkle 
This recognition function uses the feature points of the 

eyes, nose, and mouth to calculate the orientation of the 
face. When the angle of yaw is higher, the absolute value of 
y increases, as shown in Fig. 2 Similarly, when the pitch 
angle is higher, the absolute value of x increases, as 
illustrated in Fig. 3. 

B. Recognition of facial roll angle 
This recognition function uses the feature points on the 

left and right cheeks of the face to calculate whether the 
face has rolled. Calculate the angle by taking the xy values 
of the feature points on the left and right cheeks. When the 
rolling angle is greater, the angle itself increases, as shown 
in Fig. 4. 

C. Facial distance from screen recognition 
This recognition function utilizes the z-value of the 

feature point on the nose to calculate the distance of the 
face from the screen. When the face is closer to the screen, 
the value becomes smaller, as illustrated in Fig. 5. 

D. Horizontal shoulder recognition 
This recognition function utilizes the y-value of the 

feature point on the shoulders to calculate whether the 
shoulders are tilted horizontally. Calculate the difference in 
y values between the left and right shoulders as the distance 
gap. The larger the height difference between shoulders, the 
greater the value, as shown in Fig. 6. 

Fig. 1. Recognition system operation flow chart 

Fig. 2. Recognition of facial yaw angle 
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Fig. 3. Recognition of facial pitch angle 

Fig. 4. Recognition of facial row angle 

Fig. 5. Screen-to-Face distance recognition 

Fig. 6. Horizontal shoulder recognition 
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E. Display of Bad Posture Warning 
When a user continuously maintains bad posture for 

more than 10 seconds, a warning message will appear on 
the GUI interface. In addition to displaying the word 
“WARNING”, each of the four recognition functions will 
also individually display the recognition result on the 
interface, allowing the user to understand the reasons for 
poor posture and areas that need adjustment. The result 
messages are as shown in Table I and the result figures are 
as shown in Fig. 7, Fig. 8, Fig. 9 and Fig. 10. 

TABLE I  

RECOGNITION FUNCTION RESULT MESSAGES

Correct Posture Incorrect Posture 

Facial angle of pitch 
and wrinkle  

good position bad position 

Facial roll angle normal askew 

Facial distance from 
screen recognition 

normal too close 

Horizontal shoulder normal askew 

Fig. 7. Results of facial yaw and pitch angle recognition results 

Fig. 8. Results of facial roll angle recognition results 

Fig. 9. Facial distance from screen recognition results 

Fig. 10. Results of horizontal recognition results 

IV. CONCLUSION AND FUTURE WORK

This paper proposes the use of deep learning, 
MediaPipe’s image recognition framework, and other 
technologies to remind users to adopt the correct postures 
when using electronic devices. By leveraging joint points 
from the MediaPipe framework to design recognition 
functions, the system can instantaneously recognize sitting 
postures of users and provide real-time reminders to help 
them improve poor posture and reduce the risk of 
eye-related health issues. 

The recognition functions and the GUI result display are 
accurate and smooth, achieving real-time effects. Due to the 
high accuracy of facial landmarks, the facial recognition 
function is successful. However, the recognition of shoulder 
horizontal position sometimes encounters errors and 
inaccuracies in landmark detection, likely due to the only 
focus on the upper body. As a result, subtle adjustments in 
shoulder position may not be properly recognized, leading 
to occasional failures in shoulder horizontal detection. 

In future work, we plan to quantify facial angles and 
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feature point evaluation metrics for comparison with other 
methods. We also intend to increase the number of subjects 
to examine whether shoulder level recognition is an 
individual issue. However, we believe that training a model 
specifically focused on upper body landmarks can improve 
the accuracy of shoulder landmark detection, addressing 
inaccuracies in shoulder horizontal recognition. 
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