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Abstract — This paper focuses on evaluating some of the routing 

protocols for the Mobile Ad-Hoc Network (MANET) and 

discusses their abilities to provide advanced Quality of Service 

(QoS) support in spite of their dynamic nature. Two routing 

protocols have been extracted to be studied extensively and 

compared against each other in terms of their performance: the 

on-demand Dynamic Source Routing (DSR) along with the 

table-driven Destination-Sequenced Victor (DSDV) routing 

protocol. The performances are analyzed according to various 

factors such as network load, mobility, and network size using a 

set of parameters. The evaluation shows that an on-demand 

routing protocol is preferable in all routing conditions. 

Keywords: MANET; Routing Protocols; Packet Delivery Fraction 

Ratio; Normalized Routing Load. 

I. INTRODUCTION 

The increased importance of wireless networks is 

increasingly evident since the demand to access information 

from any part of the globe has overwhelmed supply.  

Reduction in cost and time taken to build wired infrastructure 

has become the ultimate objective for networks designers. 

Wireless networks can be classified into two categories: 

“infrastructure” networks and “Infrastructureless” networks. 

Infrastructure networks usually have fixed and wired 

gateways and mobile nodes communicate with the network 

through a base station. The mobile nodes can continue 

communication with the network even if out of range by 

connecting with a new fixed base station or access point. The 

other classification of networks is Infrastructureless, also 

known as ad-hoc networks. This type of network has no fixed 

infrastructure or routers; all nodes within the network are 

mobile and able to move freely to different locations, they can 

connect dynamically in an arbitrary manner. Each node within 

ad-hoc network acts as a host and router at the same time. Fig. 

1 gives a simplified overview of an ad-hoc network. This 

figure shows how different heterogeneous hosts are 

communicating without any infrastructure (Soldiers, tanks, 

vehicles, satellites).   

The biggest problem facing the ad-hoc networks is that it 

consists of wireless hosts, which have the ability to move in 

an unpredictable fashion. The movement of these nodes 

creates many complex issues resulting in changes in routes 

and addresses, which requires some new mechanisms for 

planning suitable routing protocols and other configurations.  

So far, network simulations, using simulation software, 

have been done on both the DSR and DSDV protocols and the 

results have been taken. Results have shown that the on-

demand routing protocols are more efficient in solving the 

routing problem in a mobile environment than the table-driven 

protocols. Therefore, the comparison between the ad-hoc 

protocols is a continuous concern, due to the importance of 

these protocols in a wireless world.  

The objective of this work is to undertake the most 

important issues regarding ad-hoc networks, evaluate their 

performance based on their properties and their ability to 

provide QoS and follow with an overview comparison 

between some selected protocols. Simulation environments 

are used to compare the performance of DSR and DSDV to 

examine the impact of the mobility of nodes on the behavior 

of these protocols regarding packet delivery, delay and routing 

load. The simulation results show that DSR outperforms 

DSDV in select scenarios. 

 

 

Figure 1. A simplified overview of MANET 

The rest of this paper is organized as follows. Section II 
addresses some related study. Section III describes the 
MANET routing protocols in general, and then specifically 
describes the two main protocols under comparison; DSR and 
DSDV. Section IV introduces the simulation environment. 
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Section V discusses the simulation results. Section VI outlines 
the conclusion of this paper. 

II. RELATED WORK  

Due to the importance of ad-hoc wireless networks, many 

routing protocols have been proposed and developed. Each 

one of these protocols has been designed for special 

applications. Therefore, differences between them are a point 

of contention. 

Continued work on performance evaluation and 

comparisons between ad-hoc routing protocols has been 

conducted by different researchers, using different methods of 

evaluation, such as simulations, algorithms, and mathematical 

analyses. In one study, a comparison between different types 

of protocols in term of control traffic overhead and loop-free 

properties based on theoretical analysis and discussion is 

made [1]. Other comparisons between the main categories of 

ad-hoc protocols have taken place based on Quality of Service 

[2]. Another study used simulations to compare three ad-hoc 

protocols [3]. Multiple studies comparing the performance 

between three ad-hoc protocols have also been done, with the 

performance comparison as their main issue [4], [5].  

III. MANET ROUTING PROTOCOLS 

Routing is a process of forwarding packets from source to 
destination; the path from source to destination should meet 
the QoS requirements such as: packet delay, delay jitter, 
bandwidth and packet loss [6]. The dynamic nature of the 
nodes in an ad-hoc network makes it difficult to sustain the 
precise link information that meets the QoS routing. Some of 
the MANET protocols properties, such as dynamic topology, 
multiple wireless links, physical security, power constrained, 
and limited resources heighten the pressure on routing 
protocols that can adapt with these characteristics, which are 
not met by traditional routing protocols [7],[8]. Therefore, the 
need for special routing protocols with certain properties is 
highly essential to meet the ad-hoc nature. Some desired 
characteristics of these protocols are: distributed, on demand 
operations, secure, loop free, bi-directional/uni-directional, 
QoS, energy and bandwidth reservation, and 
entering/departing nodes [9]. To meet the desirable properties 
above, many protocols have been proposed by the IETF 
MANET group [10] for the ad-hoc networks. These protocols 
can be classified into the following categories: table-driven, 
on-demands and hybrid protocols [11]. Table 1 shows general 
differences between on-demand and table-driven based 
routing protocols as stated in [12]. 

Table-driven, also called proactive, protocols are based on 
updating the information in the routing table periodically. This 
will enable the ad-hoc node to operate in steady fashion and 
up-to-date routing table. These protocols identify the network 
topology before any forward packet happens. Examples of 
these protocols are Destination-Sequenced Distance Vector 
(DSDV), Wireless Routing Protocol (WRP) and Source Tree 
Adaptive Routing (STAR) [13].  

On-demand, also called reactive, protocols, a complete 
routing table is not required; Instead, hosts establish routes 
when they need that. Examples of these protocols are: AODV 
(Ad-hoc On-Demand Distance Vector protocol), DSR 
(Dynamic Source Routing Protocol), TORA (Temporally 
Order Routing Algorithm) and ABR (Associated Based 
Routing). For this study, the DSR and DSDV from each type 
were selected for further discussion, analysis and performance 
evaluation. These protocols have been used for different 
applications ranging from small networks with low mobility, 
to large networks with high mobility. None of these protocols 
is suitable for the whole ad-hoc application; each one has its 
own characteristics to suit a specific application.  

TABLE 1. GENERAL DIFFERENCES BETWEEN ON-DEMAND AND 

TABLE-DRIVEN   

Parameters On-demand Table-driven 

Availability of 

Routing Information 

Available when 

needed 

Always available 

regardless of need 

Routing Philosophy Flat Mostly flat 

Periodic Rout update Not required Required 

Coping with mobility Using localized route 

discovery 

Inform other nodes to 

achieve consistent 

routing table 

Signalling traffic 

generated 

Grown with increasing 

mobility of active 

routes as in ABR 

Greater than that of 

on-demand routing 

Quality of Service Some can support QoS Mainly Shortest Path 

as QoS metric 

A. DSR 

DSR [14] is an on-demand routing protocol. It uses the 

source routing mechanism to discover routes. The sender 

knows the complete route (hop-by-hop) to the destination. 

These routes are stored in a route cache and the data packet 

carry the source route are in the packet header.  

As seen in Fig. 2, Node A is discovering a route to node 

D. Each node forwards the ROUTE REQUEST from A, 

adding its own address to the list in the packet; the 

combination of the initiator address (A), the target address 

(D), and the request identifier (2) assigned by node A uniquely 

identifies this Route Discovery [15]. 

 

 

Figure 2. Route Discovery in DSR 

B. DSDV 

DSDV [16] is a table-driven routing protocol that has been 

designed to ad-hoc networks as a modification to Bellman-

Ford algorithm [17]. 
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It is a hop-by-hop distance vector routing that requires every 

node to continually broadcast routing updates. Each node 

maintains a routing table. This routing table contains the next 

hop to be accessed from this node, and the distance to that hop. 

Each route in the routing table is marked with a sequence 

number that reflects the freshness of the route [16]. This 

sequence number is originated at the destination node. 

Whenever an update is required, each node broadcasts an 

increasing sequence number for itself to all of its neighbors. 

When a node adjusts a route, it broadcasts an update with a 

sequence number greater than its sequence number for that 

route [16]. When a node receives a limitlessness metric with a 

later sequence number, it will prompt a route update broadcast 

to disseminate the news. The DSDV then, updates routes 

when faces a route failure as shown in Fig. 3. 

 

Figure 3. DSDV updates routes when faces a route failure 

The above two protocols’ performance are then assessed 

using the Network Simulator tool with predefined 

performance metrics as explained below. 

IV. SIMULATION ENVIRONEMNT  

In this study, the Network Simulator (ns-2) from Berkley 

was used [18]. Fig. 4 shows a simplified user’s view of NS. 

This figure shows that for C++ objects that have an OTcl 

linkage forming a hierarchy, there is a matching OTcl object 

hierarchy very similar to that of C++ [18]. This simulation is 

used to study a performance comparison between the two ad-

hoc protocols (DSDV and DSR). The simulation models all 

the control message exchanges at the MAC layer and network 

layer.  

 

 

Figure 4. Simplified overview of NS 

C. Simulation Setup and Parameters 

The IEEE 802.11 at 2 Mbps was used in this simulation as 

physical, data link, and MAC layer protocols. The random 

way-point was used as the mobility model. The area used is 

600m X 600m with fixed 50 nodes. The maximum speed for 

the mobile node is 20 m/s (0-20m/s). 20 sources are used, 

each source sends four 512-byte data packets per networks. 

Complete setup is explained in the simulation parameters in 

in Table 2 below. These parameters are used for both 

protocols (DSR and DSDV). 

TABLE 2. SIMULATION PARAMETERS   

Total Number of Nodes 50 

Size of simulation area 600m X 600m 

Movement model used Random way-point 

Pause time used 0, 10, 20, 40, 100, 200 seconds 

Total simulation time 200 sec 

Traffic type CBR (Constant (Continuous) bit 

rate 

Packet size 512 bytes 

Data rate 4 packets/second 

Interface queue size 50 packets 

Nodes movement 

speed 

0-20m\s 

Ratio model used Lucent’s wave LAN 

MAC protocol IEEE 802.11 distribute 

coordination function (DCF) 

Send buffer 64 packets 

Type of link Bi-directional 

 

As shown in above table, the parameters used in this 

simulation are: 

 Total number of nodes. 50 nodes. 

 Size of simulation. 600m X 600m. 

 Movement Model used. The mobility model used for 

the nodes is the “random way-point” model [19]. In 

this model, the movements of mobile nodes are 

broken into repeating pause and motion period. A 

mobile node first stays at a location for a certain time 

then it moves to a new random-chosen destination a 

speed uniformly distributed between [0, max speed]. 

Here, each packet starts its movement from a random 

location to a random destination with a random 

chosen speed (0-20m\s). Once the destination is 

reached, another random destination is targeted after 

a pause. 

 Pause time: the time a node stays at a position before 

moving to the next random position. Different pause 

times were used in this simulation 0,10,20,40,100, and 

200 seconds. A 0-second pause time indicates that 

nodes are continuously moving while a 200-second 
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pause time means that nodes are at rest for the entire 

simulation. 

 Total simulation time. In this simulation a 200 

seconds total simulation time is used. 

 Traffic type. Constant (Continuous) bit rate (CBR) 

traffic sources are used in this simulation with packet 

size 512 bytes and packet sending rate in each pair is 

set to 4 packets / second. The CBR is used as traffic 

here and not the TCP because the main object is to 

evaluate the performance of the two protocols to see 

how they behave toward the selected metrics.  

 Interface queue size. The interface queue has a 

maximum size of 50 packets. It is a drop-tail priority 

queue with two priorities each served in FIFO. 

 Nodes movement speed. Nodes move at speeds 

between 0 and 20m\sec. 

 Radio model used. The ratio model uses 

characteristics similar to the radio interface, Lucent’s 

WaveLAN card. WaveLAN is modelled as a shared-

media with nominal bit rate of 2Mb\s and a nominal 

ratio range of 250m. 

 MAC protocol. The distribution coordination 

function (DCF) of IEEE 802.11 for WLAN is used 

as the MAC layer protocol; with unslotted carrier 

senses multiple access techniques with collision 

avoidance (CSMA\CA). 

 Send buffer. The protocols maintain a send buffer of 

64 packets. That means network layer a 64 packets 

send buffer is used for storing packets waiting for 

routing, such as packets for which route discovery 

has started, but no reply has arrived yet. 

  Bi-Directional link. Each node sends data to other 

nodes and visa versa. 

D. Performance Metrics 

There are several metrics that can be used to assess the 

routing protocols. In this simulation the following metrics are 

used to assess the performance of the two routing protocols 

[15]. 

 Packet Delivery Fraction (PDF). The fraction of 

originated data packets that are successfully 

delivered to their planned destination nodes. This 

metric is most important for best-efforts traffic. This 

can be calculated from the following formula: 

        PDF = (received packets \ sent packets) *100           (1)                 

 Average end –to–end delay. This includes all possible 

delays caused by buffering during route discovery 

latency, queuing at the interface queue, 

retransmission delays at MAC, and propagation, and 

transfer times. It can be derived from the formula: 

Average End-to-end delay=(time pkts received 

destination)- (time the pkts generated)               (2)    

                                   

 Normalized routing load (NRL). The number of 

routing packets transmitted per data packets 

delivered at the destination. Each hop-wise 

transmission of routing packet is counted as one 

transmission. It is the total number of overhead 

packets used by the routing protocol (DSDV / DSR). 

The formula used to evaluate this metric is: 

NRL = routing packet sent/ received                 (3)             

E. Methodology 

Fig. 5 is an overview of the implementation and simulation 
design used starting from writing the script, generating the 
required scenarios and then getting the simulation output. This 
figure shows that, main OTcl application script is used to 
connect all components together to complete the simulation.  

 

Figure 5. Simulation design overview  

The OTcl script is used to setup the network 

configuration and components, the nodes links, send data 

between the nodes, etc.  Fig. 6 shows the script used to define 

the network model components. This part o fthe script defines 

how the mobile nodes are configured. Communication 

between mobile nodes generates a necessity for a random 

traffic connection. Either TCP or CBR can be setup between 

mobile nodes using a traffic-scenario generator script. This 

script is used to generate CBR and TCP traffics connections 

between mobile nodes. So, we define the type of traffic (CBR 

or TCP), the number of nodes, the maximum number of 

connections to be setup between them, a random seed and in 

case of CBR connections, a rate whose inverse value is used 

to compute the interval time between the CBR packets. CBR 

connection file is created between 50 nodes having maximum 

connection of 20 connections, with a seed value 1.0 and a rate 

4.0. 
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set val(prop) Propagation/TwoRayGround            ;# channel type                                         

set val(netif) Phy/WirelesTPhy            ;# radio propagation model 

set val(mac) Mac/802_11                                           ;# mac type 

set val(ifq) Queue/DropTail/PriQueue              ;#Interface queue type 

set val(ll)  LL                                                ;#Link layer type 

set val(ant)        Antenna/OmniAntenna                      ;#Antenna type 

set val(x)  600                           ;# X dimension of the topography 

set val(y)  600                           ;# Y dimension of the topography 

 

set val(ifqlen)                 50                       ;# max packet in ifq 

set val(seed)                0.0              ;# the seed value 

set val(tr)   tracefile.tr                                   ;# trace fil  

 

set val(nm)                      tracenam.nam        ;# the nam for visualization 

 

set val(adhocRouting)         DSDV|DSR    ;#the ad-hoc protocol used 

set val(nn)                          50                                ;# simulated nodes 

set val(cp)  "../scenarios/cbr-50-5-4"             ;# the traffic 

connection file generated 

 

set val(sc)  "../scenarios/scen-50-20-0”        ; # the scenario file 

generated 

 

set val(stop)  200.0                  ;# simulation time 

Figure 6. Mobile Node Configuration in Otcl 

The Otcl script is also used to create Traffic connection 
either TCP or CBR and node movement. – Not shown here 
due to space limitations.  

F. Analyizng the simulation output 

The simulation results can be analyzed using the two 

methods, the NAM file, and the trace file. The NAM file is 

used to visualize the simulation output as shown in Fig. 7. 

The trace file needs to be parsed in order to extract the 

required information.  

 

 

Figure 7. The NAM window 

G. Packet Delivary Fracton Ratio 

Fig. 8 shows the PDF for the two protocols after plotting 

the data from the trace files generated. From this figure, it is 

clear that DSR performed better than DSDV. In DSR most of 

the originated data was delivered successfully even when the 

mobility is high, more than 95% of data was delivered 

effectively.  

Fig 8 shows that, DSDV has shown to lack productivity; 

almost 77% of packets were delivered, that means it has 

dropped around 23% of data generated. So, when mobility is 

high (pause time is 0 seconds), DSR outperformed DSDV 

with number of data delivered from the total that originated.  

 
Figure 8. Packet Delivery Ratio 

When the pause time is 200 second (the nodes are not 

moving), both protocols performed well almost all of the 

generated data has been delivered successfully for DSR and 

DSDV. 

 

H. Normalized Routing Load 

As shown in Fig. 9, there was a significant low routing 

load for the DSR regardless of mobility. It is fluctuating 

between 0.01 and 0.07; the highest routing load for DSR was 

when pause time is 20 seconds (medium mobility), and the 

lowest when pause time is 200 seconds (no mobility). 

Overall, DSR has a low routing load in all cases. 

DSDV recorded higher routing load routing from 0.93 to 

1.26. The highest routing load achieved when pause time is 

40 seconds (moderate mobility), and the lowest when 

mobility is high (pause time is 0). 

 

 

Figure 9. Normalized Routing Load 

Overall, DSR outperforms the DSDV, since it has lower 

routing load. The reasons for these readings will be discussed 

in the next section. 
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I. End –to-End Delay 

The average end-to-end delay is higher in case of DSDV. 

The DSR protocol outperform the DSDV in all mobility cases 

as shown in Fig. 10, it however is not a big difference, when 

the mobility is the highest (0second pause time), the delay on 

DSR is, almost, 0.03 seconds, and for DSDV 0.05 seconds.  
 

  
Figure 10. End-to-End Delay 

This delay increases with decreasing the mobility to reach 

the highest for both protocols when the pause time 20 

seconds. Still, at this stage DSR performs better. This 

increasing of average delay goes down again with decreasing 

mobility when pause time equals 40 sec. Until the end of 

pause time 100, and 200 seconds, both protocols, almost 

behave the same. The minimum delay was recorded when the 

mobility reached the lowest level (pause time is 200 seconds). 

In this case, both protocols performed well.  

V. RESULTS AND DISCUSION 

The same simulation model was used for both protocols, 

in order to compare the two protocols under the same 

circumstances to evaluate their behavior. The main objective 

is to evaluate the performance of those two protocols when 

changing mobility. Therefore, the same movement model 

was used. The number of nodes is set to 50, the maximum 

speed was set to 20m/s, and the pause time was varied 

between 0, 10,20,40,100, and 200 seconds. Varying the pause 

time will put the two protocols in different mobility 

conditions. The 0 seconds pause time means the highest 

mobility, while the 200 seconds pause time is the lowest (no 

motion). 

After recording the results from the simulation, many 

observations may be identified.  

The different mechanisms that the two routing protocols 

use to discover the route, affect their performance. The higher 

the mobility the more link failure occurs within the network. 

Therefore, a different reaction from both protocols will be 

used to deal with this failure. When no mobility (pause time 

is 200 seconds), both protocols performed well regarding the 

successful data delivered from the original. Whereas, when 

mobility is high (pause time is 0), DSDV performed poorly, 

and almost a quarter of the generated packets were dropped. 

The reason for the high number of dropped packets in DSDV 

is due to the mechanism that DSDV uses to build the routes. 

As explained above, each node maintains a routing table 

for the whole network. Therefore, the dropped packets result 

from stalling the routing table’s entry that directed and 

forwarded them over a broken link. In addition, the idea of 

DSDV having only one route for a specific destination with 

no alternative caused the MAC layer to drop the packets that 

were not delivered. This is because the route is broken, and 

no alternative is available.  

The DSR performed well in all cases. Even with high 

mobility (pause time is 0), more than 95% of originated 

packets were delivered. In all mobility cases, between 96% 

and 100% of packets were delivered.  

There is a notable difference between the two routing 

protocols regarding the average end-to-end delay time. In all 

cases, DSR performed better than DSDV. As mentioned 

before, the DSDV uses the table-driven approach to maintain 

the routing information. Therefore, to be able to adapt with 

updating these routing tables after any route changes, extra 

time is needed, causing a time delay. In contrast, DSR uses 

an on-demand approach that builds the route whenever 

needed. This makes it more adaptive to any routing changes, 

causing less time delay. 

In case of normalized routing load, DSR performed very 

well and had lower routing load in all cases than DSDV. The 

reason is that DSR uses the cache routing strategy which 

means the route can be found in the route cache without the 

need for route discovery, so it is more likely to find the route 

within the cache than the routing table. 

VI. CONCLUSION 

  A comparison has been made between two mobile ad-

hoc routing protocols, DSDV (table-driven), and DSR (on-

demand). The Network Simulator (ns2) was used in these 

simulations to evaluate the performance of these two 

protocols. Similar parameters were set for both protocols to 

evaluate their behaviors under the same conditions toward 

mobility. 

The on-demand routing protocol, DSR, outperformed 

the table-driven protocol, DSDV, in all chosen metrics. In 

addition, DSR protocol uses the route cache mechanism to 

discover routes and doesn’t depend on any timer-based 

activity. In addition, DSR uses two routes per destination. If 

the protocol faces any broken links in one of the routes, an 

alternative path for the route is already available. The only 

limitations that DSR has is that it employs an aggressive use 

of caching, and a lack of any mechanism to expire state routes 

or determine the freshness of routes when multiple choices 

are available. DSDV is a suitable protocol in cases of low 

mobility and no continuous changing of topology. In 

addition, it is the right solution when the network is small. 
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The main conclusion that can be drawn from this 

evaluation is that on-demand routing protocols perform better 

than the table-driven protocols for the mobile ad-hoc 

networks. However, the main challenge in the ad-hoc 

network environment is designing a special mobile ad-hoc 

routing protocol that can deal with the heterogeneity of 

network resources, and be able to select routes based on the 

requirements of each node, to achieve a high scalability 

within the ad-hoc world. Therefore, comparison between 

these protocols is still a principal issue of researches. 

However, there are other research issues related to MANET   

still undergoing such as security, address auto-configuration 

and scalability that can be proposed as future work for this 

study.   
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Abstract—This paper addresses an effective scheme for sensing 

data collection and management in future smart city 

applications for rapid urbanization. The main contribution of 

this paper provides an application of Internet of things as a new 

Internet technology as case study. In particular, we focus on two 

key technologies, an information-centric network and 

unmanned aerial vehicles. We propose a novel joint sensing, 

forwarding, and storing scheme, for which we introduce an 

erase code technique and cross-layer optimization. We provide 

the overall blueprint of our study, and we present a preliminary 

evaluation. The numerical results illustrate that the scheme can 

improve data caching capability by 29.3% in the deployment of 

future wireless sensor networks. 

Keywords- Information-centric network (ICN); Wireless 

sensor network (WSN); Unmanned aerial vehicle (UAV); Cross-

layer. 

I.  INTRODUCTION 

Smart cities bring intelligence to various aspects of our 
daily lives for rapid urbanization, and there are application 
services to realize them, such as smart homes, personal 
healthcare, and urban infrastructure management. In addition, 
smart cities alternatively include not only urban sophistication, 
but also resilience to serious disasters and the promotion of 
public healthcare during global pandemics. Those promises 
have been recognized as representative of the Internet of 
Things (IoT), and they feature a diverse array of cyber-
physical systems. In realistic cities, to facilitate decision 
making and task execution for us, a massive number of 
resources, such as sensors, actuators, and data storages, need 
to be deployed to retain the sustainability of extensive social 
applications. Therefore, the smart cities’ platform should be 
considered in practical data management through all protocol 
layers. In our study, we concentrate on an effective sensing 
data collection and management scheme for Wireless Sensor 
Networks (WSNs) while taking into account the 
aforementioned background. In particular, we introduce two 
key technologies into our proposed scheme: an Information-
Centric Network (ICN) design [1] and a technique for assisted 
data collection of Unmanned Aerial Vehicles (UAVs) [2], 
which we call the UAV-assisted Information-Centric WSNs 
(UAV-IC-WSNs). 

In conventional IoT frameworks, Sensor Nodes (SNs) are 
directly linked to cloud servers to gather and centralize 

sensing data via HTTP/TCP/IP-enabled application 
programming interfaces. Typical location-dependent common 
interfaces are reasonable for coordinating across multiple 
systems in distributed wireless networks; nevertheless, heavy 
address-based queries cause serious protocol overhead, 
making them similar to denial-of-service attacks. The ICNs 
name content data instead of the “address,” and the ICN nodes 
copy and store the named data as caching data for further 
responses. Another problem with the current systems is that 
practical SNs are non-uniformly scattered depending on the 
ground surface, cost-effectiveness, and need to supply. 
Therefore, the sensing data are periodically generated but 
must be collected at asynchronous intervals. For data 
collecting and forwarding in those occasions, UAVs, such as 
drones (including multi-copters), small planes, and balloons, 
can work more flexibly and robustly as mobile sink nodes, 
which play an essential role in air-ground integration networks. 

In our previous study [3], we have found that the proposed 
scheme cannot be used in the typical fourth-generation (4G) 
and fifth-generation (5G) WSN scenarios. Especially, the 
proposed scheme cannot accommodate into the traditional 
WSN system because of a huge sensing data traffic due to 
massive SNs. Therefore, sophisticated channel access 
mechanisms and efficient radio bandwidth utilization 
techniques must be considered as the remained works. In 
addition, studies on UAV-IC-WSN’s Medium Access Control 
(MAC) protocols and physical protocols have remaining 
research problems [4]. Among them, in particular, 
acceleration in the transmission requests of sensing data leads 
to serious conflicts, such as collisions and interferences. In our 
previous study [5], we investigated a kind of cooperative 
MAC protocol design to remove interference among SNs, 
which are categorized as a cooperative sensing data collecting 
framework [4]. For the above atmosphere, we believe that we 
can overcame those technical issues by cooperative 
transmission, collision avoidance, and interference 
cancellation. 

The cooperative MAC protocols can be basically 
classified as being either receiver-side or transmitter-side 
cooperation schemes. The receiver-side cooperation scheme 
is suitable for wireless networks to maximize their network 
lifetime because the rich receiver-side station nodes undertake 
complicated cooperative procedures. In fact, the fifth 
generation and beyond wireless network systems utilize 
UAVs as airborne base stations, and the UAV swarms provide 
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an integrated receiver-side cooperative reception 
mechanism [6]. However, we believe that cooperation at 
receivers is not sufficient to provide enormous sensing data 
transmissions. To tackle the aforementioned situation, we 
designed a novel joint sensing, forwarding, and storing 
scheme, which includes transmitter-side cooperation. To 
achieve the aforementioned mechanism, as the first steps, we 
introduce an erase code technique [7] and cross-layer 
optimization [8] into UAV-IC-WSNs. In this paper, we 
provide the overall blueprint of our study in progress, 
including a novel MAC and physical protocol design and a 
first fundamental evaluation of the scheme using a computer 
simulation. In particular, the key contribution of this paper is 
to solve the technical issues about channel capacity in UAV-
IC-WSNs under 4G/5G scenarios by using dual-band SNs 
with erasure correction codes. 

Related studies in UAV-IC-WSNs have investigated 
several elemental technologies. For example, Bithas et al. [9] 
investigated channel modeling to satisfy the requirements for 
massive connectivity and ultra-reliability. Li et al. [10] 
investigated the upper limitation of CSMA/CA-based MAC 
protocols and created an extended proposal. Bouhamed et 
al. [11] found the MAC protocols have flight path controls and 
trajectory optimization for UAV swarms, e.g., adaptation of 
machine learning techniques. As we could observe from the 
above literatures, there have been studied elementally wireless 
connectivity including antenna design and interference 
cancellation. Regarding an erase code technique, there have 
been typically studied in the field of distributed storage 
reliability [7]. For example, Kishani et al. [12] investigated 
the redundant array of independent disks. On the other hand, 
several studies have applied this technique in network 
research fields, e.g., Sharma et al. [13] utilized as an elemental 
technology to achieve the multipath diversity-based packet 
loss-tolerant network systems. 

The remainder of this paper is organized as follows. 
Sectione II describes the proposed scheme. Section III 
presents the numerical results. Finally, Section IV 
summarizes our findings and concludes the paper. 

II. PROPOSED SCHEME 

In the UAV-IC-WSN scheme, SNs are scattered on the 
ground in the smart city area, and the SNs observe and cache 
sensing data. Then, flying UAVs collect the data as necessary. 
In this section, we provide a network model, the MAC 
protocol, and the physical protocol. 

A. System Description 

As shown in Figure 1, the named packet for the 
packet/frame format is encoded based on the erase code, i.e., 
the full-frame is structured by appending the parity bits. We 
can select among Error Control Codes (ECCs) (that is utilized 
as forward error correction methods) with strong resistance to 
burst bit errors, such as the Low-Density Parity-Check 
(LDPC) code and the Reed-Solomon code. This is because the 
packets with any lost sub-frames have continuous bit errors in 
the sector of the lost sub-frames. Another motivation for 
introducing the erase code is that the original packet can be 
restored even if all the sub-frames are not complete. Therefore, 
retransmission procedures, such as automatic repeat request 
methods, are not necessary when the SNs intermittently 
execute so as to ensure low energy consumption. Furthermore, 
we can try to recover the packets by fetching the lost sub-
frames from the neighbor SNs. 

In the wireless air interface, our system utilizes and 
switches to two radio frequency bands: the microwave band 
and the sub-gigahertz band. Note that multiband wireless 
communication modules were adopted in several studies [14]. 
In general, higher frequency radio leads to larger data capacity 
and strong straightness (low diffraction). Therefore, our 
scheme assigns the microwave band radio and sub-gigahertz 
band radio for the wireless transmission areas between SNs 
and between a UAV and SN, respectively. We proposed the 
utilization of those spectrum bands because we suspect the 
familiar Low-Power Wide-Area (LPWA) networks, which 
typically use sub-gigahertz bands, will have difficulty 
wirelessly transmitting a large number of sensing data in 
future WSN scenarios, which are illustrated in the numerical 
results. 

B. Proposed MAC protocol 

The MAC protocol is designed based on the slotted-
ALOHA scheme because we assume that all nodes can be 
synchronized using the pilot signal that the UAVs broadcast. 

 

Figure 1. The relationship between the named packet and frame, the 

structure of the full-frame and sub-frame, and the relationship between 

the frame and time slot in two radio frequency bands 

 

Figure 2. Network model 
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In general, the wireless communication system has a 
significant feature in that it is able to overhear what neighbor 
nodes can receive whether they desire it or not. In our system, 
to accelerate the effect of the caching processing, the nodes 
should actively accumulate the overheard data, making it the 
so-called off-path caching mechanism. For example, in 
Figure 2, 𝔸1’s data should be cached in not only 𝔹1 but also 
in neighbor SNs. However, if 𝔸2’s data are sent at the same 
time as 𝔸2 ’s, the data will interfere with each other. 
Regardless of the circumstances, 𝔹2 should be caching a part 
of 𝔸2’s data as the imperfect full-frame. 

To select the dual-band SN to which the UAV gives a 
transmission request, first, the UAV broadcasts the interest 
packets to the area where the desired data might be located. If 
one node responds to the request, the UAV can decide on it, 
e.g., 𝕌1  selects 𝔹1 . However, if there are several candidate 
SNs, the UAV can decide on the SN with the best wireless 
condition that is obtained using the signal strength of the 
responding packet among the dual-band SNs that have a 
perfect full-frame, e.g., 𝕌2 selects 𝔹3 among 𝔹3, 𝔹4, and 𝔹5. 
Moreover, if the candidate SNs have only imperfect data, the 
UAV tries to combine and restore the data, e.g., 𝕌3 selects and 
recovers both 𝔹6 and 𝔹7. Note that, we assume in this paper 
that the wireless connection between the UAV and the dual-
band SNs is one hop because the current sub-gigahertz 
wireless systems are typically single hop with the end devices 
connected to a central gateway through a direct link. However, 
we believe that further packet loss can be improved if multiple 
hops are acceptable, and this is part of our future work. 

C. Proposed physical protocol 

The signal processing of the proposed wireless 
communications system is illustrated in Figure 3. As shown in 
Figure 3 (a), the full-frame is constructed at the erase code 
encoder by appending the parity bits that are calculated based 
on the named packet; and then, the full-frame is divided into 

several sub-frames at the fragmentor. Each sub-frame is 
encoded using the Error Control Code (ECC), such as the 
convolutional code, for error detection and correction through 
wireless links. After that, the codewords are mapped into the 
analog signals using the modulator, such as the binary phase 
shift keying method. To utilize the slotted-ALOHA scheme as 
the multiple access mechanism, we obtain the synchronization 
signals from the UAVs using the pilot signal regenerator, as 
shown in Figure 3 (b). 

At the receiver side, as shown in Figure 3 (c), the received 
signal is demodulated and interpreted using a method such as 
Viterbi decoding. The correctly received sub-frames are 
stacked into a temporary buffer, and the erase code decoder 
tries to recover the original packet using sufficient sub-frames 
in the temporary buffer. As a result, if the restoring process is 
completed, the recovered packet is stacked in the cache 
memory for the perfectly named packet; otherwise, the failed 
packet is stacked in another cache memory for the imperfectly 
named packet. Therefore, the packets stored in those cache 
memories could be re-transmitted when the cooperative 
packet/frame transmissions are requested by other SNs and 
when the request is accepted. In addition, our proposed 
methodology requires collaboration beyond the boundaries 
among the lower three layers; thus, we believe that the caching 
manager must be created based on the cross-layer design. 

III. NUMERICAL RESULTS 

Our initial evaluation of the proposed scheme included the 
erase code technique’s capability, the frame reachability 
through wireless channels, and the improvement in data 
caching among SNs. The simulation parameters are shown in 
Table I. We utilized the LDPC code as the erase code, and its 
parity-check matrix was decided based on the DVB-S2 
specifications, which are widely utilized in digital video 
broadcasting via telecommunications [15]. The full-frame 

 

Figure 3. Procedure of wireless communication system 

 

Network model 

TABLE I.  SIMULATION PARAMETERS 

Terms Values 

Erase code LDPC with sum-products decoding 

Trans. Interval 600 s (= 10 min.) 

Multiple access Slotted-ALOHA 

Number of channels 15 

Full-frame length 64,800 bit 

Number of fragmentations 60 

Modulation method BPSK 

Error control coding Convolutional coding 

Radio 
Frequency 

2.4 GHz (in microwave), 
920 MHz (in sub-GHz) 

Channel model Rayleigh fading 

Radio propagation 

model 

Erceg’s model (SN-BS), 

Amorim’s model (SN-UAV) 

Radio transmission power 0 dBm 

Antenna gain 0 dBi 

Circuit loss 0 dB 

Thermal noise −172 dBm 

 

10Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-837-2

ICN 2021 : The Twentieth International Conference on Networks

                            19 / 55



length was decided based on the codeword length of the 
LDPC code, and the sub-frame length was decided based on 
typical LPWA systems. In this paper, to avoid system 
complexity, we assume that the buffer size is an ideal 
condition, i.e., we ignore the upper limitation of cache 
memory causing hardware devices, and we do not consider the 
selection of buffered sensing data. The radio propagation 
models utilized Erceg’s model [16], Amorim’s model [17], 
and the theoretical free-space model. Note that the first two 
models were done based on the practical measurement results, 
and the fading and shadowing were taken into account, unlike 
with the theoretical free-space model. 

Regarding the robustness of the LDPC-based erase code, 
Figure 4 (a) shows the probability of successful recovery of 
the original packet if several sub-frames were lost. When the 
code rate 𝑅 = 1/4, 1/3, 1/2, 2/3, and 3/4, the original packet 
could be reconstructed even if 4, 11, 7, 3, and 2 sub-frames 
were lost, respectively. Note that the code rate denotes the 
percentage of information data length in the total codeword 
length, including parity bits. In addition, the LDPC code has 
strong resilience to burst errors, but it requires a long 
codeword to guarantee sufficient error correction; therefore, 
we need to overcome this barrier for short sensing data 
message. In addition, in Figure 4 (a), when the percentage of 
lost subframes is small, the reason why the curve keeps a flat 
shape is enough subframes to recover a full-frame can arrive. 
On the other hand, the recovery rate suddenly degraded 
because the received data is digitally decoded; thus, there is 
no resistance to noise as same as an analog system. 

The LDPC code decoder fulfills an iterative operation 
based on the belief propagation, which is called the sum-
products algorithm. Figure 4 (b) shows the average number of 
iterations until a successful recovery, i.e., the computational 
burden increases depending on the increased number of 
iterations. As a result, the number of iterations was 10 times 
or less when the packet was successfully restored, and even if 
the number of iterative operations exceeded 50 times, no 
improvement occurred. In other words, in Figure 4 (b), the 
curve keeps flat shape when the number of iterations exceeds 
50 times because the iterative decoding process reaches the 
pre-defined upper limitation. Note that, in Figure 4 (a) and (b), 
the radio propagation models are not taken into account 
because those simulations are performed based on lost 
subframes as parameters; thus, there is no effect of difference 
among radio propagation models. Figure 4 (c) shows the 
frame reception probability versus the distance between nodes. 
As a result, Erceg’s model and Amorim’s model describe 
smooth curves, and Amorim’s model did not appear to be a 
difference between radio frequency bands. 

Figure 4 (a)–(c) demonstrate the effectiveness of our 
scheme for packet caching, and Figure 4 (d) shows the 
computer simulation results. In general, 10,000/km2 (in the 4G 
scenario), 1,000,000/km2 (in the 5G scenario), and 
10,000,000/km2 (in the Beyond 5G (B5G) scenario) were 
assumed as the number of SN deployments. In Figure 4 (d), 
the LPWA systems achieved high reachability in the 4G 
scenario due to sufficient capacity for generated traffics. 
Therefore, the first computer simulation indicates that the 
proposed UAV-IC-WSNs can work under the 5G scenario by 

using the proposed MAC and physical protocols, while the 
traditional IoT frame cannot work in our previous studies. In 
particular, the proposed scheme improved data caching 
capability by 29.3% in comparison with a comparable scheme 
without introducing an erase code mechanism. The 
preliminary evaluation led us to conclude that our scheme has 
significant limitations for the B5G scenarios and needs further 
analysis.  

IV. CONCLUSION 

This paper proposed a novel erase code-enabled data 
caching scheme for UAV-IC-WSNs to achieve joint sensing, 
forwarding, and storing. We provided the overall blueprint of 
our proposal and a fundamental evaluation. As future work, 
we will expand on the B5G scenarios and analyze them in 
practical environments. In addition, it is necessary to discuss 
the disadvantages of dual-band SNs compared to single-band 
SNs in terms of power consumption and implementation cost. 
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Abstract—A Smart Home (SH) essentially is a communication 

network that connects smart devices, sensors and actuators, 

enabling the owner to locally and remotely access, monitor and 

control them.   However, SHs are currently facing increasing 

challenges due to the underlying home automation systems, 

which are affected by network security issues. This paper 

presents an SH testbed comprising SH devices that employ 

IEEE 802.11 standard protocol for communication. 

Comprehensive tests were conducted using the testbed that 

incorporated popular SH devices with the aim to observe and 

understand vulnerabilities that exist in smart device networks 

when they are attacked using different types of attacks, such as 

Eavesdropping, Denial of Service (DoS), and Man-In-The-

Middle (MITM).  This paper presents the details of the SH 

testbed and reports and discusses the findings obtained from 

these experiments. 

Keywords-Smart Homes; device vulnerabilities; Smart Home 

Testbed; Eavesdropping; DoS; MITM attacks. 

I.  INTRODUCTION  

 SH is a user-oriented home communication system 
where gadgets are interconnected through a local network 
and exposed to the Internet, so that it can be remotely 
controlled from anywhere through the Internet by using 
network or mobile devices (smartphone or tablet). Gadgets 
on a SH network permit the authentication of a user to control 
different tasks, such as temperature control, adjusting the 
lighting, locking-unlocking of doors, and security access to 
the home from a distance [1]. Different apps can be installed 
on a smartphone or other devices connected to the network, 
or the user can use a timer programme and set up a schedule. 

Some smart home appliances come with artificial 
intelligence (self-learning skill) so they can learn homeowner 
behaviour over time and alert the user or react by making 
necessary changes when something out of the ordinary 
happens [2][3]. They will alert the user if they detect 
suspicious activities for example, when motion is detected in 
the home when the user is away. Smart Homes face different 
challenges due to issues and features related to home 
automation systems. These include home automation 
standards, high installation costs, varying consumer 
inexperience with technology, additional and support costs, 
limited cooperation of smart devices manufacturers, complex 
user interfaces and security challenges from different security 
threats [2]. 

Connecting the SH to the Internet gives the user almost 
24x7 access to it, subject to the availability of Internet.  This 
allows the attacker from either locally, or remotely anywhere 
in the world to target the SH [4]. Such an attacker can scan for 
certain vulnerabilities related to a specific device or can keep 

searching until a particular vulnerability they are looking to 
exploit is found. 

Internet of Things (IoT) devices that are used in SHs use 
different Wireless Local Area Network (WLAN) protocols, 
such as Bluetooth, ZigBee, Z-Wave, and IEEE 802.11. Due to 
convenience, most smart devices in SHs use IEEE 
802.11variants. The legacy IEEE 802.11, released in 1997 and 
clarified in 1999, is now obsolete but the newer variants based 
largely on Orthogonal Frequency Division Multiplexing 
(OFDM) have witnessed continuous growth in popularity [5]. 
In current times, WLAN 802.11n through to 802.11ah are the 
more popular and successful indoor wireless solutions, having 
progressed as a key enabling technology to cover smaller to 
large organisations, public area hot-spots and so on [6]. The 
IEEE 802.11 standardisation committee has actively pursued 
to publish new draft modifications to integrate with up-to-date 
technologies and current challenges. However, there are 
currently different security challenges facing IEEE 802.11 
based WLANs, such as Eavesdropping, DoS, MITM attacks, 
and so on.  

For the purpose of the study reported in this paper, the SH 
testbed has been created by using different SH devices, which 
use the IEEE 802.11 standard protocol to communicate. To 
find vulnerabilities present in these devices forming the SH 
network, different types of attacks have been performed.  The 
rest of this report is organised as follows. 

Section II is a literature review. Section III is a summary 
of different types of attacks and their importance to a SH 
application. Section IV describes the smart devices used in 
developing the SH testbed. Section V presents the results that 
were achieved by performing different experiments (different 
attacks) using the SH testbed.  Finally, Section VI closes the 
paper with conclusions and some ideas for future work.   

II. REVIEW OF RELATED WORK 

Alsahlany, Almusawy and Alfatlawy [7] analysing the risk 
of a fake Access Point (AP) attack against Wi-Fi networks, 
discuss the security issues of the Wi-Fi user, such as those 
posed by fake APs.  They have carried out experiments by 
creating fake APs to launch a MITM attack to sniff, capture 
and analyse the victim’s traffic. However, their scope is 
somewhat limited as the work focuses only on a fake AP 
attack against Wi-Fi networks, but the chances that the user 
would connect to the fake AP are rather low.  

 Jose and Malekian [4] explain the different SH structures 
from a security viewpoint. They examine the current security 
flaws and challenges in home automation systems from the 
standpoint of both the homeowner and the security engineer. 
They have carried out a literature review about the challenges 
faced by home automation, but have not set up an SH testbed 
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to carry out experiments to find vulnerabilities and apply 
suggested security measures.   

Kilincer, Ertam and Şengür [8] propose an automated 
technique to detect and prevent fake AP attacks in a network 
with IoT devices. In the experiment, they use a Single Board 
Computer (SBC) and a wireless antenna (ODROID module). 
The whole operation has been divided into three stages. In the 
first stage, a fake AP broadcast has been created. The second 
stage is to scan the surroundings using the SBC and Wi-Fi 
modules and in the last stage, to prevent detecting fake AP 
broadcasts. The fake AP has been assigned to an unauthorised 
Virtual Local Area Network (VLAN).  This research is limited 
and focuses on fake AP attack detection and prevention, but 
the data collection about the network and some of the attacks 
are still possible without connecting to it. 

Doughty, Israr and Adeel, [9] have studied vulnerabilities 
in six different Internet Protocol (IP) cameras by performing 
various attacks using Address Resolution Protocol (ARP) 
poisoning. Their findings show that IP cameras are still 
vulnerable to ARP poisoning and spoofing, and the criminals 
can take advantage of it. Due to the lack of security in devices 
and applications, they remain insecure to ARP poisoning. At 
the end of their research, they suggest methods of preventing 
ARP poisoning. Their research is limited to some IP cameras, 
and not to other SH devices where ARP poisoning attack is 
possible when used as part of an SH network.  

Yoon, Park and Yoo [10] analyse security vulnerabilities 
in SHs in IoT environments and propose countermeasures. 
Although they talk about different vulnerabilities and 
countermeasure, such as trespass, monitoring and personal 
information leakage, DoS/ Distributed Denial of Service 
(DDoS)  attacks and falsification, all of which are possible to 
happen in SHs, they have not set up an SH testbed to carry out 
experiments to find the sugested vulnerabilities and study how 
to prevent them with counter measures. 

Davis, Mason and Anwar [11] conducted vulnerabilities 
and security posture studies of smart home IoT devices. They 
conducted their own vulnerabalities experiments that 
compared security posture between well known and less 
known vendors through misuse and abuse case analysis. 
Based on their analysis, the main finding was the need for a 
stronger focus on the security posture of lesser known vendor 
devices. Their approach utilised software engineering 
modeling methods, such as use cases, misuse cases, and abuse 
cases.  These use cases were defined based on the device 
functionality and assumptions of interconnectivity by the 
manufacturer. However an SH testbed was not setup to carry 
out these experiments. 

III. NETWORK SECURITY THREATS FOR IOT IN THE SH  

Based on their key features, wireless protocols can be 
further divided into different communication protocols, such 
as ZigBee, Wireless Fidelity (Wi-Fi), Z-Wave, IPv6 Low-
power wireless Personal Area Network (6LoWPAN), 
Bluetooth, etc. [12]. The properties and key features of these 
protocols are shown in Table I. Due to high bandwidth and 
fast speed, wireless is most used everywhere [13], and most 
IoT devices use a wireless connectivity protocol.  The work 

reported in this paper is based on IoT devices that use Wi-Fi 
connectivity (IEEE 802.11x).      Due to the high use of IEEE  

TABLE I.  WIRELESS PROTOCOLS AND THEIR FEATURES 

 
802.11x by different devices nearly everywhere, including 
IoT in houses, hospitals, and hotels, they attract a lot of 
attention of attackers to launch different types of attacks either 
remotely or locally for different motives. Some of the 
common types of local attacks that are still dangerous to local 
IoT devices are eavesdropping (aka sniffing or spoofing), de-
authentication, and man-in-the-middle, which are further 
explained in the next sections. 

A. Eavesdropping Attack 

This is also known as sniffing or spoofing attack. It is used 
to sniff the network traffic in wireless networks that connect 
IoT devices via Bluetooth, IEEE 802.11x, or Radio Frequency 
Identification (RFID). It is carried out by illegally 
impersonating a legal IoT device to gather information via 
sniffing [14]. Eavesdropping attack is an important first step 
before launching any type of attack on IoT devices. For 
example, by the launch of this attack an attacker can obtain 
passwords, credit card numbers, emails, documents, browsing 
history, login details, File Transfer Protocol (FTP) login 
details, FTP documents, web addresses, and other confidential 
information, that users or devices may normally send over the 
network [15].   

This kind of attack is performed to gain illegal access to 
information to launch de-authentication or man-in-the-middle 
attack [16]. It gathers all types of traffic including encrypted 
traffic. A tool, such as Sniffer may be used to sniff packets to 
gather information. It is impossible to detect and penetrate 
vulnerabilities on the system’s (i.e., computer’s) wireless 
adapter. Therefore, to manage and monitor IEEE802.11 b/g/n 
devices’ traffic, two types of wireless adapters, namely ALFA 
AWUS036NHA 2.4 GHz and ALFA AWUS036ACH 2.4 & 
5 GHz were used. These wireless adapters have been used as 
they are compatible with IEEE802.11 b/g/n traffic, and work 
with a maximum connection rate of 150 Mbps [7]. When 
devices are communicating with each other using wireless 
protocols, their Medium Access Control (MAC) addresses are 
encrypted. 

 

Features 
Wireless Protocols 

Wi-Fi ZigBee Z-Wave Bluetooth 6LoWPAN 

Standardis
ation 

IEEE 
802.11a/
b/g 

IEEE 
802.15.4 

Proprietary IEEE 
802.15.1 

IETF 

Frequency 
band 

2.4GHz,  
5GHz 

868/915
MHz, 
2.4GHz 

900MHz 2.4GHz 868MHz, 
900MHz  
and 2.4GHz 

Range 
(m) 

46/ 92  10-100 30 1, 10, 100 20 

Security 
algorithm 

WPA, 
WPA2 

AES-128 AES-128 E0, E1, E3, 
E21, E22 
56-128 bit 

AES- 128 

Topology one-hop star, tree, 
mesh 

star, mesh p2p, 
scatternet 

mesh 

Channel 
bandwidth 

22MHz 0.3/0.6 
MHz, 
2MHz 

300kHz, 
400kHz  

1MHz 600kHz, 
2MHz, 
5MHz 
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It is known in packet communications basics that a MAC 
address makes sure that a packet is delivered only to the right 
destination (identified by the recipient’s MAC Address). This 
in turn leads to the question how a device can receive a packet 
which is not destined for it? In sniffing, since Wi-Fi packets 
are present all around in an area within a specific range, i.e., 
the wireless footprint, the external wireless adapter is used by 
the attacker after changing the setup from ‘manage mode’ to 
‘monitor mode’.  Doing this makes it possible to capture all 
the packets in the surrounding Wi-Fi range. 

To change a wireless adapter from manage mode to 
monitor mode, an open-source tool called Airodump-ng, 
which also includes an Aircrack-ng package, has been used.  
Aircrack-ng is a tool used for analysing network security, 
especially by monitoring, attacking, testing and cracking Wi-
Fi networks [7][17][18].  

Once the attacker selects a specific network to target, the 
attack is launched by giving a specific AP MAC address, a 
channel with monitor mode to write (save) the data in a file so 
it can be analysed later. By analysing the saved file some 
useful information, such as manufacturer’s name and MAC 
address of all devices that are connected to that specific AP, 
can be found. A de-authentication attack can be launched by 
a tool called Aireplay-ng [7], which enables the attacker to 
disconnect specific devices by using their MAC addresses. 

B. Denial of Service (DoS) De-authentication attacks on 

802.11 based networks   

DoS is a challenging attack on computing devices, caused 
by bombarding with requests during a certain period, forcing 
the target devices to crash, go-slow, or shutdown altogether 
[19].  As IoT devices are limited in resources, DoS attacks 
may cause more damage to them [20]. Most IoT devices use 
low priced hardware with low-cost deployment of IEEE 
802.11-based networks. Due to their popularity, IoT devices 
(roughly 30 billion devices in use in 2020) and 802.11 
networks are attacked by the largest number of attackers 
[20][21]. Researchers are working hard to fix these 
vulnerabilities in 802.11 networks by bringing out different 
security standards in the protocol, such as Wi-Fi Protected 
Access (WPA), Extensible Authentication Protocol (EAP), 
802.11i, 802.1x [22].  Even so, there are still some 
vulnerabilities that are not yet dealt with by any of these 
security standards.   One such attack is the de-authentication 
attack.  802.11 networks can operate in infrastructure mode 
(i.e., devices communicating with one another by first going 
through an access point) or in ad-hoc (peer to peer) mode.  An 
802.11 network, when operating in infrastructure mode, needs 
the wireless device to connect to an AP before the data 
messaging takes place.  In this process the device needs to 
validate itself to the AP before communicating with the AP.  
If either the client device or the AP wants to disconnect itself 
from the other, they send a de-authentication frame to leave 
the network. When client devices and AP are communicating 
with each other these frames are unencrypted, and an attacker 
can easily spoof these frames, which have the unencrypted 
MAC addresses of the devices and the AP.  Using them, the 
attackers can easily launch a DoS attack (de-authentication 
attack) to disassociate the client device from the AP. 

In a pre-connection type of attack, where the attacker is 
not part of the network, a DoS attack that targets 
communication between the AP and the gadget is launched 
allowing the attacker to disconnect the gadget from the 
network for a certain period of time defined by the attacker. 
The attacker sends a packet to the AP and the target device, 
therefore it will disconnect the device for a defined period of 
time. This kind of attack can be used to disable SH IoT 
devices, such as a Closed Circuit Television (CCTV) IP 
camera, gateway, smartphone, or any other device present in 
home automation to gain access to the home without notice 
[23].  In this, the attacker sends packets to the router by 
pretending that it is a target device using the spoofed MAC 
address.  In the meantime, the attacker is pretending to be a 
router to the target and is telling it to re-authenticate itself. 
This is a kind of ethical hacking attack performed by placing 
different gadgets like Amazon Echo, Google Home, Android 
smartphone, iOS phone, Android tablet and IP Dynamode 
Camera. 

This kind of attack is useful to the attacker in many ways.  
It is very useful in social engineering exercises where you 
could disconnect clients from the target network, and then call 
the user and pretend to be a person from the IT Department 
and trick them to install a virus or a backdoor. The attacker 
can also create another fake access point and persuade the 
gadgets to connect to the fake access point to spy on them, 
sniff and spoof their traffic.  Besides, it is also possible to 
launch a man- in-the-middle attack because the attacker would 
have gathered all the useful information. This kind of attack 
can also be used to capture the handshake, which is vital when 
it comes to WPA cracking. 

C. MITM (Man-In-The-Middle) attack 

It is the type of attack where the attacker successfully 

changes the communication between two parties (i.e., sender 

and receiver), where the sender and receiver believe that they 

are communicating with a genuine party but the entire 

communication is controlled by the attacker. MITM can be 

known by different names like Bucket-brigade attack, Fire 

brigade attack, Monkey-in-the-middle attack, Session 

hijacking or Transmission Control Protocol (TCP) hijacking. 

Before the MITM attack is lunched, the communication 

traffic is only monitored and read. This is a passive act, but it 

gathers plenty of information to launch the subsequent 

attacks. 

An MITM attack can be implemented through different 

ways, but in the testbed, it has been implemented by 1) using 

fake access point, and 2) by using ARP poisoning. A fake 

access point can be set up by using the information, such as 

MAC address, channel, and Service Set Identifier (SSID), 

that was gathered by sniffing and spoofing.  Using a tool 

called Mana-toolkit in Kali Linux, a fake AP will be 

configured to have the same setup as the target AP, such as 

identical user name AP, but it will be a network without 

encryption and that broadcasts a strong signal by using a 

Network Interface Card (NIC), [1] such as ALFA 

AWUS036ACH, with an external antenna.  Before 

connecting target devices to the fake AP, a DoS (de-

15Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-837-2

ICN 2021 : The Twentieth International Conference on Networks

                            24 / 55



authentication) attack is launched to disable devices on the 

target network. When the target devices connect to the fake 

AP then the whole traffic will be going to the man-in-the-

middle and it will make it easier to steal the information from 

the compromised devices. Method 2, ARP poisoning, is an 

attack performed on a LAN, where the attacker falsely 

advertises the MAC addresses of the default gateway and the 

target device and fools both devices to connect to the attacker. 

The ARP poisoning is only possible when the attacker is part 

of the target network.  ARP poisoning can be carried out 

using a tool called Man-In-The-Middle framework (MITMf). 

MITMf is a powerful tool that can be used to intercept and 

modify the flow of packets between the victim and AP 

because the flow of the packet is now through the attacker.  

As all the traffic is going through the MITM, the attacker 

knows about the victim using the Internet. 

IV. DEVELOPING THE SMART HOME TESTBED 

To practically test, analyse and understand the security of 
SHs, an expert needs to develop an SH testbed containing a 
mix of different, random, IoT devices that are commonly 
found in a modern smart home.  For this purpose, the testbed 
shown in Figure 1 has been developed by incorporating a 
range of devices representing home gateways, IP cameras, 
various smart phones and tablets, programmable single board 
computer, all connecting to the home router.  The particular 
devices chosen are Amazon Echo, Amazon Dot, Google 
Home, smart IP Camera (IP Dynamode White DYN-630), 
IPhone4, Sony Xperia Tablet, and Nest Cam Indoor Security 
Camera. Amazon Echo, Amazon Dot, and Google Home are 
home gateways that allow voice control. They are all very 
popular and millions of people use them in their homes in 
everyday life to ease their life [24].  Amazon Echo and Google 
Home are smart speakers with the ‘assistant features’, using 
which the user can ask about the weather, news, use them as a 
search engine, in addition to controlling other smart devices 
that are connected to them.  IP Dynamode White (DYN-630) 
is a wireless camera that has a range up to 8 metres.  Among 
its features are zoom, motion detection, video support control, 
two-way voice talkback, and an external alarm which sends 
information directly to the server via email or FTP. With all 
these functionalities and an affordable price, it makes it 
perfect to use in a SH. Google Nest Cam Indoor Security 
Camera with a good quality picture (1080p), viewing angle 
with 130 diagonal degrees, private and secure communication 
(128-bit AES encryption, TLS, 2048-bit RSA private keys, 
Perfect Forward Secrecy) is more advanced than IP 
Dynamode.  However, it is more expensive than IP Dynamode 
White (DYN-630).  Sony Xperia Tablet Z LTE and Samsung 
Galaxy s7 edge are used as a user interface to install different 
SH apps to control and monitor systems. The Raspberry Pi 3 
used in the SH testbed is a low cost, yet powerful, 
programmable computer.  Among its many useful features is 
the General Purpose Input Output (GPIO) interface that is 
being used to create IoT solutions for the smart home.  The 
testbed also includes an iPhone4.  Although quite a few years 
old now, this is a smart device that is increasingly being used 
as DIY security cameras in SHs [25][26].  The use of old iOS 

devices in SHs is an attractive proposition, but such appliances 
open up vulnerabilities and introduces security threats in SHs 
making it very important to understand how SH security 
landscapes are impacted with such use.  It is in this context an 
old, but popular device, such as iPhone4 is included in the 
testbed.   

After developing this testbed, different security tests were 
carried out. As it is impossible to detect and penetrate 
vulnerabilities on the system through a local wireless adapter 
in a laptop, two types of wireless adapters namely ALFA 
AWUS036NHA 2.4 GHz and ALFA AWUS036ACH 2.4 & 
5 GHz were used to manage and monitor the devices’ Wi-Fi 
traffic. Kali Linux is operating on the attacking machine. In 
the eavesdropping, de-authentication and fake Access Point 
attacks, it is playing the role of the outside attacker and in the 
ARP poisoning attack, it plays the role of an internal actor. 

V. RESULTS  

To get the results of these attacks, the attacker needs to go 
into monitor mode, which is called sniffing or spoofing 
(passive attack) where it sniffs all the traffic without a 
connection to an AP or to ad-hoc network. Collecting 
information in this stage is important in order to launch a 
further attack on the target device. All the APs and connected 
devices can easily be identified in a limited range. Figure 2 
shows the features of the APs and devices that are connected 
to these APs after executing the Airodump-ng tool in the 
neighbouring area, and it provides us with very useful 

 
 

Figure 1. Smart Home Testbed 

 

 

 

 

 

 

 

 
Figure 2. Features of the Access Points 
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information. The first column shows the Basic Service Set 
IDentifier (BSSID) also called the MAC address of all APs in 
the surrounding area. The AP signal strength (PWR) is shown 
in the second column in decibels (db).  The highest db value 
means the AP is nearest to the attacker. Information about the 
channel of the AP is important where the CH column exposes 
the information about the AP in the channel they operate. 
Most APs are using encryption keys for connection but some 
of them are open and do not have an encryption key. ENC 
column shows whether encryption is being used.   OPN 
indicates an open connection. The last column shows the 
Extended Service Set Identification (ESSID), the names of 
APs that are broadcasting. 

The detailed information that has been obtained and 
shown in Figure 2 can be used to launch a de-authentication 
attack (DoS) on each individual IoT that is connected to the 
specific AP. To launch a de-authentication attack, the MAC 
addresses of the target AP and the IoT device connected to it 
are required. To obtain the MAC addresses of the connected 
devices to AP, Airodump-ng with MAC address of AP is 
needed to be launched. 

Figure 3 shows the MAC address of the connected device 
to the target AP.  It is easy to launch a de-authentication attack 
after obtaining the required information (MAC Addresses of 
AP and target device). Figure 4 shows the successful launch 
of de-authentication for a certain defined time period where 
the target device is not aware of it. The target will not be able 
to connect to the AP unless it is restarted, or the end period 
defined by the attacker has been reached.  As shown in Table 
II, the voice control of Amazon Echo, Google Home, and 

Amazon Echo Dot has strong resistance to a de-authentication 
attack.   Although a de-authentication attack was successfully  

TABLE II.  RESULTS OF DE-AUTHENTICARTION ATTACK 

 
launched on the target devices the attacker was unable to 
disable the target devices’ connections from the target AP.  

However de-authentication was successful and Android 
mobile devices (Model nos. SM-G935F, SM G930F) were 
disabled when they were at roughly 10 metres from the 
connected AP. Furthermore, Nest Cam Indoor Security 
Camera was disabled for short duration of time (1 to 2 
seconds) by the launching of de-authentication. As shown in 
Table II, IP DYNAMODE DYN-630, Apple IPhone4, 
Raspberry Pi 3 with Linux operating system, and Sony Xperia 
Tablet devices were successfully targeted, the connection was 
interrupted and the connection from the AP was disabled.  
This scenario presented the worst security concerns as they 
allowed every single attempt to drop their connection from 
any distance within the SH. 

There are different ways to implement MITM attacks, but 
in the testbed, it has been implemented by using 1) fake access 
point and 2) ARP poisoning.  In this experiment, as shown in 
Figure 5, the fake AP created is called Smart Home. It is 
similar to the target AP, but the fake Smart Home AP is 
without encryption. In this kind of situation, the attacker uses 

IoT Appliances  De-authentication Attack 

Amazon Echo 
Google Home 
Amazon Echo Dot 

Connection interrupted.  Unable to disable 
their connection from the AP. 

Android Mobile (Model 
no. SM-G935F, SM-
G930F) 
Nest Cam Indoor 
Security Camera 

Sometimes connection interrupted and 
device disabled from the connected AP. 

DYNAMODE DYN-
630 
Iphon4 Apple 
Raspberry Pi 3 
Sony Xperia Tablet 

Connection interrupted and device disabled 
from the connected AP 

 
 

Figure 3. MAC addresses of the connected devices 
 

 

 
Figure 5. Victim connected to fake AP 

 

 
 

Figure 4. Launch of successful de-authentication attack 
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DoS attack to force devices to disconnect from the genuine 
AP and connect to the fake AP.  

In this experiment, an attacker can force the smart devices 
by using de-authentication attack and target device connect to 
fake AP as shown in Figure 5. But as it was evident from 
previous tests, it is hardly possible to disable many devices 
from the legitimate AP. Also, it would be harder to convince 
the victim to use the fake AP. For these reasons, it is not highly 
successful to target the SH by using a fake AP.  

ARP poisoning MITM attack is possible when an attacker 
is part of the network. To launch ARP poisoning in Kali 
Linux, MITMf tool was used to perform ARP poisoning but 
before using MITMf, the attacker has to scan the whole 
network using a scanning tool, such as NMAP to know the 
MAC address of the target device and the IP address of the 
default gateway (AP).  The target device responds and sends 
its MAC address. The ARP table, the IP address and MAC 
address of different devices including the gateway becomes 
available to the attacker. The attacker knows in detail about 
the time and what website the victim is using. To further 
capture and analyse the data packets, the attacker can use 
Wireshark [7].  This way some other vulnerabilities, such as 
session hijacking and denial of services can be exploited. 

VI. CONCLUSIONS AND FUTURE WORK 

The use of wireless Wi-Fi devices is growing day by day 

with the extensive use of the Internet. If adequate security 

measures are not taken, it could have serious implications for 

SH devices. There is the possibility to view, capture and 

modify the data packets by the attacker using the existing 

vulnerabilities in SH devices and IEEE802.11 b/g/n traffic 

captured by nefarious means. The primary contribution of the 

research work is building and evaluating a testbed suitable for 

finding security vulnerabilities and threats in SH networks 

incorporating both new and old IoT devices.  The testbed can 

then be expanded to include many more diverse SH IoT 

devices as they become available, and explore their 

vulnerabilities and possible security attacks on them.  

This paper demonstrates that due to vulnerabilities 

remaining in some SH devices they are prone to attacks, such 

as eavesdropping, DoS and MITM.  Throughout the whole 

experiment, Kali Linux operating system was used with 

ALFA AWUS036NHA 2.4 GHz and ALFA AWUS036ACH 

2.4 & 5 GHz wireless adapters. Eavesdropping attack was 

used to sniff the network traffic of the wireless network. An 

open-source tool called Airodump-ng was used to sniff 

packets to gather information that would allow to mount an 

attack. The tool gathers some useful information, such as 

MAC address, channel, and ESSID. This information can 

later be used to mount DoS and MITM attacks. This kind of 

attack could be fatal as the IoT device can be disabled for a 

certain period.   For the MITM attack the Mana-toolkit and 

MITMf were used. The two MITM attack types, i.e., using 

fake AP and ARP poisoning have been used to target SH 

devices as they are more effective and can damage SH 

devices. To avoid de-authentication attack, the device need to 

have a wired connection to the network, or if the connection 

is wireless, use the IEEE 802.11w, the amendment adding 

management frame protection functionality to 802.11 

standard. This amendment was brought to provide better 

protection to control and management frames against forgery, 

replay and disconnect attacks. Security can also be enhanced 

by enabling 802.11w/WPA3 combination.  Although a fully-

fledged discussion on WPA3 is beyond the scope of this 

paper, it is worth noting that WPA3 secures a device even 

when weak passwords are used or when an attacker attempts 

to crack them using brute force techniques.  The AP can add 

Message Integrity Check Information Element (MIC IE) to 

each management frame it transmits to protect them against 

any attempt to copy, alter, or replay by invalidating the MIC.  

To protect broadcast/multicast management frames a new 

key called Integrity Group Temporal Key (IGTK) is used. 

ARP poisoning can be detected through different ways, 

such as using an open-source packet analyser, e.g., 

Wireshark, or using proprietary options, such as XArp and 

command prompt.  The easy way to finding an ARP 

poisoning attack is by opening a command prompt as 

administrator.  Running command ‘arp –a’ will show ARP 

table IP address and MAC address of connected devices. In 

this table, if two different IP addresses are displayed with the 

same MAC address, then it is possible that the network 

undergoing an ARP poising attack. To prevent this kind of 

attack, the ARP table needs to be configured with the static 

IP address and the MAC address.  Chances of connecting to 

fake AP may be low but the SH user needs to be educated to 

avoid connecting to fake APs and to use a Virtual Private 

Network (VPN) connection which will encrypt 

communication between sender and receiver.  The testbed 

will be used to study and understand how future SH devices 

can be secured from these attacks, and hope to share the 

knowledge thus created with the community. 
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Abstract— Among the protocols available for Internet of 
Things (IoT) applications, the Narrow Band-Internet of Things 
(NB-IoT) is one of the most relevant for presenting advantages, 
such as long range, low latency and low energy consumption. 
One of the points questioned for every protocol is the ability to 
serve applications that are in a mobile environment. To 
validate the possibility of the protocol working in this scenario, 
it is necessary to evaluate its performance in different 
propagation environments. This article presents field 
measurements that were made on an NB-IoT operational 
network in a suburban environment. The measurement results 
were compared with the results calculated on three 
propagation models used to predict loss of propagation in a 
mobile environment: Cost-231 Hata, ITU-1225 and Erceg 
Greenstein. Comparisons show that the Cost-231 Hata model 
offers the best performance in predicting propagation loss in 
the considered scenarios. These results provide relevant 
information about the performance of the propagation models 
used, applied to the NB-IoT protocol in a suburban 
environment. 

Keywords-IoT; NB-IoT; Performance Analysis; Propagation 
Models. 

I. INTRODUCTION 

A. Background 

The heterogeneous characteristics of communications 
between things introduce considerable challenges to the 
networks that are part of these new scenarios, including 
scalability, different traffic volumes, and Quality of Service 
(QoS) requirements. The requirements of the applications 
used by these devices can also vary from the sending of 
information with extremely low latency to the establishment 
of highly reliable and prioritized communication. The IoT 
networks should allow the communication of specific data 
rate and low complexity to meet all these critical 
requirements of the devices. There are also variations in 
coverage, where there is a possibility of areas with a radius 
from one meter to more than one kilometer [1].  

Low Power Wide Area Network (LPWAN) networks 
were designed to meet long-range coverage applications. 
There are solutions proposed to work in unlicensed bands, 
like LoRA and SigFox [2][3], and others to operate in mobile 

communications bands, such as NB-IoT, which was designed 
to work with Long Term Evolution (LTE) [4]. 

NB-IoT is a promising technology developed to support 
massive implementations with low data rates and narrow 
bandwidth [5]. It also offers low-cost devices, battery life of 
more than ten years, and great capacity [6]. It can be 
deployed in three different modes: (i) stand-alone, as a 
dedicated carrier (200KHz channel), (ii) in-band, within the 
occupied bandwidth of a Physical Resource Block (PRB) 
carrier - 180KHz, and (iii) within a guarding period in the 
LTE carrier (PRB - 180KHz) [7]. It is interesting to note that 
the third mode presented allows NB-IoT support with 
minimal impact on LTE [8]. Figure 1 presents the joint NB-
IoT operation with the LTE structure. 

 
Figure 1. Operation Mode in-band and out-band. 

The highest modulation scheme considered in NB-IoT is 
the Quadrature Phase Shift Keying (QPSK) [5], and only 
Frequency Duplexing Division mode (FDD) is supported. 
The multiple access scheme is identical to the LTE, i.e., 
Orthogonal Frequency Division Multiple Access (OFDMA) 
and Single Carrier - Frequency Division Multiple Access 
(SC-FDMA) for downlink and uplink, respectively. In 
downlink transmission, only one PRB is used, whereas, in 
the uplink, there are two options: single-tone transmission 
and multi-tone transmission. In single-tone, the spacing 
between subcarriers can be 3.75KHz or 15KHz [9]. Multi-
tone enables sets of 3, 6, or 12 subcarriers. LTE’s protocols 
are used in totality by NB-IoT users, and five new physical 
channels should be introduced. A new category of user 
equipment, called Cat-N, came with NB-IoT [10]. In 
addition to operating in LTE bands, NB-IoT can also work 
on the Global System for Mobile Communications (GSM), 
which is seen as a significant advantage since GSM already 
has global coverage. In this case, the signal is transmitted in 
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standalone mode [4] and operates with 200kHz bandwidth, 
the same as in GSM [11].  

The range of NB-IoT technology is around 15 km, and 
the loss of extended coupling is approximately 20dB [7]. The 
operating frequencies available for NB-IoT are the same for 
LTE. 

B. Motivation 

Comparative analyses between real environments and 
empirical propagation models prove to be quite relevant for 
different protocols and technologies. They have a significant 
contribution to network planning and performance analysis 
of the adopted parameters [14]. 

Unlike protocols that operate in unlicensed frequency 
bands, protocols based on mobile communications networks, 
such as NB-IoT, are promising technologies developed to 
support massive deployments, with reduced data rates and 
narrow bandwidth [6]. However, their performance in mobile 
environments is not widely explored.  

The main objective of this study is to analyze the 
performance of the NB-IoT protocol. The chosen scenario 
was the suburban mobile environment in the city of Santa 
Rita do Sapucaí, Minas Gerais - Brazil, using the network 
installed by the operator TIM (Telecom Italia Mobile). The 
main goal is, based on field measuremts (using a Quectel test 
device BG96), to find the best propagation model to 
characterize the network’s performance. 

C. Paper Organization 

The remainder of this paper is organized as follows. 
Section II summarizes the related work. Section III presents 
the propagation models considered in our analysis. Section 
IV presents the conditions of field measurements. Section V 
focuses on the performance analysis of the results. Section 
VI concludes the paper and suggests future works. 

II. RELATED WORK 

Several studies involving the performance of the NB-IoT 
protocol have been carried out to trace its performance in 
different scenarios. Also, comparative analyses between real 
environments and empirical propagation models prove to be 
quite relevant for different protocols and technologies as they 
have a significant contribution to network planning and 
performance analysis of the adopted parameters [14]. Ravi et 
al. [15] present the results obtained through experimental 
measurements to analyze the attenuation suffered in NB-IoT 
in indoor environments. According to Shin et al. [16], there 
are still many open problems concerning the link adaptation, 
performance analysis, and project optimization of the NB-
IoT. A study of the NB-IoT performance is presented by 
Adhikary et al. [17] with an analysis of the different NB-IoT 
channels in various scenarios, considering the Typical Urban 
(TU) channel model, however, in a static environment, 
without mobility. Finally, Ingabire et al. [18] present a 
comparative study between the LoRaWAN coverage and the 

Okumura-Hata, Cost 231-Hata, Extended-Hata, and ITU-R 
1225 propagation models in a static urban environment.  

The related work present analyzes the NB-IoT protocol, 
as well as its advantages and behavior analysis in certain 
scenarios. And there is a similar analysis that relates the 
LoRaWAN protocol to propagation models. 

III. PROPAGATION MODELS 

This section summarizes three propagation models used 
for this study: Cost-231 Hata, ITU-R 1225, and Erceg 
Greenstein models.  

A. Cost-231 Hata Model 

This model is an extension of the Okumura Hata model 
[19]. It is valid for frequencies between 500 MHz and 2000 
MHz and can be applied in urban, suburban, and rural 
settings. The path loss is computed using the expressions 
below [20]: 

PL (dB) = A + Blog(d) + C   (1) 

where: 

A = 46.3 +33.9log10(fc) – 13.28log(hb) – a(hm) (2) 

fc is the frequency (MHz) 
hb is the base station antenna height (m) 
a(hm) for urban scenarios is defined as: 

a(hm) = 3.2(log(11.75hr))² - 4.97   (3) 

hr is the device height (m) 
a(hm) for suburban scenarios is defined as: 

a(hm) = (1.1log(fc) – 0.7)hr – (1.56log(fc)*0.8) (4) 

B = 44.9 – 6.55log10(hb)    (5) 

C = 0 for medium city and suburban areas and  
C = 3 for metropolitan areas 

B. ITU-R 1225 Model 

Defined by the International Telecommunication Union - 
Radiocommunication Sector (ITU-R) [21], this empirical and 
semi-deterministic model can be used in urban and suburban 
scenarios and was designed for frequencies around 2000 
MHz. In this model, the path loss is computed by (6). 

PL (dB) = 40log(d) + 30log(f) + 49   (6) 

where d is the distance in kilometer and f is the frequency in 
MHz. 

C. Erceg Greenstein 

Erceg Greenstein is a statistical model derived from 
experimental data collected in the United States in 95 
macrocells. This model is applicable in suburban scenarios 
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and has different categories for different terrain types [22]. 
The path loss in this model is computed by (7). 

PL (dB) = A + 10γlog(d/d0) + Xf + Xh  (7) 

where; 

A = 20log(4πd0/λ)   (8) 

γ = a – b*(hb) + c/hb   (9) 

d = distance between the device and base station (m) 
d0 = 100m  
hb is the base station antenna height (m) 

Xf = 6log(fMhz/2000)   (10) 

The parameter Xh is related to the type of terrain (A, B 
or C). Terrain A refers to hilly/moderate-to-heavy tree 
density. Terrain B refers to hilly/light tree density or 
flat/moderate-to-heavy tree density. Terrain C refers to 
flat/light tree density. 

 
For terrain types A and B: 

Xh = -10.8log(hm/2)   (11) 

For terrain type C: 

Xh = -20log(hm/2)   (12) 

where; 
 

h is the device antenna height (m) 
 
Also, parameters a, b and c are related to the type of terrain 
and are described in Table 1.  

TABLE I. PARAMETERS TO DIFFERENT TYPES OF TERRAIN 

Parameter Terrain A Terrain B Terrain C 

a 4.6 4 3.6 

b, m-1 0.0075 0.0065 0.005 

c, m 12.6 17.1 20 

 The choice for these models was based on the possibility 
of use in environments with mobility and on the similarity 
in the construction characteristics of each one, which 
include frequency, distance between the mobile device and 
the tower, height of the device, height of the tower, among 
others. 

IV. FIELD TEST MEASUREMENTS 

The scenario used in carrying out the measurements has 
a suburban profile with small obstructions caused by some 
low-rise buildings and constructions. The relief variation is 

approximately 50 meters. Routes that could totally obstruct 
the signal were avoided to prevent incorrect interpretations 
of the results, and the route layout also considered the need 
to repeat the experiment several times. It is important to 
note that an experiment refers to the round trip of the 
specified route. Twenty experiments were carried out on 
three routes within the city of Santa Rita do Sapucaí, and 
one route on the BR-459 highway in order to validate the 
behavior of the protocol at higher speeds, totaling the 
collection of 3000 samples.  

All routes started at the same location, a few meters 
from the tower where the transmitting antenna was installed. 

For route 1, the path was basically made in a straight 
line with some variations in altitude along the route. 

For route 2, the path traveled was crossing the city 
through the flatest part. The analyzed site presented 
residential buildings with no vegetation. 

Route 3 was made in the part of the city where there 
were hills. The place had a certain density of vegetation, and 
residential buildings. 

Finally, route 4 was carried out on the highway, having 
its format similar to route 1. 

 

 
(a). Route 1. 

 
(b). Route 2. 
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(c). Route 3. 

 
Figure 2(d). Route 4. 

As all routes presented similar characteristics with a 
certain density of vegetation and residential buildings, the 
environment was considered suburban. 

The routes carried out within the city covered 11 km, 6.5 
km and 8.7 km for routes 1, 2 and 3, respectively. For these, 
the average travel speed was 30 km/h. The route carried out 
on the highway covered 15 km, at speeds of 40km/h, 60 
km/h and 80 km/h. Figures 2a, 2b, 2c, and 2d illustrate the 
routes used in the experiments. 

A gateway Quectel model BG96 was used in the 
experiments. It is a wireless IoT communication module 
with LTE Cat M1, LTE Cat NB1, and General Packet Radio 
Services (EGPRS) functions. For the NB-IoT solution, the 
transmission power of the device is 23dBm. Also, it 
provides a Global Navigation Satellite System (GNSS). 

The transmitting antenna information is in Table 2. 

TABLE II. ANTENNA TRANSMITTING PARAMETERS 

Parameter Values 

Frequency of operation (MHz) 1800 

Polarization (º) +/-45 

Gain (dBi) 16.7 

Horizontal Beamwidth (º) 68 

Vertical Beamwidth (º) 7.0 

 
We used a Universal Subscriber Identification Module 

(USIMCard) from the operator TIM. The base station is 
located on the top of the Cruzeiro hill in Santa Rita do 
Sapucaí. 

V. PERFORMANCE ANALYSIS 

In this section, the NB-IoT coverage will be analyzed 
along the four traced routes, and a comparison will be made 
with the three propagation models presented. 

The conditions inserted in each propagation model for 
each route are presented in Table 3: 

TABLE III. PROPAGATION MODELS PARAMETERS 

Parameter Values 
Frequency of operation (MHz) 1800 

Device antenna height (m) 1 

Maximum distance between Tx and Rx (m) 4000 

Basestation Antenna Height (m) 40 

 
For each route, the measured values were compared with 

the values presented by the considered propagation models. 
The parameter used to represent the signal strength was the 
Received Signal Strength Indication (RSSI) [22] measured 
in dBm. The analytical expression for the theoretical RSSI 
values is presented below: 

RSSI (dBm) = Pt + Gt + Gr – PL – A (13) 

where; 
 
Pt is the transmission power (dBm) 
Gt is the transmission gain (dBi) 
Gr is the reception gain (dBi) 
PL is the Path Loss (dB) 
A is the attenuation (dB) 

 
Figure 3 compares the measured values of RRSI 

(samples) for one route and the values predicted by the 
propagation models. 

To better interpret the measurements results, the 
measurement samples were grouped into clusters, with each 
cluster containing samples in a range between d - a and d + 
a, where d represents a given distance from the radio base. 
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After that, we computed the mean value of the RSSI, taking 
all samples belonging to the same cluster. Figures 4, 5 and 6 
show the average RSSI measured and the RSSI computed 
using the propagation models for urban routes 1, 2, and 4. 
For route 3, the graph was not represented in this paper, 
because the results are similar to the of route 2. 

Figure 3. Measurements (samples) obtained in one route in comparison 
with the propagation models. 

 
The behavior of the RSSI measurements are relatively 

similar in all these routes as the device moves away from the 
transmitting antenna. 

Finally, Figure 7 shows the result of the average RSSI 
considering the samples of all routes. 

Based on Figures 4, 5, 6, and 7, we can conclude that the 
Erceg Greenstein model is not accurate in predicting the 
propagation loss in the scenario considered in this paper. 

 

Figure 4. RSSI on the urban route 1. 
 

The ITU-1225 model is adequate to predict the 
propagation loss for long distances on some routes. For 
short distances, the most accurate model is Cost-231 Hata. 
Also, when we grouped all measurements of all routes 
(Figure 7), the Cost-231 Hata model has the best 
performance. 

Figure 5. RSSI on the urban route 2.  
 

In the route taken on the highway, the protocols behavior 
is different, and there is a sharp drop in the collection of 
samples after the distance of 2000m. As the average speed of 
travel of the device on this route is from 60 to 80 km/h, it is 
proved that the performance of NB-IoT in scenarios with 
mobility for medium to high speed is not efficient, which can 
impact the use of this protocol in mobile applications. 

 
Figure 6. RSSI on the urban route 4. 
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Figure 7. RSSI grouping all samples of all urban routes. 

 
One key performance metrics used in evaluations is The 

Mean Absolute Error (MAE), which measures the average of 
all absolute errors between the measured values and the 
calculated results from the propagation models. 

The performance of each propagation model is presented 
in Table 4. 

TABLE IV. ERROR PERFORMANCE METRIC 

Error Parameter MAEs 

Cost-231 Hata 3,588488 

ITU-1225 8,568521 

ERCEG GREENSTEIN 14,74494 

According to the results, the Cost-231 Hata model has 
the lowest absolute mean error, confirming that this is the 
model that most closely matches the actual measured values. 

VI. CONCLUSION AND FUTURE WORKS 

In this paper, the NB-IoT protocol coverage was 
analyzed through real field measurements on four different 
routes in the city of Santa Rita do Sapucaí-MG, Brazil.  

The measured results were compared with three 
propagation models used in mobile communication 
scenarios: Cost-231 Hata, ITU-R 1225, and Erceg-
Greenstein.  

The results presented by the Erceg-Greenstein model are 
not accurate for all considered routes. The ITU-R 1225 
model has good performance for long distances on some 
routes. The best results are presented by the Cost-231 Hata 
model, which is confirmed using the MAE metric. 

The protocol behaves differently on the route taken on 
the highway, and a stable communication link could not be 
established. Thus, the performance of NB-IoT for 
environments with medium to high speeds is not efficient. 

The future works include analyses made with other 
protocols with characteristics similar to NB-IoT, such as 
LoRa, in the same scenarios and conditions, to compare the 
performance between both technologies. 
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Abstract—A Dynamic Spectrum Sharing (DSS) technique is 

presented, which allows dynamic access to the countrywide full 28 

GHz Millimeter-Wave (mmWave) spectrum to an arbitrary 

number of Mobile Network Operators (MNOs) to serve their 

respective in-building Small Cells (SCs). Co-Channel Interference 

(CCI) is managed by controlling the transmission power of in-

building SCs of each MNO. Using the Equal Likelihood Criterion 

and the properties of left-justified Pascal’s triangle, we derive the 

system-level average capacity, Spectral Efficiency (SE), and 

Energy Efficiency (EE) performance metrics. We carry out 

numerical analyses and simulation results for a country with four 

MNOs. It is shown that the proposed DSS can improve SE by 

about 2.64 times and EE by about 74.28% over that of the Static 

Equal Spectrum Allocation (SESA). Moreover, we show that the 

proposed DSS requires the reuse of the countrywide mmWave 

spectrum to 71.87% fewer buildings of SCs than that required by 

the SESA to satisfy the expected SE and EE requirements for the 

Sixth-Generation (6G) mobile systems. 

Keywords—28 GHz; spectrum sharing; multi-operator; indoor; 

millimeter-wave; technique; small cell.   

I. INTRODUCTION  

Addressing high capacity and data rate demands with limited 

spectrum bandwidth allocated to a Mobile Network Operator 

(MNO) has become a major issue for the Fifth-Generation (5G) 

and beyond mobile systems. Since the achievable capacity is 

directly proportional to the spectrum bandwidth of an MNO, an 

effective approach to address high capacity and data rate is to 

allow each MNO to access the full spectrum in a country. 

However, allowing access to the Countrywide Full-Spectrum 

(CFS) to each MNO causes Co-Channel Interference (CCI), 

which can be managed in the Power-Domain (PD).  

The concept of countrywide full spectrum allocation and 

sharing is not so obvious in the existing literature. Saha [1] 

proposed a hybrid interweave-underlay CFS allocation in the 

28 GHz band by managing CCI in the PD. CFS allocation in 

the 28 GHz has been investigated later in Saha [2] by managing 

CCI in the time-and frequency-domain. However, in both 

studies, the analyses were limited to a specific number of 

MNOs in a country. In this paper, we relax the assumptions in 

Saha [1] and Saha [2] and present a Dynamic Spectrum Sharing 

(DSS) technique for an arbitrary number of MNOs in a country. 

Unlike the traditional DSS techniques in 5G New Radio (NR) 

where each MNO (allocated to a portion of the countrywide full 

spectra) shares its spectrum dynamically with other MNOs 

countrywide, the proposed DSS technique allows access to the 

countrywide full 28 GHz spectrum to each MNO dynamically 

to serve its in-building Small Cells (SCs) by controlling the 

transmission power of SCs within each building using the Equal 

Likelihood Criterion and the properties of left-justified Pascal’s 

triangle.    

We organize the paper as follows. In Section II, the system 

architecture and the proposed DSS technique are described. 

Relevant mathematical analysis of DSS is carried out in Section 

III and performance evaluation and comparison are performed 

in Section IV. We conclude the paper in Section V.   

II. SYSTEM ARCHITECTURE AND PROPOSED DSS TECHNIQUE 

A. System Architecture 

The system architecture consists of an arbitrary number of 

O MNOs in a country, which is shown in Figure 1(a) for O=4. 

Considering a similar architectural feature for each MNO, only 

one MNO (e.g., MNO 1) is shown in detail in Figure 1(c). An 

SC of each MNO is deployed in each apartment of a building. 

All Macrocells (MCs) and Picocells (PCs) operate at the 2 GHz 

outdoors, while SCs operate at the 28 GHz indoors. Let mP and 

rP denote the maximum and the reduced transmission powers 

of an SC of MNO o. Since all MNOs operate at the CFS, with 

an increase in the number of interferers, i.e., SC User 

Equipments (SUEs) of MNOs O\o, the aggregate interference 

from one SC to another increases. This causes the transmission 

power rP of each SC of all MNOs to be adjusted such that the 

aggregate interference power does not exceed the interference 

threshold (i.e., the maximum value of CCI power)
mI . Let 

 1 2 1
, ,


  

O
denote scaling factors and 

 1 2 1
     

O
implying the percentages of mP to adjust

rP  such that  
 1

m m1 xx
P I




  

O
. Figure 1(b) shows the 

transmission power levels of an SC to manage CCI for O=4.  

The existence of any interferer SUEs (iSUEs) of MNOs O\o in 

an apartment can be detected by the SC of MNO o itself using 

any conventional spectrum sensing techniques to update the 

CCI and spectrum usage status real-time basis in every 

Transmission Time Interval (TTI) level by coordinating one 

MNO with another directly in a distributed manner [3].  

B. Proposed DSS Technique  

      The proposed Dynamic Spectrum Sharing (DSS) technique 

is stated as follows. An MNO o can be allocated to the CFS 

dynamically to operate its in-building SCs, subjected to 

managing CCI with SCs of other MNOs O\o over a certain 

license renewal term rt . CCI is considered managing in the PD  
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Figure 1. (a) Static Equal Spectrum Allocation (SESA) and CFS allocation. (b) Transmission power levels of an SC to manage CCI. (c) System architecture with 4 

MNOs in a country.   

by controlling the transmission power of each SC using the 

following principle. An SC of MNO o operates at the maximum 

transmission power if no SC User Equipment (UE) of MNOs 

O\o is present, while at reduced power if an SUE of MNO O\o 

is present, within the corresponding SC coverage of MNO o in 

a building. The reduced power is subjected to satisfying the 

maximum allowable CCI at the SC of MNO o. 

III. MATHEMATICAL ANALYSIS OF DSS 

Let O be the maximum number of MNOs in a country such 

that  1,2,...,o O O . Let the amount of Millimeter-Wave 

(mmWave) spectrum allocated to an MNO o and a country, 

respectively, be oM and CM , defined in terms of the number of 

Resource Blocks (RBs) where an RB is equal to 180 kHz. 

Consider that each SC can serve one SUE at a time, and each 

combination of the coexistence of SUEs of MNOs O\o (one UE 

from each MNO) with a UE of MNO o in an apartment is 

equally likely over any observation time QT and hence 

occurs with a probability of  12OQ  . Let k be a set of positive 

integers (representing the number of iSUEs of MNOs O\o in an 

apartment) such that  0 1k  O . Then, the duration of an 

SC of MNO o corresponding to k can be defined by the 

Binomial coefficients  1,O kC  of row  1O  of the left-

justified Pascal’s triangle [4] as follows. 

  1

, 1, 2O

o kt O k Q  C                                                          (1) 

Assume that 
oU denotes a set of iSUEs of MNOs O\o for an 

SC of MNO o such that  ou o oU O \ . Let mP and rP denote 

the transmission powers of an SC of MNO o corresponding to 

0oU and 0oU , respectively, such that rP  can be adjusted 

as follows. 
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      Using Shannon’s capacity formula, a link throughput at 

RB=i in TTI=t for an MNO o in bps per Hz is given by 

 
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     

where 
, ,o t i denotes Signal-to-Interference-plus-Noise-Ratio 

(SINR) at RB=i in TTI=t for an MNO o in dB. β denotes the 

implementation loss factor. 

Let 
MCP and

PCP denote the transmission power of an MC 

and a PC, respectively, and M,oS and P,oS denote the number of 

MCs and PCs, respectively, of MNO o. Let MC

oM  denote the 

spectrum of an MC of MNO o. The average capacity of an MC 

of MNO o can be given as follows where  and are responses 

over MC

oM RBs in tT . 

 
MC

MC

, , , ,1

oM

o o t i o t ii
t




   
T

                                       (3)                          

     However, due to the presence of Line-Of-Sight (LOS) 

components, low multipath fading effect, high distance-

dependent path loss, small coverage, high wall and floor 

penetration loss, and low UE speed, the signal propagation 

characteristic at a high-frequency 28 GHz mmWave band does 

not change considerably indoors. Hence, we consider that each 

building has similar indoor signal propagation characteristics. 
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Then, by linear approximation, the average capacity, Spectral 

Efficiency (SE), and Energy Efficiency (EE) of all MNOs each 

with SF SCs per building for the proposed DSS can be given, 

respectively, for L buildings by, 
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(6) 

In SESA, let each MNO be allocated to an equal amount of 

spectrum of M RBs. The system-level average capacity, SE, and 

EE of all MNOs for SESA can be given, respectively, by  
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IV. PERFORMANCE EVALUATION AND COMPARISON 

Table I shows selected parameters and assumptions used for 

the performance evaluation. However, the detailed simulation 

parameters and assumptions can be found in [2]. Using (4)-(9) 

and Table I, Figure 2 shows average capacity, SE, and EE 

responses for the proposed DSS and traditional SESA 

techniques. From Figure 2(a), it can be found that proposed 

DSS improves SE by about 2.64 times and EE by about 74.28%, 

respectively over that of the traditional SESA. The similar 

outperformance in SE and EE can be found in Figures 2(b)-2(c) 

over that of SESA with the variation of L.  

TABLE I. DEFAULT PARAMETERS AND ASSUMPTIONS 

Parameters and Assumptions Value 

Spectrum bandwidth 200 MHz (28 GHz) and 40 MHz (2 GHz) 

Number of MNOs, Transmission direction 4, downlink 

mP , CCI threshold, SCs per building 19 dBm, m0.3P , 48 

      The Sixth-Generation (6G) mobile system is expected to 

offer SE of 370 bps/Hz and EE of 0.3 uJ/bit [5]. Using Figure 

2(b), the minimum values of L required by DSS and SESA are 

9 and 32, respectively, to satisfy the above SE and EE 

requirements for 6G. Hence, DSS requires the reuse of the 

countrywide 28 GHz spectrum to 71.87% fewer buildings than 

that of SESA. 

 

 

Figure 2. (a) Average capacity, SE, and EE improvement factors of DSS over that of SESA for L=1. (b) SE and (c) EE of DSS and SESA techniques for L>1. 

V. CONCLUSION 

In this paper, we have presented a Dynamic Spectrum 

Sharing (DSS) technique to share the countrywide full 28 GHz 

spectrum with in-building SCs of each MNO by controlling the 

transmission power of SCs. The proposed DSS has been 

detailed, and its outperformance over the traditional SESA in 

terms of average capacity, SE and, EE has been shown.  
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Abstract—In this paper, we present an analytical model to reuse 

spectrum in the Terahertz (THz) band in small cells located within 

a building. We characterize Co-Channel Interference (CCI) in the 

140 GHz band and derive a minimum distance between co-channel 

small cells subject to satisfying predefined CCI interference 

constraints in both intra-floor and inter-floor levels. The set of 

small cells in both intra-floor and inter-floor levels constitute a 3-

Dimensional (3D) cluster of small cells. The whole THz spectrum 

allocated to a Mobile Network Operator (MNO) can be reused to 

small cells of each cluster. We derive system-level average 

capacity, Spectral Efficiency (SE), and Energy Efficiency (EE) 

metrics for an arbitrary number of L buildings of small cells 

located over a macrocell coverage. With extensive numerical and 

simulation results and analyses, we show that the 3D clustering of 

small cells in a building and reusing the same spectrum in the 140 

GHz band to each cluster improve both the SE and EE 

performances. Further, it is shown that the expected SE and EE 

requirements for the future Sixth-Generation (6G) mobile 

networks can be achieved by reusing the spectrum in a fewer 

number of buildings of small cells than that required when no 

spectrum reuse is considered. 

Keywords—6G; clustering; energy efficiency; in-building; small 

cell; spectral efficiency; spectrum reuse; THz band. 

I. INTRODUCTION  

Radio spectrum in mobile wireless communications is scarce 

and very costly. A direct, yet effective, way to improve the 

network capacity of a Mobile Network Operator (MNO) is to 

increase the system bandwidth by aggregating spectra in 

different bands. In this regard, due to the availability of large 

spectrum availability, high-frequency spectra in the range of 

millimeter-wave (mmWave) bands and Terahertz (THz) bands 

are considered to operate small cells deployed within a building. 

Even though, the Fifth-Generation (5G) mobile network has 

been rolled out in many countries in several mmWave spectrum 

bands, including 28 GHz and 39 GHz, the future Sixth-

Generation (6G) is expected to operate in even higher 

frequencies such as THz bands. Due to their operational and 

signal propagation characteristics, including high distant-

dependent path loss, low transmit power, small coverage, and 

presence of Line-Of-Sight (LOS) components, both mmWave 

and THz bands are suitable to serve indoor coverage.  

Another major approach to improve the network capacity is 

to reuse the same spectrum spatially more than once. In this 

regard, due to high penetration losses from external and internal 

walls, as well as floors in a building, the high-frequency 

spectrum can be reused suitably by forming a 3-Dimensional 

(3D) cluster of small cells subject to managing Co-Channel 

Interference (CCI) between co-channel small cells. The whole 

spectrum can be reused to small cells per 3D cluster. However, 

comprehensive modeling of interference, as well as clustering of 

small cells, for reusing spectrum in them under the in-building 

scenario are not obvious. To the best of our knowledge, we first 

addressed these issues by modeling CCI and defining a 

minimum distance between co-channel small cells in a building 

in both intra-floor and inter-floor levels to develop a 3D cluster 

of small cells in order to reuse the same spectrum in each cluster 

in the 2 GHz microwave band Saha [1]. Likewise, in Saha [2], 

we dealt with managing CCI between co-channel small cells in 

the 28 GHz and 60 GHz mmWave bands to reuse both spectra 

in each 3D cluster of small cells. Due to considerable differences 

in operational requirements and signal propagation 

characteristics from the microwave and mmWave bands, 

following the continuation in Saha [1] and Saha [2], in this 

paper, we model CCI in the 140 GHz THz band to define a 3D 

cluster of in-building small cells in order to reuse the THz 

spectrum of an MNO in each 3D cluster.  

In doing so, firstly, we discuss the system architecture and 

140 GHz, indoor loss model, in Section II. We then present in 

brief CCI in both intra-floor level and inter-floor levels of a 

building and deduce minimum distances between co-channel 

small cells in both levels. A 3D cluster of small cells is then 

defined subject to satisfying both intra-floor and inter-floor 

interference constraints set by an MNO. The whole spectrum in 

the 140 GHz band is then reused to each 3D cluster of small 

cells. We derive system-level average capacity, Spectral 

Efficiency (SE), and Energy Efficiency (EE) metrics in Section 

III. In Section IV, we define parameters and assumptions, 

evaluate the impact of 3D clustering of in-building small cells, 

and compare the system-level SE and EE performances of the 

MNO with the corresponding expected requirements for the 6G 

mobile networks. We conclude the paper in Section V.   

II. SYSTEM ARCHITECTURE AND THZ INDOOR LOSS MODEL  

A. System Architecture    

We consider a simple system architecture of an MNO, i.e., 

MNO 1, in a country as shown in Figure 1(a), which has three 

types of Base Stations (BSs), including Macrocell BS (MBS), 

Picocell BS (PBS), and Small cell BS (SBS). MBSs and PBSs 

operate in the 2 GHz spectrum, whereas all SBSs located in 

buildings are operated in the 140 GHz spectrum. Figure 1(a) 

also shows the placement of SBSs at the center of the ceiling of 

each apartment in a building. Each SBS serves one User 

Equipment (UE) at a time. An illustrative clustering in the inter-

floor level (a single floor) and intra-floor level (nine  
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Figure 1. (a) an illustration of the system architecture of MNO 1 with a multistory building of small cells to reuse 140 GHz spectrum. (b) Intra-floor level 

clustering of small cells. Each circle represents a small cell in an apartment.

apartments) is shown in Figures 1(a) and 1(b), respectively. We 

discuss clustering in more detail in Section III.      

B. 140 GHz Indoor Loss Model  

1) Indoor path loss model: We consider the LOS path loss 

model for indoor THz communications in the 140-150 GHz 

band such that the average path loss at a distance d can be 

expressed as follows [3].  

 10 0[ ] [ ] 10 logoPL d PL d d d X                           (1)               

where,  0PL d denotes the path loss at the reference distance 

0 0.35 md    (i.e., 0.5 m with 0.15 m is compensated for the 

waveguides [3]). X  in dB is a zero-mean Gaussian distributed 

random variable with a standard deviation 0.5712 dB   . 

2.117  denotes path loss exponent [3].   

      Putting these above values in (1)  PL d  can be expressed 

at the 140 GHz as follows and is proved in Proof 1.  

 10[ ] 75.89 21.17logPL d d X                             (2) 

Proof 1: We know,    0 10 010log 4PL d d f c   

     0 10 0 1020log 20log Hz 147.55PL d d f    

     0 10 0 1032.44 20log 20log GHzPL d d f    

      For 140 GHzf  , we can write the following. 

     0 10 0 1032.44 20log 20log 140PL d d    

   0 10 075.36 20logPL d d   

      Now, using (1), and putting 0 0.35 md   and 2.117  , 

we can find the following.  

     10 10[ ] 75.36 20log 0.35 10 2.117 log 0.35PL d d X      

 10[ ] 66.241 21.17log 9.65PL d d X     

 10[ ] 75.89 21.17logPL d d X                                         ■ 

2) 140 GHz floor attenuation loss model:  The floor 

penetration loss is not linear and decreases with an increase in 

the number of floors. Moreover, the floor attenuation loss is 

frequency-dependent and increases with an increase in 

frequency. In general, experimental signal propagation studies 

and results in the THz band are very limited in the existing 

literature. Hence, if we consider a reinforced concrete floor, 

according to [4], the floor attenuation loss is above 50 dB for 
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the first floor at 28 GHz. Since the floor attenuation loss 

increase with an increase in frequency, the loss at 140 GHz 

must be higher than 50 dB for the first floor. The impact of CCI 

at this floor attenuation loss of more than 50 dB for the first 

floor at the 140 GHz is negligible in the adjacent floor, and 

hence we assume no CCI interference effect from one adjacent 

floor to another at the 140 GHz band. 

III. MODELING CCI, 3D CLUSTER, AND SPECTRUM REUSE IN  

140 GHZ BAND AND ESTIMATING PERFORMANCE METRICS 

A. Modeling CCI, Small Cell Cluster, and Spectrum Reuse in 

the 140 GHz Band  

1) Co-channel interference modeling: Following [2], the 

normalized CCI at a small cell UE in the intra-floor level and 

inter-floor level, respectively, can be given by,  

   
2.117

ra ra m rad d d                                            (3) 

     f er
2.1170.1

er er m er10
d

d d d
 

                                 (4) 

where  f erd  denotes floor penetration loss. rad and erd

denote, respectively, a minimum distance between co-channel 

small cells to allow reusing the same spectrum to both small 

cells. md  defines a distance from small cells corresponding to 

the maximum CCI experienced by a small cell UE.  

Proof 2: See Section II(C) of [2] for the Proofs of (3) and (4). 

2) Minimum distance estimation: Let m,raI and m,erI denote, 

respectively, the maximum number of co-channel interferers in 

the intra-floor and inter-floor levels. For square-grid apartments 

(Figure 1(a)) per floor of a multistory building, m,ra 8I  and 

m,erI is 1 and 2, respectively, for the single-sided and double-

sided co-channel interferers [2]. Now,  let the optimal value of 

the aggregate CCI set by an operator in the intra-floor and inter-

floor levels are denoted as ra,op and er,op , respectively. Let at 

a minimum distance *

ra rad d  in the intra-floor level and 

*

er erd d  in the inter-floor level, ra,op and er,op can be 

satisfied, i.e., the following conditions must satisfy.  

 
2.117

m,ra m ra ra,opI d d                                                     (5) 

    f er
2.1170.1

m,er m er er,op10
d

I d d
 

                        (6) 

      After manipulating (5) and (6), the minimum distances in 

the intra-floor level and inter-floor level can be expressed as 

follows. 

 
12.117*

ra m m,ra ra,opd d I


                                                 (7) 

    
1

f er
2.117

0.1*

er m m,er er,op10
d

d d I


 
                    (8) 

Proof 3: See Section III of [2] for the Proofs of (7) and (8). 

3) Clustering and spectrum reuse factor: Let 
raS and 

erS

denote the maximum number of small cells corresponding to 

satisfying the minimum distances *

rad and *

erd , respectively, 

such that the size of a 3D cluster of small cells deployed across 

intra-floor and inter-floor levels is given by,  

 F ra erS S S                                                                         (9)    

Hence, for a given number of small cells 
F,totS per 

building, the same THz spectrum band can be reused by the 

number of times (i.e., Spectrum Reuse Factor) per building of 

small cells as given below. 

F,tot FS S                                                                            (10) 

For more information on the clustering of small cells and 

reuse of the same spectrum in small cells within a building, 

please refer to [2].    

B. Estimating Performance Metrics  

Let GHzM  and THzM denote, respectively, the number of 

Resource Blocks (RBs) in the 2 GHz spectrum and 140 GHz 

spectrum where an RB is equal to 180 kHz. Let 
GHz,MCP , 

GHz,PCP , and 
THz,SCP denote, respectively, the transmission 

power of a macrocell, a picocell, and a small cell. Then, a link 

throughput at RB=i in a Transmission Time Interval (TTI)=t in 

bps per Hz corresponding to the downlink received signal-to-

interference-plus-noise ratio ,t i is given by, 

        ,

,

dB 10

, , 2 ,

,

0, 10dB

log 1 10 , 10dB 22dB

4.4, 22dB

t i

t i

ρ

t i t i t i

t i

ρ

ρ β ρ

ρ

  
  

      
 

  

(11) 

      

where β denotes the implementation loss factor.

 

The total 

capacity of all macrocell UEs in tT={1,2,…,Q} is given by,  

 GHz

MC , ,1 1

Q M

t i t it i 
                                    (12)                                               

Now, the aggregate capacity served by a small cell in a 

building in tT over THzM RBs is given by,   

 THz

, ,1

M

s t i t ii
t




   
T

                                                 (13) 

Since each 3D cluster of small cells consists of 
FS small 

cells in a building, and the total 140 GHz spectrum can be 

reused to each cluster, the aggregate capacity served by a 3D 

cluster of small cells in tT over THzM RBs is given by,   

F

3D 1

S

ss
    

 F THz

3D , ,1 1

S M

t i t is i
t

 


    
T

                                 (14) 
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Using (10), since there are  3D clusters of small cells per 

building, the same 140 GHz spectrum can be reused  times to 

small cells per building.  Hence, the aggregate capacity served 

by all small cells 
F,totS , i.e.,  FS , per building is given by,   

 THz 3D    

 F THz

THz , ,1 1

S M

t i t is i
t

 


 
     

 
 

T

                       (15) 

Due to the high operating frequency and the low 

transmission power of each small cell, we consider similar 

indoor signal propagation characteristics for all L buildings per 

macrocell. Then, by linear approximation, the system-level 

average capacity per macrocell of MNO 1 is given by the sum 

of the aggregate capacity of all macrocell UEs served by the 

macrocell and picocells and the aggregate capacity of all small 

cell UEs served by small cells in L buildings. Hence, using (12) 

and (15), the system-level average capacity per macrocell of 

MNO 1 is given by    

   CP MC THzL L                                                  (16)  

Since SE is defined as the achievable capacity per unit of 

spectrum bandwidth, using (16), the system-level average SE 

of MNO 1 in bps/Hz can be expressed as follows.                          

      SE CP GHz THzL L M M Q                     (17)  

Now, define EE as the amount of energy required to 

transmit a bit of information, using (16), the system-level EE of 

MNO 1 in Joule/bit can be expressed as follows.                                        

 

 

 

 

  

F THz,SC

EE P GHz,PC CP

M GHz,MC

L S P

L S P L Q

S P

   
 

     
 
  

   (18)                                   

where SM and SP denote, respectively, the number of macrocells 

and picocells in the system of MNO 1. 

IV. PERFORMANCE EVALUATION AND COMPARISON  

     Default parameters and assumptions used for the evaluation 

are given in Table I. Note that due to low output power and high 

propagation loss, the coverage of THz signals is limited [6]. To 

overcome these constraints, high-gain antennas at both ends are 

required. Hence, following [3], we consider horn antennas at 

the transmitting and receiving ends each with a gain of 21 dB. 

Assume that ra,op 0.3   such that *

ra 23.58 md  , which 

implies that the spectrum can be reused in co-channel small 

cells that are away from one another by at least three apartments 

each having a side length of 10 m. This corresponds to an intra-

floor cluster size consisting of 9 small cells. Now considering 

 f er 55 dBd   and er,op 0.1  , 
*

er 0.089 md  , which 

implies that the spectrum can be reused on each floor. So, from 
*

rad and *

erd , we can find that a 3D cluster consists of 9 small  

 

TABLE I. DEFAULT PARAMETERS AND ASSUMPTIONS 

Parameters and Assumptions Value 

Cellular layout2, Inter-Site Distance 

(ISD)1,2 , transmit direction  

Hexagonal grid, dense urban, 3 sectors 

per macrocell, 1732 m, and downlink   

Carrier frequency 2 GHz Non-LOS for MBSs and PBSs, 

140 GHz LOS for SBSs 

System bandwidth  10 MHz (for 2 GHz), 50 MHz (for 140 GHz) 

Number of cells  1 MBS, 2 PBSs, 48 SBSs per building  

Transmit power1 (dBm) 46 for MBS1, 37 for PBS1, 10 for SBS3  

small-scale fading model1 Rayleigh for 2 GHz, no small-scale fading 

effect for 140 GHz 

Lognormal shadowing 

standard deviation (dB) 

8 for MBS2 , 10 for PBS1, and 0.5712 for 140 

GHz LOS for SBS3   

 

 

 

Path 

loss  

MBS 

and a 

UE1 

Indoor macrocell UE PL(dB)=15.3 + 37.6log10R, R is in m 

Outdoor macrocell 

UE 

PL(dB)=15.3 + 37.6log10R + Low, R is 

in m  

PBS and a UE1 PL(dB)=140.7+36.7log10R, R is in km 

SBS and a UE3  10(dB) 75.89 21.17logPL R  , R in m  

Antenna configuration Single-input single-output for all BSs and UEs     

BS antenna gain   14 dBi for MBS2, 5 dBi for PBS1 , 21 dB for SBS3 

UE antenna gain 0 dBi for 2 GHz2, 21 dB (horn antenna) for 140 GHz3 

UE noise figure2 
 9 dB (for 2 GHz)2 , 9.56 dB (for 140 GHz)4 

Total number of macrocell UEs  30  

PBS coverage and macrocell UEs offloaded to all 

PBSs1, Indoor macrocell UEs1 

40 m (radius), 2/15, 

35% 

Scheduler and traffic model2 Proportional Fair (PF) and full buffer  

Type of SBSs Closed Subscriber Group (CSG) femtocell BSs 

TTI1 and scheduler time constant (tc)  1 ms and 100 ms  

Total simulation run time  8 ms  

Building and small cell models: Number of 

buildings, floors per building, apartments per floor, 

small cells per apartment, area of an apartment 

L, 6, 8, 1, 

 10×10 m2  

 taken 1from [7], 2from [8], 3from [9], 4form [10].  

cells. Hence, for a 6-story building with each floor having 9 

apartments, the 140 GHz spectrum can be reused 6 times.   

Figure 2 shows the SE and EE responses due to reusing 50 

GHz spectrum in small cells per building in the 140 GHz band 

for 1  and 6  . Clearly, it can be found that clustering 

small cells in the 140 GHz band and reusing the same spectrum 

more than once improve both SE and EE performances. 

Further, it is expected that the 6G mobile systems will require 

10 times average SE [10] (i.e., 270-370 bps/Hz), as well as 10-

100 times average EE [11] (i.e., 0.03×10-6 to 0.3×10-6 

Joules/bit), of 5G mobile systems [12]-[13]. Now, from Figure 

2, it can be found that the expected average SE and EE can be 

satisfied by reusing the spectrum to less number of buildings of 

33Copyright (c) IARIA, 2021.     ISBN:  978-1-61208-837-2

ICN 2021 : The Twentieth International Conference on Networks

                            42 / 55



small cells (i.e., L=6) than that required (i.e., L=31) when no 

spectrum reuse is considered. 

 
 

 

Figure 2. (a) SE and (b) EE responses due to clustering of in-building small 

cells and reusing the same spectrum 6  times in the 140 GHz band. 

V. CONCLUSION  

      In this paper, we have presented an analytical model to 

reuse Terahertz (THz) spectrum to small cells of an MNO. All 

small cells are deployed within buildings and operate only in 

the 140 GHz band. Interference from one small cell to another 

due to reusing the 140 GHz spectrum has been modeled both 

intra-floor and inter-floor levels and the corresponding 

minimum distance between co-channel small cells have been 

derived. These minimum distances in the intra-floor and inter-

floor level provide the size of a 3D cluster of small cells. We 

have derived average capacity, Spectral Efficiency (SE), and 

Energy Efficiency (EE) performance metrics.  Extensive 

simulation and numerical results analyses have been carried 

out. 

      It has been found that the 3D clustering of in-building small 

cells, and reusing the same spectrum in the 140 GHz band to 

each cluster improve both the SE and EE performances. 

Moreover, both inter-building reuse factor and intra-building 

reuse factor have an impact on the overall performance 

improvement. Finally, we have shown that the presented model 

can satisfy the prospective SE and EE requirements for the 

Sixth-Generation (6G) networks by reusing the spectrum in less 

number of buildings of small cells than that required when no 

spectrum reuse is considered in the 140 GHz. 
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Abstract—In this paper, we present the performance of in-building 

small cells with the variation of carrier frequency from a low 

microwave band to a very high Terahertz (THz) band expected for 

the future Sixth-Generation (6G) mobile networks. We derive the 

average capacity, Spectral Efficiency (SE), Energy Efficiency 

(EE), and throughput per user of small cell networks. With 

extensive simulation results, we evaluate these performance 

metrics with a change in carrier frequency from a microwave 

band (i.e., 2 GHz), through a number of Millimeter-Wave 

(mmWave) bands (i.e., 28 GHz and 60 GHz), to a THz band (i.e., 

140 GHz). It is shown that due to the presence of Line-of-Sight 

(LOS) components and availability of large spectrum bandwidth, 

the high-frequency mmWave and THz bands can play significant 

roles in improving the above performance metrics and achieve 

both SE and EE requirements expected for 6G mobile networks 

by reusing spectrum of their respective bands for a certain 

number of buildings of small cells. 

Keywords—6G; carrier frequency; path loss; in-building; small 

cell; millimeter-wave, spectrum reuse; THz band. 

I. INTRODUCTION  

A. Background       

 Exponentially increasing mobile traffic and high data rate 

demands, scarcity of the available radio spectrum, and 

limitations of the Base Station (BS) transmission power have 

caused Mobile Network Operators (MNOs) to move from large 

macrocell-only networks to Heterogeneous Networks (HetNets) 

[1]. In HetNets, small cells, typically deployed in indoor 

environments, cover a small area by reusing the spectrum 

bandwidth and play a significant role in serving high capacity 

and data rate within a short distance in mobile communication 

systems. To address the scarcity of available spectrum, the 

operating spectrum of small cells of one mobile generation shifts 

toward higher carrier frequencies than that of its predecessor 

one. As the signal propagation characteristics vary significantly 

with a change in carrier frequency, the performance of small 

cells also varies accordingly. This necessitates a deep 

understanding of how the channel performances within in-

building environments vary with a change in the carrier 

frequency of small cells.  

B. Related Work and Problem Statement  

      Numerous studies addressed the performance evaluation of 

small cells in multistory buildings, mostly in terms of signal 

propagation measurements, at different carrier frequencies. For 

example, the authors in [2] carried out propagation 

measurements in an indoor building environment at 900 MHz 

and 450 MHz. In [3], the authors presented a comparative study 

of two bands, below and above 6 GHz, including 3.5 GHz and 

28 GHz. Further, in [4], the authors presented 28 GHz and 73 

GHz millimeter-wave (mmWave) propagation measurements 

performed in a typical office environment. Furthermore, very 

recently, the authors in [5] performed channel measurements 

and path loss modeling in the Terahertz (THz) band.  

      Since the future Sixth-Generation (6G) network is expected 

to operate in low, as well as very high, frequency bands to 

address both coverage and capacity demands, instead of a 

certain frequency band discussed above, a common 

understanding of how the performance of small cells is affected 

with a change in the operating carrier frequency (and hence 

signal propagation characteristics) over a vast range, including 

very high THz band, is not obvious in the existing studies. To 

address this concern, in this paper, we present the performance 

analysis of in-building small cells over a vast range of carrier 

frequencies, from a low 2 GHz microwave band to a very high 

140 GHz band for an efficient utilization of the spectrum in 

these bands.   

 In doing so, we consider a range of carrier frequencies that 

can cover the carrier frequencies of the former, existing, and 

upcoming mobile generations. More specifically, we start from 

a microwave band (i.e., 2 GHz used in the former Second-

Generation (2G) up to Fourth-Generation (4G)), through a 

number of mmWave bands (i.e., 28 GHz used in the existing 

Fifth-Generation (5G) and 60 GHz expected to be used in the 

enhanced version of the existing 5G), to a THz band (i.e., 140 

GHz) proposed to be used in the upcoming 6G mobile networks. 

However, due to a potential gap from one band to another of the 

above carrier frequencies, the channel characteristics in one 

band differ considerably from another. Hence, because of the 

occurrence of high small-scale fading effects, the Non-Line-of-

Sight (NLOS) channel model for the 2 GHz microwave band, 

whereas the Line-of-Sight (LOS) channel model for the 28 GHz 

and 60 GHz mmWave bands and the 140 GHz band, are 

considered and given for a distance d in m in Table I.   

C. Contribution 

Based on the above discussion and consideration, in this 

paper, we contribute the following.     

 We vary the carrier frequency of small cells from a low 2 

GHz band to a very high 140 GHz band and derive the 

corresponding average capacity, Spectral Efficiency (SE), 
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Energy Efficiency (EE), and throughput per in-building 

small cell user performance metrics.  

TABLE I. CHANNEL MODELS FOR DIFFERENT CARRIER 
FREQUENCY BANDS. 

Channel Model Value 

Path 

loss 

Carrier 

Frequency 

2 GHz1,2 
 10127 30log 1000d  

28 GHz5 
 1061.38 17.97log d  

60 GHz3 
 1068 21.7log d  

140 GHz4 
 1075.89 21.17log d  

Lognormal Shadowing 

standard deviation (dB) 

10 (for 2 GHz)1,2, 9.9 (for 28 GHz)5, 0.88 (for 60 

GHz)3, and 0.5712 (for 140 GHz)4 

Small-scale fading 

model 

Frequency selective Rayleigh for 2 GHz1, no 

small-scale fading effect for 28 GHz5, 60 GHz3, 

and 140 GHz4 

taken 1from [6], 2from [7], 3from [8], 4from [5], 5from [9]. 

 We carry out extensive simulation results and evaluate 

these performance metrics to show the significance of the 

variation in the operating carrier frequency on the 

performance of in-building small cell networks.  

 Finally, we present a performance comparison against both 

SE and EE requirements expected for the 6G mobile 

networks by reusing the spectrum of each carrier frequency 

band for a certain number of buildings of small cells. 

D. Organization 

The paper is organized as follows. In Section II, we discuss 

the system architecture to evaluate the performance and derive 

performance metrics in terms of average capacity, Spectral 

Efficiency (SE), Energy Efficiency (EE), as well as average 

throughput per small cell user for all carrier frequencies. In 

Section III, performance evaluation scenarios are described, 

and extensive simulation results and performance comparisons 

are carried out. We draw a conclusion in Section IV.   

II. SYSTEM ARCHITECTURE AND PERFORMANCE METRICS   

A. System Architecture         

We consider a simple system architecture for the 

performance evaluation as shown in Figure 1. A number of 

Picocell Base Stations (PBSs) are located outdoors, and all 

small cell BSs (SBSs) are located indoors within a number of  

A  building of SBSs

MBS iMU

PBS 

SBS 

oMU

offMU

 
Figure 1. System architecture. oMU, iMU, and offMU define outdoor, indoor, 

and offloaded MUEs, respectively. 

buildings situated over the coverage of a Microcell Base Station 

(MBS). A number of Macrocell User Equipments (UEs) are 

considered indoors and all other outdoor Macrocell UEs 

(MUEs) are either served by the MBS or offloaded to nearby 

PBSs. However, all Small Cell UEs (SUEs) are served only by 

in-building SBSs. Both MBSs and PBSs operate in the 2 GHz 

band, whereas all SBSs operate at either 2 GHz, 28 GHz, 60 

GHz, or 140 GHz band at any time. 

B. Performance Metrics Estimation  

1) Preliminary: Let 2M , 28M , 60M , and 140M  denote, 

respectively, the number of Resource Blocks (RBs) in the 2 

GHz, 28 GHz, 60 GHz, and 140 GHz bands where an RB is 

equal to 180 kHz. Let MCM denote the number of RBs in the 2 

GHz band allocated exclusively to MBSs and PBSs,  and hence 

is orthogonal to 2M to avoid Co-Channel Interference (CCI) 

with SUEs. Let 
,t iP , 

,t iN , and 
,t iI denote, respectively, the 

transmission power, noise power, and total interference signal 

power at any RB i in Transmission Time Interval (TTI) t.  

Using the formulas given in Table I, the path loss can be 

calculated for each carrier frequency. Let
,t iPL , 

,t iLS , and 
,t iSS

denote, respectively, the path loss, large-scale shadowing, 

small-scale fading between a SBS and an SUE at RB i in TTI t. 

Let ( )t rG G and FL denote, respectively, the total antenna 

gain and connector loss such that a link channel response, 

denoted as 
,t iH , between an SUE and a SBS at RB i in TTI t 

can be given by in dB as follows.  

 , , , ,dB ( ) ( ) ( )t i t r F t i t i t iH G G L PL LS SS       (1) 

      The received Signal-to-Interference-plus-Noise Ratio 

(SINR) for an SUE at RB i in TTI t can be expressed as follows.  

 , , , , ,( ) .t i t i t i t i t iP N I H                                            (2) 

      Using Shannon’s capacity formula, a link throughput at RB 

i in TTI t in bps per Hz is given by,  

          ,

,

dB 10

, , 2 ,

,

0, 10dB

log 1 10 , 10dB 22dB

4.4, 22dB

t i

t i

t i t i t i

t i



   
  

         
 

   

(3)   

where   denotes implementation loss factor.  

      The total capacity of all MUEs in tT={1,2,…, Q} is given 

by,  

 MC

MU , ,1 1

Q M

t i t it i 
                                      (4)   

Now, the aggregate capacity served by a SBS in a building 

in tT over 2M RBs is given by,   

 2

, ,1

M

s t i t ii
t




   
T

                                                  (5)                                            
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      Let SF denote the number of SBSs per building. The 

aggregate capacity served by all SBSs in a single building when 

operating only in the 2 GHz band is then given by,   

F

SU,2, =1 1

S

L ss
                                                                   (6) 

 F 2

SU,2, =1 , ,1 1

S M

L t i t is i
t

 


    
T

                                  (7) 

2) Average capacity, SE, and EE:  Let 2P , 28P , 60P , and

140P denote, respectively, the transmission power of a small cell 

when operating in the 2 GHz, 28 GHz, 60 GHz, and 140 GHz 

bands.  MP and PP denote, respectively, the transmission power 

of an MBS and a PBS. Let SM, SP, and SF denote, respectively 

the number of MBSs, PBSs, and SBSs per building. Because of 

the small coverage and low transmission power of a SBS, as 

well as low SUE speed, an indoor channel does not vary 

considerably within a short time such that we consider similar 

indoor signal propagation characteristics for all L buildings per 

macrocell.  

Then, by linear approximation, the system-level average 

capacity per macrocell of the MNO is given by the sum of the 

aggregate capacity of all macrocell UEs and the aggregate 

capacity of all small cell UEs in L buildings. So, using (4) and 

(7), the system-level average capacity per macrocell is given by 

 2, >1 MU SU,2, =1L LL                                                   (8)  

      Since SE is defined as the achievable capacity per unit of 

spectrum bandwidth, using (8), the system-level average SE in 

bps/Hz can be expressed as follows.                          

  2, >1 2, >1 MC 2L L M M Q                                        (9)  

Since EE can be defined as the amount of energy required 

to transmit a bit of information, using (8), the system-level EE 

in Joule/bit can be expressed as follows.                                       

 

 
 F 2

2, >1 2, >1

M M P P

L L

L S P
Q

S P S P

   
       

          (10)                                   

3) Average throughput per SUE: Assume that each SBS 

can serve one SUE at any time in all carrier frequencies. The 

average throughput per SUE when SBSs operate in the 2 GHz 

band can then be expressed for SF  SBSs per building as follows. 

2, SU,2, =1 Fs L S                                                            (11)       

      Following the above procedure and using (4)-(9) for the 2 

GHz band, the system-level average capacity, SE, EE, and 

average throughput per SUE when small cells operate in the 28 

GHz, 60 GHz, and 140 GHz can also be derived.  

III. PERFORMANCE EVALUATION SCENARIO, RESULT, AND 

COMPARISON  

A. Performance Evaluation Scenario         

Default simulation parameters and assumptions for SBSs 

are given in Table II. For MBSs and PBSs, detailed parameters 

and assumptions can be found in [10]. Note that, for fair 

analysis, we consider the same parameters and assumptions, 

wherever applicable, including system bandwidth, symbol 

duration, transmission power, antenna configuration, and 

antenna gain of all SBSs and UEs, for all carrier frequencies 

even though they differ from one carrier frequency to another 

in practice. RBs of any band are allocated orthogonally to SBSs 

in any TTI by the Proportional Fair (PF) scheduler to avoid CCI 

between SBSs. Moreover, for simplicity, we assume that no 

CCI effect is experienced by any in-building SBS when 

operating in the 60 GHz band due to coexisting with the IEEE 

802.11ad/ay, also termed as Wireless Gigabit (WiGig), access 

points.  

Further, we assume that each MNO in a country is allocated 

to a dedicated spectrum in the 2 GHz, 28 GHz, and 140 GHz 

bands such that no CCI effect is experienced by any in-building 

SBS due to operating in the spectrum by SBSs of another MNO. 

Such CCI can be either avoided using techniques such as the 

time-domain Almost Blank Subframe based Enhanced Intercell 

Interference Coordination (eICIC) technique for Long Term 

Evolution (LTE) systems or mitigated using techniques such as 

the underlay cognitive radio spectrum access technique, which 

we consider out of the scope of this paper. Finally, we generate 

the performance results by simulating all assumptions and 

parameters given in Tables I and II by a simulator built using 

the computational tool MATLAB R2012b version running on a 

personal computer. 

TABLE II. DEFAULT PARAMETERS AND ASSUMPTIONS 

Parameters and Assumptions Value 

Transmit direction  Downlink   

SBS operating bandwidth  50 MHz (for each carrier frequency) 

Number of RBs in the SBS bandwidth 250 (for each carrier frequency) 

Number of SBSs  48 (per building) 

Transmission power (dBm)7 10  (for each carrier frequency) 

Antenna configuration Single-input single-output for all SBSs and SUEs     

SBS antenna gain7   21 dB  

SUE antenna gain7 and noise figure 21 dB and 10 dB 

Scheduler and traffic model6 Proportional Fair (PF) and full buffer  

Type of SBSs Closed Subscriber Group (CSG) femtocell BSs 

Building and small cell models:  

Number of buildings, floors per building,  

apartments per floor, small cells per apartment,  

area of an apartment 

 

L, 6, 

8, 1, 

10×10 m2 

TTI8 and scheduler time constant (tc)  1 ms and 100 ms  

Total simulation run time 8 ms  

taken from 6from [7], 7from [5], 8from [6]. 

B. Performance Evaluation Result   

      Figure 2(a) shows the path loss response for a SBS with the 

variation in distance d of its SUE. It can be found that the path 

loss at distance d from a SBS is the most when the SBS operates 

in the 140 GHz band, and the least, when it operates in the 2 

GHz microwave band. In general, with an increase in the carrier 

frequency, the path loss increases since a high-frequency signal 

gets affected more by the propagating environment than that of 

a low-frequency one. This implies that to address high capacity 

and data rate demands of the future mobile networks, the 
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availability of large spectrum bandwidth in the high-frequency 

bands such as THz bands will play a vital role in serving high 

capacity and data rate demands within a short indoor distance 

from a SBS.   

      Figure 2(b) shows the response of the average throughput 

per SUE in different carrier frequencies. It can be observed that, 

for LOS signal propagations in the high-frequency bands, the 

average throughput per SUE over a certain time T decreases 

with an increase in the carrier frequency. This is because an 

increase in carrier frequency causes to increase in the distant-

dependent path loss as shown in Figure 2(a). However, the 

average throughput per SUE is the lowest when SBSs operate 

in the 2 GHz low-frequency band. This is due to the NLOS 

signal propagation that occurs from the presence of large 

multipath fading components in the low-frequency band unlike 

the high-frequency one with a LOS signal propagation as 

aforementioned.   

      Figures 3(a) and 3(b) show, respectively, the system-level 

SE and EE performances for the 10 MHz bandwidth of all 

MUEs. Recall that due to considering the LOS models, high-

frequency signals offer high average capacity, as well as 

average throughput per SUE because of highly directive signal 

propagation toward SUEs such that by forming appropriate 

beam width, the enormous amount of average capacity and 

hence SE can be obtained. Moreover, due to an increase in 

average capacity, the average energy required per bit 

transmission is also reduced, resulting in improving EE as well. 

 
Figure 2. (a) Path loss and (b) average throughput per SUE responses with a 

variation in the carrier frequency of in-building SBSs. 

 
Figure 3. System-level performances with a variation in the carrier frequency 

of in-building SBSs. (a) spectral efficiency and (b) energy efficiency. 

      From Figure 2(a), since the path loss increases with an 

increase in LOS carrier frequency, the system-level SE and EE 

improve with a decrease in carrier frequency. Hence, the 

maximum and minimum improvements in both SE and EE are 

obtained when SBSs operate in the 28 GHz and 140 GHz bands, 

respectively. However, due to the NLOS signal propagation 

effect, the 2 GHz band provides the worst performance in the 

average capacity (Figure 2(b)), resulting in realizing the worst 

system-level SE and EE performances in NLOS 2 GHz carrier 

frequency as shown in Figures 3(a) and 3(b). 

C. Performance Evaluation Comparison       

       Recall that unlike the low-frequency 2 GHz microwave 

band, which is affected considerably by the multipath fading 

effect from the reflection, refraction, and scattering 

phenomenon, due to the presence of LOS components and 

availability of large spectrum bandwidth, high carrier frequency 

bands can play significant roles in improving the in-building 

average throughput per SUE, as well as system-level average 

capacity, SE, and EE of the future mobile systems.  

      In this regard, assume that the prospective average SE and 

EE requirements for 6G mobile networks are, respectively, 10 
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times (i.e., 370 bps/Hz) [11] and 10-100 times (i.e., 0.3µJ/bit - 

0.03µJ/bit) [12] higher than that of 5G mobile networks [13]-

[14]. From Figures 3(a) and 3(b), it can be found that all high 

carrier frequency bands, i.e., 28 GHz, 60 GHz, and 140 GHz, 

can achieve both SE and EE requirements expected for 6G 

mobile networks by reusing spectrum in their respective bands 

for a reuse factor (i.e., L) of 26, 30, and 33, respectively.   

IV. CONCLUSION 

      Small cells deployed in indoor environments play a 

significant role in serving high capacity and data rate within a 

short distance in mobile communication systems. Due to the 

scarcity of spectrum, the operating spectrum of small cells of 

one mobile generation shifts toward higher carrier frequencies 

than that of its predecessor one. As the signal propagation 

characteristics vary significantly with a change in carrier 

frequency, in this paper, we have presented the performance of 

in-building small cells with the variation of carrier frequency 

from a low microwave band to a very high Terahertz (THz) 

band expected for the future Sixth-Generation (6G) mobile 

networks.  

       We have derived the average capacity, Spectral Efficiency 

(SE), Energy Efficiency (EE), and throughput per small cell UE 

(SUE) and carried out extensive simulation results with a 

change in carrier frequency from a microwave band (i.e., 2 

GHz), through a number of millimeter-wave (mmWave) bands 

(i.e., 28 GHz and 60 GHz), to a THz band (i.e., 140 GHz). It 

has been shown that due to the presence of LOS components, 

high-frequency signals offer high average capacity and hence 

SE, as well as average throughput per SUE. Moreover, due to 

an increase in average capacity, the average energy required per 

bit transmission is also reduced, resulting in improving EE as 

well. Since the path loss increases with an increase in LOS 

carrier frequency, the maximum and minimum improvements 

in both SE and EE are obtained when SBSs operate in the 28 

GHz and 140 GHz bands, respectively.  

      However, due to the NLOS signal propagation effect, the 2 

GHz band is affected considerably by the multipath fading 

effect from the reflection, refraction, and scattering 

phenomenon such that the 2 GHz band provides the worst 

performance in the average capacity. This results in achieving 

the worst system-level SE and EE performances. Finally, it has 

been shown that all high carrier frequency bands, i.e., 28 GHz, 

60 GHz, and 140 GHz, can achieve both SE and EE 

requirements expected for 6G mobile networks by reusing 

spectrum in their respective bands for a reuse factor (i.e., L) of 

26, 30, and 33, respectively.   
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Abstract— This paper aims to provide a clearer view of
container technology, such as its advantages and
disadvantages, how it can cooperate with Openstack, and
document the improvements made by this cooperation. In
terms of containerization technology, this paper will illustrate
the components of Docker and the impact it has compared to
the already classic technology of virtual machines. Another
element to be addressed in this paper is the importance of
moving some of the computing power to the periphery of
networks. This can be done using existing peripheral devices to
the extent that the computing resources on this equipment
allow. This move is necessary to provide an infrastructure
capable of supporting services with low latency needs, minimal
delay (traffic sensor, vehicle sensors) and at the same time an
infrastructure that will free the core of networks from a large
volume of data. This paper will follow the comparison of
household equipment that can play an active role in computing
at the periphery of networks to highlight what types of
applications or calculations can be performed on them. We will
follow in this paper the comparison of household equipment
that can play an active role in computing at the periphery of
networks to highlight what types of applications or calculations
can be performed on them.

Keywords-container; Docker; Network Function
Virtualization (NFV).

I. INTRODUCTION

Currently, typical network architectures have three main
areas: access, transport, and core. Most of computational
resources for applications are in the cloud, far away from the
end user. Another element which will be addressed in this
paper is the importance of moving some of the computing
power to the periphery of networks. This can be done using
existing peripheral devices, like routers, dedicated gateways,
servers, to the extent that the computing resources on this
equipment allow [1]. This move is necessary to provide an
infrastructure capable of supporting services with low
latency needs, minimal delay and at the same time an
infrastructure that will free the core of networks from a large
volume of data. We will follow in this paper the comparison
of household equipment that can play an active role in
computing at the periphery of networks to highlight what

types of applications or calculations can be performed on
them.

Recently, we have seen a trend called "fog computing”
(an architecture that uses edge devices to carry out a
substantial amount of computation) and, therefore, the need
for processing on the periphery of networks. Hence, there is
a need to implement computing and processing machines in
this area, a need we have not encountered so far. Given that
the services that are liable to be moved to the edge of the
network ("edge computing") are diverse and offered by
various providers, a possible solution could be the
implementation of OpenStack on the periphery of networks
by Internet providers / transport providers.

In Section 2 an overview of the containerization
technology is going to be described, illustrating the
advantages it has compared with virtual machines. Section 3
will cover the Docker technology illustrating its components,
the architecture and how the isolation is achieved. In Section
4 we will describe the cooperation between Network
Function Virtualization (NFV) and containers and compare
current approaches and platforms used to migrate
computational resources to the edge of the network.

II. CONTAINERS AND MICROSERVICES

Containerization [2] has become a major trend in
software development as an alternative or companion to
virtualization [3]. This involves encapsulating or packaging
the software code and all its dependencies so that it can run
smoothly and consistently on any infrastructure. The
technology has matured rapidly, leading to measurable
benefits for developers and operations teams, as well as
general software infrastructure.

Containerization allows developers to create and deploy
applications faster and more securely. With traditional
methods, the code is developed in a specific computing
environment which, when transferred to a new location,
often leads to bugs and errors.

Containers are often referred to as "lightweight", which
means that they share the core of the machine's Operating
System (OS) and do not require the association of an
operating system within each application. Containers are
inherently smaller than a virtual machine and require less
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start-up time, allowing many more containers to run on the
same computing power as a single Virtual Machine (VM).
This leads to higher server efficiencies and, in turn, reduces
server and licensing costs.

Simple containerization allows applications to be
"written once and run anywhere." This portability is
important in terms of the development process and supplier
compatibility. It also offers other notable advantages, such as
fault isolation and ease of management and security [4].

Containerization offers significant benefits to developers
and development teams. These include the following:

 Portability: A container creates an executable
software package that is abstracted (unattached or
unattended) from the host operating system and,
therefore, portable and able to run smoothly and
consistently on any platform or cloud.

 Agility: The open source Docker engine for running
containers has started the industry standard for
containers with simple tools for developers and a
universal presentation approach that works on both
Linux and Windows operating systems. The
container ecosystem has shifted to engines managed
by the Open Container (OCI) initiative.

 Speed: Containers are often referred to as
“lightweight,” which means they share the core of
the machine’s OS. Not only does this lead to higher
server efficiency, but it also reduces server and
licensing costs, while speeding up startup times
because there is no operating system to boot.

 Defect isolation: Each containerized application is
isolated and operates independently of the others.
The failure of one container does not affect the
continuous operation of other containers.
Development teams can identify and correct any
technical issues in one container without having to
consider other containers.

 Efficiency: Software running in containerized
environments shares the machine's operating core
and application layers in a container can be shared
across containers. Thus, the containers are inherently
smaller than a VM and require less start-up time,
allowing many more containers to run on the same
computing power as a single VM.

 Easy to manage: A container orchestration platform
automates the installation, scaling and management
of containerized tasks and services. Container
orchestration platforms can make management tasks
easier, such as scaling containerized applications,
running newer versions of applications, and
providing monitoring, recording, and debugging,
among other functions.

Software companies, large and small, accept
microservices as a superior approach to application
development and management, compared to the previous
monolithic model that combines a software application with
the associated user interface and the underlying database in a
single unit on a single server platform. With the help of

microservices, a complex application is divided into a series
of smaller, more specialized services, each with its own
database and its own business logic. Microservices then
communicate with each other through common interfaces
(such as APIs) and REST interfaces (such as HTTP). Using
microservices, development teams can focus on updating
certain areas of an application without impacting it, leading
to faster development, testing, and implementation.

Containers, microservices and cloud computing work
together to bring application development and delivery to
new levels, which are not possible with traditional
methodologies and environments. These next-generation
approaches add agility, efficiency, reliability, and security to
the software development lifecycle - all leading to faster
application delivery and improvements to end users and the
marketplace [4].

III. DOCKER

Docker is an open platform for developing, transporting,
and running applications. Docker allows applications to be
separated from the infrastructure so that software can be
delivered quickly. With Docker, the infrastructure can be
managed the same way the applications are managed. By
taking advantage of Docker's methodologies for fast code
forwarding, testing, and implementation, the delay between
writing code and running it in production can be significantly
reduced.

Docker offers the ability to wrap and run an application
in an isolated environment called a container. Isolation and
security allow multiple containers to run simultaneously on a
given host. Containers are light because they do not need to
be overloaded by a hypervisor, but run directly into the core
of the host machine. This means that more containers can be
run on a given hardware combination than if virtual
machines are used. One can even run Docker containers in
host machines that are virtual machines.

Docker provides tools and a platform to manage the
container lifecycle:

 The application and its support components can be
developed using containers.

 The container becomes the unit for distributing and
testing the application.

 Implementing the application in the production
environment, as a container or an orchestrated
service. This works the same whether the production
environment is a local data center, a cloud provider,
or a hybrid of the two.

Docker Engine is a client-server application with the
following major components, depicted also in Figure 1:

 A server that is a type of long-term program called a
daemon process.

 REST API that specifies the interfaces that programs
can use to talk to the daemon and instruct it on what
to do.

 A Command Line Interface (CLI) client.
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Figure 1. Docker components [5]

The Docker container-based platform enables portable
workloads. Docker containers can run on the developer's
local laptop, on physical or virtual machines in a data center,
on cloud providers, or in a hybrid environment. Docker's
portability and lightweight nature make it easy to
dynamically manage workloads, extend or eliminate
applications and services, as required, in real time.

A. Docker arhitecture

Docker uses a client-server architecture. As illustrated in
Figure 2, the Docker client speaks to the Docker daemon,
which makes it difficult to lift the construction, run, and
distribute Docker containers. The Docker client and daemon
can run on the same system, or a Docker client can connect
to a remote Docker daemon. The Demon client and daemon
communicate using a REST API, through UNIX sockets, or
a network interface.

Figure 2. Docker architecture [5]

An image is a read-only template with instructions for
creating a Docker container. Often, one image is based on
another image, with some additional customizations. For
example, one can build an image that is based on the ubuntu
image, but installs the Apache web server and application, as
well as the configuration details needed to run the
application.

One can create new images or use only those created by
others and published in a register. To build a new image, a
Docker file is created with a simple syntax to define the
necessary steps to create the image and run it. Each
statement in a Docker file creates a layer in the image. When

the Docker file is changed and the image is rebuilt, only
those modified layers are rebuilt. This is part of what makes
images so light, small and fast compared to other
virtualization technologies.

A container is an executable instance. One can create,
start, stop, move, or delete a container using the Docker API
or CLI and it is possible to connect a container to one or
more networks, attach its storage, or even create a new image
based on its current state [5].

B. Isolation in Docker technology

Docker isolates different containers by combining four
main concepts:

 Groups.
 Namespaces.
 Stackable image layers and copy writing.
 Virtual network bridges.
Control groups are a way of assigning a subset of

resources to a particular process group. This can be common,
for example, if we make sure that even if the processor is
very busy with Python scripts, the PostgreSQL database still
receives dedicated CPU and RAM. Figure 3 illustrates this in
an example scenario with 4 processor cores and 16 GB
RAM:

Figure 3. Allocation of resources to control groups [6]

Figure 4 illustrates the parts of a typical process tree in
which the init process started a logging service (syslogd), a
scheduler (cron), and a connection shell (bash). Within this
tree, each process can see all other processes and can send
signals (for example to request that the process be stopped) if
desired. Using PID namespaces virtualizes the PIDs for a
specific process and all of its subprocesses, leading it to
believe that it has PID 1. It will also not be able to see any
process other than its own children.

Figure 4. Process tree [6]
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To achieve file system isolation, the namespace will map
a node from the file system tree to a virtual root inside that
name. By searching for the file system in that namespace,
Linux will not allow user to go beyond the virtualized root.
Figure 5 shows a part of a file system that contains several
roots of the "virtual" file system in the / drives / xx folders,
each containing different data.

Figure 5. Part of a file system that contains multiple "virtual"
file system roots [6]

Docker has a persistence of images in stackable layers. A
layer contains changes to the previous level. For example, if
one installs Python first and then copy a Python script, the
image will have two additional layers: one that contains
Python executables and one that contains the script. In Figure
6 a Zeppelin, a Spring and a PHP image are showed.

Figure 6. Ubuntu-based Zeppelin, Spring and PHP images [6]

In order not to store Ubuntu three times, the layers are
immutable and shared. Docker uses copy-on-write to make a
copy of a file only if there are changes. When an image-
based container is started, the Docker daemon will provide
all the layers contained in that image and place it in an
isolated file system namespace for that container. The
combination of stackable layers, copy-on-write namespaces,
and file system allows a container to run completely
independent of things "installed" on the Docker host without
wasting much space. This is one of the reasons why
containers are lighter compared to virtual machines.

IV. CONTAINERS IN NFV

To cope with the growing use of networks, driven by new
mobile customers, and to meet the demand for new network
services and performance guarantees, telecom service
providers leverage virtualization on their network by

implementing network services in virtual machines. They are
disconnected from traditional hardware. This effort, known
as NFV, reduces operating expenses and offers new business
opportunities. At the same time, new mobile networks, new
enterprise and IoT networks introduce the concept of
"computing capabilities" that are pushed to the edge of the
network, in the immediate vicinity of users. However, the
strong footprint of current NFV platforms prevents them
from operating at the edge of the network [6].

Data consumption is growing exponentially in today's
communications networks. This irreversible trend is
determined by the increase in the number of end users and
the widespread penetration of new mobile devices
(smartphones, portable devices, sensors, etc.). In addition,
the consumption of mobile data is also accelerated by the
increased capabilities of mobile customers (e.g., higher-
resolution screens and HD cameras) and the user's desire for
high-speed, always-on, multimedia-oriented connectivity. At
the same time, the Telecommunications Service Provider
(TSP) market is becoming competitive as the number of “on
top” service providers increase, reducing user subscription
fees.

As a result, telecom service providers have begun to lose
existing revenue, while suffering increased capital
expenditures and operating costs that cannot be offset by
rising subscription costs. To meet the challenges mentioned
above, service providers have begun to migrate network
infrastructure to software. By virtualizing traditional services
providers can save operational and capital costs and meet
user requirements for personalized services. This
transformation, called network virtualization, is transforming
the way operators build their network architecture to
disconnect network functionality from physical locations for
faster and more flexible network provisioning.

In Table 1, some popular marginal devices are presented
along with their release date, architecture, CPU, and memory
parameters. The list includes residential equipment for large-
scale customers. As can be seen from Table 1, recent CPE
devices and home routers are equipped with powerful
computing capabilities (e.g., processors up to 1.6 GHz) and a
considerable amount of RAM (up to 1 GB) for run a Linux-
based operating system (OpenWRT or DD-WRT).

TABLE I. EDGE DEVICES SPECIFICATION [2]

Customer Device Architecture CPU Memory
Residential CPE home routers

Virgin SuperHub
3(Arris TG2492s)

Intel Atom 2x1.4 GHz 2x256 MB

Google Fiber Network
Box GFRG110

ARM v5 1.6 GHz N/A

Orange Livebox 4 Cortex A9 1 GHz 1 GB

Commodity wireless routers
TP-LINK Archer C9
home router

ARM v7 2x1 GHz 128 MB

Ubiquity Edge Router
Lite 3

Cavium MIPS 2500 MHz 512 MB

Netgear R7500 Smart
Wifi Router

Qualcomm
Atheros

2x1.4 GHz 384 MB

IoT edge gateways
Dell Edge Gateway
5000

Intel Atom 1.33 GHz 2 GB
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NEXCOM CPS 200
Industrial IoT Edge
Gateway

Intel Celeron 4x2.0 GHz 4 GB

HPE Edgeline
EL4000

Intel Xeon 4x3.0 GHz Up to 64
GB

As demonstrated in “Container Network Functions” [2],
even a home TP-Link router with a 560 MHz processor and
128 MB of RAM can be used to run multiple VNFs using
Linux containers. In addition to low-cost marginal devices,
such as home routers and residential Customer Premises
Equipments (CPE), some vendors have also introduced IoT
gateways with state-of-the-art processors and up to 64 GB of
RAM to host new services, such as intelligent analysis at the
edge of the network.

While positioning at the edge of the network has many
advantages, traditional NFV platforms have been built on
high-power servers, mainly operating virtual machines
(using technologies, such as Xen Project [7] or Kernel
Virtual Machine [8]) for VNF. Table 2 summarizes the
features supported by some existing solutions. The
information presented reflects the public information
available at the time of writing. Cloud4NFV [1] is a platform
that promises to provide a new service to end customers,
based on cloud, defined software networks and WAN
technologies. The research projects UNIFY [3] and T-
NOVA [7] share a similar vision of the unification of cloud
networks and providers by implementing a system of
“network functions as a service”. The OPNFV Linux project
is the most popular open source NFV platform, with support
and implementations from many vendors and large vendors.
While all these platforms have made important contributions
in the field, none of them has so far featured a container-
based, network-focused and mobility-focused NFV system.

TABLE 1. SUMMARY OF EXISTING APPROACHES [2]
GNF Cloud

NFV [1]
UNIFY T-

NOVA
[7]

OPNFV

Virtualizati
on
technology

Container VM VM VM VM

End-to-end
service
mgmt.

Yes Yes Yes Yes Yes

Distributed
infrastructu
re

Yes Yes Yes Yes Yes

Traffic
steering

Yes Yes Yes No Yes

Runs on the
network
edge

Yes No No No No

SFC
support

Yes Yes Yes No Yes

Roaming
VNFs

Yes No No No No

In [2], there were highlighted some basic features of
containerized VNFs that were measured on an Intel i7 server
with 16 GB of memory: Delay: maintaining the low delay
introduced by VNF is important to implement transparent
services and is therefore a key benchmark for VNF
technologies. In Figure 2a, the delay introduced by different

virtualization platforms by displaying the idle time (round
time trip) is expressed. While ClickOS [8] achieves a slightly
lower delay than containers, ClickOS is built on top of a
modified, specialized hypervisor that optimizes packet
forwarding performance. On the other hand, container-based
functions use unmodified containers on a standard Linux
kernel, allowing deployment on devices that do not support
hardware virtualization (for example, all CPE devices and
home routers). Other VM-based technologies, such as KVM
or Xen VM, result in a much longer delay, which is mainly
attributed to copying packages from the hypervisor to the
VM.

Figure 7. Performances of virtual functions as containers: a) ping delay; b)
creation, start and stop times; c) idle memory consumption [2]

V. CONCLUSION

Containers give a false sense of security. There are many
pitfalls when it comes to securing applications. It is wrong to
assume that one way to secure them is to place them in
containers. Containers do not provide anything in
themselves. If one keeps his web application containerized, it
could be locked into namespaces, but there are several ways
to get rid of it depending on his configuration.

Considering that there are Docker images that require the
exposure of more than 20 ports for different applications
inside a container, Docker's philosophy is that a container
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should do a single job and user should compose them instead
of making them heavier. If one ends up packing all the tools
in one container, all the benefits will be lost, user may have
different versions of Java or Python inside, and he might end
up with a 20GB image that can not be managed.

The paper managed to provide an overview of the current
options for implementing "fog computing": whether it is
devices already in production at the end user, or we are
talking about native equipment, dedicated to perform
functions specific to information processing on the periphery
network. Observing these things, a variant that can be
adopted is the use of dedicated servers at the periphery of the
networks on which to build special functions using Docker
technology. This has the advantage of a fast implementation
of functions, rapid scaling, as well as the advantage of
having a platform shared by many entities given the isolation
discussed in Section 4. The problem that remains open is
where to implement this dedicated server: it is necessary
aggregate and respond to a large number of requests to
justify the investment and available computing resources.
Physical distance from end users (mobile devices, sensors,
etc.) must also be considered in order not to lose the main
advantage offered by the concept of "fog computing":
latency and low delay.

In this paper, we provided an overview of Docker
technology and how this technology can contribute to a
better exploitation of virtual network functions. This is
because Docker provides very good isolation between
instances and at the same time does not require the presence
of dedicated software (hypervisor), offering greater
flexibility than classic virtual machines.

There are a significant number of benefits to using VNFs
on containers rather than on the hypervisor. However, if we
look at the technological innovation there is no outstanding
progress, and this is due to the lack of a model of common
guidelines. Now, 5G networks are starting to be
implemented and tested in some cities by service providers
with the help of top providers. The development will lead to
targeting more innovative features that 5G brings, such as
network tracing, Mobile Edge Computing (MEC) and cRAN
(Cloud Radio Access Networks). These new 5G features will
certainly require the dynamism and benefits offered by
containers for the highly automated deployment of services
to each edge of the 5G network. We can expect all service
providers and network solution providers to be aware of the
benefits of the container to be used to achieve high
efficiency.

Container technologies such as Docker are becoming the
leading standards for building containerized applications.
They help organizations free from a complexity that limits
the agility of development. Containers, container
infrastructure and container implementation technologies
have proven to be very powerful abstractions that can be
applied to several different use cases. Using something like
Kubernetes, an organization can deliver a cloud that uses
containers exclusively for application delivery.

The growing interest of users and the widespread
adoption of Docker and container technology have forced
old retailers to deliver at least their first container products,
but it should be noted in the long run how these technologies
can integrate seamlessly and meet the technical requirements
of old systems.
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