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The Eleventh International Conference on Networks [ICN 2012], held between February
29th and March 5th, 2012 in Saint Gilles, Reunion Island, continued a series of events focusing
on the advances in the field of networks.

ICN 2012 welcomed technical papers presenting research and practical results, position
papers addressing the pros and cons of specific proposals, such as those being discussed in the
standard fora or in industry consortia, survey papers addressing the key problems and
solutions, short papers on work in progress, and panel proposals.

We take here the opportunity to warmly thank all the members of the ICN 2012
Technical Program Committee, as well as the numerous reviewers. The creation of such a broad
and high quality conference program would not have been possible without their involvement.
We also kindly thank all the authors who dedicated much of their time and efforts to contribute
to ICN 2012. We truly believe that, thanks to all these efforts, the final conference program
consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the ICN 2012 organizing
committee for their help in handling the logistics and for their work to make this professional
meeting a success.

We hope that ICN 2012 was a successful international forum for the exchange of ideas
and results between academia and industry and for the promotion of progress in the field of
networks.

We are convinced that the participants found the event useful and communications very
open. We also hope the attendees enjoyed the charm of Saint Gilles, Reunion Island.
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Strict Priority Scheduler for Rate Controlled Transmission

Lukasz Chrost and Agnieszka Brachman
Silesian University of Technology
Gliwice, Poland
lukasz.chrost@polsl.pl, agnieszka.brachman@polsl.pl

Abstract—The paper proposes a modification to the strict
priority scheduler, to guarantee the Quality of Service (QoS) of
a network with variable and undetermined bandwidth capacity.
The proposed modifications make it possible to accomplish
QoS along the path. The presented solution allows providing
the minimum guaranteed transmission rates for all active flows
with the respect to their priorities and to provide the fair share
of the additional bandwidth. The scheduler also rejects flows,
for which the minimum rate requirements exceed the available
bandwidth. Moreover, a simple algorithm for mapping the
WiIiMAX traffic classes to the strict n-priority scheduler bands
is described. This allows providing WiFi - WiMAX internet-
working with the QoS support. The presented test results show
that the proposed scheduler preserves the defined, minimum
transmission rates and improves the performance of the delay
and throughput.

Keywords-packet scheduling; strict priority scheduler; Qual-
ity of Service; wireless network.

I. INTRODUCTION

Nowadays, the real-time traffic occupies a significant per-
centage of the available bandwidth and Internet must evolve
to support the new applications. For the newly developed
applications and services such as VoD (Video on Demand),
VoIP (Voice over IP), VTC (Video-Teleconferencing), in-
teractive games, distributed virtual collaboration, remote
classrooms, grid computing, etc., the best effort delivery is
unacceptable, since in case of a congestion the Quality of
Service (QoS) and Quality of Experience (QoE) declines
to an unsatisfactory level. Therefore, the main and crucial
objective of the future Internet is to change the best effort
network into the Quality of Service controlled network.

Various applications may have different, sometimes strin-
gent requirements in terms of throughput, packet losses
and/or delays. It brings out the necessity to provide different
priorities to different applications, users or data flows, or
to guarantee a certain level of performance to a data flow;
in short, to provide the Quality of Service (QoS). Some
real time traffic application will not be commercially viable
without the QoS guarantees. Enabling the differentiated
resource allocation is also very important from the providers
point of view. The predominant form of pricing currently in
practice in the Internet is per achievable throughput. A fee is
charged for the amount of bandwidth to access the network.
Therefore, the ability to provide the exact, required part of
the available bandwidth is crucial. Accomplishing this task
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may seem easy, however the problem arises in case of the
unpredictable and variable environment.

Providing the minimum transmission rates is particularly
difficult in the wireless networks. The varying conditions
of the wireless channel lead to the unpredictable trans-
mission channel parameters, i.e., the available bandwidth.
The physical radio transmission is based on the emission
of the electromagnetic waves. Radio waves decrease in the
amplitude as they propagate and pass through the obstacles.
In the urban environments the large throughput variations
may arise even in a Line-Of-Sight (LOS) conditions. This
happens especially due to the moving vehicles in the radio
path as well as due to the multi-path effect.

WiFi [1] and WIMAX [2] are two common, low cost
technologies for providing the ubiquitous wireless Internet
access. WiFi provides high data rates up to 100 Mbps, within
the short ranges, usually used within buildings. WiIMAX is
designed to offer throughput up to 70 Mbps, in 5 km range,
used for covering the large outdoor locations. Integrating
these two technologies is considered for the next generation
network technology [3]. To provide the WiMAX-WiFi inter-
networking a new solution for the last WiFi hop is necessary.

WiFi is especially prone to the bandwidth degradation
due to the varying conditions in the transmission channel,
due to the modulation changes. The knowledge of the
currently available bandwidth is crucial for providing the
guaranteed rates and/or delays. The bandwidth estimation
algorithms try to provide an accurate estimation of the
available bandwidth. However, due to the high variability
of the wireless channel throughput, most current techniques
produce relatively inaccurate results and long convergence
times.

The main contribution of this paper is the strict priority
scheduler designed to provide the minimum guaranteed
transmission rate for all active flows with the respect to
their priorities and to provide fair share of the additional
bandwidth. The scheduler also rejects flows, for which the
minimum rate requirements exceed the available bandwidth.
The proposed solution is applicable for the WiFi wireless
network, to accomplish QoS along the path. It is simple to
implement and does not require the bandwidth estimator.
Additionally, we provide a simple algorithm for mapping
the WiMAX traffic classes to the strict n-priority scheduler
in order to provide the WiFi - WiMAX internetworking with
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the QoS support.

The rest of the paper is organized as follows. Section II
reviews the similar solutions and the priority schedulers
designed for the real-time services and link-sharing service
provisioning. In Section III, the proposed strict priority
scheduler is presented and the proof-of-concept tests are
depicted and explained. Section IV is devoted to the descrip-
tion of mapping of WiMAX classes to the strict n-priority
scheduler band. Finally, the paper is concluded and the future
work perspectives are presented in Section V.

II. RELATED WORK

Scheduling algorithm determines the allocation of the
bandwidth among the users, flows or the service classes.
Packet scheduling algorithms are widely discussed in the
literature.

The QoS and packet scheduling are addressed by the
DiffServ (Differentiated Services) architecture [4]. For the
DiffServ several queuing and scheduling methods are asso-
ciated, namely the priority scheduling and the Weighted Fair
Queuing (WFQ).

The methods based on the priority scheduling are de-
scribed in [5], [6]. Priority scheduling can reduce the packet,
delay, jitter and loss for the high priority traffic. The Strict
Priority (SP) scheduling is a simple and common solution.
It provides the preferential treatment for the high priority
classes, however at the cost of starving the lower priority
traffic. The SP serves the high priority traffic queue, until it
is empty and then moves to the lower priority queues. SP
discipline itself is not controllable, therefore it cannot handle
the starvation problem. Several modifications have been
proposed to alleviate this problem. Authors in [7] propose to
assign a parameter to each priority queue, which determines
the extent, to which the priority queue is served. Their
Probabilistic Priority (PP) discipline provides the minimum
average throughput and the delay guarantees. However the
algorithm does not assume that the resources may be scarce.

WEFQ attempts to provide a share of bandwidth for each
class or flow in proportion to their specified rates. WFQ and
its variants are described in [8]-[11].

The Weighted Fair Queuing (WFQ) [9] is a packetized
Generalized Processor Sharing (GPS) algorithm [9], [12],
which works as follows. All traffic is classified into the so-
called traffic classes ¢. Classes can be either individual flows
or a bunch of flows with similar transmission requirements.
Each class is assigned a positive weight ¢;, which specifies
the minimum share of the available bandwidth C. This
weight is also used for the distribution of the excess capacity,
when a particular class does not fully use its bandwidth’s
share. Each backlogged traffic class, i.e., the class that has
the packets waiting for the transmission in its queue or class,
which packet is in service, receives the guaranteed service
rate r;:
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L
LX¢
where > ¢ is the sum of the weights for all traffic classes.

GPS offers the protection among traffic classes, along
with the full statistical multiplexing. GPS is an idealized
scheduler, based on the assumption, that the capacity is
infinitely divisible, which means that several packets can
be served at the same time. Since in reality, the traffic is
composed of the discrete packets sent in sequence, GPS
cannot be implemented in a real system.

The packet scheduling is crucial for providing any QoS
guarantees for the multiple service classes or priorities.
Majority of proposed solutions requires information con-
cerning the current bandwidth. The knowledge of bandwidth
capacity is elementary. If it is not possible to guarantee the
required, adequate performance, i.e., of a voice conversation,
it is more beneficial to block the call rather than accept
and experience excessive delays and packet drops. Therefore
rejecting unfitting flows is a desired feature. To provide the
efficient and stable transmission through the heterogeneous
network, rate control, applied to all active flows, is necessary.

Providing Qos in WiMAX-WiFi integrated network is
very challenging. WiMAX standard incorporates QoS fea-
tures into the Media Access Control (MAC) layer. It imple-
ments the signalling and bandwidth allocation algorithms,
thanks to which, the traffic with the different QoS require-
ments may be jointly regulated to make the best use of the
available bandwidth. On the other hand, WiFi provides only
the prioritized QoS introduced by the 802.11e enhancement
[13], without any bandwidth-share guarantees.

The problem of the WiMAX and WiFi integration is
discussed in [14]. Authors present an integrated Access
Point, which combines the WiMAX subscriber station and
WiFi Access Point. However the authors do not provide any
scheduling strategy. In [15], an integration model based on
the traffic mapping and signalling is presented. The authors
describe the scheduling algorithm, which provides the QoS
in terms of the delay bound for the real time traffic and the
buffer bound for the non real time traffic. Nonetheless, they
do not consider the bandwidth variations.

C,

III. STRICT PRIORITY SCHEDULER WITH THE MINIMUM
AND MAXIMUM RATES GUARANTEES

The proposed strict priority-based scheduler with the
minimum and maximum rates guarantees is designed to
provide the following:

« Enforcement of the minimum guaranteed transmission
rates for the existing flows, according to their priority.

« Rejection of the non-provisioned flows.

« Equal distribution of the additional bandwidth among
active flows, up to their maximum transmission rates.

o Fast detection of the bandwidth capacity degradation.
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MIN RATE TOKEN QUEUE

MAX RATE TOKEN QUEUE

Figure 1. Strict priority based system

The aforementioned functionality is especially important
for variable transmission channels, i.e., wireless networks.
This method also allows passive estimation of the available
bandwidth, however only if the link utilization is high.

The strict priority based system consists of the data
queue and two virtual token bucket queues (the minimum
rate token queue and the maximum rate token queue) for
each transmission flow. The schematic representation of the
algorithm is depicted in Figure 1. The virtual token queues
are the standard TBF (Token Bucket Filter) queues. Tokens
are added to the bucket every 1/raten;, and 1/rate,q.
seconds. If there is no rate,,,, defined, the corresponding
queue is always full. The parameters rate,,;, and rate,,q.
are determined by the external system. All queues have size
limits.

Every cycle requires up to three passes and ends if the
packet is dequeued. The first two passes start from the queue
with the highest priority. The first pass searches for the pack-
ets belonging to the flow with the non-empty minimum rate
token bucket queue. The second (optional) pass looks for the
packets belonging to the flows, with non-empty minimum
rate token bucket queue, which were previously rejected
(if the system supports re-enabling rejected transmissions).
Third pass picks the packets belonging to the flows with
the empty minimum rate token bucket queue and the non-
empty maximum rate token bucket queue. This pass may
be scheduled according to the round robin algorithm or any
other algorithm, which may provide fair share of additional
bandwidth regardless of the flows’ priorities. In the proposed
solution the modified Round Robin (RR) mechanism is
used. The modified RR scheduler selects the packets in
the third pass, however only from the queues, which were
left nonempty in the earlier pass. RR does not provide any
fairness, therefore if necessary, another algorithm may be
applied, i.e., Deficit Round Robin (DRR).

When the packet of n bytes is dequeued, n tokens are
removed from both token buckets - if the packet is selected
in the first or in the second pass - or from the maximum
rate token bucket - if packet is selected in the third pass.
Subsequently, the packet is sent to the network.
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SENDER SP SCHEDULER RECEIVER

Figure 2. Scheduler testbed

The system is designed for handling flows with the
unique priority. If there are two or more identical priorities,
several approaches are possible, that is: random priorities,
hash priorities or priorities set successively, according to
the arrival time. The Type of Service (TOS) field in the
IPv4 header may be used to identify and store the packets’
priorities.

Implementation is based on the Linux kernel 2.6.39. The
priority scheduler and the token bucket filter are imple-
mented as the Traffic Control modules.

A. Test results

Proof-of-concept tests were run to verify the scheduler
performance. The test environment is depicted in Figure 2.

SENDER is a station with a single Pentium III 800 MHz
under Linux 2.6.39 with the modified traffic control module,
described in the previous Section. 150 service flows with the
unique priority were governed by SP SCHEDULER. Each
queue has capacity for 10ms of traffic with regard to their
minimum transmission rates. The overall bandwidth is ~ 90
Mbps. Traffic is generated using D-ITG on VMware to avoid
throttles.

Figures 3 and 4 present the results for the test with
traffic pattern composed of 150 UDP connections, sent with
constant bit rate 1200 kbps each and the packet size set
to 1400 B. All flows start at the same time. The minimum
rate was set to 600 kbps (fig. 3) and 950 kbps (fig. 4). In
the first case all flows fit to the overall bandwidth, in the
second approximately the first 90 flows are able to achieve
the minimum transmission rate.

When the minimum rates of all flows fit to the overall
bandwidth, the minimum transmission rate is provisioned for
all flows and the additional bandwidth is shared according to
the modified RR algorithm. The average, experienced delay
is similar for all provisioned flows.

Under the over-provisioned scenario around 60% of all
flows achieves the desired transmission rate. The non-served
flows experience large delays till they are blocked.

Figures 5 and 6 present results for a similar test but with
the TCP transport protocol.

Since TCP implements its own rate control using the
window-based mechanism, it adjusts the sending rate. Flows
adjust the transmission rate to the offered bandwidth share.
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The flows with higher priority experience lower delays in
both cases.

IV. MAPPING OF WIMAX CLASSES TO STRICT
N-PRIORITY SCHEDULER BAND

As shown in the previous section, the multi-pass strict
priority scheduler can provide good bandwidth for multiple
streams with low jitter. However, in case of the heteroge-
neous networks, a single, consistent QoS configuration sys-
tem is required. WiMAX already contains an expanded QoS
definition set describing different types of traffic classes.
However, the classes are not usable neither in the standard
WiFi network, nor, directly, in the strict-priority extended
one. Fortunately, a simple class-to-priority mapping is pos-
sible.

The prosed algorithm provides a simple means of mapping
the WiMAX traffic class to the strict n-priority scheduler
band. To achieve that, we introduce a ® vector describing
scheduler bands. The ®;, <> 0 if the particular band has
a WIMAX QoS SF mapped, and 0 otherwise. The actual
mapping is done by an external, system-wide mechanism
with the regard to several rules:
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1) The 1’s have to form continuous series inside Phi
vector, with ¢ denoting the first, and j denoting the
last mapped position.

2) For n bands and m classes, i = n/2—m/2, that is the
"1’ should occupy the central part of the Phi vector.

3) The incoming classes are mapped to the position k,
where (i — 1) <k < (j+1).

4) If the SF leaves the system, its class should be
unmapped.

5) In case of the mapping/unmapping, the vector shift
may be required to fulfil 2. The chosen direction shall
require the minimum number of bands to be remapped.

The actual mapping is based on WiMAX’s QoS class
hierarchy described in Table I of ¢ values. The decimal
fraction is set according to the maximum delay parameter
for a given service flow, while the whole part is defined by
its class, i.e., UGS service flow with the maximum delay of
3ms has a ¢ value of 0.003.

The external mechanisms selects new k to form an
increasing sequence of ®; ;j; SF vector mappings, where
by = ¢.

A schematic diagram depicting mapping process of in-
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[ Class | & value |
Unsolicited Grant Service (UGS) 0.0
Extended Real-Time Polling Service (ertPS) 0.0
Real-Time Polling Service (rtPS) 2.0
non-Real-Time Polling Service (nrtPS) 4.0
Best Effort 4.0

Table T

MAPPING OF THE WIMAX QOS TRANSPORT CLASSES TO ¢
PARAMETER VALUE. THE FRACTION PART IS DEFINED BY THE
MAXIMUM DELAY PARAMETER DESCRIBING SPECIFIC SF.

coming SF has been presented in Figure 7. The mapping
process requires a k value to be selected for the new SF.

V. CONCLUSION AND FUTURE WORK

The paper proposed a modification to the strict priority
scheduler, which provides the minimum and maximum
transmission rates for all active flows. Various tests were
performed, which include the performance measurements
for the UDP and TCP traffic in the provisioned and
over-provisioned scenarios. The designed solution has been
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shown to distribute the available bandwidth according to the
predefined requirements.

The main disadvantages of the proposed solutions are:
packet-based operation and performance-related concerns -
each cycle requires, at worst case, passing each queue three
times. Another problem arises if the scheduler rejects the
flows and there is no backward communication. In such a
case, the rejected flows waste bandwidth up to the hop with
the strict priority scheduler.

In further studies, we plan to enhance the scheduler to
satisfy the delay requirements using adequate buffer sizing.
The proposed scheduler needs also verification under more
sophisticated scenarios including: varying bandwidth rate to
imitate transmission in the wireless network, varying packet
size and diversified minimum rate requirements.
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Abstract—Cloud Computing are currently seen as a trend
in the computing area for companies, institutions and research
groups that seek provision of computational resources on de-
mand. This solution usually works out by means of virtual
systems which are managed through a specific infrastructure,
termed as Infrastructure-as-a-Service or IaaS in the case of cloud
computing. In an attempt to identify the network monitoring
resources in use, this paper aims at presenting features of some
Framework for Cloud Computing operating at the IaaS level.

Keywords-Cloud Computing; laaS; Network Monitoring.

I. INTRODUCTION

The development of activities in several areas of human
knowledge is increasingly dependent on computational re-
sources. These resources must have a minimum of capacity
in order to perform these tasks and meet some requirements
imposed by the market, such as low cost, availability, flexibil-
ity and type of resources.

Hence, concerns with the availability of these resources
began in the 80’s, with the first Local Area Network (LAN),
Wide Area Network (WAN) and high performance computer
networks, technologies which have made possible the emer-
gence of connections between computational systems. These
systems have been defined as distributed systems, i.e., an
independent group of computers that shows itself to their users
as a single and coherent system that has as its main character-
istics shared resources, transparency, scalability, availability,
and flexibility [1].

Thus, computer networks and distributed systems have been
developed, and from them other technologies have emerged,
which aim to meet these demands, such as grid computing
and, more recently, cloud computing.

Nowadays, the concept of Cloud Computing has emerged as
a trend in the computer area to professionals, companies and
institutions that are concerned both with flexible computational
resources with high rates of performance and availability and
with the use of hardware devices in rational and sustainable
ways [2]. These systems aim to provide services and can
be showed at several levels of abstraction, such as software,
platform and infrastructure. For example, when it comes to

Copyright (c) IARIA, 2012. ISBN: 978-1-61208-183-0

Lisandro Zambenedetti Granville,
Liane M. Rockenbach Tarouco
Federal University of
Rio Grande do Sul

Porto Alegre, Brazil
Emails: {granville,liane} @inf.ufrgs.br

service-oriented systems the term "Software as a Service
(SaaS)" has been found in several papers, like Michel Head’s
2010, in which he observes that "Cloud computing is a
paradigm of computing that offers virtualized resources ‘as
a service’ " [3].

Cloud computing systems usually have a business focus,
e.g., resources lease. Some of its characteristics have become
important, of which the most prominent appears to be non-
functional guarantee provisioning. Applications can thus be
executed by considering predefined standards, such as run-
time, operations costs, security, privacy, among others. Such
guarantees are currently specified in Service Level Agreements
(SLA) [4] [5]. However, it will be necessary an effective man-
agement in order to maintain the SLAs in a cloud computing
environment.

Currently, it is notorious, the main topics in management
resources are monitoring and controlling devices; therefore,
which activities should be defined and consistent on systems
that support cloud computing systems. Thus, this paper aims
to demonstrate about the state of art in network monitoring
resources for cloud computing systems.

This remaining of this paper is organized as follows. Section
2 presents current technologies in monitoring, such as Simple
Network Management Protocol (SNMP) and Management via
Web Services. Section 3 presents current systems on Cloud
Computing. Section 4 presents the some Frameworks to Cloud
Computing. Section 5 presents the network monitoring in
Cloud Computing. Finally, conclusions and future works are
show in Section 6.

II. MONITORING

A management protocol aims at providing the basis for
monitoring and controlling resources. The management pro-
cess can be divided, according to the OSI management stan-
dard, in five functional areas as it follows: fault management,
configuration management, accounting management, perfor-
mance management, and security management [6][7]. Each
functional area has the purpose of defining the focus of action
of monitoring and controling.
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With the growth of computational systems, the demand for
better administration methods also increased. The use of Cloud
Computing Systems is consequentely affected by such trend
and, therefore, the characteristics of each cloud must also be
taken into consideration when managing such environments.

In this context, the utilization of management protocols be-
comes an important tool. Currently, we can cite three relevant
management options: Simple Network Management Protocol
(SNMP) [6] [8], Network Configuration Protocol (NETCONF)
[9] and Management Systems via Web Services [10].

A. SNMP

The SNMP protocol was originally developed for network
management. However, due to its flexibility it may be used for
other types of management applications. The structure of this
protocol is based on managers and agents, where the agents
are spread on the resources and the management operations
(e.g., read or write of objects) are performed by the manager
through direct solicitations to agents. The objects that can be
managed are described in a MIB (Manageament Information
Base) [11].

The MIB serves as reference for tracking objects that are
part of the system with the aim of getting information about
resources. It contains a hierarchical structure set according to
a numeral sequence [12].

The Simple Network Management Protocol (SNMP) is cur-
rently used to refer a collection of specifications for network
management, which includes the protocol itself (SNMP), the
specification to describe management objects (SMI - Structure
of Management Information), and the management objects
(MIB). All the operations supported by SNMP are related
to reading/writing management objects. The main operations
available are the following:

o Get: this operation is used to read an object value.

« Set: this operation is used to write object values.

o Get-Next: this operation is used to read the value of the
next available object.

o Trap: this operation is used for communicating special
events.

Manager

SNMP

[ Agent

TN

O 00 000
0 0,0 OO O

System Managed

Fig. 1. SNMP Architecture.
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The amount of operations is limited, making the protocol
simple, flexible and easy to implement. Such operations are
used between manager and agents.

The architecture of the SNMP is shown in Figure 1, where
it is possible to see the manager and agent interacting. In
this figure, the manager sends solicitations using SNMP to
the agent, then it observes the reference within the MIB, it
accesses the object and it sends a reply to the manager using
SNMP.

The development of the agent follows the features of the
managed system, being one extension of system. We can
notice that the features on the system influence directly the
complexity for agent development.

Because of these characteristics, we can define that SNMP is
effective to monitoring resources, but is limited to controlling.
Thus, there is a need for others technologies. For this, cur-
rently, we find the Netconf and Management via Web Services.

B. Web Services

In general, Web Services provide a standard means of
interoperating between different software applications, running
on a variety of platforms and/or frameworks [13]. Based on
this concept, Web Services emerge with different potentials
in the network management context. According to Klie et al.
[14], in the network management community, many people
see Web Services as a possibility to solve some of the most
important problems:

« First of all, since Web Services are platform independent
and use standard Internet protocols, they help to deal with
the heterogeneity.

o Second, they offer a unified communication model for
network, application, and management systems.

o Third, with Web Service composition mechanisms, au-
tomation can be supported.

Vianna et al. [15] highlights that the motivation for us-
ing Web Services in the network management area is that
these technologies in fact address problems that SNMP in-
vestigations have been trying to solve in years. Basically,
a Web service is a software system designed to support
interoperable machine-to-machine interaction over a network.
Figure 2 shows the general process of engaging a Web service,
emphasizing the involved entities.

As shown, the requester and provider entities become known
to each other. The requester and provider entities somehow
agree on the service description and semantics that will govern
the interaction between the requester and provider agents. The
service description and semantics are realized by the requester
and provider agents. Finally, the requester and provider agents
exchange messages, thus performing some task on behalf of
the requester and provider entities.

The core technologies of Web Services include Simple
Object Access Protocol (SOAP) [16], Web Service Definition
Language (WSDL) [17] and Universal Description Discov-
ery and Integration (UDDI) [18], they are expressed in the
standard form of XML documents and are built XML-based
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Fig. 2. The general process of engaging a Web service [13].

specification, this ensures the platform-independent, language-
independent and human-computer interaction of the archi-
tecture [9]. Basically, SOAP is the communication protocol,
WSDL describes the service, how to access it and the available
operations, while the UDDI allows publish and discover of
Web Services directories.

In the network management context, the main standards are
the Management Using Web Services (MUWS) [10] by the
Organization for the Advancement of Structured Information
Standards (OASIS) and the Web Services for Management
(WS-Management) [19] by the Desktop Management Task
Force (DMTF). Nowadays, specifically in the cloud computing
context, the use of Web Services is presented as a potential al-
ternative given the heterogeneity and diversity of environments
that composes this new paradigm. This way, the Amazon Web
Services (AWS) [20] is a popular example.

III. CLouD COMPUTING

Nowadays, there are many different definitions to Cloud
Computing. Rajkumar Buyya defines it as a paralel and
distributed system composed of clustered virtual machines
interconnected which are allocated dynamically and presented
as a unified system of computing resources based on SLAs
estabilished through business trading between service provider
and clients [21].

On the other hand, Ian Foster understands that the paradigm
of cloud computing is not necessarily a new concept, but the
result of a symbiosis among different paradigms, such as:
grids, clusters, distributed systems and others [22].

This paper does not aim at discussing different concepts
as to what cloud computing is. However, in order to present
a focus to this work, some definitions need to be taken
into account such as types of cloud computing (Deployment
models) and service models.

A. Types of Cloud Computing (Deployment Models)

Computing clouds can be classified according to their cre-
ation, use and purpose. They may come from the need of short-
time computing resources within an organization, which in
this context, utilizes resources from another business partner.
This classification may also come from underutilization of
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resources within an enterprise, generating an opportunity to
lease its computing availability on demand to a third party
through a cloud. The peculiarities described above result in
consolidated types of cloud computing described as: Private,
Public, Community and Hybrid Cloud [23].

B. Service Models

The concept of cloud computing encompasses different
levels of computing services. They may vary from allocated
applications within a cloud to making storage resources avail-
able and data processing. Such levels are regarded as service
models as it follows [24]:

o Software as a Service (SaaS): applications of interest to
a large amount of users may be hosted within a cloud as
an alternative to local processing. Applications are offered
as a service by providers and accessed by clients through
applications such as a browser. Managing and controlling
of networking infrastructure, operational systems, servers
and storage is done by the service provider. Google Apps
is a example of SaaS.

o Platform as a Service (PaaS): the structure provided to
the user by the provider to develop applications which
are going to be executed and made available within
clouds. On that regard, another concept emerges known as
Utility Computing, used to denominate the whole support
platform to the developing and providing of applications
in clouds.

o Infrastructure as a Service (IaaS): it is the capacity a
provider has to offer a processing infrastructure and
storage in a transparent way. The user does not have
control of the physical infrastructure, but through virtuli-
azation mechanisms it is possible to control operational
systems, storage, installed applications and possibly a
limited control of network resources.

Such virtualized infrastructure must follow some guidelines
which enable an effective resource management. Such effec-
tiveness relies on [25]:

o Providing a uniform and homogenous vision of the vir-
tualized resources, regardless of the platform, be it Xen,
KVM or Vmware, for example.

e Managing a VM life cycle, including networking com-
munication configurations, in a dynamic way for virtual
machine clusters.

« Managing system resource storage.

« Adjustable support to allocation of resources in order to
cater for the specific needs of each and every enterprise
which comprises or utilizes the cloud, for each one uses a
cloud according to its needs, such as: availability, server
consolidation, decrease in energy, among others.

o Adapting the organization in order to choose necessary
resources, including peaks where the local ones do not
cater for. The new choice of resources should include
subsidies taking into account the addition of new physical
resources, in a dynamic way, or containing a buffer zone
tolerant of faults originated by physical resources.
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The characteristics above should be presented by frame-
works which enable the managing of virtual resources in cloud
computing systems. Currently we can use the Amazon EC2
[26], Eucalyptus [27], OpenNebula [28] and Nimbus [29] as
examples of available utility computing clouds as an IaaS.

IV. FRAMEWORKS
A. Amazon EC2

The Amazon Elastic Compute Cloud (Amazon EC2) is a
private solution for Cloud Computing. This solution was a
pioneer on solutions to cloud, thus, become reference for
others frameworks.

The Amazon EC2 is mainly characterized by [26]:

« Resource and instances storage capacity in different and

distributed allocations.

« Safe cloud computing environment.

o Automatic load scheduling and balancing.

o The ability to import external virtual machines.

B. Eucalyptus

Eucalyptus is a framewrok designed for cloud computing
systems which operate on IaaS level. This system enables users
and cloud computing system administrators the manipulation
of virtual machines through functionalities such as creation,
control and finalization [27].

It was developed aiming at the broadening of academic
studies of cloud computing, it is one of the first systems of
this kind and it has an open code and its structure adapted to
a wide range of resources which utilize physical infrastructure
(processing, storage, network, among others). It is usually
found and available within academic research groups.

In this regard, it is worth pointing out that the functional
struture of Eucalyptus is flexible and modular, enabling pos-
sible adaptations to the system which aim at best suiting it to
testing scenarios, experiments, analysis or studies.

By being modular, Eucalyptus is formed by components
which interact among themselves through interfaces. This sys-
tem modularity enables it to be altered, updated and perfected.

Apart from being modular, Eucalyptus also has a hierar-
chical structure (as described in the Architecture subsection),
which facilitates the usage of resources available in labs,
clusters, workstations and servers.

1) Architecture: The architecture of Eucalyptus is simple,
flexible and modular. The structure of the system is hierarchi-
cal and it is presented with a friendly operational environment.
The system enables functionalities such as beginning, access,
control and ending of VMs, using a presentation system
similar to Amazon’s EC2 [30].

By definition, implementing each component of high level
in the system is a stand alone web service. Such definition
brings some benefits such as:

« Each web service is presented with a defined language
from an API (Application Programming Interface) in the
shape of a WSDL (Web Service Description Language)
containing the operations that the service is able to
execute and the structures of an in/out database.
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o The system enables the implementation of security poli-
cies regarding the communication among its components.

Eucalyptus is formed currently by three components of
high level, Instance Manager (IM), Group Manager (GM) and
Cloud Manager (CM).

Cloud Manager (CM)
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Fig. 3. Eucalyptus Architecture.
Figure 3 shows Eucalyptus Architecture, highlighting the
high-level components.

C. OpenNebula

OpenNebula is a virtual structure manager which can be
used to deploy and manage virtual machines (VM) or manage
VM clusters that can be co-scheduled in local resources or
even in external public clouds.

The automatic configuration of virtual machines, the prepa-
ration of disc images and the communication network config-
uration among other functionalities occur independently of the
virtualized platform (e.g., Xen [31], KVM [32], Vmware [33])
or the external cloud (e.g.,EC2); therefore, the Opennebula
works independently of the virtual system being used [34].

The platform independence is one of the main characteris-
tics of Opennebula, being only possible given the modularity
of the system. This is one of the peculiarities of Opennebula.

This framework has functionalities similar to the ones found
in similar systems, its focus, however, lies on the attempt to
fulfill some gaps still found in other frameworks for cloud
computing systems. Among these gaps we can highlight the
following [25]:

« The inability to scale external clouds.

o Monolithic and closed architectures that are hard to
extend or interface with other applications, not allowing
seamless integration with existing storage and network
management solutions deployed in data centers.

o A limited choice of preconfigured placement policies,
such as First Fit and Round Robin.

o A lack of support for scheduling, deploying and con-
figuring groups of VMs (for example, a group of VMs
representing a cluster, where all the nodes either deploy
entirely or do not deploy at all, and where some VMs
configuration depends on others, such as the headworker
relationship in compute clusters).
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1) Architecture: The architecture of the Opennebula has
modular and specialized components which execute functions
to fulfill requirements regarding virtual infrastructure manage-
ment.

In this regard, the virtual machine life cycles is executed
by Opennebula’s core, which manipulates three managing
modules: Image and storage technology module, Network
factory and a thrid module called Underlying Hypervisor’s
[25].

Among these three modules, we highlight the network
factory, which is composed of virtual network equipment like
DHCP servers, firewalls and switches, among others equip-
ments. They provide for the VMs an virtual communication
network environment.

The Opennebula core communicates with the storage de-
vices, network and virtual systems through the so-called
pluggable drivers, so that Opennebula is not bound to a specific
environment, providing a uniform managing to the underlying
infrastructure layers.

Apart from managing virtual machine life cycles, Open-
nebula’s core has deployment support, which includes in-
terconnected component clusters, such as web services and
requested data base in several virtual machines. That way a
group of virtual machines can be treated as first class entities in
Opennebula. Additional to the managing of virtual machines as
a single unit, the core can also be presented with information
regarding the context, such as digital certificates and virtual
machine software licensing.

A resource scheduler, usually Haizea, determines how the
virtual machine allocations are going to be accomplished [25].
More specifically, the scheduler has access to all information
about Opennebula requests and based on them it determines
future and current allocations, creating and updating resource
programming and sending the deployment commands to the
Opennebula core.

OpenNebula

Scheduler cLI Other tools

Tools

Request Manager (XML-RPC)
SQL Database

Core

VM Host

VN
Manager Manager Manager

Local Infrastructure

Drivers

Fig. 4. OpenNebula Architecture.

Figure 4 shows the Opennebula’s architecture and its com-
ponents, highlighting the core, the Haizea scheduler and the
drivers which interconnect the system modules and external
clouds.
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D. Considerations

We will hold a brief comparison between Eucalyptus and
Opennebulla, for this, we defined some functions and topics
will be analyzed in both systems, such as, Architecture, Virtual
Systems, Virtual Infrastructure Management and Allocation
and Resources Allocation.

1) Architecture: We understand architecture as organization
structure for operation of framework, in this way, both, Euca-
lyptus and Opennebulla have diferent organization forms. The
architecture of Eucalyptus is hierarchical and have three high
level components. The components communicate with each
other through networks public and private. On the other hand,
Opennebula have a modular architecture, because uses the
modular resources (e.g., drivers, cores) to interoperate between
them.

2) Virtual Systems: Clouds are composed by sets of virtual
machines. Thus, frameworks for cloud computing need have
the capacity to manage virtual machines. Nowadays, we found
several systems to deploy the virtualization, such as, Xen and
KVM, for example. In this context, a good framework need
provide support for these systems. The Eucalyptus, currently,
have support to Xen, KVM, and VMware, among others.
Additionally, Eucalyptus, have support to Virtual Machine
Manager (VMM). The Virtual Machine Manager is a device
that allow operate and manage a virtual infrastructure over
virtual machine (e.g., memory, hard disk). On the other hand,
Opennebula have support to several virtual systems, such as,
Xen, KVM and Vmware, among others, but, we can not found
reference to VMM support.

3) Virtual Infrastructure Management and Allocation:
Virtual infrastructure management and allocation in cloud
is related with framework capacity to manipulated a virtual
machines sets. These virtual machines, that interoperates in a
virtual environments, such as, virtual networks.

Both, Eucalyptus and Opennebula have capacity to begin,
access, manage and kill virtual machines, individually or in
groups. In addition, have support to management of virtual
networks and SLAs standards. However, the Opennebula have
a capacity to scheduling a virtual machine hosted in a external
cloud. Currently, the Opennebula have drivers for utilization
on frameworks, such as, Amazon EC2, and Eucalyptus, for
example.

4) Resource Allocation: Resource Allocation (e.g., mem-
ory, hard disk) on clouds is related with framework capacity to
manipulate these resources in virtual machines and work with
SLAs. The Opennebula uses a scheduler, usually Haizea, to do
it. On the other hand, the Eucalyptus uses yours hierarchical
architecture to make this.

V. MONITORING IN CLOUD

A. Monitoring in Eucalyptus

As seen before, the Eucalyptus system enables users and
administrators to manipulate an infrastructure of physical
and virtual resources through open code solutions for cloud
computing systems.
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This system is hierarchically structured and has three com-
ponents of high level which communicate among themselves
through communication networks.

In order to achieve that, Eucalyptus utilizes public and
private network structures, being the latter heterogeneous and
comprised of physical and virtual network devices. The imple-
mentation of these virtual networks is achieved through Virtual
Distributed Ethernet (VDE), a system which has the ability of
creating virtual network according to ethernet standards and
provides the use of switches, cables and other virtual network
devices for the Eucalyptus.

It is also worth mentioning that the communication between
group and instance managers is provided by a private network
influencing directly on the communication among the final
components of a system. This peculiarity is vital to the load
balance within a network, given the adequate structure of a
communication network has direct influence on the system’s
performance altogether.

A virtual network is created from physical devices that host
virtual ones which posses as main characteristics isolation ca-
pability and migration, which enable the definition of different
and flexible use scenarios, cost reduction and effective security
policies.

In this respect, it is understood that the effective monitoring
of these networks is of crucial importance to framework
researches and the own perfecting of it, as well as any other
cloud computing system.

The current managing standards such as SNMP protocol,
Netconf and managing via Web Services can be applied to
Eucalyptus as a whole, although studies which evaluate its
performance, efficency and application of these standards have
not yet been found in cloud computing system.

The avouchment above highlight the fact that it is still incip-
ient the task of monitoring network resources in Eucalyptus,
such notions can only be proved through research, studies and
experiments which can evaluate specifically and proficiently
these types of solutions.

B. Monitoring in OpenNebula

As observed before, the Opennebula system has a flexible
and modular architecture and it is able to manage virtual
machines individually or conjoined. This system possesses a
core and a scheduler which work with virtual support systems
(e.g., Xen, Vmware, among others), storage devices and virtual
communication networks, and it is also capable of scheduling
external clouds if necessary.

In this regard, virtual network image devices are stored in
the so-called network factory, devices which are allocated and
deallocated according to momentary communication needs.

Such communication needs may come from within a cloud,
which occur between virtual systems initiated and set in
motion to cater for applications defined by the core and
scheduler in Opennebula.

The monitoring of virtual network devices which serve to
the virtual systems are compatible with the solutions already
mentioned in this paper, such as SNMP, Netconf and managing
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through Web Services, given the fact that virtual systems can
support these managing solutions, as well as the monitoring
of virtual devices.

As the Eucalyptus, it is understood that the virtual monitor-
ing activity is very important to the perfecting of Opennebula,
although no research, studies or experiments regarding it have
been found, as well as currently in respect to this framework.

VI. CONCLUSION AND FUTURE WORK

The cloud computing emerges as an old dream of com-
puter science, called utility computing. From this perspective,
customers, companies, government institutions, among others,
start to migrate their applications, platforms and infrastructure
to the cloud, creating new types of pricing, services, resources
use, etc.

This way, virtualization is the most important assumption to
achieve the goals addressed by this new paradigm. Specifically,
virtualization can enable dynamism and scalability to the
cloud, maximizing the potential to services offering and op-
timizing resources allocation by providers. In the other hand,
this flexibility brings an inherent complexity to infrastructure
orchestration and management, since constitute an increasingly
heterogenous enviroment.

In this work, we investigated the cloud monitoring process
in the main cloud plataforms. We can observe that the concerns
are more focused on the cloud offering models, i.e., the con-
vergence in a model, which directs the efforts to management
tasks, still seems remote. Obviously, we can diagnose easily
the well-known management challenges, but the innovations
introduced by the cloud require specific researches.

Based on this context, we verify the need for well-defined
mechanisms to monitoring process. Such mechanisms should
provide the features for low-level metrics measurement (e.g.,
measure the rate of memory and processor usage in an array
of devices that make up the infrastructure for a particular
application) and the capacity to diagnose high-level behaviors,
such as quality of services from customers point-of-view.

As future works, we intend to investigate the applicability
of traditional monitoring mechanisms in order to diagnose the
strengths and weaknesses of them in the cloud enviroment.
From this point, we aim propose a basic monitoring framework
to cover the different models of service provided in the cloud.
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Abstract—This paper deals with the possibility to employ the
user’s time and space position information in the access
management. Using the time and space information as new
factors for authentication process is discussed in this paper.
We have also considered the issues of indoor localization and
possible application scenarios where these two additional
authentication factors can be applied. We have developed the
Multi-Factor Authentication Device (MAD 1) together with
active infrastructure, which is required for indoor users’
localization, to demonstrate the new main functions and
advantages of adding time and space position to the user’s
authentication factors. The main advantage of the MAD 1 is
that the device helps the AAA system verify the user’s location
in both main usages, i.e., indoor and outdoor environment.

Keywords-location-based authentication; active

infrastructure; wireless communication.

. INTRODUCTION

Authentication and authorization are required almost
everywhere in today’s world. People must be identified when
they download emails, read newspapers over the Internet, fill
out forms for the government, access company private
information, etc. When servers communicate with each
other, they have to create trusted connection. Before a
connection is created, it is necessary to identify the servers.
There are different ways how to identify a user and a server.

The techniques that are used for user’s identity
verification can be divided into three main groups along the
subject of verification as refers [1].

e A user knows something — the user has to know
private information, which is not known by anybody
else. The password verification technique is one of
the most common techniques in this group.

e A user is somebody — this group covers techniques
that are related to human user authentication. The
techniques verify biometric properties of a human'’s
body. The fingerprint reading technique can be
mentioned here.

e A user has something — the user brings up a unique
thing (token) as subject of credential. For example,
the unique thing can be Radio Frequency
Identification (RFID) transponder or a hardware key.

When a user or a server needs to authenticate a server,
the most common way is using certificates. In this scenario, a
trusted authority issues a certificate that is used for
asymmetric cryptography.

Especially, the scenario with the user’s credentials is
sometimes insufficient and some extra information is
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required for many situations and systems. The information
should be the user’s certificate, biometric identification or
current position.

The main topic of the paper is focused on the possibility
of employing the user’s space-time information in AAA
(Authentication Authorization Accounting) systems [2]. We
assume that the space-time information will be used
especially for user’s identity verification.

The sharp growth in information, technologies and
especially information systems require monitored and
effective access control. A user has to approve his identity at
first. Based on this step, an access management will assign
the rights for the user. An accounting system that will create
and store records about the user’s activities should also be a
part of the system. For example, the records can be used as
input information for future system development or for an
audit. The above mentioned functions are provided by the
systems that are commonly called AAA (Authentication
Authorization Accounting) systems. The blocks of the main
AAA system features are shown in Figure 1. A user is
authenticated at first. In the next step rights are assigned to
the user. The records are created during a whole session and
stored in a database.

the AAA system

user’s
records accounting

SR
\
¢ &P -

auser

authentication authorization
a protected

content

Figure 1. The main features of the AAA system

As a new factor of the user’s identity verification, his/her
space-time information is discussed in this paper. That
means “a user is on a known place in known time”.

The rest of the paper is organized as follows: the space-
time information introduction, the main aspects, and possible
use in the AAA systems are described in the second section.
The third section presents a possible application scenario.
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The fourth section introduces an authentication technique
with active infrastructure and with the Multi-Factor
Authentication Device (MAD I).

Il. THE SPACE-TIME INFORMATION

The AAA systems that could work with the space-time
information can prove useful in the following fields.

For example, a doctor shouldn’t manipulate a patient’s
private information outside the hospital area, as referred to in
[3].

Another example can be found in the financial sector.
The user’s position verification should be a part of user
authentication process before s/he gets access to the bank
account.

The SSO principle (Single-Sign-On) [4] could also make
use of the space-time information. The user does not need to
perform authentication to various systems when they are
accessed from approved places (from his/her home or
office).

The position information can be interpreted relatively or
absolutely [5]. The relative position is determined as
proximity to the object the position of which is exactly
known. The objects with known position are called anchor
points. This interpretation is used in GSM (Global System
for Mobile Communications: originally from Groupe Special
Mobile). Second, the position information can be interpreted
absolutely. The absolute position information utilizes the
coordinates in two or three dimensions. This way is
employed for example in GNSS (Global Navigation Satellite
System) systems.

The space-time information can be assigned into all three
main processes of the AAA system, as described in Figure 2.
For the authentication the user’s space-time information
should be verified in conjunction with verification of other
authentication factors. The process which performs
verification of two or more factors is commonly called multi-
factor authentication or strong authentication. Depending on
the user’s space-time information the user will get different
access rights in the system. For example, when the user
accesses from the office, s/he will get different rights than
when doing so from a public internet café. The user’s space-
time information could also be used for choosing charging
rate for services.

The space-time information is very sensitive private
information. Generally, similar information is to be handled
very carefully. As shown in [6], the user’s space-time
information could be abused in various ways.

The space-time information needs in the AAA systems
are related especially to mobile users. If a user meets the
space-time condition in the verification time, s/he will get
access based on submitted credentials. The user has been
verified and has access to the system, but he can change his
position and move out from the approved area. This problem
can be solved by periodically evaluating the space-time
information.

The more suitable solution is described in [7]. Direction
and speed of the user’s movements is additional information
used.
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Figure 2. The space-time information in AAA

location Xa,Ya,Za,t0 -> local rate
location Xb,Yb,Zb,t1 -> regional rate
location Xn,Yn,Zn,tx -> roamng rate

IIl.  APPLICATION SCENARIO

We have adopted the application scenario as shown in
Figure 3. The user wants to get access to the protected
domain content (resources, services, etc.). The MAD 1 is
connected to the user’s terminal. The request for protected
content from the user is redirected to domain controller,
which performs access management. The user is requested to
give in his/her credentials. If the user has connected MAD I,
it provides the space-time information and fingerprint data.
The methods for fingerprint processing in general provide
the same hash for the same fingerprint, otherwise a
fingerprint reader cannot be used in the identity verification.
The position information and fingerprint are encrypted by
AES (Advantage Encryption System) [8]. The user adds his
login and the data are sent to a domain controller. The
domain controller will settle the user’s authentication
depending on received credentials. If the identity is verified,
the user’s role in the domain is defined. The RBAC (Role
Based Access Control) is used for the system [9].

An area management represents a database, which stores
the definition of the user’s areas. The areas are defined in
two ways. A simpler way is to define one point and the
distance from it (radius). Thus we get a circle from where the
user will get the access. The definition of the net of triangles
is more complex (leading to convex combination). This way
brings along more difficulties in defining, storing and
evaluating but gives us an advantage in the definition area of
any shape. Defined areas are stored within IDs and can be
used by any users. The defined area can mean different roles
(rights) for different users. The user can cooperate with the
administration desk to define a new area. The pairs of the
area’s ID - roles are stored in a user’s profile in the Active
Directory. Appropriate areas are requested by the domain
controller from the management of areas. The domain
controller contains APl for evaluating the position
information (if a user is or is not in an evaluated position).
The order in which the area’s IDs are stored in a user‘s
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profiles defines the priority of the areas. The last added ID in
the list has the highest priority. This right solves the

overlapping problem.

management of areas

protected domain

resources

heterogeneous
network

clients
user’s terminal

domain controller

I

Active Directory

services

Figure 3. The application scenario with MAD |

An APl in the domain controller evaluates mutual
relationship between the user’s position and the areas defined
for its identity.

IV. ACTIVE INFRASTRUCTURE AND MAD |

The Active Infrastructure (Al) is a technology
background that is used in the two authentication techniques
that are described in two subsequent sections. The key parts
of Al are represented by an anchor point, a user’s tag and an
authenticator. The anchor point is located in position where
the users want to be authenticated regarding their position.
We assume that the position of the anchor point is exactly
known to the authenticator. On the other hand, the user’s tag
is assigned to the particular user and only with difficulties is
it related to its identity. The user’s tag can be a part of the
user’s terminal or autonomy pocket device. The position of
the user’s tag is determined by proximity between the anchor
point and the user’s tag. When the user’s tag can
communicate with the anchor point, it means that it is
nearby.

Figure 4 represents the active infrastructure key parts.
The anchor point is in known position Xap, Yap, Zap. If the
user’s tag is in its proximity, it can communicate with the
anchor point which means that the position of the anchor
point is similar to the position of the user’s tag. The
similarity between the positions is dependent on the range of
transceivers. When the user claims that he is in a position
nearby the anchor point, the authenticator asks the anchor
point if an appropriate user’s tag is in the communication
range. It should be noted here that, for example, IQRF [10],
Bluetooth [11], or similar wireless communication solutions
can be used as wireless technologies.
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Figure 4. Principle of active infrastructure

Before the first user is authenticated, a mutual binding
has to be done. Initial binding has to be executed at the
system administration desk over local bus (MAD I is USB
enabled). Binding process performs AES key exchange
between MAD | and the domain controller or the Active
Directory where the key is stored during the binding. The
hash of the user’s fingerprint is also stored on the server side.
This process can also cause the assignment of MAD 1 to an
exact user. The initial binding is described in the following
steps.

e  First, a secure channel should be established. This is
done by Diffie-Hellmann key exchange [12]. Two
unknown sides can derive the secret key. This
technique is often used for the exchange of
symmetrical encryption key.

e When the secured channel is established, the domain
controller generates an encryption key for AES. The
length of the key is 256 bytes.

e The key is sent via the secured channel created in the
first step.

e The MAD I stores the key in secured memory after
reception.

e The user is requested to swipe his finger on the
fingerprint reader on the MAD I.

e The hash of the user’s fingerprint is sent to the
domain controller.

e The user’s fingerprint hash is stored in the user’s
profile in the Active Directory.

The MAD 1 collects principally three authentication
factors, i.e., the ownership of certain device, the fingerprint
and the user’s space-time information, where the user’s
position is used in the authentication process described.

The MAD 1 is connected to user’s terminal via USB
(Universal Serial Bus). The device is designed as a pocket
device. The block diagram of the MAD 1 is shown in Figure
5.
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alfanumeric display
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management

0 —

anchor point

<

user’s terminal

Figure 5. The MAD I block diagram

The position information is provided by the IQRF
transceiver. The MAD | has already been assembled with
GPS receiver for another way of position determination in
other authentication techniques. The fingerprint reader is
used for the user‘s authentication employing MAD I. For the
security reasons the symmetrical encryption key is stored in
the secure data repository. The secure data repository has
special features that protect the stored data against
unauthorized reading or writing. Alphanumeric display is
assembled for communication between the user and MAD 1.

The MAD | is a battery-powered pocket device. The
power management contains circuits for adjusting power
voltages for the other blocks and circuits for battery charging
via USB.

V. CONCLUSION AND FUTURE WORK

The paper has introduced quite a new direction in the
access management which works with the user’s space-time
information. We have enumerated the main aspects of
possible applications. Further, we have described possible
application scenario and a suitable solution while using the
active infrastructure and the MAD 1.

We have designed and developed a user’s Multi-Factor
Authentication Device, prepared software for this device and
started the testing phase of the project. The software for the
MAD | device represents only one part of the required
software. Another two software pieces had to be prepared.
One is on the server side, which allows processing of the
received user data and authentication factors and also
integrates the position information to the Microsoft Active
Directory.

The second part of the software has to be implemented to
the user terminal. We are testing the available solutions. One
is an extension of the Windows Credential provider. This has
required installation to the client computer, an update of
local policies and other administrative tasks. Second one can
prove useful for public computers. In this case no installation
is required. The software will only be executed and will
communicate directly with the server and ensure user’s
authentication. But this version has some limitations.

All the described methods are in the testing phase. The
test results will be followed by other improvements. Also the
MAD device is designed for testing purposes only and will
be optimized and minimalized in the future.

Copyright (c) IARIA, 2012. ISBN: 978-1-61208-183-0

ACKNOWLEDGMENT

This research has been supported by the ARTEMIS JU in
Project No. 120228 AS Nanoelectronics for Mobile Ambient
Assisted Living (AAL) Systems and partly by the Czech
Ministry of Industry and Trade in project FR-FR-TI3/275
OPS An Open Platform for Smart Cities.

REFERENCES

[1] G. Lenzini, M. S. Bargh, and B. Hulsebosch, "Trust-enhanced
Security in Location-based Adaptive Authentication," Electronic
Notes in Theoretical Computer Science, vol. 197, pp. 105-119, 2008.

[2] R. He, M. Yuan, J. Hu, H. Zhang, Z. Kan, and J. Ma, "A novel
service-oriented AAA architecture,” Personal, Indoor and Mobile
Radio Communications, 2003. PIMRC 2003. 14th IEEE Proceedings
on, vol.3, no., pp. 2833- 2837 vol.3, 7-10 Sept. 2003

[3] E. Bertino and M. Kirkpatrick, "Location-Aware Authentication and
Access Control - Concepts and Issues,” in 2009 International
Conference on Advanced Information Networking and Applications,
2009, pp. 10-15.

[4] D. E. Denning and P. F. MacDoran, "Location-based authentication:
Grounding cyberspace for better security," Computer Fraud &
Security, vol. 1996, pp. 12-16, 1996.

[5] I. Ray and M. Kumar, "Towards a location-based mandatory access
control model," Computers & Security, vol. 25, pp. 36-44, Feb 2006.

[6] B. Schilit, J. Hong, and M. Gruteser, "Wireless location privacy
protection," Computer, vol. 36, pp. 135-137, Dec 2003.

[7] P. S. Tikamdas and A. E. Nahas, "Direction-based proximity
detection algorithm for location-based services," in Wireless and
Optical Communications Networks, 2009. WOCN '09. IFIP
International Conference on, 2009, pp. 1-5.

[8] Ch. Lu, Y. Kao, H. Chiang, and Ch. Yang, "Fast implementation of
AES cryptographic algorithms in smart cards,” in Security
Technology, 2003. Proceedings. IEEE 37th Annual 2003
International Carnahan Conference on, 2003, pp. 573-579.

[9] E. Bertino, B. Catania, M. L. Damiani, and P. Perlasca, "GEO-

RBAC: A spatially aware RBAC," Acm Transactions on Information

and System Security, vol. 10, Feb 2007, pp. 1-39.

MICRORISC. IQRF - wireless technology. <retrieved: 12, 2011>

Available: www.igrf.org

[11] B. SIG, Bluetooth homepage. <retrieved: 12, 2011>
www.bluetooth.com

[12] Y. Eun-Jun and Y. Kee-Young, "An Efficient Diffie-Hellman-MAC
Key Exchange Scheme," in Innovative Computing, Information and
Control (ICICIC), 2009 Fourth International Conference on, 2009, pp.
398-400.

[10]

Available:

17



ICN 2012 : The Eleventh International Conference on Networks

A High-level Network-wide Router Configuration Language

Miroslav Sveda

Michal Sekletar

Tomas Fidler Ondrej Rysavy

Faculty of Information Technology
Brmo University of Technology,
612 66 Brno, Czech Republic
e-mail:{sveda, xsekle00, xfidle01, rysavy} @fit.vutbr.cz

Abstract—In this short paper, we discuss the design of a high-
level network-wide router configuration language. At its current
stage of development, the language enables us to specify basic
routing and security configurations. A declarative nature of the
language is supposed to be intuitive to network administrators.
We have developed an experimental compiler that produces
configuration files for Cisco routers. The contribution of the
paper consists of the description a language for configuration
programming and the demonstration of its capabilities on several
examples.

Index Terms—network configuration management; routing
configuration; access control lists

I. INTRODUCTION

Configuration languages for network devices enable to de-
fine every aspect of their functionality. Network administrators
can thus write a network configuration that meets the required
functionality for different and often very specific requirements.
These languages have a simple declarative form. A network
configuration consists of configuration files of all devices
in a network. The difficulty in implementation of a correct
network configuration stems from the necessity to create
several separate configuration files that need to be consistent.

To overcome the difficulty in delivering consistent set of
configuration files, device vendors provide tools implementing
configuration wizards, web configuration interfaces or configu-
ration generators. These tools may simplify basic configuration
tasks but usually do not provide any additional mechanisms to
guarantee configuration consistency and correctness. An alter-
native approach is to use high-level configuration languages.

This idea is behind the design of Nettle language [1], which
is a domain-specific high-level language for BGP configu-
rations. The other example is the Flow-based Management
Language by Hinrichs et al. [2], which is a declarative policy
language supposed for developing configurations for enterprise
networks. It covers ACL, VLAN, NAT, policy routing and ad-
mission control features. However, the specified configuration
is compiled only for the NOX platform. Our motivation is to
define a high-level router configuration language that can be
compiled to common router configuration languages of devices
deployed in present enterprise networks.

In this short paper, we present the design of a high-
level network configuration language. Currently, the language
allows us to specify a limited set of network configurations,
which includes network address assignment, static and dy-
namic routing and basic security. We also implemented an
experimental compiler that produces I0S configuration files
for Cisco routers. To be practically usable, the language
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needs to support other configuration features and to generate
configuration for other network devices.

The structure of the paper is as follows. The next section
describes a syntax of the language and illustrates its usage
on simple examples. Section III briefly describes an imple-
mentation of the language compiler and the IOS configuration
generator. Finally, section IV concludes the paper by summa-
rizing the current state and discussing the future development.

II. THE LANGUAGE

The language consists of a set of simple declarative state-
ments and an embedded expression language. The statements
are grouped in different configuration sections depending on
their purposes. Currently, we have defined and implemented
rather a small subset of such language, which we present in
this paper on a series of examples specifying network devices,
routing areas, network areas, network connections, routing
options and security policies.

The expressions can be embedded in declarations. In ex-
pressions we can refer to declared elements and predefined
methods. In the future we plan to extend the language with
possibility of defining user methods. It is important to note that
these expressions represent the side effect free computations.
The proposed expression syntax reassembles the syntax of
object-oriented languages. We use dot notation to access fields
of objects and call their methods. Usually, an expression is to
be evaluated to a collection, a simple value or a structure,
which can be inferred by type checking. Types of results have
to conform to expected types of surrounding contexts. Decla-
rations define attributes that can be accessed from expressions
as shown in several examples in the rest of this section.

Each declaration block specifies a certain part of a network
configuration, e.g., routing, address assginement, etc. To be
treat as a programming language statement, it can be viewed
as a macro definition, which evaluates to a corresponding
program block. For instance, a device list from the next
subsection can be viewed as the following list definition':

var Devices = new[] {
new Router ("Austin", "A", "cisco_2811"),
new Router ("Dallas", "D", "cisco_2811"),
new Router ("Houston", "H", "cisco_2811"

bi

Another characteristic of the language is that for specifying
packet forwarding and filtering, a flow-based description [2]
is employed.

I'We use C# syntax in this example representation.
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A. Device List

A device configuration group enumerates all devices in the
configured network. A device declaration assigns a specific
device type to each router, which tells the compiler what
generator should be used for generating a configuration file.
The compiler can be extended by custom generators for new
platforms and models.
Devices {

Router Austin]

A
Router Dallas|[D
Router Houston|

] cisco_2811;
] cisco_2811;
H] cisco_2811;

The presented configuration snippet declares three routers
appearing in Texas area and specifies their hardware platforms.
Together with the full router name we may provide its short
name that can be used for referring to the router from other
places of the configuration file. For the language of expres-
sions, this declaration defines a collection called Devices,
which consists of three objects of type router. Router class
is one of the classes derived from Device abstract class.
Another derived classes could be Switch, Gateway, etc.

Currently, a device type specification consists of an enu-
meration of all device’s interfaces, as shown in the following
example:

Device cisco_2811 {

PORT Serial0/0/0 s0/0/0;
PORT Serial0/0/1 s0/0/1;
PORT FastEthernet0/0 fa0/0;
PORT FastEthernet0/1 fa0/1;

A device type specification is compiled into a plug-in
module that is used by the language compiler for generating
a device configuration for the specified device type.

B. Area List

The purpose of an area list is to define routing areas. Each
routing area consists of routers which run the same instance
of a routing protocol. The following is a definition of three
different areas:

Areas |
AREA {A, D, H} {A} RIP Texas;

AREA {A,Tampa,M,T} {A,T} EIGRP Florida;
AREA {R,S,T} {T} OSPF Washington;

Each area declaration consists of a list of area routers,
a list of border routers, a definition of a routing protocol
and a name of the area. A non-empty intersection of sets of
border routers denotes routers where the redistribution between
routing protocols can be configured. The redistribution options
are stipulated in a routing configuration section.

C. Network List

A network list enumerates all destination networks. Each
network declaration defines a network address and a network
name, as shown in the following example:

Networks {
Intermediate 192.168.1.0/30 Dallas—-Austin;
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EndUser 192.168.2.0/24 management;
EndUser 192.168.3.0/24 servers;

The network list does not include interconnecting networks
except if these networks are significant from the viewpoint
of routing or security configurations. The unspecified inter-
connecting networks are listed in a connection configuration
block.

D. Connections

Connections among routers and destination networks are
specified in a connection list. Point-to-point and point-to-
multipoint connections can be distinguished. Following exam-
ple contains several kinds of connections:

Links {
A.s0/0/0 —> D.s0/0/0
A.fa0/0 -> TERM management;
D.fa0/1 -> DEFAULT ISP;
Tampa.fa0/0 -> SWITCH Florida-Net;
Miami.fa0/0 -> SWITCH Florada-Net;

Austin-Dallas;

A connection is specified by its endpoints and its name. An
endpoint is either a router interface or one of the following
keywords:

e« DEFAULT denotes that the connection represents a de-
fault gateway for the network,

o TERM denotes that a router interface is connected to a
destination network and there are no other routers in this
network, and

e SWITCH denotes a router interface connected to a port
of a switch.

Note that addresses of interfaces are generated automatically
by the compiler. For interconnecting networks these addresses
are taken from the pool of addresses that can be defined by
the user.

E. Routing

A dynamic routing configuration is implicitly defined by
specifying routing areas. In a routing configuration block,
static routing, redistribution and other routing related options
can be defined to customize the network routing. A fol-
lowing example shows redistribution of routing information
from Florida routing instance to Texas routing instance. The
redistribution is performed at Austin router, which runs both
routing protocols. All routing information on end user net-
works maintained by the EIGRP in Texas routing domain will
be copied to the RIP with a specified metric.

Routing {

REDISTRIBUTE Florida -> Texas
END_USER_NETWORK METRIC 5;

Keyword END_USER_NETWORK selects what information
is to be redistributed. In the presented example, all destination
networks will be redistributed. At this position an arbitrary
predicate that selects a set of redistributed networks can be
used. For instance, we may write the following configuration:
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Routing {
REDISTRIBUTE Florida -> Texas
{Networks.Select (n => n.Name.StartsWith ("D"))}
METRIC this.Network.Name.Length;

The redistribution predicate selects all networks which
names begin with letter 'D’. It means that when compiling
and generating output for this statement, the expression is
evaluated and replaced with a set of networks satisfying this
condition. This configuration uses a weird policy for setting
metrics. For each network, a metric is set to a value which
equals to the length of its name. While this particular example
is not very useful in practice, it demonstrates the use of
this statement that refers to an object in which scope this
expression occurs.

A purpose of a static routing configuration is to define pre-
ferred paths for network traffic. This is defined separately for
each destination network. An example of static configuration is
presented for HoustonNet. The static routing configuration
consists of a subset of network links.

Routing {
STATIC HoustonNet
{ Austin —-> Houston,

Tampa -> Austin,
Miami -> Tampa }

It is also possible to apply a predefined algorithm to
compute the best paths with respect to given criteria. The
following configuration snippet demonstrates this approach:
Routing {

STATIC HoustonNet

SpanningTree (HoustonNet) .Edges.Select
(e => e.Contains (Austin|Houston|Tampa|Miami))

For computing the set of links we use SpanningTree
algorithm, which computes a minimum spanning tree for
HoustonNet. Then resulting set of links are filtered and only
links which begin or end in one of four specified routers are
kept in the configuration.

F. Security

Routers implement security policy by filtering traffic ac-
cording to filtering rules maintained in access control lists
(ACL). The configuration language is able to specify a security
policy and the compiler generates ACLs and assigns them to
appropriate interfaces.

First, a set of interesting flows is enumerated in a flow
declaration block:

Flows {

Web tcp any:any -> public:80;
Mail (s => tcp any:any -> s:25);

Currently, flows are represented as tuples consisting of five
components, namely, protocol type, source address, source
port, destination address and destination port. Flows can be
parametrized as can be seen in the case of Mail flow.

In filtering section, it is specified, which flows are permitted
or denied on a particular link. In the following example, only
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web and mail traffic is permitted. Mail flow is instantiated with
TexasMail server.
Filtering {
Austin-Dallas {
allow Web,
allow Mail (TexasMail),
implicit deny
}
}

While flow-based security management brings a benefit of
simplifying the implementation of security policy, it does not
guarantee the correctness and consistency, because one still
needs to pair filters with network locations. Along the line
of proposals described in [3], [4], [5], [6], we would like to
research the possibility to infer security implementations from
high-level security policy specifications. Currently, we have
attempted to apply techniques for filter consistency verification
[7], [8], [9]. We implemented a simple tool, which reports
conflicts for the given set of ACL rules. The employed method
is based on work reported in [10].

III. IMPLEMENTATION NOTES

We have implemented an experimental compiler and a
configuration generator in the C++ language. Except the STL
library, the compiler depends on the BOOST library, which
provides data types and methods for manipulating advanced
data structures. The configuration processing consists of the
following steps:

1) Parsing an input configuration and generating a network
configuration object model. This model is a structured
description of parsed configuration amenable to further
analysis.

2) Evaluation of expressions in the object model. The
expressions are replaced with results yielded from their
evaluation. After evaluating all expressions we obtain a
concrete model.

3) Optional static analysis of the model. For instance, we
may run an ACL conflict detection algorithm.

4) Generation of device configurations using plugins for
registered device types. Based on the model, the tool
generates for every known device its partial configura-
tion by using the corresponding plugin.

Currently, the tool contains plugins only for a few devices and
the expression language has a very limited form. In the future,
we plan to extend the tool in both directions.

IV. SUMMARY

In this short paper, we presented work in progress, which
aims at the definition of a high-level network configuration
language and the implementation of its compiler. The compiler
produces device configuration files and it is extensible for
different vendors and different router models. As it can be seen
from the brief language description, the current state provides
the basic functionality. The language is able to describe an
enterprise network as a collection of devices and routing
areas, to generate address assignment and to define basic
security policies. The future work is focused on extending
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the language with other features, e.g. NAT configuration,
VLAN definitions, VPN configuration, policy routing, etc. For
a first experimental implementation we decided to implement
configuration generator only for CISCO devices. Currently, we
are working on the support for other platforms.

The presented approach is directly comparable to Nettle lan-
guage [1] and the FML [2]. These languages attempt to define
a network configuration by specifying which services should
be available rather than encoding the network behavior by
using low level configuration commands. Nevertheless, there
are other methods that simplify the network configuration.
From industrial perspective, the major achievement in this area
has been made by XML-based network configuration methods
and protocols [11]. For instance, Juniper Networks introduced
a Network Configuration Protocol called NETCONF, which
was standardized by IETF as RFC4741. The protocol provides
mechanisms to install, manipulate, and delete the configuration
of network devices. The aim of Network Description Language
(NDL) [12] is to simplify a description of networks and
configurations by creating the ontology for computer networks
based on the Resource Description Framework (RDF).

Our approach goes beyond merely introducing a new
language for describing network configurations. Rather, we
would like to construct network configurations by using a
high-level configuration programming language. For this we
set foundations in the presented language, which supports
declarative statements with embedded expressions increasing
the expressiveness and minimizing the need to repeatedly write
routine configuration statements. There is a similarity to TCL
scripting in IOS configuration, which can be employed to
automatize certain tasks. Nevertheless, this scripting is rather
limited to a single device.

The proposed language contains also concepts known
from network configuration management tools. The NetScope
toolkit [13], for instance, integrates topology model, traffic,
and routing based on flows. It visualizes traffic and enables
users to determine effects of configuration changes before
they are applied to a real network. For security specifications,
our language employs ideas described by Guttman in [14]. In
particular, we attempt to generate access control lists from a
security policy specifications.

The other line of research has been focused on configuration
synthesis. Tools such as ConfigAssure [15] are able to refine
or generate configurations for network devices based on a
predefined configuration database and given constraints. This
approach requires the implementation of advanced reasoning
methods that perform model-finding. The goal of our tool is
similar, but we employ less sophisticated techniques requiring
that a user will provide the intended configuration by program-
ming it in the proposed configuration language.

The presented paper briefly reported the first attempt to
tackle the specified goal. We plan to extend the language
with more advanced constructs, which would allow us to
define a network specification in the modular manner that is
typical for programming languages. This means that a network
configuration would be split in modules logically representing
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network areas. These modules would have defined public
interfaces through which interconnections are only possible.
These are also points where security enforcement on the
highest level is to be implemented. Thus it may be possible to
hide internal structures of individual modules to simplify the
configuration management.

To evaluate the presented approach we need to i) extend our
language beyond the currently supported set of rather basic
configuration blocks and ii) support more than a single target
platform for which the configuration can be generated. Both
are topics for the further work.
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Abstract—Since the beginning of Internet, network re-
searchers have been proposing methodologies and tools to
facilitate the design and development of new protocols for
Internet. Analytical modeling, network simulation, network
emulation, and more recently, testbeds, are being used in these
researches. However, there are advantages and disadvantages
in all these methodologies making difficult to decide on the
ideal methodology and tool. In this paper, we propose a
new methodology to evaluate Next Generation Networks that
permits the integration of design, development and test of a new
protocol or network service using different tools. The approach
was demonstrated by designing a simple example of a network
service.

Keywords-Next Generation Networking (NGN); Network Eval-
uation; Network Simulation; Network Emulation.

I. INTRODUCTION

Design, development, and validation of networks proto-
cols and services are important research issues. Generally,
for analysis and comparison of different mechanisms and
algorithms, five techniques are applied: analytical modeling,
network simulation, network emulation, testbed and real-
world experiments. Over the past 50 years, these method-
ologies were used to develop the protocols used on the
Internet today. Although these techniques are known for
many years, the predominant use of each technique over the
years is dependent upon computer capacity. The potentials
and limitations of these methods have been widely discussed
by Jain [1].

Concerning the techniques being used currently, simula-
tion, emulation and testbed, we can say that the first is the
most distant from reality but is the easiest to work with,
while the latter is the closest to real world but it is the most
difficult for researchers to use. Regarding costs, simulation
is cheaper than emulation and testbed. But because it is
close to the real world, testbeds are hard to do, expensive,
have a fixed topology, fixed environment, and it is difficult
to create new impairment scenarios (broken link, routing
table errors, high drops). These objectives further evolved
towards refinement of experimentally-driven research as a
visionary multidisciplinary research, defining the challenges
for and taking advantage of experimental facilities, realized
by means of iterative cycles of research, oriented towards
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the design and large-scale experimentation of new and
innovative paradigms for the Future Internet - modeled as a
complex distributed system.

A good methodology for the development of protocols
and network services would be the use of both approaches:
simulation and testbed. The first step, simulation, could be
used to test and debug the first prototype, taking advantage of
the facility of creating scenarios, traffic sources and network
failures. In the second step, we could consider carrying
out experiments on a testbed, now taking advantage of
the reality offered by this methodology. Thus, it becomes
very interesting to create a tool that permits the integration
of these two methodologies to make the work of network
researchers easier.

In this paper, we present a new tool to provide inte-
grated simulation/experimentation environment to permit to
develop protocols and services with four main contributions:
provide a unifying approach to simulation/experimentation
that makes the transition easy from simulation to network
testbeds; provide a graphical interface to facilitate the topol-
ogy creation and traffic definition; provide analysis tools
to permit comparison of simulation and experimentation
results; offer a layered and modular architecture to permit to
evaluate specific parts without modification on the testbed
facilities.

The rest of the paper is structured as follows. In Section
II, we present some related works, Section III introduces the
network research methodology and in Section IV we present
our proposed methodology. Section V shows the proposal
evaluation and the results and, finally, Section VI concludes
the paper.

II. RELATED WORKS

Netbed/Emulab is a network testbed project, aiming to
give network researchers an environment to develop, debug,
and evaluate networked systems. Emulab project started as a
emulation facility at the University of Utah [2], and consists
of a cluster of emulation devices running an ns-2 (Network
Simulator Version 2) script [3]. One of the main contribution
of this project was the ns-2 to emulation mapping [4].
The following works focused on implementing network
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emulation facilities on PlanetLab testbed [5] [6]. Other
contribution of this project was the importance of simulation
and emulation integration on network experimentation [7].
The Flexlab is a new framework that combines overlay
and emulation testbeds (PlanetLab + Emulab), running an
application within the emulation testbed and uses its load to
measure the overlay network [8].

PL-VINI [9] is an implementation of VINI on PlanetLab.
It runs on each PlanetLab slice providing network resources
like link delay, link drop and routing. PL-VINI provides
a realistic and controlled environment for evaluating new
Internet protocols and services. Some features that could
be evaluated in PL-VINI are: routing software, traffic loads
and network events. To provide researchers flexibility in de-
signing their experiments, VINI supports arbitrary network
topologies on a shared physical infrastructure.

NEPI [10] is a framework proposal that makes the exe-
cution of a network experiment possible in different tools,
e.g., simulation, emulation, and testbed. NEPI focuses on
executing experiments using multiple tools separately and
together in order to improve researchers productivity. The
tool was implemented in Python and has a script and a GUI
interface.

III. NETWORK RESEARCH METHODOLOGY

The rationale was thus clear: to create a dynamic between
elaboration, realization, and validation by means of iterative
cycles of experimentation. Nevertheless the “validation by
experimentation” objective opens a broad spectrum of exper-
imentation tools (in large sense) ranging from simulation to
real system experimentation. Our thesis is that “elaboration”
requires validation by means of more abstract tools (not
only because their resulting cost is lesser but because such
tools produce results verifying all conditions explained here
below) followed by progressive addition of realism as part of
the experimented system to ultimately reach so called field
trials with real systems. Thus, systematic experimentation is
a continuum (Figure 1).

1) “Computer Communication/Networking” is character-
ized by two fundamental dimensions: distribution of a large
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number of dynamically interacting (non-atomic) components
and the variation of their inner properties that in its turn
influences these interactions. Thus compared to computer
science, the distribution/interaction and the large number
of elements composing the system add two fundamental
dimensions to computer science “paradigms”.

2) On the other hand, one shall characterize the output of
experimentation: in order to ensure verifiability, reliability,
repeatability, and reproducibility of the experimental results.
Ensure these properties implies in provide strict control
to the experimental conditions (parametrization, i/o, and
running). Verifying the repeatability, reproducibility, and
reliability conditions ensures generalization of experimental
results, and verifiability of their credibility.

3) Different experimental tools can be used. As stated
above their selection is neither arbitrary nor religious: it
depends on the experimental objective and maturity of the
experimented corpus. Nevertheless, each of them needs to
ensure that the conditions defined here above are verified.
However it is clear that fulfilling these conditions does not
come at the same cost for the same level of abstraction.
Validation of a new algorithm would be better conducted
on a simulation platform (after formal verification) not
only because their resulting cost is lesser but because such
tools produce results verifying all conditions explained here
above. Emulation experiments can lead to reproducible and
repeatable results but only if “conditions” and “executions”
can be controlled. Realism can thus be improved compared
to simulation (in particular for time-controlled executions of
protocol components on real operation system).

A. Simulation

Network simulation is a technique in which a software
simulates the behavior of a network and its components
(routers, hosts, links, protocols, etc) by calculating the
interaction between them using mathematical models. Most
network simulators use discrete-event simulation, in which
a list of events are processed according to a virtual time,
independently of the computer’s clock where the simulator
software is running. Then, a simulation produces the same
result in different computers. Since the beginning of Internet,
network simulators have been an invaluable tool for network
researchers.

The ns-3 is a discrete-event network simulator, intended
to replace the traditional ns-2 simulator [3]. The first release
of ns-3 was published in July of 2008 and it has been
improved and extended since then. Since it was proposed,
ns-3 concept was to be a simulator capable to interact with
real world. Some improvements pointed in this direction,
e.g., the ns-3 API is a Unix socket-like API, to permit easy
migration from simulated code to real-system code, and the
Network Simulation Cradle (NSC) allows ns-3 using the
Linux TCP/IP stack.
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B. Emulation

The Emulation is the technique where a network is
simulated in a real hardware and software. The emulation
platform implements virtual network topologies and scenar-
ios over real hardware and protocols, i.e., that experiments
can be executed in real hardware, use real operating systems
and protocols, run their real applications, and obtain actual
(not simulated) performance measures. Although emulation
is much closer to real environment than simulation, the
links should be simulated in order to create delay and
communication impairments (noise, drops, etc). Sanaga et.al.
[11] shows the difficulties to emulate a network link.

IV. A NEW METHODOLOGY FOR NETWORK RESEARCH
AND EXPERIMENTATION

The development of new protocols and services for Inter-
net requires a series of procedures before it can be used
in the real world. The first one is to verify whether it
works, i.e., the protocol or service performs what we want.
Then we must explore the parameter space to find the best
configuration to achieve the best trade-off. Thus, if the
protocol or service is working, we must verify that it will
not kill the network. Finally, we need to perform a couple of
experiments to see the overall performance, and scalability.
The network research environment must provide:

Reality: the proposal should be tested in real environ-
ment.

Configuration: large scale experiments require a lot of
configuration.

Instrumentation: need to gather data about the behavior
of the experiment to figure out what happened.

Fidelity: did the experiment really capture the effects
you are really interested in?

Reproducibility: scientific methodology means that you
must publish reproducible results.

The methods currently used to develop protocols and
services for Internet are the simulation and the emulation
testbed. However, there are advantages in both of them, not
found in the other, so instead of comparing both method-
ologies, we associate them. The first step, simulation, allows
easy creation of different scenarios, as well as different types
of traffics. As the prototype is running on a computer, we
can create a series of experiments that will allow evaluation
of the prototype operation in many different situations.
The simulation makes easy the creation of impairment in
environment, such as link break, link degradation (increased
of drop rate), very long delays, routing instability, evaluating
the prototype in very adverse situations.

Simulation provides facility to change the source code
(we do not need to change any code in multiple remote
machines, only on the simulation server) also facilitating
the prototype development. The code can be changed and
tested very quickly. Another advantage of simulation is
the possibility of taking execution snapshots, e.g., we can
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simply put a printf in simulated code. In a testbed, it is
often difficult to change the code and create mechanisms
for collecting information, making the code debug hard.
Since the simulator environment is controlled, it is possible
to obtain the repeatability necessary to validate a scientific
work. The creation of traffic sources statistically distributed
in a controlled environment allows repeatability, which is
very difficult to obtain in a testbed due to the difficulty
to reproduce the same situation and events in a certain
moment. However, simulations tend to be unrealistic. The
packets do not pass through a real network, so even if it used
sophisticated simulation tools, it continues far from reality
in some scenarios. Emulation can provide a more realistic
environment because it uses real machines and real operation
system. But it is also difficult to emulate the reality, e.g,
Sanaga et al [11] shows the difficulties to emulate an Internet
path.

Nowadays testbeds are presented as the ideal methodology
to develop and test protocols and services for the Internet.
As it is an extract from a real network, tests are performed
in an actual infrastructure. The possibility of setting up
paths and the monitoring tools offer a control degree that
allows the creation of specific test situations. But as it is
a separated experimental environment, there is no risk to
damage the production network. Despite its proximity to
the real world, Testbeds are not the ideal tool. Setting up a
testbed is complex and may require individual configuration
of each resource. The repeatability of an experiment is
difficult to be achieved, given the environment unpredictabil-
ity. Another difficulty is to perform measurements on a
testbed compared to simulation, usually performed through
measurement points placed on routing devices. Most of
testbed provides the collecting of statistics information (e.g.,
sFlow) or collecting flow traces (e.g., pcap format).

As Testbeds could be categorized as an Overlay Emu-
lation, i.e., Testbeds run over production networks. It is
difficult to evaluate routing mechanisms, because we use
the real network routing environment. This imposes limit
to evaluate tests of low level protocols (layers 2 and 3).
The implementation of the Click routing engine in testbed
performs poorly [9].

Our proposal is to offer an integrated tool to evaluate
Internet protocols and services joining simulation and emu-
lation in a testbed. Figure 2 shows a diagram of the proposed
solution. We can visualize the two prototype development
steps, the first running in a simulation and the second
running in a testbed. In the first step, the designer can debug
the code in different environments. By the end of this step
the code has been debugged and probably, it does not have
serious flaws. As we run the experiment in simulation, we
can test in a vast range of topologies and network scenarios
in order to validate the proposal and explore the parameter
space. In the second step, we need to test the code on
a testbed, closer to reality. At this point we can make a
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fine debug and fine parameters tuning in an (almost) real
environment. As we saw, the testbed has less resources to
capture information, but now we should be satisfied with
some statistical traffic information.

A. Teagle Framework
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Reference [12] defines a federation model and framework
that allows users to get access to distributed resources and
group them into a virtual environment, which is called Vir-
tual Customer Testbed (VCT). Teagle as a control framework
and collection of central federation services helps the user
in configuring and reserving a desired set of resources.
Resources are offered by participating organizations across
Europe.

On the federation layer, our Teagle framework implemen-
tation offers several services to the user and other framework
entities, such as the registry and a common information
model. Teagle allows browsing through the federation of-
ferings, enables the definition of VCTs, and executes their
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provisioning. Figure 3 shows the Teagle architecture that is
detailed in [12].

B. Teagle VCT Tool

The Teagle VCT offers a graphical tool (GUI) that permits
the user describe the network topology and parameters
to simulation and testbed evaluation. Before starting the
experiment description, the user needs to define the kind of
experiment: simulation or testbed. Then, Teagle framework
will create a simulation script or a testbed setup file. The
user can design the test topology using a set of graphical
objects interconnected by arrows. Three different compo-
nents to design an experiment were defined in Teagle VCT:
Resource, Connector, and Monitor.

1) Resource: Resource represents a functional unit in a
network system. A Resource could be a hardware device,
like a Node or Link, or a software entity, like a protocol or
a traffic generator. A Resource has Attributes and Events.

o Attribute is the configuration parameter of a Resource,
which can be defined before the experiment and can be
changed while the experiment is running. An example
of attribute is the node IP address or the link bandwidth.
In some Resource is possible to define the experiment
planning, i.e., the sequence of values in experiments
that should be performed, e.g., packet length of 100,
500 and 1000 bytes.

o Events is the set of timed events that will happen during
the experiment. The Event time is based on virtual time
independent from the real time. An example of Event
is the start and stop time to transmit a traffic or to
interrupt a link.

The Figure 4 shows the Resource Application configu-
ration and the Event definition of a specific Application.
The Application Client box has a c¢fg button that permits
the configuration of its attributes like ClientType (Sink or
Echo), Packet Length, Data Rate, and Port. The ¢fg windows
also defines the Experiment Planning, i.e., the definition of
various experiments will be executed. In this example, we
use five different Random Seeds, five different Data Rates,
from 10 pkt/s to 50 pkt/s, and three different packet lengths,
500, 1000, and 1500 bytes. It is important to notice that the
total quantity of experiments, simulation or testbed, will be
the combination of all different attributes, in our example
5% 5% 3 = 75 experiments. The rules button defines the
Events that will happen in this Application, e.g., the data
stream starts at 2.0 sec and stops at 14.0 sec.

2) Connector: Connector is a representation of an inter-
connection from a Resource to another Resource. For ex-
ample, the Resource Node is connected to Resource Link
to build the topology. It is important to notice that the
Connector is an abstract component only to permit joining
different Resources, i.e., a Link is a Resource not a Con-
nector although we use a Link to connect routers.
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3) Monitor: Monitor is a special Resource used to mon-
itor the experiment and collect information about the ex-
periment. However, Monitor does not interfere in network
experiment. We consider using a pcap collector that collects
useful information at simulation environment and also at
testbed environment.

C. Creating a new protocol or service

The key feature of Teagle is the development and test
of new protocols and services. For that, you can create a
new module that will implement the desired protocol or
service. Suppose that the user will design an application
level module.

Figure 5 shows the definition of the MyApplication mod-
ule that uses TCP protocol. The configuration sets the
protocol port and the filename that contains the C code of
the test protocol. The interface with Teagle is based on the
Unix Socket, so the protocol implementation should be very
similar to actual interface. To facilitate the development, a
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code template with the interface definition and the sugges-
tion of the most common methods is provided.

D. Mapping Teagle to ns-3

The Network Simulator version 3 — ns-3 — was chosen
as simulation framework. This version uses a network inter-
face similar to Unix Socket, making easy the Teagle VCT
translation to simulation script and Testbed configuration
specification. However, the use of ns-3 as a standard tool
to Teagle does not invalidate the creation of simulation
models in other simulators, if it provides an abstract interface
based on Sockets. The Teagle components are similar to ns-3
modules, then the translation is almost direct.

E. Mapping Teagle to Testbed

The Teagle platform aims to coordinate the execution of
experiments in a Testbed federation. So naturally, an exper-
iment specification in Teagle can be converted directly to
Testbed configuration. However, an application performance
validation tests requires more functionality than the standard
Testbed platform can offer. Teagle offers the opportunity to
create new functionality in a testbed in order to expand the
scope of testing to be performed.

E. Analysis of results

Carrying out experiments on two methodologies and tools
from a unique specification is not difficult because the
components used are similar (nodes, protocols, applications).
The great problem is the analysis of the results produced
in different environments. However, the ns-3 simulator can
produce a file in pcap format. In the testbed, it is possible
to capture traffic in pcap format using tools like tcpdump.
Comparing both pcap files is possible to analyze the results
and the conclusions.

V. PROPOSAL EVALUATION AND RESULTS

Aiming to validate the proposed model, we created a
simple test scenario that would allow to run a prototype
testing. This experiment does not intend to validate a pro-
tocol or service, but it only intends to demonstrate the
proposed methodology validation. The testing scenario is
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shown in Figure 6, demonstrating a simple application with a
background traffic. We have two nodes connected with a link
and two applications: one is the proposed protocol running
over TCP and a background application over UDP protocol.
We run 10 experiments on both environment, simulation and
testbed, and confidence interval is calculated.

The result graph is shown in Figure 7. The simulation
environment is more controlled than the testbed environment
and results tend to be different even with the same param-
eters. However, although we might have expected that the
testbed results are not identical to the simulation, the results
are very similar, mostly inside the confidence interval.

VI. CONCLUSION AND FUTURE WORKS

This paper presented a new methodology for developing
and testing protocols and services using simulation and
testbed. A single interface for the end user is the Teagle tool,
Teagle Simulation and Emulation, enabling it to perform a
test in simulation and emulation from the same specification
in Teagle-VCT GUI. In both experiments, the technique
chosen to collect and evaluate the results of the protocol
under test performance and operation was the pcap files.
They were generated by ns-3 and collected in the testbed
using tcpdump software. To demonstrate the feasibility, a
prototype model was developed using the Network Simulator
ns-3 and the PANLAB testbed. The results were analyzed
by comparing the pcap files generated in both experiments,
which demonstrated the feasibility of the proposed model.

As future work, we wish to improve the collection of
information in pcap files, which produces large files that
require much processing capacity to analyze. One possibility
is defining a filter to choose the specific information before
the test that we want to collect in Teagle-VCT. It will
reduce the amount of information stored. The Teagle-VCT
specification translation considered only basic objects, so it
becomes necessary to increase the amount of new objects to
allow more functionality to the researcher.
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Abstract—The low installation and maintenance costs, self-
healing abilities and the ease of development are some of the
qualities that make the multi-hop wireless mesh network a
promising alternative to conventional networking in both —
rural and urban areas. This paper examines the performance
of such a network depending on environmental propagation
conditions and the quality of applied routing protocols. This
aim is addressed in an empirical way, by performing repetitive
multistage network simulations followed by a systematic
analysis and a conclusive discussion. This research work
resulted in the implementation of an experiment and analysis
tools, and a comprehensive assessment of a group of simulated
wireless ad-hoc routing protocols.

Keywords-routing protocol; simulation; wireless mesh

network; propagation shadowing

1. INTRODUCTION

The object of these investigations is the wireless mesh
network (WMN). It is a multi-hop network that consists of
stationary mesh routers, strategically positioned to provide
a distributed wireless infrastructure for stationary or mobile
mesh clients over a mesh topology [1]. WMN provides more
robust, adaptive and flexible wireless Internet connectivity to
mobile users compared to conventional local wireless
networks (WLAN) or mobile ad hoc networks (MANET). It
offers relatively low installation and maintenance costs, self-
configuration and self-healing ability, thus ensuring more
reliable connection and enlarging the covered area [2].

Routing is a crucial factor influencing connectivity and
information exchange across the network. The flexibility,
self-configuring and healing, as well as general performance
of WMNs is highly dependent on the choice of a routing
protocol and the quality of its implementation.

The objective of these investigations is to evaluate the
performance of WMNs influenced by propagation factors
referred to as signal shadowing. The evaluation is based on
network simulations applying a group of commonly used
WMN routing protocols, containing the Highly Dynamic
Destination-Sequenced Distance-Vector (DSDV), the Ad
hoc On-Demand Distance Vector (AODV), the Optimized
Link State Routing (OLSR) and the Hybrid Wireless Mesh
Protocol (HWMP). The analysis and discussion requires
collating the protocols and conducting a comparison by
experimentally simulating scenarios of environments with
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different propagation conditions. The result is an assessment
of protocols suitability for the WMN and an evaluation of the
overall network performance influenced by propagation
conditions.

There have been conducted numerous researches
investigating wireless network's performance with respect to
the issue of routing [2][3]. A similar comparative evaluation
of routing protocols was conducted by Zakrzewska et al.
[13]. This work extends previous research in WMN routing
by investigating the influence of propagation factors.

The rest of the paper is organized as follows: In Section
11, the considered protocols are briefly described. Section III
presents the experiment environment and simulation
scenarios. Section IV shows the results and discusses the
propagation impact. The final remarks appear in Section V.

II.  ROUTING IN WMN

The investigated routing protocols are used in
802.11b/g/n standard based WMNSs. The selection of DSDV,
AODYV, OLSR and HWMP was dictated by the intention to
investigate a wide spectrum of approaches towards
topographical routing. These protocols can be divided into
the classical groups of distance vector and link state routing
protocols, as well as hybrid protocols that have
characteristics of both. The common WMN routing protocols
differ also in terms of the events triggering the routing
information exchange. Some protocols use a proactive
mechanism repeating broadcasts in regular intervals of time.
Others exchange the information in reaction to current data
transmission and other events.

A. DSDV

DSDV is historically the first of the investigated routing
protocols. It operates on ad hoc networks induce inferring a
cooperative engagement of mobile hosts without a required
intervention of any centralized access point [3]. It specifies
each mobile host as a router, which advertises its view of the
topology to other mobile hosts within the network [4], by
periodically and incrementally broadcasting own routing
table entries. DSDV determines the shortest route to a
destination, i.e., a route with least intermediate hops.

DSDV construction is based on the basic Bellman Ford
(BF) routing mechanisms, as specified by routing internet
protocol (RIP), adjusting it to a dynamic and self-starting
network mechanism required in ad hoc networks [4]. The

28



ICN 2012 : The Eleventh International Conference on Networks

modifications concern, e.g., poor looping properties, such as
the counting to infinity problem. Furthermore, in order to
damp out fluctuations in route table updates DSDV also
includes a sequence number and settling-time data.

There are significant limitations in DSDV protocol, i.e.,
it provides only a single path between each given source and
destination pair [5]. Furthermore, the protocol's performance
is highly dependent on selected parameters of periodic
update interval, maximum value of the settling time and the
number of update intervals. These parameters likely
represent a trade-off between the latency of valid routing
information and excessive communication overhead [5].

B. AODV

The AODYV routing protocol offers the ability of quick
adaptation to dynamic link conditions, low processing and
memory overhead, low network utilization, and determines
unicast routes to destinations within the ad hoc network.
Similarly to DSDV, AODV uses destination sequence
numbers to ensure the elimination of loops [6], but unlike
DSDV, it does not require nodes to maintain routes to
destinations that are not active in communication.

The AODV operations require Route Request (RREQ)
messages, to be disseminated among a range of network
nodes [6]. Despite from RREQ the AODV protocol defines
the Route Reply (RREP), and Route Error (RERR) routing
messages improving the efficiency of finding routes.

The on-demand character of the protocol implies that as
long as the endpoints of a communication connection have
valid routes to each other, no routing messages need to be
sent. The information is kept in route tables, which (like in
DSDV) store entries for all, even short-lived routes. Among
the added fields of table entries are the valid destination
sequence number flag and the list of precursors [6].

AODV is designed for use in networks, where the nodes
can all trust each other, either by use of preconfigured keys,
or based on known fact of no malicious nodes. It has been
designed to improve the wireless network scalability and
performance and eliminate overhead on data traffic.

C. OLSR

OLSR protocol is an adaptation of the wired Link State
Routing (LSR) algorithm, specifically designed to serve the
needs of mobile ad hoc networks (MANET) [7]. The main
adjustments tackle reduction of administrative data exchange
and increase the overall protocol performance.

Each router in an OLSR routed network owns a complete
representation of the whole network topology and maintains
this information periodically by exchanging topology
information with other nodes. This makes OLSR a member
of the proactive and link state routing algorithms family.

OLSR exchanges information by the means of messages
HELLO and Topology Control (TC) [7]. They are used to
sense the links between nodes in direct neighborhood. Based
on responses from the other nodes each node selects an
individual subset of neighbors, which are from then on
referred to as Multipoint Relays (MPR). MPR’s task is to
execute the information exchange called flooding in its part
of the topology. Therefore, each of the MPRs sends TC-
messages containing local topology information to their

Copyright (c) IARIA, 2012. ISBN: 978-1-61208-183-0

respective  MPRs, while forwarding received topology
information to their non-MPR neighbors [7]. Hence, OLSR
ensures a complete distribution of routing information, and
limits the flooding data overhead only to MPR nodes. This
design aims to lower administrative data exchange and
improve scalability to network size and density.

Although OLSR is a young protocol, it is already used as
a major WMN routing protocol e.g., by the Freie Funknetze
in Berlin, Germany. It is criticized, though, for its large
energy consumption due to constant data exchange and large
topology databases.

D. HWMP

The HWMP is a mesh routing protocol that combines the
flexibility of on-demand routing with proactive topology
tree. The reactive and proactive elements of HWMP are
combined in order to enable optimal and efficient path
selection in mesh networks (with or without infrastructure).

The HWMP protocol uses a set of protocol primitives,
generation and processing rules taken from AODV, adapted
for Layer-2 address-based routing and link metric awareness.
The AODV mode is used for finding on-demand routes in
a mesh network, while the optional proactive mode sets up
a distance vector tree rooted at a single root mesh node [8].

The control messages in HWMP are the RREQ, RREP,
RERR - introduced in AODV, and an additional Root
Announcement (RANN) message. The metric cost of the
links determines which routes HWMP builds. The needed
information is propagated between mesh nodes in the metric
fields of RREQ, RREP and RANN messages [8]. The loop
free routing is ensured by the use of the sequence numbers.

In the experimental phase of this research, only the on-
demand mode of HWMP is enabled, thus it is qualified as a
reactive routing protocol.

III. SIMULATION MODELING

The group of chosen routing protocols is compared based
on an experiment using ns 2.34 network simulator (licensed
for use under version 2 of the GNU General Public License).
The choice of this simulator is motivated by its advantages,
among which are: open source code, variety of implemented
protocols and contributed code [10], as well as the reliability
confirmed by the common usage for research purposes [13].

The simulated scenarios represent a structure of a hybrid
WMN [9]. This means that all nodes have the mesh routing
capabilities. The backbone of the network is formed by more
powerful and completely stationary routers covering the
topology in shape of a regular square grid. They provide the
wireless infrastructure to the mobile users placed in random
locations, which also support meshing and improve the
internal network coverage [9].

Apart from mobility, router and mobile node properties
differ in the matter of transmission capabilities, namely the
transmitting power and the receiving threshold. On the
sending side of communication, the initial packet signal
power is regulated by a transmitting power value [10]. The
receiving is limited by a threshold, which is assigned to a
wireless node and determines the minimum value of packet's
signal power required to succeed with its delivery. If the
packet's signal power at the destination node does not reach
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the receiving threshold value, it is marked as error and
dropped by the Media Access Control (MAC) layer [10].

A. Radio Signal Propagation

The signal power fluctuates in a way determined by the
phenomenon of radio wave propagation [11], which leads to
the next issue of simulating wireless communication, namely
radio propagation models. In general, these models predict
the received signal power of each packet. There are three
propagation models in ns [10].

The free space model assumes ideal conditions with
a clear line-of-sight between the transmitter and the receiver
[10]. This model represents the communication range as a
circle around the transmitter. If a receiver is within the circle,
it receives all packets. Otherwise, it loses all packets.

The two ray ground reflection model gives a more
accurate prediction at a long distance than the free space
model, based on considering both — the direct- and ground
reflection paths. Still, this model also predicts the received
power as a deterministic function of distance representing the
communication range as an ideal circle (Fig. 1).

Those are the acceptable and commonly used
simplifications of radio wave propagation for most of
simulation based research. However, an attempt to
investigate realistic conditions requires determining the
received power at certain distance by a more complex
computation. It is due to multipath propagation effects,
which are also known as fading effects. These are taken in
consideration in the shadowing propagation model [10]. This
model redefines the calculation of the mean received power
at a distance, making it dependent on the value called path
loss exponent, which also enables a user to manipulate the
propagation mechanism in simulations.

The signal power is reduced gradually with raising
distance from transmission source, representing the
communication range as a fuzzy circle. The diagrams (Fig..
1, 2) were developed for the ns simulator and published by
the Institute of Telematics at the Hamburg University of
Technology, Germany to demonstrate the differences
between propagation models. The upper graph shows the
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Figure 2. Probability of receiving a
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probability of receiving a packet by the middle horizontal
line of nodes. The other graph is a 2D area plot representing
the probability of receiving packets as grayscale points,
where the darker the shade is — the higher the probability.

The shadowing model (Fig. 2) fulfills the description of
IEEE 802.11 physical layer definition, which implies using a
medium that has no readily observable boundaries, outside of
which stations with conformant physical layers transceivers
are known to be unable to receive network frames [11].

Furthermore the shadowing model introduces the
shadowing deviation factor, which reflects the variation of
the received power at a certain distance by time-varying and
asymmetric propagation properties [10][11]. This prevents
unrealistic representation of communication range as a circle,
which was the case for other propagation models. It is also
most probably the only way to simulate the presence of
physical obstacles causing the signal power fluctuation in
wireless network topologies. The intensity of this fluctuation
is controlled by the shadowing deviation parameter [10].

IV. RESULTS DISCUSSION

In this section, the performance of four investigated
routing protocols is compared based on the WMN
simulations with User Datagram Protocol (UDP) traffic. The
simulations were carried out for the hybrid WMN topologies
with the following settings:

Topology size width - 300m
length - 1200m

Amount of nodes total -58
mobile -36
backbone -22

Mobile node speed maximum - 5m/s

The experiments were performed in order to observe the
influence of two varying propagation parameters:

Shadowing deviation min.3 - free space
max.12 - outdoor, very obstructed
min. 2.0 - free space

max. 4.4 - urban shadowed area

Path loss exponent

The performance is measured using metrics well
describing performance of wireless networks [12][13]. The
choice of metrics was dictated by the need of both — precise
analysis as well as legible and intuitive representation.

Delivery ratio (DR) — the percentage of successfully
delivered packets calculated as the total amount of data
packets received at the destinations, divided by the amount
of all data packets generated by the sources [12].

End to end delay of data packets (EED) — the average
time passing from the moment of sending a data packet to its
delivery, measured in milliseconds [13], including all delays
such as route discovery latency, interface queuing and
retransmissions, as well as propagation and transfer times
[12]. The delay for individual hops is not measured.

Normalized routing load (RL) represents the relative
content of routing packets. Here it is expressed as the amount
of all sent and forwarded routing packets divided by amount
of delivered data packets, thus each hop-wise transmission of
a routing packet is counted [12].
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System throughput (ST) — the aggregate amount of data
measured in bytes delivered at all nodes in a given period of
time. The unit of the AT is kilobyte per second. In opposition
to the received throughput (RT) metric [12], the ST reflects
the summary amount of both — data and routing traffic.

A. Experiment 1. Impact of the shadowing deviation

The results are collated in diagrams (Fig. 3), where each
plot represents the performance of one routing protocol.

The packet DR reaches the maximum, i.e., most desired
value of nearly 65% for minimum shadowing deviation,
referring to environments with a clear line of sight (e.g., a
factory). It holds true for all tested routing protocols.
Increasing shadowing deviation lowers the DR. The decrease
for the HWMP exceeds 40%; it is smaller for AODV — ca.
35%, whereas for OLSR and DSDV protocols it does not
reach 30%. Nevertheless, the DSDV protocol is visibly the
least effective — offering more than twice smaller DR in
comparison to any other protocol. The favorites are AODV —
for the highest DR in this experiment and OLSR - for
slightly lower but more stable DR.

The same two routing protocols are leading, taken into
account the EED. The HWMP and DSDV plots show similar
results, mostly between 4 and 5s. These delays are over two
times longer than for AODV protocol. The unquestionably
best EED times are reached using OLSR protocol.

The results for OLSR seem implausibly small in
comparison to other protocols, however revising the analysis
procedure as well as manual analysis of parts of trace files
confirms correctness of these EED outcomes based on
simulations performed using the ns simulator.

AODV and OLSR produce comparable amount of
routing packets sent per one successfully delivered data
packet. For AODV it grows from circa 1.5 routing packets
for shadowing deviation equal to 3, to almost 4 for maximal
deviation. The range for OLSR is smaller but the values are
higher — from 2.4 to 4.3. This amount for HWMP is twice
smaller; also its increase trend is not as strong. The RL is
smallest and nearly stable for DSDV routing protocol. That
property corresponds with the proactive character of this
routing protocol. Nevertheless, the benefit of a small amount
of DSDV routing packets is overweighed by the
disadvantage of their large size.

ST reflects the network load and it is not predestined to
represent the speed of data transmission. The complete
observation requires collating ST versus the DR and RL
metrics. The largest ST of almost 1.7Mbps, and thus the
greatest network load is generated by the DSDV protocol.
This result confronted with low DR puts DSDV in the last
place. The correlation with stable and low RL leads to an
interesting finding. The amount of successfully transmitted
data is small; the number of generated routing packets —
smallest of all; the ST on contrary is the biggest. Then the
size of the broadcasted routing information must be very
large. The second largest ST, circa 1.1Mbps is generated for
the HWMP, followed by 600 to 700kbps for the AODV
protocol. The smallest result is reached using the OLSR.

This observation points to the conclusion that the optimal
network performance for simulated scenarios is reached
using OLSR, and the worst for DSDV protocol.
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B.  Experiment 2. Impact of the path loss exponent

Unlike the deviation, the path loss exponent does not
introduce randomness imitating the presence of encountered
obstacles, but affects the transmission range. Higher values
of path loss exponent mean faster fading of transmitted
signal power with growing distance from the source, and
thus shorter transmitting, sensing and receiving ranges.

The plots in the first diagram (Fig. 4) representing the
DR for individual routing protocols show very strong
decreasing trend (lowering DR approximately to a third).
DSDV is shown to be the least effective protocol in the
whole experiment. The similarity in DR for AODV, OLSR
and HWMP does not allow to select an unambiguous leader.
All of them note a rather constant decrease of the DR
summing up to the amounts from 53.7% to 56.8%.

The EED diagram (similarly to Fig. 3) shows significant
differences between the investigated protocols. The EED
function of the path loss exponent has a clearly visible,
strong growing trend for HWMP — from 336ms up to nearly
7.4s — respectively for values 2 and 4.4 of the investigated
parameter. The increase of EED for AODYV routing protocol
is also rather constant but considerably less intensive — from
approximately 1s to over 3s. Whereas the DSDV plot shows
a contradicting trend decreasing from 4.8s to 3.2s, which is a
rather unexpected outcome. The other interesting finding
concerns the OLSR plot. The EED is diminutive for values
from 2 to 3.2 of path loss exponent. For higher values of this
shadowing parameter OLSR protocol denotes a rapid EED
growth of the order of several seconds.

The relatively smaller EEDs for low path loss exponent
and their growth for more intensive signal fading can be
logically explained. In perfect circumstances, when the wave
propagation is undistorted and the signal power fades slowly,
a lot of data is sent directly from its source to the destination.
The decreasing range of the source and destination nodes
disables the direct transmission and forces the source to send
the packet through intermediate nodes. In this case the
propagation and transfer times are multiplied by the number
of intermediate hops and the total EED grows.

It is harder to explain the behavior of the DSDV protocol.
The relatively low DR, especially for low values of path loss
exponent, suggest that DSDV protocol, or at least its
implementation for ns manages UDP traffic routing
significantly less effectively than any other protocol.

The proactive character of this protocol is not to blame in
this case. The true reason is most likely the way of
disseminating routing information in the network. In case of
DSDV it is performed by exchanging full routing tables with
all of the currently detected one-hop neighbors. The lower
the path loss exponent is, the further the nodes' range, and
thus the bigger the one-hop neighborhood.

The big network load caused by large routing traffic, can
influence the efficiency of data transmission. This effect is
amplified by the fact that the routing messages are given
higher priority than those carrying data.

The two remaining diagrams substantiate the
assumptions made in previous paragraphs in this subsection.
The RL is smallest for DSDV, from 0.05 for low values of
path loss exponent, up to 0.8 for the strongest shadowing.
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With more intensive shadowing less and less nodes belong to
one-hop neighborhoods. For this reason a lot of broadcasted
routing information needs to be forwarded, thus enlarging
the RL. The HWMP protocol generates stable amount of
approximately 0.9 to 1.4, in the extreme case 1.7, routing
messages per one delivered UDP packet. The RL for AODV
protocol grows most intensively with the path loss exponent.
This happens because the decreasing nodes' range in mobile
network causes more changes in topology, and consequently
more frequent changes of the neighborhood, thus generating
more on-demand routing information for this reactive routing
protocol. The unexpected and fairly sudden decrease of RL
for OLSR protocol seems somewhat anomalous and,
confronted with other diagrams, gives an inkling of problems
on implementation level, resulting in anomalies observed for
more complex or particularly problematic scenarios.

The ST is the highest for the DSDV protocol, however
intensively and almost constantly growing ST for HWMP
reaches the same level of approximately 1600kbps for the
high path loss exponent values — 4 and 4.4. The level of ST
for AODV mostly reaches the values between 700 and
900kbps, which make it the most stable result.

This set of simulations has shown AODV as the most
suitable protocol for network topology environments
affected with strong shadowing. The DR obtained using
AODYV is in most cases the highest; the EED is the shortest,
and the generated ST — the lowest. For less shadowed
environments, like e.g., rural or indoor WMN applications,
the OLSR protocol seems to be the right choice. However, in
the face of the dubious accuracy of simulation outcomes for
OLSR protocol a clear and irrefutable selection of the overall
best routing protocol or protocols cannot be made.

V. CONCLUSION AND FUTURE WORKS

This paper presented an investigation of WMN
performance based on simulations with varying propagation
conditions. The simulation results gave some direct remarks
on the WMN performance, which may be used as support for
decisions on the choice of a routing protocol or aid in the
process of its design and development.

The experiment has shown that the performance,
indicated by the predefined metrics, highly depends on the
propagation conditions. The investigated protocols perform
better in scenarios with low propagation parameter values.

The oldest of the investigated protocols - the proactive,
distance vector routing protocol DSDV, performs very well
only in terms of the RL. Regarding to the relatively low DR,
long EED and high ST, DSDV efficiency is insufficient for
use in modern WMNSs even in good propagation conditions.

The main drawbacks of the hybrid protocol HWMP are
the long EED and large ST. It is, however, still a well and
reliably performing routing protocol. Its DR is considerably
good. HWMP’s strong side is the low and stable RL.
Moreover, HWMP protocol, currently developed in IEEE
802.11s standard for WMN may prove to be more efficient,
especially with parallel proactive and on-demand modes.

AODV - a reactive distance vector protocol, offers
similar DR and low stable network load. The EED is
considerably long but still acceptable. The downside is the
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sensibility to the propagation factors in case of RL. In the
experiment with shadowing deviation AODV shows an
intensive growth, but the generated RL is still adequate. In
case of the path loss exponent experiment the result is the
highest of all. Nonetheless, it is stable and robust, when
influenced by changeable propagation.

The proactive, link state routing protocol OLSR has
shown the best performance. Its EED is multiple times
shorter than any other, the ST-indicated network load is low
and the DR is among the highest. The drawback is the
relatively high RL, which makes it prone to transmission
collisions. These are, however, reduced by the MPR based
topology information dissemination mechanism. These
characteristics make the young OLSR a good routing
protocol for areas with all propagation conditions.

In course of investigations several problems, which may
create a perspective for future work, were encountered.
These are, for example, the lacking compatibility of the
routing protocol implementations as well as imprecision of
the simulator modules’ documentation.
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Abstract—This paper presents an attempt to solve Capacity
and Flow Assignment (CFA) problem, which is NP-comigte.
Meta-heuristic and heuristic algorithms are inventel in order
to find not only feasible but also effective solutin. A set of test
network instances, with provided dual bounds as aaference, is
used to: tune algorithms’ parameters, conduct expéments
and assess results. Final results provide statisit measures
derived from experiments and imply which of proposd
algorithms provides better solutions. However, théwo created
algorithms seem to be promising.

Keywords-computer networks; heuristic algorithmnsilated
annealing; flow assignment; simulation

l. INTRODUCTION

compare results provided by MSA and MHU algorithms
against dual bounds or optimum solutions. Thiscisieved
by the use oéndlib test instances [12].

The paper is organized as follows. In Section fbjpem
formulation is presented. The considered algorithims
solving such a problem are described in Section Ifl
Section 1V, neighborhood types that are used bgratgns
described in the previous section are presentefettion V
the designed and implemented experimentation system
described. The results of investigations are pteseand
discussed in Section VI. Finally, conclusions amdspects
for future are presented in Section VII.

.  PROBLEM STATEMENT
The CFA problem consists in finding such a multi-

The problems connected with design of Wide Areacommodity flow and capacity modules allocation that
Networks (WAN) are important due to its practical satisfies conditions arising from network topolodsaffic

application. Slight difference in solution qualibas a big
impact on networks maintenance cost. The issuestafork
design can be grouped in three categories: FlovigAssent
(FA), Capacity and Flow Assignment (CFA), and Tagy,
Capacity and Flow Assignment (TCFA).
optimization criteria are considered, but in mosses cost
and average packet delay are chosen.

This paper deals with CFA for WAN problem with asto

as a criterion. Demands for transfer of data batweeltiple

nodes may change during lifetime of already designe
an

network. Then, in order to reduce upkeep cost,
optimization of routing paths (flow represents g} and

capacity modules installed on links should be made.
Furthermore, solution of CFA problem can be used by
algorithms that solves more complex problem — TCFA

problem [1] [2].

CFA problem is NP-complete [3]. An algorithm of

branch and bound was proposed in [1]. Authors pEpa[4]
[5] [6] applied successfully heuristic approach&ther
heuristic approaches are discussed in [7]. Sonengliy
polynomial algorithms are described in [8]. Metasstic
algorithm MSA and heuristic algorithm MHU are prepd

in this paper, in order to solve CFA problem. Both
heuristic

algorithms are original implementation of
approaches described in [1] [9] [10]. Some cluesnfi11]
concerning integer programming are used. What ig2ram

experimentation system Ultimate Capacity and Flow

Assignment (UCFA) was designed and implementeddero
to test the proposed algorithms. This system enahde
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Different

matrix, etc.
In this paper, the CFA problem is formulated atofes$,
using notation from [12].

Constants:

D — number of demands,
E — number of edges,

V — number of vertices.

Indices:

d=1, 2, ...D-demands,
e=1,2,..E-edges,

v=1,2, ...V - vertices,

k=1, 2, ... K- capacity module type,

p=1,2,...Py— paths for demand.

Indexed constants:

Py — number of paths for demadd

hy — value of demand,

C.— capacity of edge,

M, — size of the link capacity module of tyke

degp - €quals 1, if linke belongs to path of demand,
equals 0, otherwise,

Ee - cost of module typk for edgee.

Variables:

Xgp — flow allocation vector.

Obijective:

min F = E Z-"rf;" 1]
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Constraints:

Z Ham = ha. d = 1.2....D, 22

o

Zd Zp ErapXap = E:L_M;L. e =1.2, ... E (3]
lll.  ALGORITHMS

A. MSAalgorithm

multi-commodity flow is calculated. In this way, we
neighbor solution is generated. The step descritede is
repeated given number of times (algorithm’s input
parameter), or when there are no more links avail&dr
modification. In any iteration, solution with besjective is
chosen. The result is used as a base solutionhémext
iteration. In the case when the solution generateshe of
iterations is not feasible, because it is not fmssio find
multi-commodity flow, algorithm proceeds using hdsist
known, feasible solution.

MSA algorithm is based on meta-heuristic approach

known as Simulated Annealing (SA). SA algorithmtates
process of annealing applied in metallurgy. A deson of
SA can be found in [13]. Key factors for SA algbnt are
the way the “neighborhood” is represented and thg the
“moves” are made. These factors are closely reltieithe
problem which is to be solved by SA. “Moves”, whictake
a significant difference between “neighbors”, sliblde
made in high temperatures. However, when the tesmyrer
is close to end temperature, “moves” should bénslighis is
the adaptive divide-and-conquer effect [10].
MSA algorithm uses two types of neighborhood:
» Single Random Any Capacity (SRAC),
» Single Random Decrease Capacity (SRDC).
The former is used as default, while the latter isnesed
when the temperature of current iteration is cleseend
temperature. SRAC and SRDC are described below.
MSA input parameters are:
* number of possible paths for demaniPath,
» start temperaturé,
* end temperaturg,
» temperature interval
» iterations numbek.

IV. NEIGHBORHOOD

This section clarifies the concept of neighborhased
for solving CFA problem. Neighbor solution is a new
solution that is, in some way, modified when conepato
the previous one. In CFA, the problem it consi$ts o

» link configuration vector.

» demand routing vector.
Link configuration vector consists of elements esgnting
capacity modules installed on following links. Ragt of
demands is also represented by vector. Followiegehts
are indexes of paths available for given demand. dbe
available paths for each demand is created onderebe
neighboring solution is generated. In order to terehis set
algorithms like Dijkstra’s, Bellman- Ford’'s or K-
ShortestPath’s algorithm can be used. Quantity athg
found for each demand can be done arbitrary or irafy.

A. Single Random Any Capacity (SRAC)

In this method of obtaining neighboring solution,
operations are made on both link configuration dachand
routing vectors. Index of link, that will be modid, is
drawn. Then, an index from the list of availablgagity

Best values for above parameters are derived frorfiodules is drawn. Drawn capacity module is inseftid

experiments.
B. MHU algorithm

vector replacing previously installed capacity nledin
according to drawn link index. For example, in Flglink
that index is 5 was drawn. Capacity module instiadie this

MHU algorithm is based on a concept presented Jn [1link in base solution is 128kbps. Neighbor solutitas on

which suggests that neighborhood solutions of CFblem

should be browsed in directed way. Direction shdaddthe
“excess of unused capacity”. In other words, ifofging

iterations, links chosen for modification are nandomly
chosen like in MSA algorithm, but according to raount
of unused capacity. Such an approach results frirffagase
of solution quality. Kasprzak [1] claims that suapproach
can lead to optimum solutions.

MHU algorithm starts its operation by
maximum capacity modules on links. Multi-commodityw
is found, and objective is calculated. If it is npuissible to
find multi-commodity, the problem is unsolvables&]| the
link that has the biggest excess of unused capacdiyosen.
Bandwidth of this link is reduced to previous capac

module from increasing sequence of available cépaci

modules for given link. If capacity module alreddgtalled
on this link cannot be decreased (is already ifirsequence),
next link with biggest excess of unused capacighissen. If
none of links can be modified, algorithm stops. ©rlee
capacity module installed on chosen link has beedified,
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installing

that link capacity module whose bandwidth is 51skb
because index 8 was drawn as a pointer for aflisajpacity
modules.

index | Module |

oy /\)/\ 1 2
L5 > 2 | 4
4 Jes* 3 | 8

4 16

5 | a2

6 | 64

7 | 128
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9 | 512

10 1024
1 2048
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I Index

32| 512] 18] 32[128] 128] 1024] 16] 256] B4
(112134 6] 7 |8] 910

v
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[C_Index 112 3]« 61 7 [ala[i]
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Figure 1. SRAC neighborhood generation scheme.
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Other links are left unmodified, according to baséution. are stored. Summary file can easily be used in ipheilt
Demand routing vector is created anew. For eachaddm editors, due to its CSV structure.
path’s index from list of available paths is drawn.
VI.  INVESTIGATION
B. Single Random Decrease Capacity Three complex experiments were conducted in order t
This method of creation of new neighboring solutien tune algorithms’ efficiency and carry out reliabemparison
similar to SRAC method, described in previous secti of MHU and MSA algorithms. These experiments concer

Main difference lies in the way capacity moduledséwn  « influence ofkKPath parameter in MSA algorithm,
link is Changed. |nStead of rand_om Change of C_digpaCI . parameters Setup in MSA a|gorithm,
module, lower capacity module is used, on conditibn «  solution quality gain in MSA and MHU algorithms.

exists. For example if drawn link index is 6, ottys link is Each experiment was performed with the use of UCFA
modified. If capacity module installed on that livkas — gyperimentation system. In the first and in the osec

64kbps, and the lower capacity module is 32kbpenth eyperiment, the three network instances were used:
32kbps capacity module is installed. Demand routiector pdh, dfn-bwin, nobel-german.

is created anew, like itis in SRAC method. Each test was repeated 5 times for a given set of
V. EXPERMIENTATION SYSTEM parameters on a given network instance. In thed thir
dexperiment, the six network instances were used:

Experimentation system called Ultimate Capacity an dfni-bwin, nobel-eu, nobel-germany, pdh, norway, dfr-gwin.

Flow Assignment (UCFA) was created in order to edBFA

problem with a use of MHU and MSA algorithms. Syste In order to eva_luate the algorithms, the two ingicé
possesses user friendly Graphical User Interfacei)G Performance were introduced:
which facilitates experimentation. UCFA enables agio * gap to dual bound,
other things following options: *  gap to base solution. _
«  Choice of test instances. Both indices are expressed in percents. Equati®nand
«  Choice of algorithm. equation (5) show how these measures are calculated
*  Setup of input parameters. Flrerrant) — dnalhond
e Multithreaded tests. Agzer= . 1_[][]) o (4)
» Live progress preview. dualbound
* Solution save. )
¢ Results summary save. Jp—— (F(’Fm‘ﬂ — Flewrront) . 1_[][]) 04, )
Test instances are delivered with the experimeantati ’ Flourrent)

system. Every instance possesses scheme reflaubidegs ) i
and links allocation. All instances are importednfirsndlib F(current)denotes the cost of a current solution, while
library [12]. This guarantees that instances halways not  F(first) denotes the cost of the first solution, and
only at least one feasible solution, but also pfeslitest data dualbound is the cost of dual bound.

is derived. f(om real systems, what .makes the sionl®.  »  «path influencein MSA algorithm

more realistic. Furthermore, information about retwand _ ) _

problem parameters are available, as well as irgtom This experiment concerns influenceKfPath parameter
about dual bound for problem or best solutions agm by onto solution quality. This parameter cjet_ermllnemharl of
other scientists. As a result, the solutions oethiwith the  different paths for each demand what is in directedation

examined algorithms can easily be compared to boahd, with number of possible routing combinations. Tatues of
or to other known solutions. KPath values were considered. These values range frtam 1

In UCFA experimentation system, a user can choosd0- Fig- 2 presents results of the performed expent.
between MSA and MHU algorithms. Each of them ha
configurable set of parameters. In case of MSAsehe 150
parameters are: number of possible paths for demand
KPath, start temperatur&,, end temperaturé,, temperature
interval z, iterations numberL. In case, of MHU the
parameters ar&Path, and iterations numbér.

Multiple tests can be run in parallel; the onlyitamtion is
performance of platform, on which the tests aredein.
Each test can be paused and resumed or cancetlezhcA
stage of performing process the current resultsheasaved.
Solution file format is XML, what facilitates eagyegration
with other simulators and benchmarks.

Results of tests are appended into summary filegrevh KPath
information on algorithm type, its parameters, 8ot cost,
gap between dual bound and solution, simulatiore tietc.

I:ll:l
100 ———0dg

so - O8o0pgg

Gap to first solution[%]

Figure 2 KPath influence in MSA algorithm.
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One can observe that, .. value is biggest foKPath
equal to 1. However, this value must be rejectecarhnot be
used, because in case when number of available fath
demand equals 1, then demand can flow along ordypaih,
what means the flow is always same. When flow isagb
same, solved problem is no longer CFA problem, dnly
capacity assignment problem! Due to this f&Rath cannot
equal tol.

Having rejected first best valu&Path parameters 2, 3
and 4 should be considered. All of them guarante®st
same solution efficiency gain (over 100%Path = 4 seems
to be the best choice, because it enhances quanitity
possible demand flow combinations, while gap tostfir
solution stays at same high level like when chapsin
parameters 2 or 3.

KPath values larger than 4 are not to be considered

because it can be easily noticed, that they vaktlyrease
solution quality. Furthermore, during experimentas not
always possible to find more than 4 different pdtirseach
demand.Nobel-germany is an example of such network. If

KPath parameter was set to value higher than 4, man

networks would be unsolvable.

B. Parameterssetup in MSA algorithm

This experiment concerns the parameters tuninyifeA
algorithm. Eight parameter configurations weredgsiable
1 presents names of configurations mapped to pasasne
setup. It was assumed that each configuration diresblt in
circa 100 000 total number of iterations. This agstion
was made because of performance of available fesbrn.
What is more it is assumed that temperature inteisa
always set to 0.9 and final temperature is of le Tinst
assumption followed [10], but the second was doge b
authors of this paper on the basis of the rest@igsadiminary
experiments.

TABLE I. CONSIDEREDMSA PARAMETERS CONFIGURATIONS
Configuration |(KPath | Ts |Tk| t L
Configuration 1 4 4000p 1 | 0.9 1000
Configuration 2 4 4000 1 0J92000
Configuration 3 4 200/ 1 0492000
Configuration 4 4 13 1 0.94000
Configuration 5 4 5 1} 0.96000
Configuration 6 4 35| 1 0/98000
Configuration 7 4 28| 1 0/,90000
Configuration 8 4 15| 1 0/®5000

The average gap to first solutién,;z-r was calculated
for each configuration. Results are presented @n &i One
can observe that configuration 8 delivers highestit®n
quality gain (133%). Configurations 5, 6 and 7 haesy
similar gain (over 130%). However, Configurationgilzes
only 104% of average improvement. This shows tlights
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difference in parameters setup results in big difiee
between qualities of solutions.

140
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Gap to first solution[%)]
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Figure 3. Average gap to first solution for MSA@ilighm.

Before one of configurations is chosen as best one,
ore calculation of measures (indices) is done.in@gtic
ases (maximum gaps) for each configuration arevshio

Fig. 4.

For all the configurations, maximum gaps are around
10% better than average gaps. The trend observed in
previous chart remains same. Configuration 8 i again;
Configurations 5, 6, 7 have quite similar results it
Although in this case difference between Configorai8,
and other configurations is higher than previously.
Configuration 1 remains worst again.

Taking into consideration result presented above,
Configuration 8 is chosen as the best one. Thuk, al
experiments concerning MSA algorithm are advisedédo
performed using Configuration 8.

Gap to first solution[%)]

Figure 4. Maximum gap to first solution for MSAgatithm.

C. Solution quality gainin MSA and MHU algorithms

This experiment was designed in order to compare
solution quality gain over first solution deliveréy MSA
and MHU algorithms. Parameters used for MSA arertak
from previous experiment, e.g., configuration 8 wsed.
Both algorithms uselPath parameter set to 4.

Fig. 5 presents the results obtained with the figdA
algorithm. Three cases are considered: optimiséissimistic
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and average. In the worst case, MSA guaranteegisolu
quality gain of 121 %, what is not far from averagen of
138%. In the best case 163% gain is possible.woith to
mention, that all these values are average valigrs fll
tested instances. Hence, it is possible, that iacifip
conditions these values can even be higher.

The same relation can be observed for results redlai
with the use of MHU algorithm (see Fig. 6). Oncerentirree
cases are considered: optimistic (maximum), pessini
(minimum) and the averaged. One can easily notie t
solutions obtained with a use of MHU are of beteality
than in the case of MSA algorithm. The pessimistise is
circa 50% better than optimistic in MSA algorithAverage
quality gain in MHU algorithm is 239%, but in bestse it is
possible to get 261% improvement of solution in panson
to the base solution.

121

Gap to first solution[%]

&min #max %avg

Figure 5. Minimum, maximum and average gap to ficdtition for MSA.

261

Gap to first solution[%]

Zmax #wmin %avg

Figure 6. Minimum, maximum and average gap to fidtition for MHU.

VII. CONCLUSION AND FUTURE WORKS

In this paper capacity and flow assignment probiérat
is NP-complete [3], were discussed. For this puspdao

Additional effort to tune parameters of createdathms
was taken. As a result, set of parameters thatovepguality
of solutions delivered by algorithms is proposethalty,
both algorithms are examined to check solutionslig
gain over first solution. MSA delivers result whigave
average gain of 138%, while MHU algorithm improvese
solution 239% in average.

The results of both algorithms are satisfying. Véédve
that further solution improvement is still possibRrospects
for future are using ideas presented in [14] [15¢/uding
new configurations of parameters for MSA, or making
simulation along with multistage experiment desigits
seems highly probable, that these two ideas widlltein
quality improvement of both algorithms.
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Wireless Home Automation Network Stability Testing
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Abstract - This paper describes stability testing of the new
wireless communication platform for home automation. In the
paper is description of two test-cases for wireless
communication parameters evaluation to determine the limits
of stability and low error rate. The paper also describes used
statistical method and discusses testing results together with
the main advantages of tested wireless communication
platform. This new wireless communication platform was
designed and developed especially for home automation and
telemetry projects and test case results prove suitability of this
wireless communication technology for home and office
buildings environment.

Keywords - Home Automation; IQRF, Wireless communication;
Stability testing.

l. INTRODUCTION

With the advance of networking technology and wireless
communications, the popularity and the applications of
Wireless Sensor Network (WSN) are increasing. Current
trends show that the Wireless Sensor Networks will be an
integral part of our lives, more than the present-day personal
computers [1][2][3].

Usage of Wireless Sensor Networks with low energy
demands, low weight and intelligent networking features
seems to be the most cost effective solution for many
application areas. These devices incorporate wireless
transceivers so that communication in short distances over a
Radio Frequency (RF) channel is enabled. Wireless Sensor
Networks can be used for many applications in various
application fields such as automation of the buildings,
machines, in the monitoring product quality or conditions at
agriculture, medicine, and healthcare.

A general overview of available wireless solution
targeted to the small home automation applications and their
main parameters and limitations is described in Section II.
Following chapter defines test cases and issues of testing of
the wireless communication platforms. Statistic tool and
evaluation method is described in the Section IV followed by
the measured results in Sections V and VII. Conclusion of
final measured values and their short assessment is in the last
Section VII.

Il.  STATE OF THE ART

There are available different wireless communication
solutions from different vendors on the market place. These
solutions support different network topologies. Many of
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them are based on 802.15.4 [4] standard defining Physical
Layer (PHY) and Media Access Layer (MAC) for Low Rate
Wireless Personal Area Networks (LR-WPAN). In most
cases they work on non-licensed wireless communication
bands.

Probably, the most known standardized protocol that
works on non-licensed bands is Zigbee [12]. It is a solution
based on the IEEE 802.15.4 standard prepared by the Zigbee
Alliance [5]. This standard was developed by consortium of
industrial companies especially for building automation
[6]1[7]. There are also special applications for industrial
control, e.g., [8] [10] on remote access to the system and
using small, independent wireless devices, [9][13][14] on
building automation and telemetry applications, or an alarm
system suitable for pervasive healthcare in rural areas [11].
Among the proprietary solutions, reference can be made to
the technology of MiWi launched by Microchip Technology
Inc. [15]. MiWi is based on the aforementioned standard but
simpler than Zigbee from the implementation point of view.
This technology does not support direct cooperation with
Zigbee devices. From other solutions available on the
market, mention would be made, for example, of the solution
promoted by Z-wave alliance [16][17].

These solutions have disadvantage in attempt on being a
universal solution targeting every kind of applications. It
brings heavier protocols, more difficult and more expensive
implementations, lower reliability, and increased network
complexity.

Effectiveness of Wireless Sensor Networks (WSN) relies
on the communication parameters of interconnected sensors’
nodes, which are typically transmitting power, baud-rate,
error-rate and their detection range or sensitivity to received
signal.

These WSN technologies are determined especially for
monitoring environmental and physical conditions, such as
temperature, pressure, sound, vibration, humidity, and
motion. WSNs applications are often used to perform many
critical tasks and sensor networks applications have to meet
strict rules and parameters to reliably and error-rate.

A failure of a component or components of a network
can result to malfunction in the area of sensing, data
processing, and communication. From this point of view it is
necessary to evaluate the availability and reliability of
application services as two important dependability
factors [3].
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I1l.  TEST CASE DESCRIPTION AND PROBLEM DEFINITION

Small battery operated wireless sensor nodes are in our
network used for automatic inventory system. This
application not only expects wireless signal coverage but
also need undisrupted service and reliable connectivity. The
key aspect of wireless channel is the monitoring and
evaluation of the channel quality. Most of the models of
radio wave propagation involve questions related to the "free
space” radio wave propagation [18].

Radio waves emit from a point source of radio energy,
traveling in all directions. Obstacles such as physical and
structural components of a building, furniture and fixed or
movable structures, or the ground can impact signal
propagation paths. Especially ferrous materials, such as steel
and iron, can drastically alter signal propagation
characteristics, communication distances, link quality, and
many other factors [19].

Reflection, diffraction and scattering cause radio signal
distortions and give rise to signal fades, as well as additional
signal propagation losses. Indoor use of wireless systems
creates the necessity for evaluation of indoor radio (RF)
propagation. Any obstacles in the pathway would be harmful
to RF transmission, radio signals penetrate of obstacles in
ways that are very hard to predict. The final composite signal
is made up of a number of components from the various
sources of scattered and diffracted signal components or
reflections from different directions.

To better understand this effect in our test case we at first
evaluated the communication characteristics when sensor
nodes were placed in various locations and distances.
Absorption of RF energy results in loss of signal strength and
reduced transmission distances. RF signals from wireless
sensor nodes are air radiating from a transmitter and
propagating through a medium in all directions. We need to
understand the communication distance of individual nodes
as well as to evaluate how and where to install the nodes.

The WSN in this application test case is based on the
IQRF wireless communication platform for industrial and
home automation. This is the technology that was
specifically developed for wireless sensor mesh networks by
Microrisc company [20]. Typical application scenario of
home automation with IQRF communication technology for
a smart house is shown in the Fig. 1. The main parts of the
platform are covered by Czech and US patents [21][22][23].
For our experimental purposes, the standard IQRF
components and development tools have been used. This
wireless solution could be used for wireless connectivity
necessary for telemetry, remote control, displaying of
remotely acquired data, connection of more equipment and
building automation. Implementation of IQRF transceiver
modules works in non-licensed communication bands,
license-free ISM bands 868 MHz in EU, 916 MHz in US,
433 MHz in EU, US and other countries.

Basic features of the IQRF communication platform are
especially extra low power consumption (1 pA in the sleep
mode and 35 pA in the on-line mode), available networking
functions, programmable RF power up to 3.5 mW, SW
selectable in steps, up to 170 m communication range, 15
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kb/s (optionally 100 kb/s) RF bit rate. A transceiver module
is the basic communication component needed for realization
of wireless RF connectivity and can work as a node or a
network coordinator. The IRQF modules could be integrated
into any electronic device via SIM card connector. The low
power consumption predetermines these modules for battery
powered applications. The transceiver module is equipped
with the IQRF operating system supporting functionality for
the user application. There are RF functions for transmitting,
receiving, network bonding, routing, main parameters
configuration, EEPROM access functions, and 11C and SPI
communication functions. Data processing, for example,
encoding, encryption, checksums, adding headers, is
evaluated automatically by IQRF operating system during
the communication. The other functions of operating system
are three buffers and some other auxiliary functions. IQRF
operating system is buffer-oriented and allows sending up to
32 bytes in one packet.
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Figure 1. Block diagram of the telemetry and control for smart house
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This application test case demonstrates simple data
collection from wirelessly connected sensors. The network
used for our experiment consists of one coordinator and a set
of communication units. This is the basic star network
topology where a sensor network is created around a core
coordinator. The packet is wirelessly sent by operating
system to the coordinator and the quality of the
communication is statistically evaluated.
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IV. TEST CASES AND USED DATA EVALUATION METHOD

For wireless communication parameters measurement
were used two basic tests-case scenarios. The first one
examined communications’ parameters and wireless
technology limits under typical building environment with
the set of rooms separated by the plasterboard walls and the
second set of measures was done in the long hall without any
physical obstacles to test free space signal propagation.

A. Statistical description of the wireless network stability

The binomial distribution B(n,p) with parameters n and p
gives the discrete probability distribution of independent
observations by the number of observations in the group that
represent one of two outcomes. This distribution describes
the behavior of a count variable X if the number of samples n
is fixed, each sample represents "success" or "failure", each
sample is independent, and the probability of "success” p is
the same for each outcome.

The binomial distribution gives the approach to
dependability evaluation for wireless communication. We
expect that in the stable wireless network each type of
outcome has a fixed probability and by evaluation of the
proportion of individuals in a random sample we could
evaluate the stability of the network. They are the sequences
of independent transfers in the communication model with
two possible outcomes (“*success” or "failure™).

B. Statistical description of the wireless network stability

We extract samples of a certain size from the ongoing
Wireless Sensor Network in our case study related to the
stability testing of the channel quality. There are the
sequences of independent transfers with two possible
outcomes (“success” or "failure™) in this experimental
situation. The fraction or proportion of "failure" items can be
expressed as a decimal or as a percent (when multiplication
by 100 is used).

From the statistical point of view, the number of failures
is the random variable. Common-causes and special-causes
are the two distinct origins of variation in a system.
Common-cause variation is the noise within the system and
is inherent to the process. It could be removed by making
modifications to the process. Special-causes are unusual, not
previously observed variation, which is inherently
unpredictable. There are only common-causes in the stable
system and the statistical monitoring and control could be
used for stability evaluation.

Each run that is accomplished is then a realization of a
Bernoulli random variable with parameter p. The binomial
distribution B(n,p) with parameters n and p gives us the
discrete probability distribution of these independent
observations. If a random sample of n units of transfer
realization is selected and if k is the number of units that are
nonconforming, the k follows a binomial distribution with
parameters n and p according to following equation

P() = (D (1 —p)" % Vk;k=0,1,...,n
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(1)

We expect that in the stable wireless network each type
of outcome has a fixed probability and by evaluation of the
proportion of individuals in a random sample we can
evaluate the stability of the network in setting condition. For
the stability evaluation can be used the np-chart as Shewhart
control chart with underlying binomial distribution. The
sample size is constant and the number nonconforming is
plotted against the control limits. The control limits are
defined as a

np  3ynp(1 - p),

where n is the sample size and p is the estimation of the
long-term mean. Rational subgroups for our testing are
composed of the transfer of packets under essentially the
same experimental conditions.

V. STABILITY EVALUATION OF INDOOR RF
PROPAGATION (THE TEST CASE OF MORE RF PROPAGATION
OBSTACLES)

In this application test case, there were five transmission
units in five various rooms each separated by the
plasterboard partitions. There are two changed factors in this
experiment: eight various levels of transmitting power and
the daytime. In each run, there was 80 data transfer
execution, which each consists from 500 data frame. The
number of failures in the communication was then evaluated.
The results from this first experimental test case are
summarized in the Fig. 2. There are two factors influencing
the results. The mark (a) in the graph highlights the
independence of the number of failures on the RF power. For
the distance that is higher than 5 meters it is necessary to
optimize the RF power value. The mark (b) in the graph
highlights the special-causes variation. Experimental results
were evaluated by using the np control charts (see Fig. 3 and
Fig. 5). An np-chart is a plot of the number of defective
items observed in a sample where n is the sample size and p
is the probability of observing a defective item when the
system is in control without affection of special cause
variation. The observed number nonconforming (NP) is
plotted against the control limits (UCL — Upper Control
Limit, LCL — Lower Control Limit), which are statistically
determined.

For the purpose of statistical evaluation of this wireless
communication, experiments were used np control charts.
The results of this analysis are summarized at the control
charts (Fig. 3 and Fig. 5). The fluctuation of the points
between the control limits (UCL, LCL) is due to the common
cause variation. Any points outside the control limits related
to the six standard deviation rule could be attributed to a
special-cause variation. There are some cases where special-
causes are affecting the results. Out of control points are
marked as “1”. Overall interpretation of created np control
charts for this part of experiment leads to these conclusions:

e The higher distance between the transmitter and receiver
is in the relation to the special-cases variation existence
and communication failure.

2
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e The higher RF power gives the higher probability for
wireless communication without failures.
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Figure 2. Wireless stability evaluation (the test case of more RF
propagation obstacles)
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Figure 3. NP chart of wireless stability evaluation for the measurement

at 6 p.m. (the test case of more RF obstacles)

VI. STABILITY EVALUATION OF INDOOR RF
PROPAGATION (THE CASE OF THE FREE SPACE RF
PROPAGATION)

In this part of the experiment, there were five
transmission units in five various places in a region, which is
free of all objects that might absorb or reflect radio energy.
Eight various levels of the RF power and the various daytime
are changed in this experiment. In each run there was 80 data
transfer execution, which each consists from 500 data frame.
The number of failures in the communication system in this
configuration was then evaluated. The results from this part
of experimental test case are summarized in the Fig. 4.

We could see that there are some communications
problems related to the setting of the RF power. The RF
power needs the optimization according the distance between
the transmitter and receiver. These situations are in the Fig. 4
depicted by mark (a).

Communication with the fifth transmitter unit located in
the distance 25 meters for the receiver is affected by special
cause variation in this case. This is the limiting distance that
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the signal is able to penetrate at the building environment in
this experiment configuration.
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Figure 4. Wireless stability evaluation (the test case of the free space
propagation)
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Figure 5. NP chart for wireless stability evaluation (the case of the free
space propagation, 4 p.m.)

The mark (b) in the Fig. 4 is related to the
communication failure and the special cause variation case.

The number of communication problems in comparison
to the case of more RF propagation obstacles is smaller. The
requirements for higher RF power are smaller and the overall
stability is better. The higher RF power gives the higher
probability of wireless communication without failures.

VII.

IQRF is a new wireless communication platform
especially designed and developed for specific requirements
from home automation and telemetry. One of the main aims
was to offer wireless platform to developers of the end user
devices that allows rapid development without necessity of
stack implementations. As a typical representative of the
low-cost wireless communication technology IQRF presents
ideal solution for home automation and office or light
industry applications. As such, this platform was designed
especially for home automation and telemetry applications.

CONCLUSIONS

No. of run [-]
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Proposed test cases have proved suitability of this
technology to typical application scenarios, test their real
communication parameters under buildings environment and
determine limits. Based on the statistical result of measured
data analysis can be set optimal node distance and output RF
power to communication defects ratio. Output RF power
influences power consumption and then operation time.
Optimal combination of distance and output RF power in
specific operation conditions under different environments is
therefore highly needed and can significantly improve
operation time and minimize communication failures.

Real tests proved wireless communication abilities of
IQRF, which fits to the requirements for usage in home
automation and telemetry applications and also in the
currently developed automatic stochastic system.

ACKNOWLEDGMENT

This research has been supported by ARTEMIS JU in
Project No. 100205 POLLUX - Process Oriented Electronic
Control Units for Electric Vehicles Developed on a multi-
system real-time embedded platform, by the Czech Ministry
of Industry and Trade in projects FR-TI13/254 OPT - Open
Platform for Telemetry and by the CZ.1.05/1.1.00/02.0068,
OP RDI CEITEC - Central European Institute of
Technology.

REFERENCES

[1] Akyildiz, F., Weilian, S., Sankarasubramaniam, Y., and Cayirci, E.: A
Survey on Sensor Networks, IEEE Communications Magazine, pp.
102-114, August 2002.

[2] Akyildiz, F., Wang, X., and Wang, W.: Wireless mesh networks: a
survey, Computer Networks, no. 47, pp. 445-487, January 2005,
d0i:10.1016/j.comnet.2004.12.001.

[3] Taherkordi, A., Taleghan, A., and Sharifi, M.: Dependability
Considerations in Wireless Sensor Networks Applications, Journal of
Networks, vol. 1, no. 6, pp. 28-35, November 2006.

[4] Naris, L. and Benedetto, G.: Overview of the IEEE 802.15.4/4a
standards for low data rate wireless personal data networks., in 4th
Workshop on Positioning, Navigation and Communication 2007
(WPNC 07), 2007, pp. 285-289.

[5] ZigBee: (2009, May) ZigBee Aliance Web Pages. [Online].
HYPERLINK "http://www.zigbee.org" http://www.zigbee.org , Last
accessed on 27 December 2011, <retrieved: 1, 2011>.

[6] Evans-Pughe, C.: Bzzzz zzz [ZigBee wireless standard], IEE Review,
pp. 28-31, March 2003, 0953-5683.

[7]1 Gill, K., Yang, H., Yao, F., and Lu, X.: A ZigBee-Based Home
Automation System, IEEE TRANSACTIONS ON CONSUMER
ELECTRONICS, pp. 422-430, May 2009.

Copyright (c) IARIA, 2012. ISBN: 978-1-61208-183-0

(8]

(9]

(10]

(11]

[12]

(13]

[14]

[15]

[16]

[17]

(18]

[19]

[20]

[21]

[22]

(23]

Gill, K., Yang, H., Yao, F., and Lu, X.: A zigbee-based home
automation system, Consumer Electronics, IEEE Transactions on, pp.
422-430, March 2009, 0098-3063.

Edgan, D.: The emergence of ZigBee in building automation and
industrial control, Computing & Control Engineering Journal, pp. 14-
19, April-May 2005.

Zualkernan, A., Al-Ali, R., Jabbar, A., Zabalawi, 1., and Wasfy, A.:
InfoPods: Zigbee-based remote information monitoring devices for
smart-homes, Consumer Electronics, IEEE Transactions on, pp. 1221-
1226, August 2009.

Casas, R., Marco, A., Plaza, |., Garrido, Y., and Falco, J.: ZigBee-
based alarm system for pervasive healthcare in rural areas,
Communications, IET , pp. 208-214, February 2008.

Poole, I.: What exactly is... ZigBee?, Communications Engineer , pp.
44-45, August-September 2004.

Ciardiello, T.: Wireless communications for industrial control and
monitoring, Computing & Control Engineering Journal , pp. 12-13,
April-May 2005.

Gomez, C. and Paradells, J.: Wireless Home Automation Networks:
A Survey of Architectures and  Technologies, IEEE
COMMUNICATIONS MAGAZINE, vol. 48, no. 6, pp. 92-101, June
2010.

Flowers, D. and Yang, Y.: MiWi Wireless Networking Protocol
Stack, 2010. [Online]. HYPERLINK
"http://www.newark.com/pdfs/techarticles/microchip/AN1066_MiWi
AppNote.pdf", Last accessed on 27 December 2011, <retrieved: 1,
2011>.

Gomez, C. and Paradells, J.: Wireless home automation networks: A
survey of architectures and technologies, Communications Magazine,
IEEE , pp. 92-101, June 2010.

Walko, J.: Home Control, Computing & Control Engineering Journal,
pp. 16-19, October-November 2009.

Rappaport, T.: Wireless Communications: Principles and Practice.
Prentice-Hall, Englewood Cliffs, NJ: IEEE Press (The Institute of
Electrical And Electronics Engineers, Inc.), 1996, ISBN: 0-7803-
1167-1.

Sun, Z. and Akyildiz, F.: Channel Modeling and Analysis for
Wireless Networks in Underground Mines and Road Tunnels, IEEE
Transactions on Communications, vol. 58, no. 6, pp. 1758-1768, June
2010, ISSN: 0090-6778.

Microrisc: (2009, May) Microrisc Web Page. [Online].
HYPERLINK "http://www.microrisc.cz/new/weben/index.php"
http://www.microrisc.cz/new/weben/index.php, Last accessed on 27
December 2011, <retrieved: 1, 2011>.

Sule, V.: Czech Republic Patent - A method of accessing the
peripherals of a communication device in a wireless network of those
communication devices, a communication device to implement that
method and a method of creating generic network communication,
PUV 18679, 2008.

Sule, V.: US Patent - Method of coding and/or decoding binary data
for wireless transmission, particularly for radio transmitted data, and
equipment for implementing this method., 7167111, 2007.

Sule, V., Kuchta, R., Vrba, R.: IQMESH implementation in IQRF
wireless communication platform, In 2009 Second International
Conference on Advances in Mesh Networks, pp. Pages 62-65, 2009,
ISBN 978-0-7695-3667-5.

43



ICN 2012 : The Eleventh International Conference on Networks

Band-Pass Filters for Direct Sampling Receivers

Pavel Zahradnik, BoriSimak and Michal Kopp Miroslav VIcek
Department of Telecommunication Engineering Department of Applied Mathematics
Czech Technical University in Prague Czech Technical University in Prague
Prague, Czech Republic Prague, Czech Republic
zahradni, simak, koppmich@fel.cvut.cz vicek@fd.cvut.cz

Abstract—A robust analytical design procedure for high per- The transfer function of the filter is
formance digital equiripple band-pass finite impulse respase
filters for direct sampling receivers is introduced. The filters are

—k
optimal in Chebyshev sense. The underlaying generating fuation H(z) = Z h(k) z
of the equiripple approximation is the Zolotarev polynomia. The k=0
closed form solution provides a straightforward evaluatio of the n 1
filter degree and of the impulse response coefficients from ¢h =z""|h(n) + 2Zh(ni k)= (zk + z*k)
filter specification. One example is included. The robustnesof 1 2
the design procedure is emphasized. n
N N

Keywords-FIR filter; band-pass filter; equiripple approxima- =z Za(k) Ti(w) = z7"Q(w) @)

tion; Zolotarev polynomial; direct sampling; digital receiver; k=0
where
Tk (w) = cos(k arccos(w)) 3)

I. INTRODUCTION
is Chebyshev polynomials of the first kind. The function

Direct sampling receivers are based on the sampling and n
processing of the amplified radio-frequency (RF) signal in- Q(w) = Za(k:) Tr(w) (4)
comming from the aerial. The selectivity in the RF signal k=0

is obtained using narrow-band band-pass (BP) digital $ilter

Because of the high ratio between the pass-band frequedcy g?Presents a polynomial in the variable
the bandwidth of the filters, high performance digital fiter _ 1( g ©)
are required. Such filters can be used in the receivers with w=pleTs

direct intermediate frequency (IF) sampling and in frequen
analyzers as well. Because of the inherent stability andlmse

of the linear phase the digital finite impulse response (FII‘-%
filters are preferred. A filter is optimal in terms of its lehgt w = cos(wT) . (6)
provided its frequency response exhibits an equiripple)(ER

behavior. In [1] we have introduced an analytical design

procedure for the digital ER notch FIR filters. Here, we pnése

an analytical design procedure for the ER BP FIR filters. The I1l. GENERATING POLYNOMIAL

proposed design procedure is based on Zolotarev polynsmial
[2]-[5]. We present here the closed form solution for theigies
of ER BP FIR filters. It includes the degree equation a
formulas for the robust evaluation of the impulse respong$1
coefficients of the ER BP FIR filter. w

which on the unit circlez = 7“7 reduces to the real valued
sero phase transfer function (ZPT®E)w) of the real argument

An approximation of the frequency response of a filter is
n%ased on the generating function. The generating function o
ER BP FIR filter is the Zolotarev polynomidl, ,(w, k)
ich approximates a constant value in equiripple Chebyshe
sense in two disjoint intervals-1, w;) and (w2, 1) as shown
in Fig. 1. The lobe with the maximal valug, = Z,, 4(wm, )
is located inside the intervglv, , w2). The notationZ,, ,(w, k)
emphasizes the fact that the integer valusounts the number
_ _ of zeros right from the maximunw,, and the integer value
We assume the impulse resporigé) with odd lengthV' = ¢ rresponds to the number of zeros left from the maximum
2n + 1 with even symmetry wm. The real value) < x < 1 which is in fact the Jacobi
elliptical modulus affects the maximum valug, and the
a(0) = h(n), a(k) =2h(n—k)=2h(n+k),k=1..n. width ws — wy of this lobe (Fig. 1). For increasing the
(1) value y,, increases and the lobe broadens. E. |. Zolotarev

Il. ZEROPHASE TRANSFERFUNCTION

Copyright (c) IARIA, 2012. ISBN: 978-1-61208-183-0 44
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Z12,6(w, 0.79023439)

Fig. 1. Zolotarev polynomialZi2 ¢ (w, 0.79023439).

-20

20 log |H (7T |[dB]

Fig. 2. Amplitude frequency respong6 log | H (¢7“T)| [dB] corresponding
to the Zolotarev polynomial from Fig. 1.

(1847-1878) derived the general solution of this approxioma
problem in terms of Jacobi elliptic functions [3]-[5]

(=1
2
H(u - % K (k))

Zpq(w, k) =

(@)

n n

H(u+ £ K(x))
+

H(u+ 2 K(r)) H(u =2 K(x)

The factor(—1)? /2 appears in (7) as the Zolotarev polynomiat1 — w?)(w — wi)(w — w) <de7q(w, K) ) 2

alternateq(p + 1)—times in the intervalws, 1). The variable

u is expressed by the incomplete elliptical integral of thstfir

kind

u=F Sn(% K(/@)|/{)¢ Py

1+w

(%K(m)m) 1

|k

(8)
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The functionH (u £ (p/n) K(k)) is the Jacobi Eta function,
sn(u|x), cn(ulk), dn(u|x) are Jacobi elliptic functionXK (x)

is the quarter-period given by the complete elliptic intdgnf
the first kind andF'(¢|x) is the incomplete elliptic integral
of the first kind. The degree of the Zolotarev polynomial is
n = p+q. A comprehensive treatise of Zolotarev polynomials
was published in [5]. It includes the analytical solutiontioé
coefficients of Zolotarev polynomials, the algebraic eatithn

of the Jacobi Zeta function (ZK(x)|x) and of the elliptic
integral of the third kindll(o,,, 2K (x)| x). The Jacobi Zeta
function and the elliptic integral of the third kind are ceated

by the formula

I(u, ugl k) = % In % + uZ(uop| k) 9)
where
up = —— K(x) (10)

T pta
and ©(w) is the Jacobi Theta function [4]. The positian,
of the maximum valuey,,, = Z, ;(wm, k) IS

sn(%K(n)M)cn(%K(H)M) )
dn (2K (x)]) 2 (K lx)

W, = w1 + 2

(11)
where the edges of the lobe are
wy =1—2sr? (BK(H”FL) (12)
n
_ g _
wy = 2SI (nK(m)m) 1. (13)

The relation for the maximum valug,,
_ r _ p
Ym = cosh 2n (omZ(nK(m)M) (o, nK(Ii)|FL)) (14)

is useful in the normalization of Zolotarev polynomials.eTh
degree of the Zolotarev polynomizl, ,(w, k) is expressed by
the degree equation

n > In(ym + Vym — 1)
T 20mZ(EK(K)|K) = 2IL(0m, EK(K)[K)

The auxiliary parameter,, is given by the formula
—w, |
K
K(k)k) V wm +1

m = F si
g (aerln <KJ sn(%
(16)

where F(®|x) is the incomplete elliptical integral of the
first kind. The Zolotarev polynomiak, ,(w, k) satisfies the
differential equation

(15)

1 W,

J a7)

=n? (1 - 22 ,(w,K)) (w — wy,)?

The differential equation expresses the fact that the dtvi
dZ, q(w, k)/dw does not vanish at the points = £1, wy,
wy Where Z, ,(w,x) = +£1 for which the right hand side
of eq. (17) vanishes, and that = w,, is a turning point
corresponding to the local extrema at whigh,(w, k) # £1.
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Based on the differential equation (17) we have derived the8) Calculate the integer valugs and ¢ of the Zolotarev

recursive algorithm for the evaluation of the impulse rews@o polynomial Z, ,(w, )
h(k) corresponding to the Zolotarev polynomi&l, ,(w, x)
based on its expansion into Chebyshev polynomials of the p= {nw} , = { F(WW] (25)
first kind i K(x) K(x)
Zpo(w, k) = Za(k)Tk(w) ' (18) The brackets | in (25) stand for rounding.

9) For the valuew, ¢, « and y,, evaluate the impulse
reponseh (k) algebraically using the procedure summa-
rized in Tab. I.

k=0

The corresponding recursive algorithm is summarized in
Table I.

IV. DESIGN PROCEDURE

There are two goals in the design of any filter. The first . V- EXAMPLE 9F THEDE_S_IGN
one is to obtain the minimal filter degree(or minimal filter  D€Sign the ER BP FIR filter specified by the pass-band
length N) satisfying the filter specification while the second’€dUencyfm = 10.7 MHz and by the bandwidti\f = 50
one is to evaluate the impulse responhgg) of the filter. The KHz for mlnlmal attenuation in the stop-baag = —80 dB.
ER BP FIR filter is specified by the pass-band frequengy” The specified sampling frequency fs = 30 MHz.
and by the bandwidtihwT for the attenuatiom, [dB] in the

stop-bands (Fig. 2). The proposed design procedure censist™ oM the filter specification we get,, 7/ = 0.713 and
of several steps as follows: AwT /7 = 0.003 (19). Further we gek = 0.16239149 (21),

. . n = 2026 (15), p = 1445 and ¢ = 581 (25). The filter
1) Specify the pass-band frequency T' (or f,,), V.V'dth of length isN = 4053 coefficients. The actual attenuation in the
the pass-band\wT (or Af) and the attenuation in thestop-bands iS15001 = —80.13 dB. The amplitude frequency
stop-bands [dB] (Fig. 2). For the non-normalized fre- sac ’ :

. . g . response of the ER BP FIR filter is shown in Fig. 3. A
quenciesf,, and Af specify additionally the sampling detgiled view of its passband is shown in Fig. 4. °

frequencyf,.
2) Evaluate the normalized frequencies
m A
wT = 7T]; , AwT =1 / . (29) -10F .
Fl Fl

if the filter is specified by the non-normalized ones.

3) Calculate the band edges
AwT AwT
woT = wp, T — % , w1T=me+%

4) Evaluate the Jacobi elliptic modulus

ol i
1
=,/1— 21 -
" \/ tan? (1) tan?(yp2) (1) %
for the auxiliary parameterg; and y- 7
-100

T _ T 5 ; 10 15
gl ol g s

-30F B B

. (20)

201log |H(eI27F/ fs )| [dB]

. Fig. 3. Amplitude frequency responge log |H (e727f/fs)| [dB].
5) Calculate the rational valuggn andq/n

p q
“K(k) = F(pilr) , ~K(x) = F(galr) . (23)
VI. ROBUSTNESS OF THEDESIGN PROCEDURE

9 In order to demonstrate the robustness of the presented

Ym = — 7 . (24) design procedure, let us design the filter which was specified
100-05a,[dB] in our example, however, with modified bandwidth which is

Calculate and round up the minimum degreeequired now specified byA f = 5 kHz.

to satisfy the filter specification using the degree equs¥e getx = 0.05166139 (21), n = 20248 (15), p = 14444

tion (15). For the algebraic evaluation of the Jacobi Zetnd ¢ = 5804 (25). The filter length isN = 40497

function Z(£K (k)| x) and of the elliptic integral of the coefficients. The actual attenuation in the stop-bands is

third kind II(o,,,, 2K (k)| &) in the degree equation (15)as..: = —80.04 dB. The amplitude frequency response

use the algebraical procedures [5]. of the ER BP FIR filter is shown in Fig. 5. A detailed

6) Determine the required maximum valyg

7

~
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TABLE |
ALGORITHM FOR THE EVALUATION OF THE IMPULSE RESPONSE (k).

given

initialisation

body
(for

(end
normalisation

(for

(end
impulse response

(for

(end

P, 4, K, Ym

n=p+gq
wy =1—2sr? (EK(H”H)
n

2sr? (%K(n)\n) —1

w1 + w2

2
sn| — K)lk)CN|{ — K)|K
(iK( ) ) (ﬁK( ) )
dn(%K(n)\n) Z(%K(n)\n)
a(n) =1

an+1l)=an+2)=an+3)=a(n+4)=a(n+5) =0

w2

Wq =

W = w1 + 2

m=n+2 to 3

8c(1) = n? — (m 4+ 3)2
4¢(2) = (2m +5)(m + 2)(wm — wa) + 3wm[n? — (M + 2)?]

2¢(3) = %[rﬂ — (m + 12 + 3wm [n%wm — (m + 1)%ws] — (m + 1)(m + 2)(wiws — wmwa)

6(4) = g(nZ - 777,2) + m2 (w'm - wa) + w'm(n2w3n — m2w1’w2)
20(5) = %[Tlg - (m - 1)2] + 3wm[n2wm — (m — 1)2100,} — (m — 1)(m — 2)(w1w2 — wmwa)
4c(6) = (2m — 5)(m — 2)(wm — wa) + Bwm[n® — (m — 2)?]
)

1
(m=3)=—= ;cw)a(m+4—u)
loop on m)
NONES
s(n) = - + Z a(m)
m=1
o) — (1yp (0)
O = (150
m=1 to n)
L palm)
alm) = (~1
loop on m)

_ Yym —a(0)
m=1 to n

a(m)

h(n * m) T 2(ym + 1)

loop on m)

Copyright (c) IARIA, 2012.
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Fig. 4. Detailed view of the pass-band. Fig. 6. Detailed view of the pass-band.

procedure presented here has no parallel in the design of
“or ) high performance ER BP FIR filters with the length beyond
several thousands of coefficients. Further note that in the
Parks-McClellan design procedure the length of the filter is
an input argument, not the result of the design.
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VII. | MPLEMENTATION OF THE FILTER

20 log |H(eI27F/ fs )| [dB]
8

There are various ways for implementing of FIR filters
in real time available. For high order filters, the digital

-80 signal processors (DSP) and the field programmable gate
o arrays (FPGA) dominate. We prefer the filter implementation

using digital DSPs over the implementation using FPGAs
-100

|
~
=

5 P 15 mainly because it is a less time consuming process. The
band-pass FIR filter with the length @053 coefficients from
Fig. 5. Amplitude frequency respongeé log | H (eJ27//fs)| [dB]. our example requires 122 billions multiply-and-accumeilat

(GMACs) operations per second. The adequate DSP is
the eight-core DSP TMS320C6678 [7] which provides
view of its passband is shown in Fig. 6. In order t@20GMACs operations per second in the 16-bit fixed point
point out the robustness of our design procedure, let us ddthmetics. For the real-time implementation of the fikes
comparative designs of both filters presented above by thee the DSP Evaluation Module TMDXEVM6678 (Fig. 7).
established numerical Parks-McClellan procedure [6] WhicThe implementation of the filter in the IEEE-754 compliant
is implemented e.g. in the Matlab functiditgr. The filter single precision floating point arithmetics would require a
with the length of4053 coefficients from our example cantwo chip solution based on the DSP TMS320C6678 which
be designed using the function call [h,err,res]=firgr(405%2 provides 160 billions floating point operations (GFLOPSs) pe
10.675 10.7 10.725 15}/15,/0 0 1 0 Q],'n’ 'n’ ’s" 'n’ second per chip, or a single chip solution based on the 32-cor
'n’) easily. Note that the Matlab functiorfirgr returns DSP TMS320TCI6609 [8]. The implementation of the filter
filters with different normalization of the ripples of thewith the length 0f40497 coefficients from previous section
corresponding frequency response. Except for the differenequires 1215 GMACs and consequently its implementation
in the normalization, the obtained results are identical. Gvould require a multi-chip solution, e.g. three chip salunti
the other hand the design of the filter with the length djased on the 32-core DSP TMS320TCI6609.
40497 coefficients specified in this section cannot be designed
using the function call [h,err,res]=firgr(40496,[0 10.697
10.7 10.7025 15)/15,0 0 1 0 0])n’ 'n’ 'S’ 'n’ 'n’) as it VIlI. CONCLUSIONS
collapses (Matlab R2010b) because of numerical problemsWe have presented an analytical design of high performance
We assume that this failure is caused by the failed numerichgjital equiripple band-pass finite impulse response §ltém
evaluation of the densely located roots (isoextremal \&luecontrast to the established numerical design procedures th
of the optimized function. To our knowledge, our desigproposed design method is based on the generating polyhomia

Copyright (c) IARIA, 2012. ISBN: 978-1-61208-183-0 48
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Fig. 7. Evaluation Module TMDXEVM6678.

and provides a formula for the degree of the filter and formula
for the evaluation of the coefficients of the impulse respons
of the filter. The demonstrated robustness is another agigant
of the proposed design method.
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Abstract—Two solutions of universal and adjustable current-
mode filters are presented in this contribution. The first of them
is able to process single-ended (S-E) signals in communications
and the other can operate fully-differentially (F-D) and there-
fore is well applicable for balanced transmission lines. Both
circuits have adjustable quality factor and both are analyzed
in this contribution. Their simulation results are compared to
each other. Main contribution of this paper is the presentation
of two novel solutions and their mutual comparison.

Keywords-adjustable amplifier; DACA; fully-differential.

I. INTRODUCTION

F-D structures [1]-[10], usually used on balanced com-
munication lines, have several benefits when compared to
the single-ended (S-E) circuits. It is, for instance, higher
dynamic range of the signals, high attenuation of common-
mode signal, better power supply rejection ratio, and lower
harmonic distortion. F-D structures also have some disad-
vantages. They are, in particular, larger area needed on the
chip, which is related to greater power consumption, and
sometimes the design of F-D structures is more complex
with respect to S-E topologies.

The basics of the design of simple F-D structures with a
high Common Mode Rejection Ratio (CMRR) (by coupling
two S-E structures) were described in [1]. Transconductance
elements such as the Balanced Operational Transconduc-
tance Amplifier (BOTA) [2] are very often present in F-
D filters. Differential-input buffered and transconductance
amplifiers (DBTA) [3] can also be applied, for instance.
The Fully Differential Current Feedback Operational Am-
plifier (FDCFOA) operating in the voltage mode and having
various internal structures is also quite common [4]; for
example fully-differential current conveyors of the second
generation (FDCCII) [5]-[7] or fully-differential current fol-
lowers (FD-CF) [9], [10]. The structures traditionally work
in the voltage-mode (VM); however, recent research is also
focused on the current-mode (CM) filters. Various concep-
tions of simple F-D circuits capable of processing current-
mode signals can be found in [8], while the methodology for
the F-D filter design with various target requirements was
presented in [11].
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Recently, current followers with non-unity gain [12] or
current amplifiers [13], [14] have been presented and should
be suitable for high-frequency applications. In [9], [15], [16],
the Digitally Adjustable Current Amplifier (DACA) has been
presented.

The newly designed structure of the universal filter work-
ing in the current mode is compared with its F-D equivalent
in this contribution. Both solutions provide the possibility
of digital adjustment of the quality factor. Multiple-output
current follower (MO-CF) [17], [18], its fully-differential
equivalent, Fully-Differential Current Follower (FD-CF),
and DACA are used as active elements. The main aim of this
work is to compare these F-D and S-E solutions, because
this approach is not so common.

Contribution is organized as follows: Section II provides
short description of active elements; Section III includes de-
signed filters and Section IV summarizes simulation results.

II. ACTIVE ELEMENTS DEFINITIONS

The S-E and F-D structures presented in this contribution
operate with three types of active element. One is a simple
current active follower with dual or multiple outputs (DO-
CF, MO-CF) [17]. As an example, the DO-CF schematic
symbol is shown in Fig. 1a, and its simple 3rd-level simula-
tion model suitable for AC analysis is shown in Fig. 1b. This
model covers only input and output impedances. Ideally, the
current transfer from an input to an output is unity, with
inverted or non-inverted phase of the signal.

The F-D equivalent of the DO-CF circuit is the Fully-
Differential Current Follower (FD-CF), which is suitable
for fully-differential signal processing. It has at least four
outputs, two with positive current transfer and two with
negative current transfer from the input nodes. The FD-CF
schematic symbol is shown in Fig. 2a, a simple 3rd-order
AC simulation model is shown in Fig. 2b. The ideal FD-CF
is described by

Iouri+ = Ioure+ = (1/2)(Iny — IIn—), (D

Iovri- = Iovr2e—- = —(1/2)(Iing — Iin—)- )
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Figure 1. Dual-Output Current Follower (DO-CF): (a) schematic symbol
(b) 3rd-order AC simulation model
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Figure 2.  Fully-Differential Current Follower (FD-CF): (a) schematic
symbol (b) 3rd-order AC simulation model

A Digitally Adjustable Current Amplifier (DACA)
(Fig. 3a) is the other active element. The key feature of
DACA is that current gain (A) is adjustable and can be
controlled by three-bit digital bus. The DACA circuit was
lately developed in cooperation with ON Semiconductor in
the CMOS 0.35 pum technology. We have several samples
from the second test batch available and they are currently
undergoing the first tests. The DACA 3rd-level AC simula-
tion model is depicted in Fig. 3b. The current transfers of
the DACA element are given by the relations
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Figure 3. Digitally Adjustable Current Amplifier (DACA): (a) schematic

symbol (b) 3rd-order AC simulation model

Ip = It — IN— 3)

Iop = Iour+ — lour-, lop =2Alp, 4)
Tour+ = A(Iny — In-), ()
Iovr- = —A(Iny — In-). (6)

where [1p represents the differential input current, Ipp is the
differential output current, and A stands for the adjustable
current gain of DACA element. It is clear that the differential
gain is twice higher than the single-ended gain. A can be
adjusted from 1 to 8 in steps of 1.

Measurement results for the DACA features are not yet
available; therefore the DACA is modeled only partially and
the model does not cover all parameters. Only input and
output impedances are modeled, similarly to DO-CF and
FD-CF elements.

III. DESIGNED S-E AND F-D FILTER

Universal filter with current-only active elements was
designed in both the single-ended (Fig. 4) and the fully-
differential (Fig. 5) variant. Independent adjusting of the
quality factor for every filtering function is possible by
adjustable current gain of DACA in both variants.

The denominator of all transfer functions is for the S-E
filter equal to:

D(s) =1 +sCyRyA +5°C1CoR Ry . 7)
Provided transfer functions are:
Iip Lip 1
b _ ’ ]
Ix I D(s) ®)
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Figure 4. Single-ended universal and adjustable frequency filter with three
MO-CF and one DACA elements working in the current mode

1 A
Bp _ sCoRty , ©)
IVST D(S)
Iup _ Imp _ s’CiCaRi Ry , (10)
IIN IIN D(S)
Iip +Iup _ Lip +Tme _ 1 +5°Ci03R Ry an
Iy I D(s) ’
Lip +1Igp +Tmp 1 —sCoRyA +5°Ci1CoRi Ry
IIN o D(S) '
(12)

Relations for angular frequency and quality factor can be
easily derived:

1
= — 1
wo RiR,0.Cs 13)
. 1 R4
Q= AVRQCE : (14)

It is obvious that the quality factor of filters from Fig. 4
and Fig. 5 can be controlled by DACA gain A with an
inverse proportion. The F-D filter is designed so as to have
almost the same transfer functions as the S-E filter thanks to
appropriately modified values of passive elements as shown
in Fig. 5. In order to obtain particular transfer functions for
the F-D filter, A in each of the equations has to be replaced
by 2A because of the differential gain of DACA, which is
twice higher than the S-E gain, as demonstrated by eqs. (3)—
(6).
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Fully-differential universal and adjustable frequency filter with three FD-CF and one DACA elements working in the current mode

Table I
VALUES OF PASSIVE COMPONENTS

Variant [-]  C1 [pF] C: [pF] Ri [kQ] Rz [Q]
S-E 430 68 2 390
F-D 430 68 4 200

IV. SIMULATION RESULTS

To verify the theoretical presumptions, the behavior of
both the S-E and the F-D filters has been analyzed by Spice
simulations. The chosen or calculated values are summarized
in Table I. Theoretical pole frequency is 1 MHz in each
case, theoretical quality factor is Q = {0.9; 1.3; 2.9; 5.7},
obtained by gain values A = {8; 5; 2; 1}. It is clear that
resistor values are changed in the case of the F-D filter
from Fig. 5, because they are placed in lengthwise branches.
Therefore, R11 = R12 = 2 k) and Rgl = R21 =100 Q.
Floating capacitor C; (and C5, of course) could be replaced
by two grounded capacitors in the particular solution. These
capacitors would be 860 pF in the case of C; and 136 pF
in the case of Cs.

Simulation results comparing the S-E and the F-D filter
are shown in Fig. 6. All simulations were done with simple
models shown in Fig. 1b, Fig. 2b and Fig. 3b. The graph
in Fig. 6a contains magnitude responses of inverting low-
pass, band-pass, inverting high-pass and inverting band-stop
filters, Fig. 6b shows an example of quality factor adjustment
in the case of band-pass filter, and Fig. 6¢ includes all
characteristics of all-pass filter.

The differences between the S-E and the F-D solutions
are clearly visible in the low-frequency area, particulary in
the case of iHP and BP functions. The F-D filter provides
a slightly higher low-frequency attenuation than the S-E
solution. In the current mode, low-frequency attenuation is
dependent on the output impedances of active elements, but
in this particular case, the difference is caused mainly by
unequal values of resistors. The theoretical values of the
quality factor of BP filters are included in Fig. 6b, the
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Figure 6. Simulation results of universal and adjustable filters with four

current-only active elements; F-D filter (solid line) compared to S-E filter
(dotted line). (a) magnitude response of iLP, iHP, BP and iBS functions
(b) adjustement of quality factor in case of BP filter (c) iAP - magnitude
and phase response, group delay

simulation results for S-E are 4.3, 2.5, 1.2 and 0.8, and the
simulation results for F-D are 4.9, 2.6, 1.2, 0.8.

V. CONCLUSION

Both S-E and F-D filters have several benefits when
compared to each other. Simulation results that were shown
in this contribution showed that both solutions provide com-
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parable features and therefore both of them can find good
applications in communications and transmission systems.
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Abstract—In this paper, precision full-wave rectifier employ-
ing two current conveyors and only two diodes is presented.
The proposed structure operates in mixed- or voltage-mode. To
compare the behavior of the proposed structure, the frequency
dependent RMS error and DC transient value for different
values of input voltage amplitudes are evaluated.

Keywords-Precision full-wave rectifier; current conveyor;
voltage conveyor; measurements.

I. INTRODUCTION

In applications such as ac voltmeters and ammeters,
signal-polarity detectors, averaging circuits, peak-value de-
tector rectification function is of great importance [1]. Be-
cause of the threshold voltage of the diodes, simple passive
rectifiers operate inaccurately, if low-voltage signals are
analyzed. Therefore, precision rectifiers employing active
elements have to be used.

Probably, the most known precision rectifiers are based on
operational amplifiers (opamps) [1]. However, because of the
finite slew-rate and effects caused by diode commutation,
these circuits operate well only at low frequencies [2],
[3]. This problem can be overcome by the use of current
conveyors (CCs), where the diodes are connected to the
high-impedance current outputs of the active elements. In
[4]-[7] the same precision full-wave rectifier is analyzed
(Fig. 2b). It uses two second-generation CCs and four
diodes. To further extend the frequency range the voltage
[4], [7] or current [6], [7] biasing scheme can be used.
Another precision full-wave rectifier is presented in [8] that
is based on the standard opamp rectifier shown in Fig. 2a.
Here, the OPA; is replaced by the operational conveyor and
later by second-generation CC [3]. A full-wave rectifiers
using second-generation and dual-X CCs are presented in [9]
and [10], respectively, where the required diodes are suitably
replaced by NMOS transistors. The use of fully differential
operational transconductance amplifiers (BOTA) operating
in weak inversion region for the design of precision full-
wave rectifiers is presented in [11], which is based on
the idea discussed in [12], where simple transconductance
amplifiers (OTA) are used. Here, the transconductance of
OTA is controlled by the current derived from the input
signal to be rectified. In another group of precision rectifiers,
a transistor connected to the current output of an active
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element operates as a switch. For this purpose the current
conveyor [13] or transconductance amplifiers [14]-[16] are
used.

In this paper, precision full-wave rectifier employing two
second-generation CCs and two diodes is presented. It is of
minimal configuration and operates in the voltage- or mixed-
mode. Voltage or current biasing scheme can be also used to
extend the frequency operation range. The behavior of the
circuit is compared to the known conveyor based solution
presented in [4]-[7]. Simulation results are given that show
the feasibility of the newly designed circuit to rectify signals
up to 1 MHz and beyond with no or little distortion.

II. CURRENT CONVEYORS

In 1968, the current conveyors were presented for the
first time [22], however they did not found any significant
usage since the operational amplifiers were more attractive at
that time. Current conveyors received considerable attention
after the second (CCII) [23] and later third (CCIII) [24]
generation current conveyors were designed. These elements
are now advantageously used in applications, where the
wide bandwidth or current output response is necessary.
Nowadays, different types of current conveyors are described
that mostly base on the CCII, e.g., CCCII [25], DVCC [26],
or ECCII [27]. The behavior of a four-terminal CCII (Fig. 1)
is described by following equations:

vx = vy, 1ty =0, izy =1ix, iz- =—ix. (1)

III. NEwW PRECISION FULL-WAVE RECTIFIER

The standard op amp based circuit from Fig. 2a [1] is a
connection of an inverting half-wave rectifier (OPA;) and
summing amplifier (OPA5). For desired full-wave rectifica-
tion following conditions have to be fulfilled:

Ry = Ry, R4=2Rj3, (2a)

ccll "
=Y zZ+—
ix iz l

|
Vy ‘o= X Z-}o Vz+

T

Circuit symbol of the four-terminal CCII

Figure 1.
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Figure 2. Voltage-mode (a) standard op amp based [1], (b) known conveyor
based full-wave rectifier from [4]-[7]

or

Ry = 2Ry, R3= Ry, (2b)

which generally means that the half-wave rectified signal
must be amplified two times higher than the original input
signal, either more commonly by the summing amplifier
(according to (2a)) or by the half-wave rectifier (according
to (2b)).

A well known circuit topology of the full-wave rectifier
using two second-generation current conveyors and four
diodes is shown in Fig. 2b [4]-[7]. Both CCIIs form a
differential voltage-to-current converter. During the positive
and negative input cycle the output currents make only
the diodes Dy, Dy and Dy, D3 active, respectively. On the
resistor Ry the output current is converted back to voltage.

The newly proposed structure of the full-wave rectifier is
shown in Fig. 3. Basically, it uses only one current con-
veyor (CCII;) and two diodes. The second current conveyor
operates as a current follower, where the resistors Ry and
R3 connected to the Z-terminals convert the current back to
voltage. Therefore, this full-wave rectifier can operate in the
voltage- or mixed-mode.

CCll,
HY z+
X Z- (t)
Vour+
J R, QR3 lVOUT(t)
L2 2

Figure 3.

Proposed voltage-mode precision full-wave rectifier
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The output voltages of the rectifier from Fig. 3 can be
expressed as:

= *%WIN@)L 3)

Since the input voltage vin (¢) is directly connected to the
Y-terminal of the CCII;, the input impedance of the rectifier
is infinitely high in theory. Operated in mixed-mode, the
current response is directly sensed at the Z-terminal having
in theory infinitely high output impedance.

IV. DC AND RMS ERROR ANALYSES

To evaluate and compare the accuracy of the voltage-mode
full-wave rectifiers from Fig. 2 and Fig. 3, the DC value
transfer ppc and RMS error pryvs have been analyzed [28]:

Jyr(t)dt

Poc = m7 (4a)
T

[ lyr(t) — yin (1)) dt
T

! yip(t) dt

PRMS = (4b)

where the ygr () and yip(t) represent the actual and ideally
rectified signal and 7' is the period of the input signal. The
ideal behavior of the rectifier is characterized by the values
prMs = 0 and ppc = 1.

V. SIMULATION RESULTS

The behavior of the proposed voltage-mode full-wave
rectifier has been compared with the circuit solutions from
Fig. 2. As active elements the universal current conveyor
UCC-NI1B have been used. The current and voltage transfer
bandwidths of the UCC are about 35 MHz [29]. Therefore,
in the standard op amp based rectifier the AD8656 has been
used [30]. The diodes are general purpose 1N4148 and all
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Figure 6. Transient simulation results of the full-wave rectifiers from
Fig. 2a (dotted line), Fig. 2b (dashed line), and Fig. 3 (solid line) for
frequencies 10 kHz and 1 MHz

resistors are 1 k{2 (in Fig. 2a R3 = 500 ). In Fig. 4, the
DC transfer characteristics are shown. Due to high voltage
gain of the op amps, the DC error of the circuit from Fig. 2a
is minimized and the DC transfer is almost ideal (in Fig. 4
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dotted line). The non-unity voltage and current transfers of
the current conveyors cause higher DC error of the conveyor
based full-wave rectifiers (solid and dashed line).

Using (4) the behavior of the proposed rectifier has been
analyzed in frequency domain and compared to the circuit
solution from Fig. 2. The simulation results of the frequency
dependent RMS error and DC value transfer for chosen
values of amplitudes vin are shown in Fig. 5a and Fig. 5b,
where the dotted, dashed, and solid lines stand for the
circuits from Fig. 2a, Fig. 2b, and Fig. 3, respectively. If
the frequency increases and/or amplitude decreases distor-
tions occur and the ppc decreases below one and prus
increases. From Fig. Sa, it is evident that the best results are
achieved with the new minimal configuration rectifier. For
an appropriate value of the bias voltage (here Vg = 0.65 V),
the conveyor based precision rectifiers can operate at higher
frequencies (Fig. 5c, Fig. 5d).

The complete the simulations, for frequencies 10 kHz
and 1 MHz and input amplitude Vix = 300 mV the time-
domain performance of the analyzed rectifiers is shown in
Fig. 6 (V3 = 0.65 V). Also, one can observe, that at low
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frequencies the behavior of the rectifiers is nearly the same.
Once the frequency of the processed signal rises deviations
occur.

VI. CONCLUSION

In this paper, the performance of conveyor based precision
full-wave rectifier has been analyzed and compared to the
standard opamp based topology. A new minimal config-
uration conveyor based rectifier has been presented, that
employs current conveyors and two diodes. The rectifier
can work in the voltage- or mixed-mode. Simulation were
performed that prove the feasibility of the proposed conveyor
based full-wave rectifier.
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Abstract—In this paper, a novel topology using generalized
current follower differential input transconductance amplifier
(GCFDITA), which is suitable to realize several current-
mode (CM) analog functions is presented. The topology is
created using a single GCFDITA, a maximum of two grounded
passive elements and can realize CM amplifier, integrator,
first-order low-pass, high-pass, and all-pass filtering functions.
The workability of one of the GCFDITA variants, namely the
current inverter differential input transconductance amplifier
(CIDITA) is proved by SPICE simulation results, based on the
commercially available ICs OPA860 by Texas Instruments, and
is in good accordance with theoretical predictions.

Keywords-current-mode circuit; GCFDITA; CIDITA; general
topology; all-pass filter.

I. INTRODUCTION

Analog frequency filters are widely used as anti-aliasing
video filters in the analog sections of high-speed data
communication systems defined by ITU BT 601 standard,
for signal processing in wireless LANs described by IEEE
802.11 standard, measurement systems, etc. [1]-[3]. One of
the most often used versatile modern current-mode (CM)
active building blocks (ABBs) is the current differenc-
ing transconductance amplifier (CDTA) [4]. In the current
technical literature, numerous publications providing sev-
eral simple circuit solutions using CDTA can be found.
These include CM biquadratic filters [4], [5], first-order
all-pass filters [6], [7], higher-order filters [1], [8], full-
wave CM precision rectifiers [9], or sinusoidal oscillators
[10]. However, many of the aforementioned circuits only
partially utilize the input p or n terminals of the CDTA.
In such cases, the input current differencing unit (CDU) is
reduced to a current follower (CF) or current inverter (CI).
This fact has been the first time noticed in [11] and later
in [12], and which led to the evolution of a generalized
current follower transconductance amplifier (GCFTA) [13].
Depending on the value of the conveyance coefficients, six
types of CFTA variants can be defined. In general, these
are the CFTA and the inverted CFTA (ICFTA) [13]-[19].
In one of more recent article [20], Biolek and Biolkova
introduced a modified version of GCFTA with buffered
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voltage outputs and transconductance of conventional CDTA
or GCFTA changed to differential input transconductance
amplifier. Limiting this work to the circuits with only current
inputs and current outputs, in this paper, we provide a new
ABB called generalized current follower differential input
transconductance amplifier (GCFDITA), which as compared
to [20] does not have a buffered voltage output terminal.
This modification leads to simpler internal structure, and
subsequently, less power consumption of its applications.
An important advantage of GCFDITA is also that it can
be easily created using commercially available ICs OPA860
[21].

II. PROPOSED CIRCUIT

A generalized current follower differential input transcon-
ductance amplifier (GCFDITA) has positive or negative cur-
rent follower input that transfers the input current at terminal
f to the z terminal and a balanced-output differential input
transconductance amplifier (BO-DITA) stage, which is used
to convert the difference voltage between the z and v
terminals to balanced output currents. The transconductance
parameter g,, corresponds for the positive output and —g,,
for the negative output. The circuit symbol of GCFDITA is
shown in Figure 1. In general, the equations characterizing
an ideal GCFDITA are:

Vf = 0, IZ = aIf7 LJ = 0, Ix+ = —Ixf = gm(VZ — Vv),

(1
where a € {1,—1}. Depending on the values of a, two
variants of GCFDITA are possible, namely current follower
differential input transconductance amplifier (CFDITA) for

GCFDITA
If |x+
Vi o f X+ <o Vi

z  vXT oV,

ilz ilv

V: Wy

Figure 1. Circuit symbol of GCFDITA
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Figure 2. (a) Proposed circuit topology for realizing CM analog functions,
(b) derived all-pass filter

a = 1 (let us label the input terminal as p) and cur-
rent inverter differential input transconductance amplifier
(CIDITA) for a = —1 (its input terminal is labeled as n).

The proposed general circuit topology used to realized
several CM analog functions is shown in Figure 2(a).
Recently, a similar general topology for realizing multiple
voltage-mode (VM) analog functions using differential volt-
age current conveyor (DVCC) has been proposed in [22].
However, it is worth mention that the circuit in [22] does
not provide a low-pass and high-pass filtering functions that
can also be realized by here proposed general topology.

Considering the used ABB to be a CIDITA (i.e. a = —1)
and doing routine circuit analysis using (1), the output
current can be expressed as follows:

gm (1121 — I2Z5)
Im Zl + 1 ’
By appropriately choosing different impedances (Z; and
Zs - as combinations of resistor and capacitor) and current
inputs (I; and Is), various CM analog functions can be
derived. For example, with Iy = Iy = I;;,, Z3 = 1/sC
and Z> = R, the transfer function (TF) becomes:

T(s) = Tout _ _gm(sC’R — 1).
Iin sC + Im

The above TF represents an all-pass (AP) filter under the

condition g,, R = 1. If it is satisfied, the phase response of
the filter is given as:

@)

Iout =

3

C
o(w) = —2tan " (WCR) = —2tan"! <w) @
Im
It is worth noting that here proposed AP circuit uses all
grounded passive elements, a feature which is absent in
previously reported CDTA based APF in [6].

III. NON-IDEALITIES OF THE CIDITA

For a complete analysis of the AP filter, it is important
to take into account the non-idealities of CIDITA shown in
Figure 3:

L] Iz - _aIn»Iw-‘r = Blngdalz— = _B2ngda where

Vd = VZ—VU, o = 1—51, 61 = 1—52 and 62 = 1—53.
The parameters €1, €2 and €3 (|eq|, |2, |e3] < 1)
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Figure 3. The all-pass filter in Figure 2(b) including dominant parasitics
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Figure 4. CIDITA implementation by ICs OPA860

denote the current tracking error of the current inverting
stage and of BO-DITA, respectively.

o The non-zero parasitic input resistance at terminal n of
the CIDITA is represented by R,,, which typical value
in case of implementation by ICs OPA860 in Figure 4
is 10.5 €.

o The parasitic resistance R, and parasitic capacitance
C, appear between the high output impedance z termi-
nal of the CIDITA and ground and their typical values
are 455 kQ||2.1 pF. The parasitic capacitance C, is
absorbed into external capacitor C as it appears in shunt
with it and in Figure 3 labeled as C’.

o The parasitic resistance R, and parasitic capacitance
C,, appear between the high input impedance v terminal
of the CIDITA and ground and their typical values are
equal to z terminal parasitics. The parasitic resistance
R, is absorbed into external resistor R as it appears in
shunt with it and labeled as R'.

o The parasitic impedances appearing between the high-
impedance z terminals of the CIDITA and ground. For
the circuit in Figure 3, these impedances are modeled
at terminal x— by R,_ and C,_ that represent the par-
asitic resistance and parasitic capacitance, respectively,
and their typical values are 54 kQ||2 pF.

Considering the aforementioned tracking errors and para-
sitic capacitances, the ideal TF (3) turns to:
 Bigals(C’ —aCy) - 8]

(sC" 4+ afagm)(sCy + %)’

IOU
T(S) = I t =

(&)
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(a) Simulated gain and phase characteristics of the proposed CM all-pass filter, (b) time-domain responses at 1.44 MHz, (c) Fourier spectrum

of the output signal, (d) Lissajous pattern showing —90° phase shift at pole frequency

where ¢/ = C' + C,. Assuming that the external capacitor
C' is much greater than C, and C,, the effects of these
parasitics can be omitted and (5) changes to:

Iout Blgm(SCR - Oé)
T = e ——
B=7 sC + aagm

Now, the zero w, and pole w,, frequencies are not equal
and can be expressed as:

(6

o B2gm
~ CR’ c ™
It should be noted that, the angular pole frequency w,
differs from the corresponding angular zero frequency w,
and thus this mismatch affects both the magnitude and phase
response of the circuit. Hence, to receive w, = w,, precise
matching condition g,,, R = 1 and careful design of CIDITA
with values of «, 81 and (35 close to unity are needed.

W, wp =

IV. SIMULATION RESULTS

In order to verify the workability of the designed AP filter
shown in Figure 2(b), it has been simulated using SPICE
software. Figure 4 shows the implementation of the CIDITA
using commercially available ICs, e.g., the OPA860 by Texas
Instruments [21]. The DC power supply voltages of OPA860
SPICE macromodels were equal to +5 V. The OPA860

Copyright (c) IARIA, 2012. ISBN: 978-1-61208-183-0

contains the so-called ‘diamond’ transistor (DT) and fast
voltage buffer (VB). In the output stage, in order to increase
the linearity of collector currents versus input voltage Vy, the
DT3 and DT4 are complemented with degeneration resistor
Re>>1/gmr, added in series to the emitters, where the g,
is the DT transconductance. Then the total transconductance
decreases to the approximate value 1/R. In simulations the
passive element values were selected as follows: C' = 100
pF and R = Rg = 1 k€, and hence, the above mentioned
matching condition g,,R = 1 (R = R) is fulfilled. In this
case, a 90° phase shift is at pole frequency f, = 1.59 MHz.
Figure 5(a) shows the ideal and simulated gain and phase
responses of the proposed filter, from which the obtained f,
is 1.44 MHz. Time-domain simulation result of the proposed
filter is shown in Figure 5(b) in which a sinusoidal input
current signal with 1 mA peak value at 1.44 MHz is applied
to the filter. The total harmonic distortion at this frequency is
found as 0.102%. The Fourier spectrum of the output signal,
showing a high selectivity for the applied signal frequency, is
shown in Figure 5(c). The Lissajous pattern for the circuit as
—90° phase shifter is shown in Figure 5(d). The total power
dissipation of the circuit is found to be 204 pW. From the
simulation results it can be seen that the final solution is in
good agreement with the theory.
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V. CONCLUSION

The paper presented a novel general topology suitable
to realize several current-mode analog functions. It is cre-
ated using single versatile ABB, namely the generalized
current follower differential input transconductance ampli-
fier (GCFDITA) and maximum of two grounded passive
components. As an example, first-order all-pass filter has
been derived and SPICE simulation results of the proposed
filter have been provided. It is expected that GCFDITA
would prove to be a versatile ABB for the general design of
active filters and sinusoidal oscillators. It is worth mention
that a similar general circuit is proposed for voltage-mode
functions in [22], however, in [22] the low-pass and high-
pass filtering functions are not provided.

ACKNOWLEDGEMENT

The research described in the paper was supported
by the following projects: MSMO0021630513, GACR
P102/11/P489, GACR P102/09/1681, and FEKT-S—-11-15.

REFERENCES

[1] A. Uygur and H. Kuntman, “Seventh-order elliptic video filter
with 0.1 dB pass band ripple employing CMOS CDTAs,” Int.
J. Electron. Commun. (AEU), vol. 61, pp. 320-328, 2007.
[2] T. Y. Lo, C. S. Kao, and C. C. Hung, “A Gm-C continuous-
time analog filter for IEEE 802.11 a/b/g/n wireless LANs,”
Analog Integrated Circuits and Signal Processing, vol. 58,
pp- 197-204, 2009.
[3] G. Ferri and N. C. Guerrini, Low-voltage low-power CMOS
current conveyors, London: Kluwer Acad. Publ., 2003.
[4] D. Biolek, “CDTA - building block for current-mode analog
signal processing,” In Proc. of the 16th European Conf. on
Circuit Theory and Design - ECCTD’03, Krakow, Poland,
pp. 397-400, 2003.
[S] W. Tangsrirat, T. Dumawipata, and W. Surakampontorn,
“Multiple input single-output current-mode multifunction fil-
ter using current differencing transconductance amplifiers,”
Int. J. Electron. Commun. (AEU), vol. 61, no. 4, pp. 209-
214, 2007.
[6] A. U. Keskin and D. Biolek, “Current mode quadrature os-
cillator using current differencing transconductance amplifiers
(CDTA),” IEE Proc.-Circuits Devices Syst., vol. 153, no. 3,
pp. 214-218, 2006.
[7]1 A. Lahiri and A. Chowdhury, “A novel first-order current-
mode all-pass filter using CDTA,” Radioengineering, vol. 18,
pp- 300-305, 2009.
[8] T. Dostal, “All-pass filters in current mode,” Radioengineer-
ing, vol. 14, no. 3, pp. 48-53, 2005.
[9] J. Koton, N. Herencsar, S. Minaei, and K. Vrba, “Precision
full-wave current-mode rectifier using current differencing
transconductance amplifier,” In Proc. of the Int. Conf. on
Computer and Communication Device - ICCCD’11, Bali
Island, Indonesia, vol. 1, pp. 71-74, 2011.

Copyright (c) IARIA, 2012. ISBN: 978-1-61208-183-0

[10]

[11]

[12]

[13]

[14]

[15]

[16]

(17]

(18]

[19]

(20]

(21]

[22]

A. Lahiri, “Novel voltage/current-mode quadrature oscillator
using current differencing transconductance amplifier,” Ana-
log Integr. Circ. Signal Proc., 2009, vol. 61, pp. 199-203.

N. Herencsar, J. Koton, I. Lattenberg, and K. Vrba, “Signal-
flow graphs for current-mode universal filter design using
current follower transconductance amplifiers (CFTAs),” In
Proc. of the Int. Conf. on Applied Electronics - APPEL’08,
Pilsen, Czech Republic, pp. 113-116, 2008.

D. Biolek, R. Senani, V. Biolkova, and Z. Kolka, “Active
elements for analog signal processing: classification, review,
and new proposals,” Radioengineeing, vol. 17, no. 4, pp. 15—
32, 2008.

N. Herencsar, J. Koton, K. Vrba, I. Lattenberg, and J. Misurec,
“Generalized design method for voltage-controlled current-
mode multifunction filters,” In Proc. of the 16th Telecommuni-
cations forum - TELFOR’08, Belgrade, Serbia, pp. 400—403,
2008.

N. Herencsar, K. Vrba, J. Koton, and A. Lahiri, “Realisations
of single-resistance-controlled quadrature oscillators using
generalised current follower transconductance amplifier and
unity-gain voltage-follower,” International Journal of Elec-
tronics, vol. 97, no. 8, pp. 897-906, 2010.

N. Herencsar, J. Koton, K. Vrba, and I. Lattenberg, “Novel
SIMO type current-mode universal filter using CFTAs and
CMIs,” In Proc. of the 31st Int. Conf. on Telecommunica-
tions and Signal Processing - TSP’08, Paradfurdo, Hungary,
pp- 107-110, 2008.

N. Herencsar, J. Koton, and K. Vrba, “Realization of
current-mode KHN-equivalent biquad using current follower
transconductance amplifiers (CFTAs),” IEICE Trans. Funda-
mentals, vol. E93-A, no. 10, pp. 1816-1819, 2010.

W. Tangsrirat, “Novel current-mode and voltage-mode uni-
versal biquad filters using single CFTA,” Indian Journal of
Engineering & Materials Sciences, vol. 17, pp. 99-104, 2010.

N. Herencsar, J. Koton, K. Vrba, and O. Cicekoglu, “New
active-C grounded positive inductance simulator based on
CFTAs,” Proc. of the 33th Int. Conf. on Telecommunications
and Signal Processing - TSP’10, Baden near Vienna, Austria,
pp- 35-37, 2010.

R. Sotner, J. Jerabek, N. Herencsar, T. Dostal, and K. Vrba,
“Additional approach to the conception of current follower
and amplifier with controllable features,” In Proc. of the
2011 34th Int. Conf. on Telecommunications and Signal
Processing - TSP’11, Budapest, Hungary, pp. 279-283, 2011.

D. Biolek and V. Biolkova, “Modified buffered transconduc-
tance amplifier for analog signal processing,” In Proc. of the
Int. Conf. Radioelektronika’09, Bratislava, Slovak Republic,
pp- 191-194, 2009.

Datasheet OPA860 - Wide Bandwidth Operational Transcon-
ductance Amplifier (OTA) and Buffer. Texas Instruments,
SBOS331C—June 2005-Rev. August 2008.

S. Maheshwari, “Analogue signal processing applications
using a new circuit topology,” IET Circuits Devices Syst.,
vol. 3, no. 3, pp. 106-115, 2009.

62



ICN 2012 : The Eleventh International Conference on Networks

How Many Cores Does Parallel BGP Need in a High-Speed Router

Yaping Liu, Shuo Zhang, Zexin Lu and Baosheng Wang

School of Computer Science, National University of Defense Technology
Changsha, Hunan, P.R.China
e-mail: {ypliu, zhangshuo, 1zx, wbs } @nudt.edu.cn

Abstract—The performance problem of BGP has raised great
concerns both in industry and research. With rapid expansion
of Internet, how to improve the performance of BGP to
support more BGP neighbors in a high-speed router is a
practical urgent problem. In this paper, we presented a
Minimal Cores Computing (MCC) algorithm based on multi-
root tree model to compute the minimal cores for parallel BGP
in the context of the multi-cores platform. The algorithm is an
approximation algorithm as the problem is a nonlinear
programming problem. Simulation results show that MCC can
get reasonable good speedup with minimal number of cores.
MCC can give direction to the design of the control node in a
core router.

Keywords-parallel BGP; speedup; multi-cores; performance;
router.

L INTRODUCTION

With rapid expansion of Internet, BGP (Border Gateway
Protocol) [1] confronted serious performance problem.
Feldmann [2] pointed out that with the increase of BGP
neighbors, the router can not deal with the update packets
immediately, thus the routing update time will increase. If
the neighbors are beyond 250, the router will hardly maintain
these neighbors even if it does not process any other packets.
According to Agarwal [3]’s analysis, rapid route changes
have made BGP process consume over 60% of CPU cycles.

To overcome the low-efficiency of BGP, some
mechanisms are used to improve its scalability, such as
confederation and route reflector. However, these
mechanisms require more complex network configuration,
which may lead to configure mistakes. The performance
problem also exists.

At present, the main solution is to use BGP distributed
computing, which focuses on the corporation among BGP
instances on different control nodes in one router. However,
with the development of multi-cores CPU, we can create
parallel BGP on multi-cores CPU, which focuses on the
model and implementation in one node. Comparing with
dsitributed BGP, parallel BGP has much lower
communication cost. And one multi-cores control node is
cheaper than multiple control nodes. Our research belongs to
parallel BGP on a multi-cores CPU.

We present a multi-root tree model (MR-PBGP) for
parallel BGP, which is an integrated model with neighbor-
based division and data division. According to the model, the
problem of compute the minimal cores for a BGP router with
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appointed number of neighbors is a nonlinear programming
problem. Thus, we presented an approximation algorithm
named MCC (Minimal Cores Computing algorithm) and
simulated it using Matlab. Simulation results show that the
algorithm can get a sound result giving appointed number of
neighbors, the probability of comparing all routing
information to select an optimal route, the probability of
routing updates with the same prefix from different
neighbors, the probability of EBGP, and the performance
ratio to the ideal situation or an appointed parallel speedup.

To the best of our knowledge, there is no previous work
on determining the minimal cores for parallel BGP similar to
ours.

The rest of the paper is organized as follows. Section II
reviews the related work. Section III describes our problem
and presents MCC algorithm. Section IV simulates MCC in
the Matlab environment. Section V draws conclusions for
this research.

II. RELATED WORK

The research about BGP protocol parallelism mainly
centers on BGP distributed computing. It catches high-end
router manufacturers’ attentions especially [4-6].

Markus Hidell proposed a distributed BGP protocol
model based on data division [7]. Its main idea was to divide
all of the network prefixes into several disjoint subsets, and
assign different network prefixes to different BGP protocol
entities to do the parallel processing. However, its main
drawback is that with the increase of neighbors, session
management (SM) will become a bottleneck. This model is
suitable for the network environment that has relatively small
number of neighbors.

Kun Wu et al. [8,9] proposed a distributed BGP route
processing model based on a tree structure. Their study was
based on the following two assumptions. First, BGP can
select the optimal route without the requirement of the whole
route information for the same network prefixes. Secondly,
they mainly centers on how to improve the performance of
the process of optimal route selection of BGP.

Xiaozhe Zhang [10] proposed an agent-based distributed
parallel implementation BGP model. The model introduced
the team work idea of the agent technology, extended BGP
protocol to be a BGP entity independently running on each
control node.

Although the above mentioned methods are the parallel
processing techniques of protocols, they are not suitable for
multi-cores platform.
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III. MCCALGORITHM

To simply the problem, no routing policies are
configured. Suppose that we use t; to represent the average
time in creating a new entry, t, to represent the average time
in selecting the optimal route for one prefix, t; to represent
the average time of unpacking the optimal route for one
prefix, t, to represent the average time of advertising the
optimal route for one prefix, if its neighbor is an ebgp
neighbor. Moreover, n is the number of neighbors, x is the
set of routing prefixes, p; is the probability of comparing all
routing information to select an optimal route, p, is the
probability of routing updates with the same prefix from
different neighbors, p; is the probability of EBGP, and
finally, A is the average arrival rate of routing updates.

A typical serial model of BGP can be considered as a
queue system of M/M/1. Its average service time S, satisfies
1).

s, =t +t, +t, + p,nt, €))

Theoretically speaking, t; and t4are constants. The value
of t; is related to the size of x. Since the cost of allocating
memory is far greater than the cost of searching and inserting
in a structure of tree, the value of t; mainly depends on the
cost of allocating memory, hence it can also be treated as a
constant. The value of t, is proportional to the number of
neighbors, from which a router receives routing updates for
one prefix.

to. . .
Let k; =t—'(| >2), then the average service rate satisfies
1
(2). The value of k; is a liner function of n. Moreover, ka,, ko,
ks, k4, and C are constants.
1 1 1

== X —
Ho s, l+k,+k,+p,nk, t

K, = k,,n+k,,
_1
at,

If A<py, the average stay time of one bgp message in the
router is t;, which, by the queue theory, equals (3).

1

t, = 3

S 3)

To decrease the value of t;, we propose a multi-root tree
model and call it MR-PBGP as illustrated in Fig.1. This
model can not only reduce the arrival rate but also cut down
neighbors for each thread, so that k, p;n, and A are decreased.
In Fig. 1, w represents the number of roots, h represents
the height of the tree, and X; represents sons of the ith-level
node (not leaf node). Leaf nodes represent bgp neighbors.
The first-level threads are nodes that are fathers of leaf nodes.
Every first-level thread creates several BGP sessions and
handles BGP routing information from its neighbors. Each
first-level thread may have multiple fathers depending on w.
Different father node deals with different scope of routing
prefixes showing ideas of data division. If the selection of
optimal route for one prefix requires all routing information
from every neighbor, the routing information of that prefix
will be sent directly to the corresponding master-thread by

@
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the first-level thread. Thus, in Fig.1, there are direct lines
from the first-level nodes to root nodes.
T master-thread

L sub-thread
sub-thread

neighbor node Xi X

Figure 1. MR-PBGP

The problem of compute the minimal cores according to
MR-PBGP can be described as following (4).

lozixl
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Sigear = (1HK; + (1= p, py)K, (V) + p,VK )L,
1

Hideal =
ideal
1

bigea) =——————

. Higeat ~ ﬂ"ldeal

h _h h
min m=wx(1+Y [x)+]]x
%% k=3 ik i=2 4)

Subject to:
max(t,,t,,....t) = At , A>lisaconstant

X, XXy XXX, =N
X Xyeoes X, 22,W=1,h 22 areintergers

Algorithm: MCC
|npUtSZ pl,pz,p3,C,k2a,k2b,k3,k4,n,\/,A; OUtpUtS: m, X, j, and w
1) Solve the following equation and set the value of x;
ty = Alyeu, X, = [result |
2) Compute the possible max height of the tree H
H =log)* +1
3) j=2; /*search the optimal values*/
while (j <H) do
if (j==2) then
X, = [n/ Xl—| ;calculate w according to t; =t ;
if (w<1) then
break;
end if
else then
Calculate m according to (4); j++;
continue;
end else
end if
else then
optimizer(w,j, X;);
end else
end while
optimizer(w.j, x;)
W--;
if (w<1)then
return;
end if
else then
compute the optimal integer values of x;(i=2,...)
accordingto t, =t, =...=t;;
if (no feasible solutions) then
j++; return;
end if
else then
calculate m according to (4) and update w,j, X;;
optimizer(w.j, x);
end else
end else

Figure 2. Pseudo Codes of MCC
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In formula (4), V is the value of the number of the first-
level thread’s neighbors calculated by the ideal MR-PBGP
model with no constraint on cores. It can be proved that the
ideal MR-PBGP model is a multi-root binary tree with V
being greater than 2 [11]. The value of V can be calculated
by the following (5), in which v is the minimal value of x,
according to s, <t .

V =max(| v 1,2) )
And usually, the value of V is equal to 2. The above
problem is a nonlinear programming. Thus, we presents an
approximation algorithm named MCC as illustrated in Fig. 2.
The complexity of MCC depends on the cost of solving
equations and searching times. We use Newton iterative
method to solve polynomial equations. Its complexity is
O(zM), in which M is max iterative number and z is highest-
degree of a polynomial. In MCC, the highest-degree of
equations is 5, so that the complexity of solving equations is
O(M). The max searching times satisfies following (6), in
which w is the solution of equations with j=2 in MCC.

> w(j-1) =@< wiogl  (6)
i—

As W is considered to be a constant in this case, the
complexity of MCC is O((log,n)*M).

IV. SIMULATION

We simulated MCC using MatLab. We use Quagga BGP
[12] as the sample of typical BGP running on Lenovo with 4-
cores Intel Xeon E5405 CPU, 4G Memory, and two 1G
Ethernet interface. Tested by Spirent AX4000 [13], C, ko, ks
and k, were obtained as follows:

C =293k, =0.32,k, =0.15

k, =k,, xx+k,, (k,, =0.03243,k,, =0.58122)

(x is neighbors )

At first, we chose p; as 0.1, p, as 0.7, p; as 0.2, which is
nearer to current real network [14]. The neighbors change
from 64 to 2048. As the serial typical BGP do not accord
with conditions of queue theory in those cases, parallel
speedup should be infinite. Thus, we chose performance
ratio with that of the ideal parallel model changing from 0.1
to 0.7.

Fig. 3 shows the simulation results of cores computed by
MCC. It shows that the number of cores is increased with the
increase of neighbors and performance ratio. The cores
change from 3 to 10 with neighbors changing from 64 to
2048 in the case of performance ratio equaling 0.1. And the
cores change from 9 to 42 in the case of performance ratio
equaling 0.7. The increase speed of cores is higher with high
performance ratio than that with low performance ratio. The
phenomena also show that if a router wants to support large
neighbors with performance near to the ideal optimal value, a
large number of cores are needed. However, if a router wants
to support large neighbors with acceptable performance, only
several cores are needed. For example, if we chose
performance ratio to 0.1, only 10 cores are needed to support
2048 BGP neighbors with its parallel speedup being infinite.
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p1=0.1,p2=0.7,p3=0.2
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Figure 3. Cores computed by MCC

Fig. 4 shows the simulation results of w computed by
MCC. The value of w represents the width of MR-PBGP tree.
The results show that if the value of performance ratio is
lower, W often equals to 1 which means one master thread in
the model. With the increase of performance ratio, w also
increases. The reason is that the cost time of first-level thread
becomes lower so that the master thread may be bottleneck.
Thus, w should increase to reach load balance between
threads. In our simulation, the value of w does not be beyond
4 in most cases.

p1=0.1,p2=0.7,p3=0.2

RN

neighbors

Figure 4. w computed by MCC

Fig. 5 shows the simulation results of h computed by
MCC. The value of h represents the height of MR-PBGP tree.
The results show that in most cases, the height of the tree in
the model is 2. And with the increase of performance ratio
and neighbors, h may increase. The reason is that the cost
time of master thread can decrease more rapidly by increase
of w than by increase of h. Thus, the value of h becomes high
only with high performance ratio and large neighbors. The
value of h usually does not be beyond 4.
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Figure 5. h computed by MCC

Then we research on the relationship among cores, py, pa,
and p; giving appointed neighbors and performance ratio.
We chose neighbors as 2048, and performance ratio as 0.1.

Fig. 6 represents the simulation results about the change
of cores, W and h with the change of p;. The result shows that
the cores, width and height change little with the increase of
p1 excluding p; equaling 1. The value of core number is
around 10. The value of h is 2 or 3. And in most cases, the
value of w is 1. The reason is that though the value of X;
increases with the increase of p;, the bottleneck of system
mainly lies on the first-level thread in most cases. Thus, the
core number changes little. If p; is equal to zero, the value of
V (according to (5)) is equal to 2. But if p; is not zero, V
increases quickly (For example, if p; is equal to 0.1, V
reaches 34). The value of X; computed by MCC is much
lower in the case of p; equal to zero. But for higher values of
p1, the bottleneck of the system is master thread so that w
increases rapidly which leads to cores’ increasing rapidly.
Thus, the value of cores is firstly slightly decreased and
increased for higher values of p;.
n=2048,p2=0.7,p3=0.2,ratio=0.1
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Figure 6. m/w/h with pl
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Fig. 7 represents the simulation results about the change
of cores, w and h with the change of p,. The results show that
the width (w=1) and height (h=2) keep constant with the
increase of p,. The value of core number decreases with the
increase of p,.The reason is that the cost of master thread
decreases with the increase of p,. We can decrease cores by
increasing the value of ;.
n=2048,p1=0.1,p3=0.2,ratio=0.1

14 ‘ T
cores
—&— width

12r — ~— - height | |

10

cores/width/height

b—O0—6 —e— — 6—0—0 —6 —6— -

0 I I I I I I I I I
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Figure 7. m/w/h with p,

Fig. 8 represents the simulation results about the change
of cores, w and h with the change of p;. The results show that
the width (w=1) and height (h=2) keep constant with the
increase of p;. The value of core number increases with the
increase of p;.The reason is that the cost of first-level thread
increases with the increase of ps. To reach load balance, the
value of X; should be decreased so that cores increase.
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Figure 8. m/w/h with ps;

In a word, if we chose an acceptable low value of
performance ratio, the core number computed by MCC is
small with the condition of supporting large neighbors. The
current common high-end multi-cores CPU can satisfy the
condition. For example, 8-cores CPU can support 2048 BGP
neighbors with acceptable parallel speedup. Moreover, the

Copyright (c) IARIA, 2012. ISBN: 978-1-61208-183-0

tree is two- level structure in this situation with w equaling
tol in most cases. However, if a router wants to be designed
to support large neighbors with its parallel speedup near to
its ideal value, a large number of cores are needed. In this
situation, the current highest-performance CPU are needed
with 64-cores or 128-cores. And the model will appear as a
multi-root and multi-level tree.

If we want to implement parallel BGP in a high-end
router, there are three steps to do it. At first, we need testing
the values of C and k; according to the supported interface

rate, CPU, and original implementation of typical serial BGP.

Secondly, we can determine the cores by algorithm MCC
with requirement of supporting number of neighbors, and
other parameters. At last, we can implement paralle]l BGP
with multiple threads according to the model of MR-PBGP
and the parameters’s values computed by MCC. It is our
current work to implement a real prototype.

V. CONCLUSION AND FUTURE WORKS

Our main contribution of this paper is presenting a
minimal cores computing algorithm named MCC to compute
the minimal cores for parallel BGP oriented the multi-cores
platform. Simulation results showed that current common
high-end multi-cores CPU can be used in a high-speed router
with an acceptable good speedup supporting large BGP
neighbors. The model and the algorithm are very usable to
the design of high-speed routers. However, in real networks,
BGP may get dynamic payload from different neighbors. We
are implementing a real prototype for parallel BGP in a high-
end router. We will test the performance of the prototype and
research on how to reach the optimal status under a dynamic
running environment.
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Abstract—In this paper, we propose a novel framework for
traffic classification that employs machine learning techniques
and uses only packet header information. The framework con-
sists of a number of key components. First, we use an efficient
combination of clustering and classification algorithms to make
the identification system robust in various network conditions.
Second, we introduce traffic granularity levels and propagate
information between the levels to increase accuracy and ac-
celerate classification. Third, we use customized constraints
based on connection patterns to efficiently utilize state-of-the-
art clustering algorithms. The components of the framework
are evaluated step-by-step to examine their contribution to the
performance of the whole system.

Keywords-traffic classification; machine learning; packet
header

I. INTRODUCTION

In-depth understanding of the Internet traffic is a chal-
lenging task for researchers and a necessary requirement
for Internet Service Providers (ISP). Usually, Deep Packet
Inspection (DPI) is used by ISPs to profile networked traffic.
Using the results ISPs may apply different charging policies,
traffic shaping, and offer differentiated QoS guarantees to
selected users or applications (where legally possible). Deep
Packet Inspection usually extracts information from both the
packet headers and the payload. In some cases, this approach
is not feasible due to, e.g., processing constraint or when the
payload is encrypted.

Our goal is to classify traffic based solely on packet header
information, such as packet size, arrival time, addresses,
protocols and ports. The following requirements have to be
fulfilled by our system:

e It should be robust: the characteristics of the network,
such as speed or load should not impact accuracy
o It should be fast: classification results shall be provided
after as few packets of a flow as possible
o It should be accurate: results should have high true
positive (TP) with minimal false positive (FP) ratio
In current state-of-the-art, traffic classification engines,
which rely only on packet header information, the effects
of network environment changes influence the performance
of the identification methods (e.g., [1], [2]). This results in
reduced accuracy when the model trained in one network is
used for testing in a different one. To become robust in such
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scenarios, our proposed method incorporates unsupervised
learning for the basic clustering of the input flows and
supervised clustering to automatically deduce the resulting
classes. In this way we achieved a method that performs
well under changing network conditions.

Another disadvantage of current state-of-the-art methods
is that they can provide information about a flow only after
its full processing (e.g., [3], [4]). They cannot conclude the
processing of the data flow even if a certain confidence
is reached in the middle of it. In the proposed framework
data collection happens on several granularity levels and the
results of one level are fed to a lower granularity level.
Therefore result generation can be considered at several
checkpoints during the flow to provide information the
soonest possible.

Constraint clustering is a state-of-the-art [5],[6] technique
to improve clustering. We propose to use this technique with
constraints based on connectivity patterns to further increase
classification accuracy.

The main contributions of the paper are as follows:

o The evaluation of various clustering and classification
algorithms and an efficient combination of them

e The introduction of traffic granularity levels and a
proposal to efficiently utilize them

o The efficient utilization of constraint-based clustering
algorithms

This paper is organized as follows. Section II overviews
the related work and introduces the terms used in the paper.
In Section III, the data used for evaluation purposes is
described. Section IV compares clustering and classification
algorithms and proposes a combination of them. In Sec-
tion V, the granularity levels of the traffic and its effective
use are discussed. In Section VI, some preprocessing steps
are introduced to exploit the advantages of constraint-based
clustering algorithms. Finally, the paper is concluded in
Section VIL.

II. RELATED WORK AND TAXONOMY

In the following bullets, we define the terms used in
current state-of-the-art papers about machine learning (ML).

o Feature: An attribute of the studied objects (e.g., the
average bitrate of a flow), the input to machine learning
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Features (measured)
m avg IAT | psize dev| sum byte| time len

1 41 54 53 74 p2p p2p 1 1(80%), 2(15%)
2 64 6 62 45 pP2p P2pP 1 1(75%),3(10%)
3 48 80 27 83 E-mail P2P 2 2(95%)

4 48 83 35 78 VolP VolP 3 3(45%),2(9%)

Fig. 1. Example input for ML algorithms derived from network traffic

algorithms. The algorithms aim at segment the space
defined by the features as dimensions.

o Label: The goal of ML is to learn to categorize objects
based on features. The labels are the name of the
categories, hence the label is the result of the testing
phase.

o Training: The first phase of ML algorithms, when the
set of input samples are evaluated (using their features)
and models are created.

o Testing: The second phase when the models are utilized
and tested on unknown traffic to find which model
describes them the best. The input to this phase is the
models and the features of an unknown object (e.g.,
flow).

e Accuracy: In the test phase, what fraction of the tested
objects get the proper label. Labeled test data is needed
to measure the accuracy.

e Classification is a type of ML algorithm. Label infor-
mation is used during training (along with the features)
that is why it is called supervised learning.

o Clustering is another type of ML algorithm, also called
unsupervised learning. This method automatically as-
signs points into clusters based solely on the features.
The label information is not needed during clustering
thus it makes possible to deal with new unknown ap-
plications. After clustering the label to cluster mapping
function must still be defined. One approach is e.g., the
most labels in the specific cluster.

Figure 1 shows an example input for ML algorithms derived
from network traffic.

There are a large number of publications in the clustering
and packet classification area. Most papers usually focus on
either clustering [3], [7] or classification [8], [2], [4], [9] but
not on their combination. In [10], authors introduced hybrid
clustering method which first uses k-means and k-neighrest
neighbor clustering to deal with the issue of applications
clustered in overlapping clusters, thus improving accuracy
and improve performance. In our work, the combination of
clustering and classification is used to exploit the different
robustness of the methods in case of network parameter
changes.

The majority of the publications deal with algorithms
working on flow level [1], [2], [8], [3], [7], [11], [12], [4],
[13], [14]. Papers introducing methodologies working on
packet level information also exist [15], [16], [17]. The flow
level information based methods can only identify the flows
after the complete processing of the flow. The packet level
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Test result
Label |Classification| Clustering (hard)| Clustering (soft

TABLE I
COMPOSITION OF MERGED TRAINING DATA

Protocol flow% Protocol flow%
BitTorrent 61.11 RTP 0.02
DNS 4.50 RTSP 0.02
DirectConnect 0.06 SIP 0.94
FTP 0.01 SMTP 0.01
Gnutella 6.87 SSH 0.01
HTTP 19.82 Source-engine | 0.53
ICMP 4.05 UPnP 0.05
IGMP 0.01 WAP 0.22
IMAP 0.03 Windows 1.40
POP3 0.18 XMPP 0.01
PPStream 0.16

information based methods can deduce a hint for a traffic
flow after a few packets, but they neglect the case when
the flow changes traffic characteristics during its lifetime
e.g., a VoIP flow starts with signaling and later used for
the transferring of the voice. In mobile environments where
the available resources of a user is dependent on the load
of the mobile cell and the channel resources are reserved
according the traffic needs the information in the first few
packets of the flow may not sufficient for a robust decision.
Our proposed solution operates simultaneously on packet,
flow slice and flow levels to achieve a robust and accurate
decision as early as possible.

III. INPUT DATA

Later, in the paper, the following data is used for eval-
uation purposes. We constructed the training and testing
data in the same way as it was done in [8]. The training
data of the system we used a one day long measurement
from an European FTTH network, a 2G and a 3G network
measurement from Asia and a measurement from a North-
American 3G network each of them measured in 2011.
We aimed at choosing measurements from networks with
very different access technologies and geolocations to make
the traffic characteristics varied. Flows are created from
the network packet data, where a flow is defined as the
packets traveling in both directions of a 5-tuple identifier,
i.e., protocol, srcIP, srcPort, dstIP, dstPort with a 1 min
timeout. Flows are labeled with a DPI tool developed in
Ericsson [18]. The flows are randomly chosen into the
training and testing data set with 1/100 probability from
those flows where the protocol is recognized by the DPI
tool and contained at least 3 packets. From Section IV-D
we merge all the training and testing data from the several
networks sets into one training and testing dataset containing
50 million flows each. Table I shows the composition of the
merged training data.

IV. CLUSTERING VS. CLASSIFICATION

We found that clustering and classification methods per-
form differently when we use them to identify traffic on
unknown networks. In this section we examine an algorithm
that mixes these two types of algorithms.
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TABLE I
MEASURED ACCURACY OF CLUSTERING METHODS

TABLE III
MEASURED ACCURACY OF CLASSIFICATION METHODS

We made experiments with several tools [19], [20], [21],
algorithms and with several parameter settings. The features
we used are the total set of features, which were mentioned
in the related work in Section II (e.g., [2], [11]) and the
feature reduction in [12] were applied on them. The results
of the classification experiments are collected in Table II
and III. The first column shows the case when the training
data and the testing data are from the same network, the
second column shows the case when the testing data is
from a different network than the training data (similar
experiment as in [1]). In both columns, we show the result of
those scenarios and parameter settings, which give maximum
accuracy. The accuracy measures the ratio of correctly
classified flow number in terms of the protocol.

In case of clustering methods, the mapping of a specific
cluster to an application is a majority decision, e.g., if in the
training phase Cluster_5 contained 100 Bittorrent flows
and 10 HTTP flows than during the testing phase if a flow
happen to fall into Cluster_5 it is considered Bittorrent.

We found that clustering is more robust to network
parameter changes thus the accuracy drops less when the
test set is measured in a different network than the training
set comparing to the classification algorithms. On the other
hand, classification algorithms can learn a specific network
more accurately, thus trained and tested on the flows of the
same network, the achieved accuracy is usually higher than
the one in the clustering case. Algorithms mainly differ in
learning speed and in the number of parameters which has
to be set (same conclusion in [8]).

In the following section, we propose a method to combine
the advantages of both clustering and classification algo-
rithms.

A. Refinement of clustering with classification

In current state-of-the-art, solutions either standalone
supervised (e.g., [8], [2], etc.), or unsupervised methods
(e.g., [3], [7], etc.) are used. They either perform well on
one specific network but significantly worse on others or
they provide more balanced, but less accurate results. We
also note that in case of the usage of unsupervised methods,
the mapping function has to be defined manually.

Below, we propose a method incorporating unsupervised
learning for the basic clustering of the input flows and
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Method Tested on same net- Cross-check on Method Tested on Cross-check on
work other networks same network other networks
Expectation Maximalization (EM) | 85% 65% SVM [13], [17], [14], [25] 89% 61%
[31, [7] Logistic Regression 89% 59%
K-Means [7] 84% 62% Naive Bayes (complete pdf estimation) 74% 58%
Cobweb hierarchic clustering [22] 70% 42% 81, [2]
Shared Nearest Neighbor Cluster- 95% (20% of the 93% (12% of the Naive Bayes Simple (mix normal distri- 70% 57%
ing [23] flows are clustered) flows) butions) [8], [2]
Autoclass [24] 79% 55% Random Forrest [9] 93% 54%
Constrained clustering [5] 88% 48% Multilayer Perception [26] 85% 47%
Average 78.5% 60.8% C4.5 2] 90% 45%
Bayes Net [26] 89% 43%
Average 85% 53.1%

supervised clustering to automatically deduce the resulting
label. Our method is divided into two main phases.

1) Training phase: The input of the training phase is the
labeled raw traffic. The output of the system is the clustering
and classification models. First, flow descriptors (features)
are calculated from the raw traffic, e.g., average payload size,
deviation of payload size, etc. Next, an automatic unsuper-
vised clustering is performed, and the resulting clustering
model is stored. Finally, the result of the clustering is added
to the features of the raw traffic as an additional feature and
this extended feature set is fed to an automatic supervised
classification system. The resulting classification models are
also stored. See Figure 2 for details.

2) Testing phase: The input of the testing phase is the
unknown raw traffic. Features are calculated for each flow as
in the training phase and are tested on the clustering model.
The number of the resulting cluster is added to the feature
set, which is then tested on the classification model. The
output of the system is a list of traffic types with a confidence
level. The classification method also works as a cluster to
application mapping function. See Figure 3 for details.

B. Combination of clustering and classification methods

There are two possible ways of combining the clustering
and classification methods:

Classification with clustering information: The result
of clustering (with the cluster to application mapping com-
pleted) is fed to the classification algorithm as a new
feature. In this case, the feature expressiveness is chosen
arbitrary by the classification method. The advantage of this
approach is that it is easy to implement. On the other hand,
the clustering information may be neglected or considered
with low importance by the classification method thus the
clustering cannot always improve the overall accuracy.

Model refinement with per cluster based classification:
After the clustering step, a separate classification model is
built for the set of flows of each cluster (see Figure 4). The
advantage of this approach is that the clustering results are
considered always with high importance. The classification
methods can construct simple models because the clusters
contain a limited number of flow types. As a result, the
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Fig. 4. Per cluster based classification

impact of the overfitting of the classification model is
decreased. This approach showed significant improvement
over the classification with clustering information scenario
(but results in a more verbose model).

C. Preferred implementation

We selected the constrained clustering [5] algorithm (see
Section VI for further details) and the SVM [25] clas-
sification algorithm to perform the experiments as these
algorithms were the most robust for the case when the
training and testing data were from different networks.

The focus of the ML-algorithms is slightly different in
the clustering and classification case. Clustering calculates
Euclidean distances. SVM is a Kernel-based algorithm that
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case. The increase of the cross-check case improves signifi-
cantly comparing to the standalone cases (see Tables II, III).
In case of the per cluster based classification, the increase
is even more significant in both cases than the classification
with clustering information case thus we will use it in the
rest of the paper.

TABLE IV
MEASURED ACCURACY OF THE COMBINATION OF CLUSTERING AND
CLASSIFICATION METHODS

Method Tested Cross-check
on same | on other
network networks

Classification with clustering information 89% 72%

Per cluster based classification 93% 75%

We also made measurements of the basic clustering (Fig-
ure 5 ’Clustering with majority decision’ column), classifi-
cation (Figure 5 ’Classification’ column), trivia combination

72



ICN 2012 : The Eleventh International Conference on Networks

100%

90%

80%

70%

60%

50%

Fig. 5.

(Figure 5 °SVM with cluster info’ column) and per cluster
based classification (Figure 5 ’Per cluster based classifi-
cation’ column) case on the merged training and testing
data (see Section III). TP hit occurs when the label in the
original flow equals the hint given for the specific factor.
The classification with clustering information case improve
its accuracy slightly, but the per cluster based classification
overperforms all of them.

V. GRANULARITY LEVELS

Current state-of-the-art packet header-based traffic clas-
sification methods can provide information about the flow
after its full processing (e.g., [3], [4], etc.). They either
collect information at packet or flow level but they cannot
propagate the information to other levels.

A. Usage of granularity levels

ML-based traffic classification systems use a set of fea-
tures. Features can be calculated on several granularity
levels. We use multiple granularity levels in our system
(see Figure 6) as follows. Collecting traffic description
information on packet level introduces a limitation on the
derived descriptors (features). Practically, only the packet
inter-arrival time, packet size and the direction of the packet
is available. On the other hand, due to the large number of
packets this granularity level provides a sample-rich input.

The most straightforward descriptors on the flow level
are, e.g., the number of transmitted packets, the sum of
bytes transmitted, the distribution of the packet inter-arrival
times and packets sizes (or a certain derivative, such as
minimum, maximum, average, standard deviation, median,
quantiles, etc.). More complex statistical descriptors can also
be used, e.g., further moments, autocorrelation, spectrum, H-
parameter, recurrence plot-statistics, etc.
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The summary of the accuracy in case of the application of the proposed improvements

Flow characteristics can change over time. The same flow
can be used for multiple purposes during its lifetime. This
behavior results in misleading conclusions if one views only
the statistics calculated for the overall flow without paying
attention to the evolution of statistics during the life of the
flow. A somewhat finer level, “slices”, can be defined as
part of a flow divided into multiple pieces, e.g., comprising
a certain number of packets, bytes or a given time period.
Flow slices can be constructed on several aggregation levels,
e.g., based on 10, 100, 1000 packets. The flows can have
different characteristics on the different aggregation levels.
In this way the scaling property of the traffic can be captured
in a similar way as the Hurst-parameter does [27]. It is also
possible to segment a flow into slices using some algorithmic
determination of slice boundaries, e.g., using TCP flags,
significant changes in bitrate, etc. The statistical descriptors
can be the same as in case of flow granularity. This approach
has the potential of grabbing the temporal changes in the
flow during its lifetime and, e.g., remove the inactive periods,
which distort the statistical descriptors otherwise.

As we noted, features captured on a lower granularity
level (e.g., flow) are richer, but with low number of sam-
ples, whereas features captured on a high granularity level
(e.g., packet) are simpler, but with high number of samples.
It would be desirable if we could combine information
from both sources. Another aspect is that high granularity
descriptors allow to make a quicker decision, that is, after
fewer packets of the flow. An ideal system would provide a
quick (potentially lower accuracy decision) fast and would
keep refining it as more of the flow is processed. To quickly
establish a result, we keep modeling on multiple levels in
parallel and propagate information between the levels for
higher accuracy.
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B. Propagation of granularity information from one level to
an other

The system can provide results as soon as enough infor-
mation is gained on a granularity level to achieve a required
confidence level. This means that, for example, if only 5
packets are enough to provide classification with high level
of confidence then further processing is not needed. If the
confidence level is still low then the results of a specific
granularity level is passed to a lower granularity level. The
lower level can then make use of this unreliable, but still
potentially indicative information.

There are two possible ways to propagate granularity
information from one level to an other:

Propagate final result of a specific level: The result of
the refinement, thus the result of the classification, a specific
protocol, functionality value, etc. (with a text to number
mapping) are fed to the next level classification algorithm
as additional features.

Propagate clustering information of a specific level:
Each resulting cluster (without cluster to application map-
ping) is fed to the next level clustering as an additional
feature (see Figure 6). Cluster numbers are normalized,
aggregated results of several features. They mean that due
to some features some flows are similar to each other. This
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information does not introduce any error to the system. See
also Figure 6 for further details.

We should note that it would be possible to use a per
cluster based classification like solution as it is proposed
in Section IV-B, thus flows in each cluster would generate
a separate model on the next granularity level. We did not
make experiments with such a setup as the resulting cluster
on, e.g., flow level would have a very limited number of
flows for training to create a meaningful model. Neverthe-
less, in a system that handles much more flows, this approach
can be feasible and may perform well.

C. Preferred implementation

On packet level the inter-arrival time, packet size, direc-
tion (uplink, downlink) and the TCP flags in case of TCP
packet can be stored for the first, e.g., 10 packets. This means
10 % (3 + F) features to be stored, where F' is the number
of relevant flags.

On the slice level, we consider, e.g., 10 second long slices.
In this case, the first 10 seconds of the flow constitute the
first slice. Statistical descriptors are calculated for each slice
and all of these features are used as features to the ML-
algorithm. Statistics of the next 10 seconds of the flow are
also stored, and so on. It is also possible to define a fix
number of slices, e.g., 10 and only maintain the statistics
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descriptor for such many slices and cumulate statistics in a
circular fashion. Thus the first set of descriptors would hold
activity from seconds 0-10, 100-110, 200-210 and so on.
The memory consumption of the slices can be limited with
the above technique.

D. Evaluation

Figure 5 ’Granularity info propagation (Clust)’ column
shows that propagation of clustering information outper-
forms the propagation of classification info (’Granularity
info propagation (Class)’ column). The granularity informa-
tion introduced provides a further 6% gain comparing to the
"Per cluster based classification’ case.

We also made experiments to check which slice dimension
(packet/byte/time) contributes with the most information to
the final result. In these cases the features were calculated on
all scales (10, 100, 1000) and were propagated downward.
It is interesting to see that if we have to choose only one
of the slice dimensions the highest TP ratio can be achieved
with the packet based bin definition.

Another experiment we made that we removed all the
slice level information and packet level data was propagated
directly to the complete flow level statistics (see "No slices’
column in Figure 5) in the first phase. Later, we extended the
information with slice level information considering only the
10 size bins in packet, kbyte and time dimensions as well
in the second phase and the 10, 100 size bins in the third.
Practically when all the information is propagated from the
slice to flow level that means 9 cluster numbers. When only
the time bins are propagated that means 3 cluster numbers
(for the time 10, 100, 1000 scales) and when e.g., the 10, 100
scales are propagated in all the dimensions it means 6 cluster
numbers (the packet, kbyte, time triplet once in the 10 size
scaled bin and an other triple for the 100 size scaled bin).
We found that providing more and more information by the
cluster values of the slices the TP ratio increases by 1-2%
step by step (see 'No slices’, "Just 10 scale’, *Just 10, 100
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scales’ columns in Figure 5). Note that during the granularity
level info propagation phase the next level feature set is
extended after the feature selection phase therefore they are
considered by the clustering methods for sure.

The introduced method can correctly recognize 83% of
the flows on the packet level, 8% on segment level and 3%
on flow level.

VI. CONSTRAINED CLUSTERING

Constraint clustering is a state-of-the-art [5],[6] technique
to improve clustering. The key idea is to describe constraints,
which tell which instances must or must not be in the same
cluster. Then the feature-space is transformed to fulfill the
constraints as much as possible (see Figure 7). It is important
to note that constraint clustering can improve the feature
selection deficiencies as well (it improves features in a
similar way as in Principle Component Analysis [28]).

A. Introduced constraints

In our system, we introduced constraints providing in-
formation about the flow instances from independent traffic
classification methods. Note that we only propose must con-
straints. It is important that constraints must not introduce
error to the system. To achieve this we use only simple and
strong heuristics. The introduced must constraints are always
defined between flows with the same label.

We propose to use the following three constraints (defined
for flows being around the same time)

e Constraint Type 1 (red, row/col (1,3); (1,5); (2,3);
(2,5)): Flows originating from different srcIPs going
to the same dstIP (if we know they are both P2P, we
can be sure they are the same app client (factor #1), as
well, such as Azureus or uTorrent)

o Constraint Type 2 (orange, row/col (1,3); (1,4); (3,3);
(3,4); (4,3); (4,4)): Flows originating from the same
srcIP from the same srcPorts (and same for dst) (flows
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from the same IP:port share both application and client
program (factors #1 and #3), as well)

o Constraint Type 3 (yellow, row/col (5,3); (5,8); (6,3);
(6,8)): Flows with significantly different traffic charac-
teristics with the same user IP address (different charac-
teristics imply different network conditions, factor #5)

B. Evaluation

Figure 9 shows the TP ratio in the function of used
constraints. In general, a huge number of constraints could
be collected, e.g., for each of the flows which take part in
the definition of a type 2 constraint can be constructed a
constraint. As increasing the number of constraints increases
the run time of the constraint clustering algorithm a lot,
the constraints are sampled in practice. The two extreme
cases are easy to interpret: it is better to use constraints than
not, and it is also very clear that increasing the number of
constraints does not imply the increase of TP ratio directly.
In the right corner of Figure 9 the TP ratio shows a big
variance around the application of 600-1000 constraints.
What can be learned from these experiments is that it
is advisable to add more and more constraints iteratively
during the model construction phase and evaluate whether
it increased the overall accuracy or not. It is possible to
achieve even 2% gain in TP ratio with a limited number
of constraints. The detailed study of the variance of the
accuracy in the function of the introduced constraints can
be the focus of a further work.

VII. CONCLUSION

In this paper, we introduced several steps to improve
the current state-of-the-art in traffic classification engines
relying entirely on packet header data. To become robust our
proposed method incorporates clustering and classification
methods. This way our method performs well even under
changing network conditions. In this step we gained 3%
TP ratio compared to standalone clustering or classification
methods.

In the second step, we proposed to perform the data
collection on several granularity levels and the results of
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one level to be fed to a lower granularity level. In this step
a further 5% is gained relative to the previous step.
Third, we introduced constraint clustering based on con-
nectivity patterns. This resulted in a 2% increase of accuracy.
The overall accuracy of the system on a mix of real world
network traffic is 94% which is a 9-10% increase in accuracy
comparing to state-of-the-art algorithms.
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Abstract—The drop of initial TCP control packets can dramat- ~ short-lived TCP flows are the most impacted. Those are flows
ically penalize flow performance. More the flow is small, more made up of few packets. The applications generate short flows
the penalty is important. This paper studies an Active Queue , order to ensure an interactive feature. As presented]in [6

Management (AQM) aiming to protect TCP SYN and SYN- _ .
ACK from losses, and evaluates the improvements for short T€ and [7], Internet traffic is mostly populated by short-lived

flows and the impacts on long-lived TCP flows. This AQM is an TCP flows, mainly generated by Web applications. Theses
extension based on Random Early Detection (RED). Evaluatis  flows suffer more from the initial drops than long-lived flaws
are performed in the ns-2 simulator. Results demonstrate ta  |ndeed, the connection establishment phase is a process tha
effectiveness of the idea_supporte_d in a decrease in the trafer takes a significant time compared to the duration of the
delay of short flows and indiscernible effects on large flows. . . .

Index Terms—TCP: Short-lived flow: AQM: RED: Connection qonnectlon. The RTO expiration and corresponding backoff
establishment. time, due to SYN or SYN-ACK packet loss, add a delay
that is significant for short-lived flows. The RTO penalty is
perceptible at the service level as the main performancaanet
is the latency. On the other hand, when a long-lived flow

Each of us has already noticed that sometimes a web pag@eriences an initial drop, it is equivalent to a shift ire th
takes a significant time to display. Asking for refresh pesmistarting of data transfer. The performance metric for thnslk
the page to be loaded. One possible reason for this behawéflow is the goodput.
could be the loss of SYN or SYN-ACK TCP segments as In this paper, we aim to evaluate the benefits of protecting
explained in [1]. These TCP segments are exchangedtire packets used in connection establishment. The evafuati
the three-way handshake procedure used in the conneci®made in the context of TCP. The idea is to protect the TCP
establishment phase [2]. Congestion is the main cause ¢ theegments with the SYN flag set (referred to as SYN segment or
losses. Network reacts by dropping packets in a router'sgueSYN packet in the following) from losses. The term proteatio
TCP relies on Round Trip Time (RTT) values to tackle packeteans keeping the SYN segment even if the queue is full. This
losses. As no RTT estimate is available at connection ogenimction is performed on the router's queue. SYN packets are
the retransmission timeout (RTO) is set by default to 3 sésomever dropped whenever data packets are present in the.queue
[3]. Recently, the IETF working group tcpnTCP Mainte- Queue management is done in a push-out fashion. If the queue
nance and Minor Extensiohshas proposed decreasing thés full on a SYN packet arrival, the last enqueued data pasket
default RTO value to 1 second [4]. The rationale behind thgushed out of the queue and dropped. The motivation to act at
change is that the RTT of more than 97.5% of the connectiotie router level is that the congestion and the choice ofclvhi
observed in a large scale analysis were less than 1 secand fpakket must be lost, are made at the router level. Furthermor
However, retransmission rates within the three-way haakish as the problem affects all connection-oriented servides, t
are measured roughly at 2%. This shows that a solution golution at this network level deals with this problem glijoa
avoid packet loss in the connection establishment phade Wilith the proposed solution, only data packets are intended t
benefit a non-negligible set of connections. While settimg t be lost. These packets will be recovered in a better fashion
initial RTO value to 1 second provides interesting resultthan TCP SYN segment, i.e., either by fast retransmit [8]yor b
its deployment requires end host modification. FurthermomRTO adjusted relatively to the RTT estimations. No addaion
one second is inappropriate for brief exchanges. We offehange other than SYN packet protection is done on routers.
here another option. Rather than dealing with retransonissiProvided service offered by network remains best effort.
concerns, i.e., after the loss, we act upstream. Our idesisten  The main contribution of this work is the demonstration
in preventing initial packet losses, avoiding in this waye t that the proposed scheme is able to significantly improve the
RTO triggering. performance of flows by the protection of the segments ex-

Loss issues at the connection establishment phase are ai@nged in the initial phase. The proposition does not irevol
limited to TCP flow. All connection-oriented services ané complex identification scheme or per-flow state management
protocols, such as DCCP and SCTP, are affected. Howevenprovements should be obtained without penalizing long

I. INTRODUCTION
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flows. We propose an implementation of the idea to prove gignificantly improve system performance. But, as authors
effectiveness. We then study the integration of the progposementioned, this method has a limited scope due to poor usage
scheme with an existing Active Queue Management (AQM) ECN on servers and in routers.
mechanism, namely, Random Early Detection (RED). This Another way to improve the performance in case of lost
extension of RED is developed and analyzed. SYN packets is based on the modification of TCP settings in
The next section presents the related work that deal witlie operating system, such as defining a smaller value [4] to
connection establishment and packet losses due to comgestihe initial retransmission value. In [1], the authors irigete
The proposed idea is described in Section Ill. In Section I¥he possibility of setting the initial retransmission tirtee a
we evaluate the performance experienced by short and lorague smaller than 3 seconds. However, this will then apply
TCP flows with the implementation of the proposed AQMto every TCP connection and possibly introduce unnecessary
We conclude by our findings. retransmissions and could even cause TCP to fail in certain
cases of extreme delay. So they implement an applicatiar lay
Il. RELATED WORK . ;
] tool to keep a copy of sent packets belonging to the conmnectio
In the literature, there are overall three types of appreaci‘bpening phase. In case the corresponding acknowledgement
that address the problem of losses: does not arrive within a given and a configurable time, the
1) Preventive actions to reduce the loss rate. Indeed, Bgicket is retransmitted. The designed application can bd us
sides wasted bandwidth, the retransmission of lost paginly for specific ports, such as 80 and not for all TCP
ets introduces extra delay. AQM aims to deal with thigonnections as opposed to the approach of RTO decrease.
congestion issue.
2) Marking packets rather than dropping them; and lll. DESCRIPTION
3) Responsive actions to improve the retransmission pro-Our solution to initial drops in the connection establisimne
cedure. Solutions based on this approach consider mgghase is to protect SYN packets within the network. As those
ification of TCP settings. losses appear in congestion situations, the propositikesta
As mentioned previously, our motivation to act at the routgrace on routers. Indeed, a congested router drops packets
level is that the congestion occurs at this level. For moaeth when its queue fills up (or is about to be filled).
decade, the research community has developed Active Queugwo types of approaches are possible: scheduling and
Management (AQM) in order to prevent packets being droppadtive queue management. In scheduling, router’s buffer is
and to maintain high throughput and low delay. In [9], it igartitioned into separate queues. Each queue holds thetsack
recommended to deploy RED [10]. RED monitors the quewd one flow or a category of flow. A scheduling mechanism
length and adopts a packet drop policy based on probabijlitidetermines which packet to serve next; it is used primaaly t
which increase with the level of congestion. However, REBanage the allocation of bandwidth (and provide fair stegrin
fails to improve the performance of short flows and to pramong flows but it can also apply to traffic protection or
vide fairness with unresponsive flows. Choke [11] has beésolation. This is an interesting option for the isolatidrsYN
proposed as a solution for this problem. It approximates-masackets from the other traffic. However, algorithmic comple
min fairness for the flows that pass through a congested.routg and scaling issues of scheduling make its deployment on
It draws a packet at random from the FIFO buffer when laternet routers difficult.
packet arrives and compares it with the arriving packehdfyt ~ On the other hand, active queue management, which is con-
both belong to the same flow, they are both dropped. Chogerned with managing the length of packet queues by dropping
can also be considered as a solution for the short-lived flowackets when necessary or appropriate, has a simpler design
by considering that it corrects unfairness problems betweA single queue contains all the packets. The deployment of
short and long-lived flows. However, Choke doesn?t preveRED, that falls within this class, on Internet routers ishyg
the SYN lost when the queue is full. Another way in theecommended. RED possesses interesting and useful feature
router context is the use of DiffServ architecture [12]. &),[ such as its ability to avoid global synchronization, itsligbto
a proposition relies on DiffServ to protect retransmissiand keep buffer occupancies small and ensure low delays, and its
the first packets against loss. After loss detection, thensegs lack of bias against bursty traffic. Our proposition is, then
are sent with higher priority. This solution is inappropeifor compared to AQM mechanisms. As the comparison holds
best effort network. on the effectiveness of the SYN packet protection, RED is
These previous works handle the problem of packet lossegtended with this additional feature. This new variant BCR
but they do not specifically focus on connection packetwill be referred to as REDFavor hereinafter.
In [13], the authors recognize this problem of lost packets With REDFavor, the router serves as a shield for SYN
belonging to the connection establishment phase and thedickets against losses. A congestion episode manifestb its
simulations show how the response time can be significantly the filling up of the queue. Any new arriving packet
increased by just avoiding the loss of the SYN packet. Théy discarded. In normal operation, the router performs this
show that setting Explicit Congestion Notification (ECN)shbi dropping with no regard to the packet type. REDFavor reacts
[14] in IP header of TCP control packets while leaving tha a different manner if the new packet is a SYN packet. The
treatment of the initial TCP SYN packet unchanged, caouter makes sure that no SYN packet is rejected if at least
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Algorithm 1 REDFavor algorithm and properties. In fact, SYN packets are not checked against
1: function enqueue(p) RED filters on their arrival. They can be seen as unresponsive
2: # A new packet p arrives and may raise or reinforce congestion. However, the same
3: if the SYN flag is set on phen assertion about the number and size of SYN packets stilshold
4: # p must be protected We think that the effects on RED performance are negligible o
5. if the queue is full or p is an early drop packkeén minor. These assumptions are validated by simulation tesul
6: if only protected packets in the quethen in the evaluation section.

7: p is drop We do not claim that the combination of the proposition and
8: return RED is the best one nor gives the best performance. However,
9 else this choice highly facilitates analysis and evaluation loé¢ t

10: # Push out presented solution.

11: the last standard packet is dropped
12: end if IV. EVALUATION
13- end if This section presents the performance simulation reséilts o
14:  pis enqueued in front of all standard packets REDFavor using ns-2 simulator. We look at 2 points:

15: else « Latency of short-lived flows, that expresses the improve-
16: # pis a standard packet ments brought by SYN packets protection,

17:  Fall back to RED o The counterpart of the observed improvements on long-
18: end if lived flows.

We compare the performance of the SYN protection with RED

and Choke. The simulation is designed to demonstrate the
one standard packet is present in the queue. A standardtpagi@rovements in latency of the proposed SYN protection in a
is dequeued and dropped in a push-out fashion, as presenfigdle bottleneck scenario. We adopt the model of web traffic
in Algorithm 1, to release space for the SYN packet. Thigeveloped in [15]. In this model, a pool of clients requesbwe
latter is, then, enqueued. However, if all packets in theuguegbjects from a pool of servers. Pools are interconnected by a
are SYN packets, the arriving SYN packet will be dropped asair of routers and a bottleneck link. This link has a bandwid

there is no possibility of making room for it. of 10 Mbits/s as shown by Figure 1.
Thus, although SYN packets are protected during conges-
tion periods at the expense of standard packets, they can Web servers Web sessions & Web clients
still encounter losses. That happens when the queue centain Long-lived flows
only SYN packets. To lower this potential risk, SYN packets
accumulation must be avoided. One response to this point 10 Mbps
consists in limiting their waiting time in the queue as much REDFavor

as possible. Then, a new enqueued SYN packet is positioned
in front of all standard packets and at the tail of already
enqueued SYN packets. Thus, it is prioritized in transroissi
over standard packets.

The exposed protection mechanism can be considered as
an isolation or separation of SYN packets from standard.ones
This separation relies on SYN flag identification. This flagsac In detail, we used TCP flows with RTT varying from 5 ms
as a priority bit that triggers special and privileged tneant to 100 ms. A client makes a web session. A web session is
for corresponding packets. A transport layer signalisai® composed by a sequence of web pages. A page is constituted
handed over to network-level entities to solve a transayei by several objects. Each object is downloaded through a TCP
issue. Such cooperation can be seen as a cross-layer appraamnection. Then, each object will result in a new flow. The
This operation does not involve complex scheme or per-flggarameters used to obtain the simulated web traffic are the
state management. A simple check on the SYN flag sufficesierage of the number of pages per session, the average of
this ensures the scalability of deployment on real networksthe number of objects per page, the inter-session time, the

Nevertheless, some questions may arise with the useimter-page time and the inter-object time, as seen in Table
isolation and prioritization of SYN packets. Indeed, botpbes I. Exp(x) means the exponential distribution with mean x.
of packets are competing for transmission. One possible issSettings for the object size and the number of objects pes pag
might be the starvation of standard packets in bandwidih Table I, are similar to those used by [16]. Consequentéy, w
sharing. The problem is not relevant in non-congestiorogisti consider a Pareto object size denoted as P(1,1.2,12) where
Intuitively, in case of congestion, starvation should napjpen 1 is the minimum possible object size (in packets), 1.2 is
as the number and size of SYN packets are relatively smtie shape parameter, and 12 is the mean object size (in
(40 bytes) compared to standard packets. Another potenpalkckets). The Pareto distribution shows high variability.
problem relates to the impact of protection on RED operationepresents an accurate model of flow size distributions as

Reverse traffic

Fig. 1. Simulation model
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TABLE | .
SIMULATION PARAMETERS of the flow size. REDFavor ensures a lower transfer delay for
both short flows and long flows. It performs like Choke with
R Pfafameta , EVa'gjo short flows and falls back to RED behaviour on large flows.
Nﬂ%bzr%f%%?gstspgefisasg'gn 225(3)) These results prove that short flows benefit substantiadiy fr
Intersession (s) Exp(0.5) SYN packets protection offered by REDFavor while long flows
Interpage Exp(5) are not penalized further than they would with RED.
Interobject Exp(0.1)
Object size P(1, 1.2, 12)
10 RED ——
Choke -
5 REDFavor -
empirically observed on the Internet. The settings for the §
remaining parameters applied to the web traffic model lead ¢
to usage of around 70% of the bottleneck link capacity. The £
web traffic load is generated by 135 web sessions taking place ¢ |
on each of the 9 web servers. Besides, each web server sends§
a long-lived TCP to one web client. A flow is generated in the g
reverse direction to mitigate potential synchronizatietween S
flows. REDFavor is applied only on the congested link. The ¢
. . . . . . [
simulation model is illustrated in Figure 1. Data are cdkec
after a 100 second warm-up period. The simulation duration 01+ " T
is set to 500 seconds. Flow size (packets)
A. Web traffic

This subsection evaluates the efficiency of REDFavor to im- Fig. 3. Mean completion time

prove the performance of short lived TCP flows. As mentioned Drop protection is evaluated in Figure 4. This figure shows

_egr_lier, the short flows are_the most affected by the_I(_)ss t‘ﬁfe distribution of dropped packet numbers on the congested
initial TCP control packets, in terms of latency. The efficig

_ X link. We note that for flow sizes less than 10 packets,
of SYN packet protection can be appreciated by a decreaseh'@DFavor has nearly the same behaviour as RED, then, it
transfer delay. follows Choke. Quantitative results in Table Il show that ao

F!gu“? 2 shows the cumulative _d|str|but|on of request C.Orgingle SYN packet is dropped with REDFavor. Lesser standard
pletion time. The request completion time of a flow is the tim ackets are even lost compared to the two other schemes.
interval starting when the first packet leaves that server a

0, protection is obtained at the expense of the loss of some

er_lding when the lff‘St packet is receiyed by the corr_espondi&gndard packets, i.e., those with a higher packet numbées. T
client. RED experiences fewer sessions that terminate t.h((f"lliticism should be moderate as the drop rate decreases. The

requests w-|th|n s secopds. A noticeable peak appears "hitained results show that REDFavor achieves the initial go
seconds with RED. This corresponds to the occurrence SYN packet protection

initial RTO. The same observations are reported by [17].
REDFavor eliminates these earlier timeouts. It behaves and

RED ——

leads to the same results as Choke. 07  Choke -~
REDFavor -

1 0.6

RED —— e IR e
L Choke --
REDFavor -

0.8 r
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Cumulative Distribution
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Fig. 4. Distributions of dropped packet numbers on the cstegklink.
Fig. 2. CDF of completion times B. Long-lived TCP flow

This subsection studies the impact of the proposition on
Figure 3 presents the mean completion time as a functilmmg-lived flows. Let us remember that the throughput is the
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TABLE Il
DROPPED PACKETS COUNT
Choke | RED | REDFavor
Dropped packets count 55566 | 36758 33150
Drop rate 0.082 | 0.143 0.073
Dropped SYN packets couni 196 3391 0
TABLE Il
BANDWIDTH USAGE
Choke | RED | REDFavor
Bandwidth usage (%)| 83.34 | 96.87 96.71

SYN flag. Deployment of the solution is transparent to end
hosts as it involves routers (specifically, queue manag&men
only. As REDFavor works independently, its deployment can
be done in incremental manner, i.e., only on routers with
heavily loaded links. When the congestion is not present, ou
AQM has no effect.

In operational aspect, a special attention should be paid to
security concerns as the proposition relies on SYN packets
identification. For example, it is vulnerable to SYN flood
attacks. However, solutions to those security issues, ssch

firewalling, packet filtering or Intrusion Detection and Rea-
tion Systems, exist and are fully functional. These sohsio

metric that matters for this type of traffic.
Figure 5 shows the normalized rate obtained by each of the
9 long-lived flows between a couple of web client and web

mitigate those security threats.
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the quantitative results presented in Table Ill. We can note
that Choke’s improvements for short flows are obtained by a
decrease in bandwidth share for long flows. [1]
The impacts of SYN packets protection on long-lived flows
are negligible. As stated previously, the "unresponsiveirac- [
ter of SYN packets (and short flows), has no impact on overall
performance. Indeed, due to their small size, their padibon
in congestion occurrence is largely limited. [4]
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Fig. 5. Bandwidth by the long flows [11]

V. CONCLUSION [12]

This paper proposed a scheme consisting in protecting SYN
packets and by the way, leverages the penalty of short flovis]
The proposition is relatively simple as it is implemented aﬁ"’
an AQM scheme on a router’s queue. Evaluations validate the
idea while showing that noted improvements are not regultin
in substantial impact on long-lived flows. A non-permane|[11[5
(performed at the flow startup) and targeted action signifi-
cantly improves short flow performance without a significarit6]
decrease in the throughput of large flows. Benefits are higher
than costs. [17]

The simplicity of the proposition constitutes its main aclva
tage. Operations are solely based on the content of the fgcke
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Abstract—Masaryk University in Brno is operating a re-
gional Picture Archiving and Communications System servig
to mostly all hospitals in Brno metropolis and a lot of
remote healthcare institutions. The system known under nam
MeDiMed is utilized by most of the regional hospitals. The
last MeDiMed enhancements, which open this system for small
healthcare institutions and private doctor’s offices, is dscussed
in this paper.

Keywords-PACS, DICOM; shared solution.
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Figure 1.  Common structure of PACS system. Modalities sdore
|. INTRODUCTION acquisition of medicine multimedia data. These data areedtin PACS
server and examined and analyzed in viewing stations.

The PACS - Picture Archiving and Communications Sys-
tem - [1] is a currently used procedure and methodology for
processing medical multimedia data obtained from picture
acquisition machines like computer tomography, ultrasipun
x-ray, etc. Multimedia medicine data obtained from these The Shared Regional PACS project MeDiMed started as a
machines - in PACS terminology called modalities - arecollaborative effort among Brno hospitals to process maddic
stored in central PACS server. The PACS server then promultimedia data. Masaryk University is the co-coordinator
vides these multimedia data to viewing stations. Viewirag st Of this project ensuring that the demands and requirements
tions serve to radiologists for analyzing the multimeditada of radiology departments are met, overseeing the changing
This approach offers much more capabilities than formetegislative standards and the practical limitations ohteat-
film medium. Viewing stations allow image transformation, 0gy. Masaryk University, in cooperation with CESNET (the
combination of images from more modalities etc. NationalCzech national research and education network operator),
Electrical Manufacturers Association - NEMA - [2] has also provides the necessary network infrastructure.
developed a standard DICOM [3] - Digital Imaging and The system serves for transmitting, archiving, and shar-
Communications in Medicine - for communications betweening medical image data originating from various medical
modalities, PACS servers and viewing stations. DICOMmodalities (computer tomography, magnetic resonance, ul-
version 3.0 is the currently used by mostly all modalitiestrasound, mammography, etc.) from hospitals. The central
and PACS servers. The structure of PACS is presented dBACS serves as a metropolitan communications node as
the Figure 1. In depth background of PACS principle andwell as a long term archive of patients’ image studies.
DICOM protocol is discussed in [4] and [5]. More detailed information about regional PACS archive

This paper is organized as follows: The overview of maintained under the MeDiMed project is described in [6],
MeDiMed project is presented in Section II. Section Il [7], [8], [9] and [10]. The MeDiMed demand for dedicated
describes describes the underlying networking infragtinec ~ communication channels has induced some exploration of
Sections IV and V discuss the service reliability and databackbone optical transport network [11].
redundancy and the overall impact of the MeDiMed project Outsourcing of the hospitals’ archiving and communica-
to the healthcare institutions. Currently, we are imprgvin tions technology permits cooperation among hospitals and
the MeDiMed system to better support small healthcare inthe use of existing patient multimedia data. The Shared
stitutions and private doctor’s offices. This effortis dissed Regional PACS is more than just a computer network.
in Section VI. The conclusion and further work is presentedGradually, it changes the thinking of medical specialists
in Section VII. and gets them to cooperate and share data about patients in

I. MEDIMED
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electronic form. It builds a network of medical specialists dealing with sensitive information about the patient. The
The impact of this work is not only in patient care but also patients privacy must not be compromised.
in the education of medical specialists. The data stored in We have to provide high level of security for medicine
the shared archive can be converted to anonymous study picture data maintained by regional PACS archive. We have
survey (i.e., personal data of patients is replaced byifiast  to protect the data at three stages: data stored on servers of
data) and used for educational purposes. regional PACS, data transported over network between this
The realization of the project facilitates fast communi-archive and user, and users access to these data. Security
cation among individual hospitals, allows decision consul of data stored in regional PACS servers is provided by
tations, and brings various other advantages due to directsage of dedicated hardware for this application and bgtstri
connections via optic networks. The Masaryk Memoriallimitation of access (both physical and network based) to
Cancer Institute is an important node in the regional ndtwor this equipment. Security of data transported over network
of hospitals. It specializes, in a complex way, in oncologyis provided by usage of dedicated fibre optics lines when
diagnostics, treatment and prevention as well as respyrato available and by employing of strong cryptography (IPSEC
diseases and gynecology [12]. In general, the proposedith AES-256 encryption algorithm) on all lines, which are
MeDiMed project is clearly designed to support society-shared with other data communication traffic.
wide healthcare programs in the Czech Republic as well as The main principle of hospital to MeDiMed connection is
programmed implemented by other countries. The system igsage of two firewalls. One of them is in from of MeDiMed
also supposed to serve as a learning tool for medical staidenPACS servers and is under control of MeDiMed staff. The
of the Masaryk University as well as physicians in hospitals second one is hospitals firewall and is controlled by hobpita
The system works in the context of the existing legislativestaff.
system and will also reflect its changes, especially in the Itallows us, as administrators of the application, to cointr
field of data security. The long-term goal will be to adaptthe access to central resources and allows the administrato
legislative standards to the needs of the medical praatice ( of the hospital's network to control the access to the hospi-
obligation to provide information, data security issudgs,)e  tal's network. That way everybody has under control access
Nowadays, some type of modalities are commonly usedo the network he is responsible for. This principle holds
not only by large hospitals but also by small healthcardfor all types of connections (dedicated fiber optics, IPSEC
institutions or even private doctor’s offices. This factigs a  tunnel, or any other) between MeDiMed and the hospital.
new demand for PACS systems. There are ICT departmenfghe communication infrastructure principle is easy to see
in large hospitals with enough staff for servicing PACS from Figure 2.
systems powerful enough server farms, dedicated computer Since Regional PACS system is used on a regular pro-
rooms, etc. In small institutions, there is no ICT departmenduction basis it should provide users with reliable and
so the PACS system should be more robust and reliablesafe services. Because we are dealing with very sensitive
Development of PACS system tailored for small healthcarénformation, we strongly relay on data storage and trartspor
institutions and private doctor’s offices is goal of our emtr ~ security. Regional PACS archive is running on dedicated net
project. work infrastructure with mostly no interaction with anothe
The new goal for the MeDiMed project is to offer PACS data networks. In case that it is necessary to use public data
system to small institutions. Small healthcare institagio Nhetworks for servicing remote hospitals, we are using stron
and private doctor's offices usually have limited Internetcryptography to secure medicine data transport.
connectivity and data network availability in general. fhe  IPSEC VPN server is connected to the PACS firewall in
are typically located near patients and data communicatiothe same way like local hospitals connected via dedicate
is not their priority. ICT staff in such institutions is also fibre optics pairs. The VPN server provides only secure
very limited if it exists at all. For this reason the solution data transport channel. Users connected via IPSEC tunnel
used by large hospitals is not suitable for small instingio then have to follow the same packet filtering like locally
Eventhough the basic principles used in large hospitals cagonnected users.
be preserved also in this case.
V. SERVER REDUNDANCY

I1l. THE BASIC NETWORKING PRINCIPLES OIMEDIMED For all applications provided to MeDiMed users, we have
to offer reliable enough service. Reliability of a serviee i

Medicine picture data like X-Ray, CT, US, MR, etc. a quite complicated thing. MeDiMed uses a client-server
cannot be used without additional information like picture model. Clients are modalities and viewing station and ssrve
data description or evaluation, diagnosis, may be referencare PACS servers and other servers used to store and retrieve
to history of patients health, previous treatments androthemedical images. Under the term reliable enough service we
information relevant to patients health. All medicine irrag understand the situation when the client can in a reasonable
have to be equipped with patients identity as well. We ardime store or retrieve the medicine image.
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are available for reading on both primary and backup site.
PACS
Servers

V. PACSCOMMUNICATION SERVERS

A distinct set of PACS servers are so-called communi-
cations PACS servers. That means PACS servers used for
interchange of medicine images between healthcare insti-
VEDIMED tutions. Communications PACS subsystem allows medicine
Firewall specialist to share the picture data for diagnosis consulta
tions, second reading or even load balancing of radiolsgist

Many PACS installations are only limited to the scope of
a particular radiology department. An effective use of that
technology means image distribution at least throughaait th
whole healthcare institution. However, the most promising
Hospials approaph to exploi_ting the PACS technology is to use _it at

the regional or national level and to support the associated
medical processes this way. That means not only basic sup-
port of daily routines in radiology departments but also the
support of distant consultations, digital long-term avalg
or development of shared knowledge databases for research
o . e e of hosaital (6 MebiMed - and teaching in this particular area.
B 2 euopimon PG of oSl o eDiied connemi®'e  Current ICT, as wellas existing and developing standards,
PACS server. One of them is controlled by hospital and therston by ~ €nable physicians in the region to deliver some services
university. through the computer network. It means that medical spe-
cialists from distant specialized departments can consult
urgent cases or make decisions. It is a concept of expert

For better reliability, the key services of Regional PACS Centers bas_ed on the practices of teler_nedicine. Imageestudi
system are operated in two distinct locations. PACS system@f every patient can be referred to a distant expert center fo
from different vendors may be used on primary and backuj Primary diagnostic or second opinion. This way a much
sides if requested. This way, the Regional PACS is abldligher quality diagnosis can be assured.
to survive failure of any single fibre optics line, server, Another important application of the shared regional
storage, electricity (though it is backup-ed via UPS andPACS servers is education. Interesting cases rid of patient

motor-generator) in one location or even vendor of pacgpersonal data and used for both education and research.
software. The shared regional collaborative environment is more
tgan just a set of computer network applications. Gradually

There is a set of PACS servers used for a routine storag

of medicine images. PACS server for this type of servicel changes the thinking of medical specialists and enables

runs on dedicated hardware in both university sites usquer_n to coopera}te and share data a_bout patl_en_ts in_elec-
by MeDiMed. PACS server installations on these sites aréronlc form. It builds a network of medical specialists. The

standalone and up to some extent independent. One Sit@plementation of the system has increased the speed of

serves as a primary and until it fails all images are Storeé:_ommumcatmn among individual hospitals, allowed deci-

into this server. The second site serves as a backup and aen consultations, and brought various other advantages d

data are automatically copied from master to the backupt.0 dedicated network connections.

The backup server is all the time available for retrieving
of the medicine images in a read-only mode. This way
the overall performance of the system can be improved. If The new goal for the MeDiMed project is to offer PACS
the master site fails we can manually switch the backumystem to small institutions. Small healthcare institosio
site to read-write mode and the former master site to readand private doctor’s offices usually have limited Internet
only. In many cases the primary and the backup PACSonnectivity and data network availability in general. ¥he
servers are from different vendors. To keep bidirectionakre typically located near patients and data communication
synchronization of PACS servers is more than complicateds not their priority. ICT staff in such institutions is also
This manual switching of primary and backup PACS serverwery limited if it exists at all. For this reason the solution
provides good enough service with regards to number ofised by large hospitals is not suitable for small institugio
failures. Moreover, modalities have some local cache; soEventhough the basic principles used in large hospitals can
that they can keep images for several days. Older imagdse preserved also in this case.

VI. INSTANTPACSPROJECT
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Figure 3.  Common principle of InstantPACS communicatiorthvthe
centralized PACS servers.

The aim of the InstantPACS project is to develop a

maintenance-free PACS system suitable for small and mid-

sized healthcare institutions. This PACS system shouler off

a user amenity obvious in hospitals including e.g. autamati
backup of medicine data. The most important properties ar
user friendliness, maintenance free operations and pricin

acceptable for private doctor’s offices. The project is an
integral part of the MeDiMed shared regional PACS server

overlay project.
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As small healthcare institutions and private doctor’'s of-
fices are being more and more equipped with diagnostics de-
vices, like CT X-ray ultrasound, etc., we expect demand for
medicine picture data processing capabilities and sesvice
Our intention is to offer PACS services also to these new
perspective medicine users. The specific property of PACS
or any ICT services in small healthcare institution is lack
of technical staff capable to solve issues on place. For this
reason we are developing an "all-in-one” device, which will
serve as local PACS server for the healthcare instituti@h an
provide backup and communication services. This device
will be fully remotely controllable and from point of view
of users will not ask for any local maintenance.

Typical user of the InstantPACS will be private doctor’s
office, which is typically equipped with an ultrasound and
one or two more modalities like CT. Currently, modalities in
private doctor’s office are (from point of view of data com-
munication) isolated devices and data transport is usually
performed on USB sticks or the data are processed locally on
the modality’s console. To offer medical picture procegsin
comfort usual in large hospitals we need to interconnect
modalities and viewing stations in the doctor’s office. Once
the data will be transported from the modality outside we
need to provide at least the following services:

Transport data to the viewing station

Backup the data on any external device

Long term archive of the data

Prevent any unauthorized access to the data while the
data are in our device

Allow to share data between authorized users

The InstantPACS server will be used in a very similar
manner like PACS systems in large hospitals. Of course
there are some technology discrepancies given by different
server placement possibilities in large hospitals (dadita
computer room with air conditioning enough space, etc.)
and private doctor’s offices (one shared room for treatments
and server hosting, room temperature, etc). These worst
environmental conditions have introduced some Instan8PAC
server hardening demands. Backup of medicine picture
data from Instant PACS server will be performed on two
backup PACS servers located at Masaryk University. The
data communication will be performed over Internet via two
IPSEC tunnels as shown on Figure 3.

The main properties of the InstantPACS server located at
doctor’s premises are the following:

Small dimensions

General environmental conditions

No demand for regular local maintenance

Easy to use

Expenses corresponding to small size of user's com-
pany

The key requirement is no or as small as possible demand
for regular local maintenance of the system. Users of the

L]
L]
L]
e.
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InstantPACS are expected to have no or very little expeeiencPACS system for small and mid-sized healthcare institu-
with management of servers operating systems, etc. On th@ns”.
other hand we expect rather large number of users. This
leads to demand for maintenance performed by systems
user. All critical events and states should be automayicall [1] O. Dostal, |\:| Petrer:ko, %Q%d'\/l- Filka, ‘fPi(t;ture arghg/ia%ld
detected and reported. Daily routine maintenance of the sys g?gncgrr‘\'ge_‘ EIE)SnDSZ)lgOSTnBSr'n(I). ivo\r?g}rméﬁé?nzsog%, pp9”25_
tem should be practicable in an intuitive way. For example, 27
introduction of new modality (which is typically performed

by trained ICT staff in large hospitals) should be performed [2] “Nema homepage,” Online, http://www.nema.org, Refeit
by general InstantPACS user (medicine doctor). November, 2011.

The hardware platform used for InstantPACS is based on
off-the-shelf components. However, it is not like a general
PC-like station. It has dedicated memory for system softwar
and configuration and redundant disk subsystem for storage
of medicine picture data. It contains also embedded etherne[4] K.J.Dreyer, D.S.Hirschorn, J.H.Thrall, and A. MehfhCS
switch for simple connection of few modalities in a typical 'i‘BG”'.de to the Digital Revolution.  USA: Springer Science

. . . usiness Media, 2006.
private doctor's office. Currently there are two versions
available with active and passive cooling system. IPSEC[5] H. K. Huang, PACS and Imaging Informatics: Basic Princi-
tunnels for backup data encryption are terminated directly ~ ples and Applications. Hoboken, NJ: Wiley, 2004.
in the InstantPACS so no additional equipment is needed.

There is yet one important property of the system to
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VIl. CONCLUSION

Medicine modalities are becoming more widely deployed
in medicine public and more commonly used even by

private doctor’s offices. Development and deployment 0f[10]

PACS systems should follow this trend and offer proper
services to new smaller users of medicine modalities. This
can improve the healthcare and potentially save life of pa-
tients. The introduction of PACS system to small healthcare
institutions will bring both some comfort and order into

processing of medicine picture data necessary for propgui]

medical examination. The InstantPACS project intends to
bring PACS environment commonly used in large hospitals
to all medicine users.
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Abstract— The services provided in clouds may represent an
increase in the efficiency and effectiveness in the operations of
the enterprise business, improving the cost-effectiveness
related to services and resources consumption. However, there
is concern about the privacy of data, since such data are
outside the client’s domain. For these services to be effectively
enjoyed by organizations it is necessary to provide access
control. The objective of this work is to provide identity
management, based on digital identity federation, with
authentication and authorization mechanisms for access
control in cloud computing environments to independent,
trusted third-parties.

Keywords-cloud computing; identity management; multi-
tenancy; federation; Shibboleth; access control; authentication;
authorization.

L INTRODUCTION

Cloud computing enables the use of services and
resources on demand. It uses existing technologies such as
virtualization, web services, encryption, utility computing
and the Internet [1] [2].

The services provided in clouds may represent an
increase in the efficiency and effectiveness in the operations
of the business enterprise, improving cost-effectiveness in
relation to the consumption of resources and services. Cloud
computing systems have many superiorities in comparison to
those of existing traditional service provisions, such as
reduced upfront investment, expected performance, high
availability, infinite scalability, tremendous fault-tolerance
capability and so on [3]. Enterprises such as Salesforce.com
and Google build and offer a cloud service, while many
companies and government entities consider building private
cloud data centers or integrating cloud services into their
infrastructure [4].

However, there is concern about the privacy of data,
since such data are outside the domain of the client. That is,
on the one hand we have the advantages of the services
available, but, on the other hand, there is concern about
security. For these services to be effectively enjoyed by
organizations is necessary to provide access control.

The success of cloud computing depends on the
evolution of the customer mechanisms of Identity and
Access Management (IAM) to service providers. IAM plays
an important role in controlling and billing user access to the
shared resources in the cloud [5]. JAM must evolve for the
cloud to become a trusted computing platform [6]. For
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consumer organizations using the services offered in the
cloud it is necessary to implement a safe and reliable IAM
model [1] [7] [8].

IAM systems need to be protected by federations, which
are groups of organizations that establish trust among
themselves to cooperate safely in business. Identities used in
this context are called "federated identity". The user can be
authenticated in an organization and can use the services of
another organization of the federation without the need to
repeat the process of authentication (Single Sign-On). Some
technologies implement federated identity, such as the
SAML (Security Assertion Markup Language) and
Shibboleth system [5] [9].

The aim of this paper is to propose a multi-tenancy
authorization system using Shibboleth [10] for cloud-based
environments. The main idea is to demonstrate how an
organization can use Shibboleth to implement in practice a
system of access control in a cloud computing environment,
without a trusted third-party.

The following sections are organized as follows: Section
II describes related work; Section III introduces the basic
concepts of cloud computing; Section IV describes the
concepts of identity management and presents the
architecture and operation of the Shibboleth; Section V
presents the proposed multi-tenancy authorization system;
Section VI presents the scenario of implementation of the
proposed system and how it was implemented; Section VII
presents the results and Section X presents the conclusions
and future work.

II.  RELATED WORK

In [11], an architecture for a new approach to the
problem identified as “Mutual Protection for Cloud
Computing (MPCC)” is presented. The main concept
underlying MPCC is based on the philosophy of Reverse
Access Control, where customers control and attempt to
enforce the means by which the cloud providers control
authorization and authentication within this dynamic
environment, and the cloud provider ensures that the
customer organization does not violate the security of the
overall cloud structure itself. This work only provides a
theoretical framework.

In [12], an approach for IDM is proposed, which is
independent of Trusted Third Party (TTP) and has the ability
to use identity data on untrusted hosts. The approach is based
on the use of predicates over encrypted data and multi-party

88



ICN 2012 : The Eleventh International Conference on Networks

computing for negotiating the use of a cloud service. It uses
active bundle—which is a middleware agent that includes
PII data, privacy policies, a virtual machine that enforces the
policies, and has a set of protection mechanisms to protect
itself. An active bundle interacts on behalf of a user to
authenticate to the cloud service using the user’s privacy
policies. A prototype using the technology of Java agents on
the JADE environment was developed.

In [13], an entity-centric approach for IDM in the cloud
is proposed. The approach is based on: (1) active bundles—
similarly to [12]; (2) anonymous identification to mediate
interaction between the entity and cloud service by using the
entity’s privacy policies. Angin et al. [13] proposed the
cryptographic mechanisms used in [12] without any kind of
implementation or validation.

In comparison with the related work, the infrastructure
obtained to provide identity management and access control
aims to: (1) be an independent third party, (2) authenticate
cloud services using the user's privacy policies, providing
minimal information to the SP, (3) ensure mutual protection
of both clients and providers. This paper highlights the use of
a specific tool, Shibboleth, which provides support to the
tasks of authentication, authorization and identity federation.
Beyond these objectives, the main contribution of our work
is the implementation in cloud and the scenario presented.

III.

Cloud computing is a model for enabling ubiquitous,
convenient, on-demand network access to a shared pool of
configurable computing resources (e.g. networks, servers,
storage, applications, and services) that can be rapidly
provisioned and released with minimal management effort or
service provider interaction [14].

In this business model, a customer only pays for services
used and as use, without prior commitment, enabling cost
reductions in IT deployment and a scalability of far greater
resources, which are abstracted to users in order to appear
unlimited, and presented through a simple interface that
hides the inner workings [15].

From the provider side, the services to be provided are
automatically prepared and managed in a multi-tenant
model, where a physical server can simultaneously respond
to multiple users through virtualization technologies of
computing resources.

There are three types of service models that may be
offered by cloud computing [14]:

1) Software as a Service (SaaS): providing applications
running in the cloud, where the customer has virtually no
access control or management of the internal infrastructure;

2) Platform as a Service (PaaS): providing a set of tools
that support certain technologies of development and all the
necessary environment for deploying applications created
by the customer, who is able to control and manage them
within the limits of its application;

3) Infrastructure as a Service (laaS): providing basic
computing resources such as processing, storage and
network bandwidth where the client can run any operating

CLOUD COMPUTING
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system or software and maintain as much control as
possible.

Iv.

Digital identity is the "representation of an entity (or
group of entities) in the form of one or more elements of
information (attributes) that enable the entity to be
recognized only within a context" [9].

Identity Management (IdM) is a set of functions and
capabilities, such as administration, management and
maintenance, discovery, information exchange, policy
enforcement and authentication, used to ensure identity
information, thus assuring security. An identity management
system (IMS) provides tools for managing individual
identities in a digital environment [9].

Some specialized features for IMS includes a Single
Sign-On (SSO), where a user does not need to be signed on
several times to call various applications, and can reuse the
authenticated status of a previous application in the same
session [16].

An IMS consists of protocols and software components
that address the identities of individuals throughout the life
cycle of their identities. It involves three main types of
entity: the user, the Identity Provider (IdP) and Service
Provider (SP). IdPs are responsible for issuing and managing
user identities and issue credentials. SPs (also known as
relying parties) are entities that provide services to users
based on their identities (attributes) [17].

IDENTITY MANAGEMENT

A. Functions of Identity Management Systems

Following are the main functions of an IMS:

®  Provisioning: the practice of provisioning of
identities within an organization addresses the
provisioning and deprovisioning of several types of
user accounts (e.g. end user, the application
administrator, IT  administrator, supervisor,
developer, etc.) [8].

®  Authentication: is the process of ensuring that the
individual is who he claims to be, and is identified
through various mechanisms, such as login,
password, biometrics, token, etc. [16].

®  Authorization: a common need in security is to
provide different access levels (e.g. deny/allow) for
different parts or operations within a computing
system. This need is called authorization [16].

e Federation: it is a group of organizations or SPs that
establish a circle of trust that allows the sharing of
information of user identities to each other [17].

B. Shibboleth

The OASIS SAML standard defines an XML-based
framework for describing and exchanging security
information between on-line business partners. This security
information is expressed in the form of portable SAML
assertions that applications working across security domain
boundaries can trust. The OASIS SAML standard defines
precise syntax and rules for requesting, creating,
communicating, and using these SAML assertions [18].
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The Shibboleth [10] is an authentication and
authorization infrastructure based on SAML that uses the
concept of federated identity. With it you can create a safe
structure that simplifies the management of identities and
provides the user with a SSO for different organizations
belonging to the same federation, and who share their
identity information in order to do so. The Shibboleth system
is divided into two entities: the IdP and SP (Figure 1).

The IdP is the element responsible for authenticating
users. It maintains and controls their credentials and
attributes, disseminating this information to requests from
entrusted organizations. It is composed of four components:

1) Handle Service (HS): authenticates users along with
the authentication mechanism and creates a handle token
(the SAML assertion that carries the credentials) to the user.
Allows an organization to choose the authentication
mechanism.

2) Attribute Authority (AA): AA handles requests for SP
attributes, applying privacy policies on the release of these
attributes (Attribute Release Policies - ARP). Allows the
user to specify who can access them. Allows the
organization to decide which directory service is used.

3) Directory Service: (external to Shibboleth) local
storage of user attributes.

4) Authentication Mechanism: (external to Shibboleth)
allows users to authenticate with the central service with
only a login/password pair.

The SP Shibboleth is where the resources are stored, that
are accessed by the user. It enforces access control on
resources based on information sent by the IdP. A single SP
may be composed of several applications, but will still be
treated as a single entity by an IdP. It has three main
components:

1) Assertion Consumer Service (ACS): responsible for
receiving messages (SAML) to establish a secure
environment.

2) Attribute Requester (AR): responsible for obtaining
and passing user attributes to RM.

3) Resource Manager (RM): intercepts requests for
resources and makes decisions to control access based on
user attributes.

The WAYF ("Where Are You From", also called the
Discovery Service) is an optional feature on the Shibboleth
system, responsible for allowing an association between a
user and organization. When trying to access a resource, the
user is forwarded to an interface that asks you to choose the
institution to which it belongs. After choosing the institution,
the user is redirected to start the authentication process. The
WAYF service can be distributed as part of a SP or as part of
the third code operated by a federation. In cases where it is
used with SPs offering resources for registered users in
several IdPs it becomes quite useful.

The flow of operation of Shibboleth is represented in
Figure 1.
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In Step 1, the user navigates to the SP to access a
protected resource. In Steps 2 and 3, Shibboleth redirects the
user to the WAYF page, where he should inform his IdP. In
Step 4, the user enters his IdP, and Step 5 redirects the user
to the site, which is the component HS of the IdP. In Steps 6
and 7, the user enters his authentication data and in Step 8
the HS authenticate the user. The HS creates a handle to
identify the user and sends it also to the AA. Step 9 sends
that user authentication handle to AA and to ACS. The
handle is checked by the ACS and transferred to the AR, and
in Step 10 a session is established. In Step 11 the AR uses
the handle to request user attributes to the IdP. Step 12
checks whether the IdP can release the attributes and in Step
13 the AA responds with the attribute values. In Step 14 the
SP receives the attributes and passes them to the RM, which
loads the resource in Step 15 to present to the user.

IdP SP

Shibboleth Shibboleth

Institution of User Service Provider

Figure 1. Operation of Shibboleth.
V. FEDERATED MULTI-TENANCY AUTHORIZATION
SYSTEM ON CLOUD

According to [5], in order to ensure access control in
open environments such as cloud computing, IdM can be
implemented in several different types of configuration
Figure 2. Firstly, IdM can be implemented in-house. In this
configuration, identities are issued and managed by the user
companies. Also, IdM itself can be delivered as an
outsourced service, which other companies and consumers
use. This is called Identity as a Service (IDaaS). There are
several commercial offerings in the market. In this
configuration, identities are issued and managed by user
companies and/or IDaaS providers. In a “managed” hosting
case, an IDaaS provider maintains a complete set of
employee data that a user company outsources. In other
cases, IDaaS providers only maintain pseudonyms of
employees, which user companies map to real employee
identities. Lastly, each cloud SP may independently
implement a set of IdM functions. This configuration
requires user companies to maintain a different set of
identities for each of the relying parties.

In this work, it was decided to use the first case
configuration (in-house), where the client company has
complete control and responsibility for the digital identities
of its users.

90



ICN 2012 : The Eleventh International Conference on Networks

C L dlﬁzefr':egiﬁg:ﬁfes O]
[ J [ 1 TN @ﬁwz

1dP functions are
bundled with SPs

Standardized

Applications are
API for IDM i

delivered as services
(Saa$)

Figure 2. Configurations of IDM systems on cloud computing
environments [5].

This work presents an authorization mechanism to be
used by an academic institution to offer and use the services
offered in the cloud.

The part of the management system responsible for the
authentication of identity will be located in the client
organization, and communication with the SP in the cloud
(Cloud Service Provider, CSP) will be made through identity
federation. By establishing trust between the parties, the CSP
will request the authentication of users to the IdP located in
the client. Thus, the user’s data remain under the care of his
own company, enhancing privacy and preventing loss of
information.

The access system performs authorization or access
control in the environment. The CSP should be able to
interpret and separately allow access in accordance with the
privileges of each user. The institution has a responsibility to
provide the user attributes for the deployed application SP in
the cloud.

The authorization system should be able to accept
multiple clients, such as a multi-tenancy. The concept of
multi-tenancy [19] states that an application is used equally
across a series of users, each receiving comparable or
equitable levels of responsiveness and bandwidth through the
use of the Tenant Load Balancer.

VL

The setting is an academic federation sharing services in
the cloud (Figure 3).
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Figure 3. Academic Federation sharing services in the cloud.
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A service is provided by an academic institution in a
CSP, and shared with other institutions. In order to share
services is necessary that an institution is affiliated to the
federation.

For an institution to join the federation it must have
configured an IdP that meets the requirements imposed by
the federation. Since these requirements are expressed in the
form of access and privacy policies defined by SAML.

Once affiliated with the federation, the institution will be
able to authenticate its own users, according to the
authentication and authorization system described in the
previous session, since authorization is the responsibility of
the SP.

A. Implementation of the Proposed Scenario

For testing and demonstration, a SP was primarily
implemented in the cloud. Resulting in the deployment of an
Apache server on a virtual machine hired by the Amazon
Web Services cloud provider—as illustrated in Figure 4. In
this server, beyond the installation of the Shibboleth SP, an
application was chosen to serve as an example of the
resource to be offered as a service: the software development
and collaborative editing of documents DokuWiki [20]. The
concept of a lazy session was used to allow users to access
the wiki anonymously for reading, and only having to
authenticate when permission was needed to edit documents.

Apache Web Server

Modules

mod_shib || mod_php | ... Apps

Ubuntu Server

‘Amazon Web Services Public Cloud

Figure 4. Cloud Service Provider Diagram.

Authorization within the Shibboleth SP can be
accomplished in three ways:

e via directives in the .htaccess Apache file, where
instructions "require” may include specific users,
groups, etc.;

e via the <AccessControl> element that provides
several possibilities for more complex use cases of
access control [10];

e via the application, which is free to create internal
rules according to the attributes available.

The SP was configured with authorization via
application, to differentiate between common users and
administrators of Dokuwiki.

Before releasing access to users, it was necessary to
specify which attributes, among those released by the IdP,
the application would be using and how they would be used.
This step is application specific, and Figure 5 shows the
contents of the file /etc/dokuwiki/local.php, which combines
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the attributes of the IDP "Shib-inetOrgPerson-cn " and
"Shib-eduPersonPrincipalName" to the attributes of the
application "var_remote_user" and "var_name", respectively.
Other combinations are also possible.

Sconf['auth'] ['shib'] ['var_remote_user'] =
'Shib-inetOrgPerson-cn';
Sconf['auth'] ['shib'] ['var_name'] = 'Shib-
eduPerson-eduPersonPrincipalName';

Figure 5. Contents of the file /etc/dokuwiki/local.php

Later, a cloud IdP was installed (Figure 6), only to
illustrate that each institution has its own IdP control,
without regard to whether it is local or cloud.

Tomcat Application Server
Apache Web | Federation Metadata |
Server
P L7 Shibbolath IdP
/ldp R
o S5L CAS Client -
x
¥ \
55L CAS Server
Spring | | Spring LDAP
‘ Java Runtime Environment {JRE) ‘
‘ Dperacional System ‘
Figure 6. 1dP detailed diagram.

The authentication mechanism is external to Shibboleth,
and for this purpose we used the JASIG CAS Server [21]
that performs user authentication through login and password
and provides SSO via a web interface, and then passes the
authenticated users to Shibboleth. The CAS has been
configured to search for users in a Lightweight Directory
Access Protocol (LDAP). To use this directory OpenLDAP
[22] was installed in another virtual machine, also running on
Amazon's cloud.

To demonstrate the use of SP for more than one client,
another IdP was implemented, also in cloud, similar to the
first. From this point, the concept of multi-tenancy is
necessary, since the service provided by SP will be shared by
multiple clients. To support this task Shibboleth provides a
WAYF component, which is responsible for allowing the
association between a user and an organization. This
mechanism was set up by the SP to manage the institutions
belonging to the federation.

VII. USE CASES: ANALYSIS AND TEST RESULTS WITHIN

SCENARIO

The result of the deployment of IdPs and SPs is shown in
Figure 7.

In this resulting structure, each IdP is represented in a
private cloud, and the SP is in a public cloud.

Once the scenario was implemented, some tests were
performed. The results highlighted two main use cases:
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IdP
Institution A

1dp
Institution B

Figure 7. Resulting deployment scenario

A. Read access to documents

In the case of read-only access, the service offered allows
anonymous use. To perform this type of access the user
simply types the URL of the desired service in the Web
Browser. In this case, the service is also available for
external access to the federation.

B. Access for editing documents

In order for a user to have permission to alter documents,
authentication is required. In this case, the user will require
authentication through the "Login" button that directs them
to a URL protected by Shibboleth. The Mod_shib process
verifies that the user does not have an open session and
forwards it to the Discovery Service of the Federation
(WAYF), where the user chooses their institution and is
forwarded to the URL of the IdP of the institution chosen, by
an HTTP redirect. On the Web page of the IdP, the user
enters their credentials (username and password) and if
successful, cookies are registered and a handle—a SAML
assertion with data from the Authentication—is created.

This handle is used by the SP to request user attributes
from the IdP, which analyzes the request based on previously
established rules of release. If the handle is valid and the
request is accepted, another cookie is created and the user is
finally redirected to the SP (the Web application that was
originally accessed), and their attributes are sent by the
Shibboleth module to this application as values of the
environment variables, so that it can use them any way it
chooses. With these attributes, the application uses internal
authorization rules to determine whether the user has
administrative rights on the system.

VIII. CONCLUSIONS AND FUTURE WORK

The adoption of secure IdM in a cloud environment
addresses the issues of identity provisioning, authentication,
authorization and federation. The use of federations in IdM
plays a vital role in enabling organizations to authenticate
their users cloud services using any chosen IdP [7].

The work of Albeshri and Caelli [11] only provides a
theoretical framework. Ranchal et al. [12] developed a means
to protect privacy in a cloud environment and a prototype
using the technology of Java agents on the JADE
environment. An active bundle was used, that is a container
with a payload of sensitive data, metadata, and a virtual
machine. Angin et al. [13] proposed the cryptographic
mechanisms used in [12] without any kind of
implementation or validation.

The focus of this work was aimed at an alternative
solution to a IDaaS, which is a solution where the activities
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concern outsourced IdM, and therefore, the data and
sensitive information of users are outside the domain of the
organization, since they are controlled and maintained by a

third party.
The infrastructure obtained to provide identity
management and access control aims to: (1) be an

independent third party, (2) authenticate cloud services using
the user's privacy policies, providing minimal information to
the SP, (3) ensure mutual protection of both clients and
providers. This paper highlights the use of a specific tool,
Shibboleth, which provides support to the tasks of
authentication, authorization and identity federation.

Shibboleth was very flexible with regards to its use in a
cloud environment, allowing a service to be provided
reliably and securely. In addition, Shibboleth is based on
SAML, which means it is compatible with international
standards, thus ensuring interoperability.

With the settings applied to the scenario, it became
possible to offer a service allowing public access in the case
of read-only access, while at the same time requiring
credentials where the user must be logged in order to change
documents.

As future work, we propose an alternative authorization
method, where the user, once authenticated, carries the
access policy, and the SP should be able to interpret these
rules. Thus, the authorization process will no longer be
performed at the application level.

We also suggest expanding the scenario to represent new
forms of communication, and thus create new use cases for
testing. For example, (i) provide a service deployed on a new
SP where this service is provided by another institution; (ii)
provide more than one service in the same SP.

A further example would be to use pseudonyms in the
CSP domain, which should ensure the nature of the
individual user without the need to expose their real
information.
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Abstract—Voice-over-IP (VoIP) replaces traditional tele-
phony network infrastructures in growing numbers. Along
with this infrastructure change, Spam over Internet Telephony
(SPIT) is likely to spread massively, similiar to spam in e-mail
infrastructures. Thus, it is necessary to develope appropriate
countermeasures. Since the request for a call, usually indicated
by the ringing of the phone, might already be a disturbance
or annoyance of the called party, traditional content-based
preventive and defensive measures, used to avoid e-mail spam,
are not applicable anymore. This paper presents a new SPIT
Avoidance Workflow for the detection and prevention of un-
solicited calls and its implementation. The majority of the
presented preventive security measures are applied on side
of the provider using the Session Initiation Protocol (SIP).
The workflow therefore is implemented for the widely used
Kamailio SIP Server that has become a de facto standard
in the field of SIP telephony because of its high-performance
and robustness. Further, this paper gives an evaluation of the
overhead introduced by the different workflow modules. The
measurements of the prototype confirm that it is possible to
filter and rate call attempts in a larger scale.

Keywords-Session Initiation Protocol (SIP); Voice over IP
(VoIP); Spam over Internet Telephony (SPIT); Security

I. INTRODUCTION

Spam over Internet Telephony (SPIT) might become a
serious problem due to the continuous infrastructure change
of traditional telephone networks to Voice-over-IP (VoIP)
infrastructures. The Session Initiation Protocol (SIP) [14]
has prevailed for signalling in VoIP infrastructures. Sig-
nalling includes establishment, modification and termination
of a media session between the communication endpoints.
During the signalling all necessary data for a call, like
identities of the communication partners, represented by
Uniform Resource Identifier (URI), are exchanged.

So far, a concept is missing, which should combine
different approaches for the avoidance of SPIT, and thereby
enables a reliable SPIT detection and prevention, without
ignoring the requirements of existing communication infras-
tructures.

In [9] Liske et al. already point out that the known and
adapted methods for the prevention of spam are mostly
inappropriate for SPIT and therefore fail. SPIT disturbs
the called user already by ringing the phone. Therefore, a
telephone call needs to be filtered before any voice content
is received, while e-mail spam can be analyzed and filtered
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after receiving the content. Hence, known filter methods are
not applicable for VoIP traffic.

When Internet telephony replaces the traditional tele-
phony, we will face VoIP infrastructures, which are man-
aged by different providers. Here, we focus on SIP based
infrastructures. Proprietary protocols (e.g., Skype [8]) are not
considered. Our approach is aimed at a VoIP infrastructure
that offers services comparable to the traditional telephony.
Skype uses a restrictive approach with the introduction of
buddylists that limit communication to the number of known
contacts. This violates the principle of traditional telephony
where it is possible to call everybody.

In this paper, we present a mechanism for the detection
and avoidance of SPIT that we implemented on side of the
provider by extending the widely accepted and used software
Kamailio [12]. For that purpose, we have analyzed, extended
and combined different approaches and results from real
VoIP traffic analysis [5] in our overall concept of a SPIT
Avoidance Workflow.

This paper is structured as follows: In Section II, we
discuss several approaches related to the detection and avoid-
ance of SPIT. The SPIT Avoidance Workflow is presented
in Section III. In Section IV, our prototype implementation
is described. The results of a detailed investigation of the
overhead introduced by the different modules of the SPIT
Avoidance Workflow is given in Section V.

II. RELATED WORK

There exist different approaches that relate to the detection
and prevention of SPIT including consequences on suspi-
cious call attempts.

A. Authentication

As SPIT detection is necessarily to be done during the call
initiation, it has to focus on the available information, e.g.,
the caller’s identity. Especially the appliance of actions with
long term effects, e.g., blacklisting a certain user, desires for
reliability about the user’s identity. Therefore, authentication
is an essential requirement for most approaches regarding
SPIT prevention as mentioned by Hansen et al. in [7] and
Liske et al. [9].

In [13], Mueller and Massoth further describe a basic
approach that validates the existence of a calling user during
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the initiation of calls. Therefore, at least non-existing faked
identites can not be used to initiate malicious calls.

B. Filter Mechanisms

While the known traditional content filter methods, used
to detect spam e-mails, are not useful for identifying SPIT,
some adapted filter methods will apply for VoIP traffic.
Therefore, new filter methods have to be applied during the
call initiation for certain attributes, like the caller’s identity,
as there is no content to analyze. In [7] Hansen et al.
introduced a concept for several SPIT filter mechanisms,
e.g., whitelists including a web of trust, statistical blacklists
or greylists. But, an implementation of the described mech-
anisms and a performance evaluation was not done.

C. Micro Payment

The use of a payment mechanism initiated by the called
party in case of uncertainty about the caller’s trustworthiness
is introduced in [10], along with the necessary SIP exten-
sions for the micro payment. The use of micro payment
seems to be an effective method to prevent SPIT, as the
initiater of spit is not willing to pay any amount, due to fact
that these calls are initiated en masse.

D. Reputation

In [9], Liske et al. present a way of building a reputation
system on base of a micro payment system. The payment
requests and their corresponding responses are analyzed
to calculate a caller’s reputation. Thus SPIT detection by
reputation benefits from SPIT prevention by payment. The
authors explain that only a single header extension of
the underlaying protocol is necessary in order to pass the
reputation to the callee. Hence, the approach can be easily
integrated in a SIP network that already integrates payment
functionality.

In [1], Balasubramaniyan et al. introduce a defense mech-
anism that is based on the duration of calls between certain
users. Therefore, a network of relations is spanned between
single users of a VoIP-System. The characteristics of every
user, regarding the call duration, is observed during a longer
time period. Based on the resulting history of this behaviour
analysis, a rating for every user is generated. The rating
reflects the reputation of the rated user within the VolP-
System.

E. Behavioral Analysis

In [17], Sengar et al. present two approaches based on
the anomaly detection of the distributions of selected call
features (inter-arrival time between calls and call duration).
The first approach is to detect individual SPIT call and has
similarities to some modules presented in this paper. The
second approach is designed to detect groups of (potentially
collaborating) VoIP spam calls, e.g., a botnet used for
sending SPIT. The authors analyze the call behaviour and

Copyright (c) IARIA, 2012. ISBN: 978-1-61208-183-0

compare it to theoretical reference pattern to detect unsusual
call behaviour. Overhead measurements with prototypes are
not given.

FE. Consequences on suspicious call attempts

Once a call attempt is suspected by the provider to be
a SPIT call, consequences need to follow. According to
legal regulations [2], the provider must not drop a call.
Therefore, the call is forwarded to the callee. The callee
needs to handle the call attempt appropriately. For this
purpose several actions may be taken, e.g., reject the call,
answer the call, forward the call to a mailbox. In [7]
Hansen et al. explain different options like voice menus or
announcements of alternative reachability for the handling
of an unsolicited call where they emphasize the use of
mailboxes.

To sum up, a powerful Anti-SPIT solution has to com-
bine different approaches for an effective detection and
prevention mechanism. Just the combination of different
approaches for avoiding SPIT will lead to a successful
solution as Mueller and Massoth mention in [13]. Especially,
the interactions between methods applied by the provider
and methods implemented by the client are important.

IITI. SPIT AVOIDANCE WORKFLOW

We propose a SPIT Avoidance Workflow with a modular
structure. The workflow is applied at the provider’s side
during the call initiation. The modular structure of our
overall approach allows easy customizing and experimental
combinations of single modules. Furthermore, the solution
is easily extendable and can be changed to fit future re-
quirements. The overall architecture of the SPIT Avoidance
Workflow is shown in Figure 1. Details for the boxes Check
Filterlits and SPIT-Estimation are shown in Figure 2 and
Figure 3.

In addition to the implemented workflow, we will describe
an approach for some consequence modules that need to be
applied on side of the client in order to evaluate results given
by the provider.

A. Check Syntax Module

Certain fields of an incoming message (e.g. caller address,
callee address, etc.) are checked, whether or not the fields
are filled with valid values, according to the RFC 3261 [14].

If the check is not passed, the response 484 Address
Incomplete or 400 Bad Request is sent and the call attempt is
canceled as it can not be processed. Otherwise, the Filterlist
Modules are applied. The list of syntax checks is optionally
extendable.

B. Filterlist Modules

Filterlists provide an effective means to categorize incom-
ing messages during the call initiation. Certain fields of an
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SPIT Avoidance Workflow

Check Syntax

SPIT-Estimation

Figure 1. SPIT Avoidance Workflow

incoming message (e.g., the caller’s identity in the From
header) are compared to lists with previously stored values.
If a match is present, a corresponding action is executed.

Simple concepts like the black- or whitelisting of users
are already well-known from e-mail infrastructures. By using
such lists, it is important to be aware about the priority of the
interpreted lists, e.g., personal vs. global lists or manually
vs. automatically managed lists. Implementing our approach,
we set a higher priority to personal and to manually managed
lists. In our opinion, the personal settings like the manually
and therefore intentionally set entries, should be preferred.

Therefore, we introduce global and callee specific lists
for black- and whitelisting. In addition, we propose a global
delay list that is to indicate suspicious callers whose calls
are delayed during the initiation. This idea is based on the
approach that such timeouts will lead callers, that initiated
calls en masse, to hang up the phone before the call attempt
is actually forwarded to the callee.

The detailed part of the workflow for the Filterlist Mod-
ules is shown in Figure 2. A blacklisted user, e.g., receives
403 Forbidden and the call attempt is canceled as the callee
decided so in advance by putting the caller on the blacklist.
Once a caller can not be categorized by any filterlist, the
Estimation Modules will apply.

C. Estimation Modules

The Estimation Modules realize the main concept of SPIT
detection. The modules focus on undesired calls that have
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been initiated in a larger scale. Both criteria characterize
SPIT. Various methods that are managed modular, evaluate
the caller’s behaviour in the past. The approach is based
on the assumption that it is possible to identify users with
criminal or malicious intentions because of their specific
behaviour related to different criteria. Parameters, such as
the number of calls initiated by the user, the duration of calls,
the number of different contacts during a certain period of
time etc. are analyzed by the provider. Based on this data, the
probability of SPIT related to a special criterion is estimated
by each method and therefore realized by a single module
in each case (see Figure 3).

The detailed mathematical formulas of the SPIT Estima-
tion Modules are given in [15].

1) Callback: The module Callback returns a low SPIT
probability if a caller was contacted by the callee already
before. The idea given by Seifert in [16] is that a user who
returns someone’s call is a legitimate and desired contact.
Therefore, also past call attempts of the callee of the ongoing
call are rated.

2) Return Calls: This module returns a low SPIT proba-
bility if a user gets called back frequently. This approach is
based on the consideration that a user who is never called
back by others, is probably to be classified as an unwanted
dialog partner.

We now propose that only those interactions between
users should be considered, where the relevant past calls
have been successful. These calls must have been confirmed
by both partners and there must have been a conversation
with submitted voice content. Both parties need to confirm at
least one call request from the other party. This ensures that
both participants really wanted to interact with each other.
Such a interaction is rated as a successful refurned call.

3) Call Increase: The module Call Increase recognizes
increasing call numbers of a single user in comparison to
himself during a short time period. In [16] Seifert describes a
mechanism our module is based on. The module is designed
to identify accounts that already exist for a longer time and
have now been compromised. The number of outgoing calls
of the current caller, in several elapsed intervals, is set into
relation to his initiated calls during the last interval. If the
number of calls has risen too high, the module returns a high
SPIT probability. Balasubramaniyan et al. in [1] and Sengar
et al. in [17] assume that a significant divergence from the
normal call behaviour is a signal for outgoing SPIT.

4) Infeasible Calls: Based on an approach in [16], our
module Infeasible Calls evaluates the number of calls that
have not been successful because a recipient with the se-
lected SIP address was nonexistent. Therefore, the module
controls which response codes the caller has received on his
call attempts in the past. If, too often in the past, the caller
of the current call tried to attain identities that did not exist,
the module returns a high SPIT probability.

Therefore, we do now propose to extend the message
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404 Not Found by a SIP conforming string extension. In
the communication between various providers it should be
distinguished between 404 Not Registered and 404 Not
Existing, while the client still only receives 404 Not Found.

Thus, it is possible for the providers, to separate infeasible
calls from the calls to currently not available users. In
addition the approach eliminates the chance of creating a
file of existent addresses, as these could possibly be used
for sending SPIT in the future.

5) Call Diversity: This module rates the number of calls
to different SIP URIs as proposed by Liske et al. in [10].
For that purpose, the module compares the number of made
calls to the number of diverse dialed numbers.

We propose that callers who call too many different SIP
URIs are suspected to spit.

6) Call Proportion: The module Call Proportion assesses
the number of calls made by a user, compared to the average
number of calls of all users in an observation period. If in the
past the caller of the current call has initiated significantly
more calls than other users in average, our module returns a
high SPIT probability. This again bases on the assumption
made by Balasubramaniyan et al. in [1] and Sengar et al.
[17] that a strong divergence from the normal call behaviour
is probably SPIT and has been mentioned by Seifert in [16]
as well.

7) Call Duration: This module considers the duration of
current caller’s past calls as Liske et al. mention in [9]. A
caller who initiates many very short calls is suspected to be
an unwanted caller. Therefore, we compare the number of
short calls (e.g., < Ssec.) to the overall number of phone
calls, the user has initiated.

8) Rejected Payments: The module evaluates the number
of calls of the caller, which have not been successfully
concluded because the caller did not agree to pay the fees
that were caused by his call. In [9], Liske et al. suppose that
a caller is suspected to spit if he did reject such requests
too often. Thereto, the caller is rated with a high SPIT
probability by the module.

Through SPIT Rate Computation, the results of the in-
dividual modules are combined. The result is represented
within a single value for the SPIT probability. In [9], Liske
et al. already mention a related reputation system.

The detailed mathematical formulas of the SPIT Rate
Computation are given in [15].

Finally, the Consequence Modules, not shown in the
figures due to their client side’s deployment, generate an
appropriate reaction to the determined SPIT Rate. In [7],
Hansen et al. already emphasize the importance of mailbox
mechanisms to prevent SPIT. Our proposal is to provide
certain capabilities to the client, to evaluate the SPIT Rate
that has been forwarded by the provider.

Thus, our Consequence Modules decide by time of day
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and by transmitted SPIT Rate about how to respond to the
call. Possible consequences are: signal an incoming call
(e.g., by ringing or vibrating the phone), forward the call to a
mailbox, request micro-payment from the caller or reject the
call. The Consequence Modules are not part of our prototype
implementation as they should be located within the client’s
VoIP (soft-)phone.

IV. IMPLEMENTATION

The implementation presented in this paper contains the
Syntax Check Module, the Filterlist Modules and the Esti-
mation Modules including the SPIT Rate Computation as
described in Section III.

Our implementation extends the functionality of the Ka-
mailio SIP Server [12]. It is complying with the Kamailio
project guidelines and compatible with the existing code.
Kamailio is de-facto standard in the field of telephony via
SIP due to its open source code, modularity, world-wide
usage, high-performance, robustness and its active developer
community.

The Estimation Modules access the information in the
database, previously collected by a Call Trace Update Func-
tionality. Therefore, the Call Trace Update Functionality
logs all relevant data (e.g., start and end time, caller, callee,
etc.) of every call. Based on this information, the behaviour
of the caller gets evaluated and expressed as module-specific
SPIT probability.

As a final result, the SPIT Rate is calculated using
the SPIT probabilties from all SPIT Estimation Modules.
Different strategies can be applied to include the single SPIT
probabilities in the computation, as described by Seifert
in [16]. It is possible to incorporate the ratings of all
modules in the same degree in the reported value as we
did for our prototype implementation. For future use, we
propose a weighted accumulation to underline the greater
importance of certain modules. As the number of modules
that contribute to the SPIT rating may vary, the calculation
should be implemented dynamically. If, for example not
enough information about the caller is available, not all input
parameters for all modules are applicable.

We assume that the relevant data for the single modules is
available when it needs to be analyzed. In case no relevant
data is found during the evaluation of the available data,
the corresponding module is not able to compute a result
and can not be involved in the SPIT Rate Computation. Our
implementation considers this dynamic computation.

The final result of the computation is added as an addi-
tional header field Spit Rate to the initial Invite message.
Thus it is transmitted to the client as a compressed value.
This extension is conformant with the RFC 3261 [14].

For our implementation, we have chosen a MySQL
database [3] as backend because the link is well supported
by Kamailio and the database is Open Source like Kamailio
itself. The entity relationship model is shown in Figure 4.
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Figure 4. Database Entity Relationship Model

Within the shown database structure, all relevant data needed
by the modules described in Section III is stored.

We have implemented our SPIT Avoidance Workflow
by extending the Kamailio routing logic in kamailio.cfg.
We have chosen the interface SQLOps [11] provided by
Kamailio. It allows interaction with the database backend
directly from the routing logic.

Analysis of different available interfaces arrived at the
conclusion that SQLOps shows the best performance. It
holds and reuses one database connection that is established
on Kamailio startup. The Perl interface [4] seemed to be
an alternative because it allows the execution of arbitrary
Perl scripts, but it etablishes a new database connection for
each running script. Therefore, it is not scalable for growing
numbers of calls per second.

V. MEASUREMENTS

The measurements were made to compare the perfor-
mance of the Kamailio SIP server with and without the
extensions for SPIT prevention. Thus, it is possible to
evaluate the overhead of our solution and its impact on the
number of processed calls per second. Therefore, telephony
traffic was simulated, while the SPIT prevention modules
have been active or inactive.

A. Testbed and Scenarios

We used three nodes (each with 2 x AMD Opteron 244
CPU, 1.8GHz, 4GB RAM, Gigabit Ethernet Interconnection)
to setup one SIP proxy (Kamailio [12], v3.1.1), two user
agents (SIPp [6], v3.1) that generated (resp. processed) a
various number of SIP calls and a MySQL [3] database
(v.14.12 distrib. 5.0.51a) to store the collected connection
data. Kamailio has been configured to use 1024MB of
memory, to create eight processes and its log level was set
to zero.

We measured the default configuration of the proxy in
comparison to the behaviour of the proxy with one single
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Figure 5. Measurement of Round Trip Time

module switched on in each case. Thereby, we wanted to
figure out which module causes the most overhead.

Each call generates a time value. The round-trip time
(RTT) represents the delay of a user agent server’s response,
including Kamailio action (processing the activated mod-
ules). We focused on this part of the session initiation as
it measures the most expensive part. It represents the time
interval from the start of the session initiation to the first
ringing (see Figure 5).

For each single module, we measured the RTT in
different series. Each series used a constant call frequency
(number of calls per second) for 60 seconds. We have
chosen different call frequencies for each series in steps of
1 from the range of 1 to 10 calls per second (cps), steps of
10 from the range of 10 to 100cps and steps of 100 from
the range of 100 to 1000cps. That sums up to 28 series
of different call frequencies per module lasting 60 seconds
each (see Table I). The proxy and the user agents have
been restarted for each measurement.

[ RANGE (CPS) [ STEPS [ NO. OF SERIES

1-10 1 10
20 - 100 10 9
200 - 1000 100 9
Z 28 a 60 sec.

Table I. Measurements for each module

B. Results

For all modules and each call frequency we calculated the
corresponding median values for the RTT.

1) Syntax Check and Filterlist Modules: The module
Global List includes the global delay- and global whitelist
whereas the module User List includes the callee’s personal
black and white list. The lists were filled with 50 sample
entries each. As shown in Figure 6, the Kamailio SIP server
only shows slightly higher response times of maximum
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(~0.25ms) with the Syntax Check or the Filterlist Modules
switched on, than without any modules for SPIT detection.

Measuring Scenario SIPp-Kamailio-SIPp RTT#1 Fiterlist Modules

NoModules
SyntaxCheck ——
GlobalList —>—
Userlist —>¢—

T 10 100 1000
Call Frequency [cps]

Figure 6. Median RTT with activated Filterlist Modules

Slight deviation of 0.1ms is due to normal measurement
fuzziness using the described measurement environment.
The reached accuracy of 0O.lms is sufficient to show the
impact of the modules.

2) Estimation Modules: Figure 7 shows the RTT for the
Estimation Modules, with exception of module Call Increase
as it does not fit within the chosen scale, in comparison to the
proxy’s plain behaviour. The modules Callback, Infeasible
Calls and Rejected Payment show just a slightly higher
response time of ~0.25 to 0.5ms.

From a call frequency of 100cps the response time for
the modules Call Diversity, Return Calls, Call Duration and
Call Proportion reaches unacceptable high values, whereas
the module Call Increase shows this behaviour already from
a call frequency of 10cps.

Measuring Scenario SIPp-Kamailio-SIPp RTT#1 Estimation Modules (without Call Increase)

NoModules

Rejected Payment

[ms
L N

Round Trip Tim
[

— R me L, a oW
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i
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Figure 7. Median RTT with activated Estimation Modules

The measured delays for some modules are resulting from
the queries to the database, initiated by the Kamailio routing

99



ICN 2012 : The Eleventh International Conference on Networks

logic during the processing of messages. Further tests have
shown, that the delays do not occur if the requests on the
database are not performed, even though the remaining pro-
gram code (e.g., decisions, branches, variable assignments,
adding the SPIT-header fields etc.) of the SPIT Avoidance
Modules kept unchanged. Therefore, the delays result from
the database queries only. This conclusion is backed by
the measurement results, which show that especially the
modules with more frequent requests to the database scale
poorly.

3) Call Trace Update Functionality: The Call Trace
Update Functionality does not scale well as it accesses
the database very often during the call initiation to log all
necessary data. Figure 8 shows that the functionality causes
high response times already from a call frequency of 10cps.

Measuring Scenario SIPp-Kamailio-SIPp RTT#1 Trace Module

Round Trip Time [ms]

1 10 100 1000
Call Frequency [cps]

Figure 8. Median RTT with activated Call Trace Update

As the Call Trace Update Functionality provides the basis
for the Estimation Modules, some effort needs to be made
to improve the performance of this basic functionality.

C. Result Summary and Suggestions for Improvement

In summary, six modules scale satisfying and five modules
do not. In addition, the trace mechanism for data collection
does not scale very well.

Since we have identified the database queries as the reason
for the measured delay, the following actions might lead to
better response times and thus, to a higher performance of
the SPIT Avoidance Modules that did not scale and finally to
a better Kamailio scalability. The selected MySQL database
was used in the standard configuration. We have made no
improvements for our measurements. Therefore, indexing of
database entries, detailed analysis and optimization of the
individual database queries, the usage of numeric data types
instead of strings, increasing the cache size of the database
and the number of possible child processes of Kamailio
might lead to a much better performance.
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Further, the usage of more powerful hardware as well
as separating the database system will improve the overall
system performance in addition.

VI. CONCLUSION AND FUTURE WORK

We presented a SPIT Avoidance Workflow consisting of
filterlists, call detail record analysis, and a rating system
based on this analysis. Between modules known from prior
works, we also proposed new modules like a global delay
list.

We have shown that the workflow can be integrated within
the Kamailio routing logic to detect and prevent SPIT. For
some of our modules, the measurements with the prototype
confirm that it is possible to filter and rate call attempts in
a larger scale without increasing the response time or the
scalability of the Kamailio SIP Server. Already six from
eleven SPIT Avoidance Modules worked very well without
any database optimization or any special hardware.

Future work has to be done to optimize the SQL queries
and to improve the underlying database structure for a better
performance.

REFERENCES

[1] Vijay Balasubramaniyan, Mustaque Ahamad, and Haesun
Park. CallRank: Combating SPIT Using Call Duration, Social
Networks and Global Reputation. In CEAS’07, 2007.

[2] Translation of the German Criminal Code provided by
Prof. Dr. Michael Bohlander Bundesministerium der
Justiz. German Criminal Code - Strafgesetzbuch (StGB).
http://www.gesetze-im-internet.de/englisch_stgb/german_
criminal_code.pdf, 2010.

[3] Oracle Corp. MySQL v.14.12 distrib.  5.0.51a.
http://downloads.mysql.com/archives.php?p=mysql-5.0&v=>5.
0.51a, 2008.

[4] Bastian Friedrich. Kamailio (OpenSER) Perl Mod-
ule. http://www.kamailio.org/docs/modules/3.1.x/modules_k/
perl.html, 2007.

[5] Stefan Gasterstiddt and Bettina Schnor. What VoIP-CDR can
tell us (not)? Technical Report ISSN 0946-7580, TR-2010-2,
Potsdam University, Germany, May 2010.

[6] Richard Gayraud, Olivier Jacques, et al. SIPp: An Open
Source Performance Testin% Tool for SIP [v3.1]. http:/sipp.
sourceforge.net, March 17", 2009.

[7] Markus Hansen, Marit Hansen, Jan Moeller, Thomas Ro-
hwer, Carsten Tolkmit, and Henning Waack. Developing a
Legally Compliant Reachability Management System as a
Countermeasure against SPIT. In Third Annual VoIP Security
Workshop, Berlin, Germany, June 2006.

[8] Skype Limited. Skype Technologies (Microsoft). http://www.
skype.com, 2011.

100



ICN 2012 : The Eleventh International Conference on Networks

(9]

(10]

(11]

(12]

(13]

[14]

[15]

[16]

(17]

Stefan Liske, Klaus Rebensburg, and Bettina Schnor. Im-
plicit Reputation in a Payment Integrated SIP Network. In
Proceedings of the 14th Annual Workshop of HP Software
University Association (HP-SUA), pages 161-170, Munich,
Germany, July 2007.

Stefan Liske, Klaus Rebensburg, and Bettina Schnor. SPIT-
Erkennung, -Bekanntgabe und -Abwehr in SIP-Netzwerken.
In U. Ultes-Nitsche, editor, Proceedings of KiVS — Net-
Sec 2007, Workshop ,,Secure Network Configuration*, pages
33-38, February 2007.

Daniel-Constantin Mierla. Kamailio (OpenSER) SQLOps
Module. http://www.kamailio.org/docs/modules/3.1.x/
modules_k/sqlops.html, 2008.

Ramona-Elena Modroiu, Bogdan Andrei lancu, Daniel-
Constantin Mierla, et al. Kamailio (OpenSER) [v3.1.1].
http://www.kamailio.org/, December 02", 2010.

Juergen Mueller and Michael Massoth. Defense Against Di-
rect Spam Over Internet Telephony by Caller Pre-Validation.
In 2010 Sixth Advanced International Conference on Telecom-
munications (AICT 2010), Barcelona, Spain, 9-15 May 2010,
pages 172—177, Washington, DC, USA, 2010. IEEE Com-
puter Society. Best Paper Award.

Jonathan Rosenberg, Henning Schulzrinne, Gonzalo Camar-
illo, Alan Johnston, Jon Peterson, Robert Sparks, Mark Hand-
ley, and Eve Schooler. SIP: Session Initiation Protocol. RFC
3261 (Proposed Standard), June 2002. Updated by RFCs
3265, 3853, 4320, 4916, 5393, 5621, 5626, 5630, 5922.

Nicolas Rueger. Konzeption und Implementierung provider-
seitiger Sicherheitsmechanismen zur Erkennung und Ab-
wehr von SPAM over Internet Telephony (SPIT) in VoIP-
Netzwerken. Diploma thesis, University of Potsdam, Institute
for Computer Science, 2011.

Juergen Maximilian Seifert.  Klassifizierung und Imple-
mentierung von SPIT (Spam over Internet Telephony) Ab-
wehrmassnahmen in SIP-Netzen. Diploma thesis, University
of Potsdam, Institute for Computer Science, 2006.

Hemant Sengar, Xinyuan Wang, and Art Nichols. Thwart-
ing Spam over Internet Telephony (SPIT) Attacks on VoIP
Networks. In Proceedings of the Nineteenth International
Workshop on Quality of Service, IWQoS ’11, pages 25:1—
25:3, Piscataway, NJ, USA, 2011. IEEE Press.

Copyright (c) IARIA, 2012. ISBN: 978-1-61208-183-0

101



ICN 2012 : The Eleventh International Conference on Networks

Using PGP Signatures for Securing SIP Infrastructures

Sebastian Hiibner, Nicolas Riiger, Bettina Schnor
Institute of Computer Science
University of Potsdam
Potsdam, Germany
{huebners, rueger, schnor}@cs.uni-potsdam.de

Abstract—Because of increasing bandwidth and decreasing
costs for the provider, Voice-over-IP is an alternative to the
Public Switched Telephone Network for many users. But
with the propagation of Voice-over-IP new harassments and
threats occur. Assuring the identity of communication partners
is significant in this context. Without the authentication of
communication partners, the infrastructure is vulnerable to
attacks like URI-spoofing, call and registration hijacking.
Authenticity is necessary for detecting and avoiding Spam
over Internet Telephony (SPIT). Onmly if the identity of a
caller can be verified, a source of SPIT can be exposed and
appropriate countermeasures can be taken. In this paper, we
present a decentralized approach for authentication in the
Session Initiation Protocol (SIP) using PGP signatures. Due to
already existing data structures this mechanism can be easily
integrated in the SIP without the need of new SIP extensions.
Measurements show that our approach results into tolerable
overhead.

Keywords-Voice-over-IP (VoIP); Authentication; Pretty Good
Privacy (PGP); Session Initiation Protocol (SIP); Signature

I. INTRODUCTION

The Session Initiation Protocol (SIP) [14] is one of the
most commonly used protocols in Voice-over-IP commu-
nications. SIP handles the signaling, which includes estab-
lishment, modification and termination of a media session
between two or more communication endpoints. During
the signaling the negotiation of call properties is done
Further, necessary data for a call, e.g. identities of the
communication partners is exchanged. In combination with
SIP the Real-time Transport Protocol (RTP) [15] is usually
utilized for transferring the media data. Figure 1 shows a
common network topology known as the SIP Trapezoid. It
consists of the following components: registrar, proxy, User
Agent Client (UAC) and User Agent Server (UAS). The
UAC sends a request to an UAS. A UAS receives a request
and answers with one or more appropriate responses. In SIP,
different network entities may be in the role of a UAC or
UAS. For example, during the call invitation the caller acts
as UAC and the callee as UAS.

Our goal is a secure Voice-over-IP (VoIP) architecture,
which guarantees a quality of service comparable to the
Public Switched Telephone Network (PSTN) service. It
offers the possibility to integrate Pretty Good Privacy (PGP)
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signatures in the SIP context similar to their more common
use in e-mails.

This paper is structured as follows: In Section II, we
define the requirements for a secure SIP infrastructure. In
Section III, we discuss related work. In Section IV, we
present our approach and its integration into SIP. A security
analysis of our concept is given in Section V. In Section VI,
we describe the implementation of our protoype and present
measurement results in Section VIIL.

II. SECURITY REQUIREMENTS IN SIP

This section describes security requirements we consider
important in a SIP infrastructure:

A. End-to-End Authentication

The assurance about the identities of the involved com-
munication partners is mainly in the interests of the end-
points. They exchange potentially private or personal data
during their communication and want to be sure about
the recipient’s identity. Thus, the decision whether certain
information is given or not depends on the authenticity of
the communication partners. An authentication mechanism
has to realize a direct end-to-end authentication between the
endpoints.

B. Mutual Authentication

Caller and callee have to authenticate themselves against
each other. Both endpoints of the communication want to
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be sure about the other’s identity. In SIP, messages are ex-
changed among different network entities, not only between
the endpoints. For example endpoints also communicate
with registrar or proxy servers. The SIP standard describes
various threats and attacks caused by missing authentication
of server components, e.g., Call Hijacking, Registration
Hijacking or Impersonation [14] . Their attempt is to make
endpoints unreachable to others (DoS). These attacks do not
directly affect the authenticity of the communication partners
but they have impact on the call’s quality. To ensure the
quality of calls it is necessary to apply mutual authentication
between all UAs in a SIP network. Consider that in SIP
different entities are able to act as a UA, not only the
endpoints. Any logical entity that creates and sends a request
is a UAC, any logical entity that creates and sends responses
to a request is a UAS. Thus, requests and responses should
be exchanged between mutual authenticated network com-
ponents only.

C. Authentication During Signaling

Authentication has to be realized during signaling. Once a
media stream is established confidential information can be
transmitted. Therefore, before a call is accepted by the callee
or before the phone even rings, the authenticity of the caller
has to be verified. Moreover, it is important to secure all
relevant signaling messages during a SIP session. Especially,
the termination of a call is a crucial point. In SIP, there are
several signaling messages, i.e. BYE or CANCEL requests to
terminate a session. Only authenticated participants should
be able to send these requests to avoid an unwanted call
termination. To prevent Man-In-The-Middle or reply attacks,
the signaling messages have to be protected by a signature
field.

D. Technical Requirements

The use of security mechanisms in a given SIP infrastruc-
ture has to be practical. The routing of messages may not
be hindered or impeded. Additionally, the functionalities of
the different SIP components may not be affected.

III. RELATED WORK

There are different approaches that relate to requirements
presented in the previous section.

A. SIP Digest Authentication

SIP Digest [14] is based on a challenge/response principle.
For its appliance a shared secret between UAS and UAC
is necessary. Usually, this is the case between UAs and the
registrar or proxy server. The User Agent (UA) authenticates
itself against the server by using its associated credentials
(user name, password).

In reality, there is no such relationship between two
endpoints. The called party cannot hold personal data for
any possible caller. But, this would be necessary to ver-
ify the origin of an incoming call. Moreover, SIP Digest
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authentication only allows the authentication of the caller.
The initiator of a conversation is not able to authenticate
the callee. Therefore, this method is not suitable for mutual
authentication. Guillet et al. [5] extend SIP Digest authenti-
cation by mutual authentication, but still a shared secret is
needed.

Strand and Leister [17] point out some weaknesses and
drawbacks of SIP Digest Authentication. It is not suitable
for end-to-end or cross-domain authentication. Moreover it
is vulnerable to different attacks. The authors focus on a
register attack, which is caused by modifying the Contact
header of SIP message during the registration phase. They
suggest extending SIP Digest Authentication by including
the contact header value in the digest computation to counter
that specific register attack.

B. TLS

RFC 3261 [14] defines the utilization of Transport Layer
Security Protocol (TLS) [3] within a SIP network. By using
client-side and servers-side certificates a mutual authentica-
tion can be achieved. However, TLS realizes a hop-by-hop
security. Only the connection to the next node is secured
and authenticated. To realize a secure connection between
the endpoints via TLS a chain of trust has to be established
between all hops on the path from the caller to the callee.
The endpoints trust in each other’s identities because of an
existing trusted relation between them. But there is no direct
end-to-end authentication.

SIP provides the SIPS URI Scheme to initiate a hop-by-
hop TLS connection. But the last hop between the inbound
proxy and the callee is not necessarily included in this trust
chain. According to RFC 3261 the security mechanisms on
that last hop depends on the policy of the domain.

In spite of this, there exist different approaches to secure
SIP infrastructures on the base of TLS. Jiang [7] uses a hop-
by-hop TLS connection to exchange a session-key to encrypt
the following media streams and a so-called setup-key. The
setup-key is valid only for the next call and used for a direct
end-to-end authentication. But the concept is based on the
trust in the hop-by-hop TLS connection.

In [10], Kong et al. present a solution for securing the
localization of communication partners. This is achieved
by providing integrity for the contact header of a SIP
message by using signatures. For that purpose each endpoint
generates a public and a private key. During call initiation
the caller creates a signature for the contact header using
his private key. Now, the callee is able to verify the identity
of the caller and sends a signed 200 OK response, if
authentication was successful. After receiving the response
the caller verifies the callee’s identity as well. The endpoints
exchange their public keys using a hop-by-hop TLS connec-
tion outbound and inbound proxy. Again, the last hop is not
considered. While the authors focus on the localization of
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communication partners, the integrity of other SIP messages
and header fields is not verified.

C. S'MIME

S/MIME [13] allows end-to-end encryption. Entire SIP
messages are encapsulated within a MIME body. They are
signed with the sender’s private key and encrypted with the
public key of the intended recipient. To allow the routing
of encrypted messages their header is duplicated. So, the
recipient has to deal with "inner" and "outer" message
headers (SIP Tunneling). The "outer" header is used to verify
the authenticity of the encapsulated information [14]. But,
there are parts of the header, e.g., the via header field, which
is legitimately modified during routing. Thus, end-to-end
authentication can only be realized for unchangeable parts
of the header.

D. PGP

RFC 2543 [6], the previous SIP standard, describes the
usage of PGP-based encryption to provide authenticity of
SIP messages. RFC 2543 introduces the basic structures and
headers for the appliance of PGP in the SIP context. A
complete description of security aspects and mechanisms,
which are realized by PGP, is not given. This may be a
reason why the usage of PGP is described as "incompletely
specified". The current RFC 3261 deprecates PGP in favor
of S/MIME.

IV. OUR APPROACH: PGP SIGNATURES

Next, we present our approach using PGP signatures
in SIP. Our approach fulfills the requirements from Sec-
tion II. It can be used within SIP infrastructures conform to
RFC 3261.

A. Motivation

Although PGP is deprecated in the current RFC 3261, we

favor it for the following reasons:
In TLS and S/MIME hierarchical PKIs depending on X.509
certificates are used. Among others, Ellison and Schneier
discuss the risks of this approach [4]. They argue that vague
Certificate Authority practices to issue certificates cause an
imprecise meaning of the word "trust". Furthermore, current
events show that a valid certificate does not necessarily mean
the owner is trustworthy [1].

Unlike this hierarchical approach PGP, utilizes a "Web of
Trust" in which trust is considered private information (cf.
IV-C). In [19], Ulrich et al. point out that this trust concept
helps to prevent the propagation of faked certificates.

Since PGP is in widespread use for encrypting and signing
e-mails, we propose to use the already existing PGP-Keys
and trust relationships to secure VoIP communications as
well.
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B. Concept

In contrast to SIP digest, we do not use message au-
thentication codes, but signatures. Every entity of the SIP
infrastructure needs a pair of PGP keys for signing and
verifying messages.

After receiving a request the UAS sends an appropriate
response to challenge the identity of the UAC. The UAC
repeats the initial request and appends a signature for the
message body, a subset of the header fields and certain
elements from received challenge. The UAS verifies the
signature and sends a signed response. In result, the UAC
can verify the server’s identity. Figures 2 and 3 show the
computation of signatures for requests and responses.

PGP private key

| Ream ]
| Nonce )]
| Method ] _
M»calculate signature| _signature

(request)

challenge

message From-Header >
Contact—Header.

| Body (if present)y |

Figure 2. PGP Signature - Request

PGP private key

Realm >
Nonce >
Status Code >
Reason Phrase.
message To-Header >
Contact—Header.

Body (if gresent)'

challenge

calculate signature signaturq

(response)

Figure 3. PGP Signature - Response

The verification of a signature is the same process for both
UAC and UAS. The signature of a message is calculated by
using the sender’s private key. So the recipient needs the
corresponding public key. Before checking the signature it
is crucial to verify the key’s associated identity (see Section
IV-C). If the key’s identity could be verified, the recipient
checks whether the signature of the message is correct or
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not. Calls should only be established if the INVITE request
and the referring 200 OK response are correctly signed and
the identity of the corresponding keys is verifiable by the
recipient.

After the establishment of a call all SIP messages, which
affect the state of the session, have to be signed (see
Figure 4).

Caller

1 INVITE - i
INVITE
401 Unauthorized
401 Unauthorized (PGP Challenge)
(PGP Challenge) ACK
ACK
INVITE
(PGP Signatur) INVITE
(PGP Signatur)
180 Ringing
180 Ringing (PGP Signatur)
(PGP Signatur)
200 OK
200 OK (PGP Signatur)
(PGP Signatur)
ACK
(PGP Signatur) ACK
L (PGP Signatur)
|
Media |Session
1
BYE
BYE (PGP Signatur)
(PGP Signatur)
200 OK
(PGP Signatur) 200 OK
(PGP Signatur)
T - L

Figure 4. PGP Authentication - Message Sequence

Since a UAC can be challenged by different components
of a SIP infrastructure, for example proxy or callee, a request
may contain more than one signature. This procedure has to
be applied between all components of a SIP infrastructure,
which act as UAC and UAS to fulfill the requirements from
Section II. In the following, the focus is primarily on the
endpoints.

C. Evaluation of the concept

The main feature of this concept is a direct end-to-end
authentication. Signed messages are generated and verified
by the endpoints. The authenticity of the participants does
not depend on the intermediary network entities (cf. TLS).
So the last decision on the call establishment is up to the
endpoints. This also means that keys with every communi-
cation partner have to be exchanged.

The functionality of PGP signatures is based on the
binding of the keys and their associated identities. The
OpenPGP standard [2] defines two concepts for establishing
trust: By signing another key a user claims to be sure of
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the key-entity binding ("Public-Key Trustworthiness" [19]).
By adding a certain trust level it can be determined how
much another user is trusted to sign other keys carefully
("Introducer Trustworthiness" [19]). Unlike signatures, the
trust level can only be set manually in the local keyring,
it is not exported. A key is valid if it is signed directly by
the recipient or the validity can be derived from a transitive
trust chain ("Web of Trust"). For that the following
conditions have to be met: Each key has to be signed by
the preceding node and for each key the trust value must
be set. Therefore, this chain can only be generated within
the local keyring of a user.

local keyring(Caller)

signed keys

‘ public-key(OutboundProxy) !

public-key(InboundProxy)

public-key(Caller)

public-key(Callee)

Figure 5. PGP Trustchain in SIP Infrastructure

Figure 5 shows a chain of trusted keys in a SIP infras-
tructure (see Figure 1) from the caller’s view. To verify the
callee’s key the public keys of the proxies have to be trusted.
For establishing a trust chain the key of the Outbound Proxy
has to be signed by the caller and the key of the Inbound
Proxy has to be signed by the Outbound Proxy. Note that it
is also possible to find another path to the callee’s key, for
example with keys from existing social relationships of the
caller. The "Web of Trust" is practical especially for closed
groups with signed keys or those users that frequently sign
other keys and get signed by them [19].

In case the key’s identity cannot be assured by the
described concept the recipient will not be able to verify
the sender’s identity. Consider that it is still possible to
check the message’s signature with an unknown key. But
even though the signature of a SIP message is correct the
corresponding key may be falsified. So the endpoint has to
decide whether the call should be established or rejected
without any further knowledge of the sender’s identity. It
is also important to note that a signature only assures the
integrity and authenticity of elements, which are included
in its calculation. So for our concept it is crucial to choose
the parts of a message, which are necessary to verify the
sender’s identity.
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Figure 6. Measurement Scenarios

D. Integration in SIP

Appropriate SIP messages and header fields are necessary
for the transmission of the authentication challenge and the
corresponding signatures. SIP already defines the responses
401 Unauthorized (sent by UAS) and 407 Proxy Authentica-
tion Required (sent by proxy) to transport the authentication
challenge for SIP Digest. Therefore, the messages contain a
WWW-Authenticate header and a Proxy-Authenticate header.
These messages and header fields can also be used to
transport a PGP Authentication challenge. After receiving
the challenge the UAC has to extend the initial request by
a signature and has to send it again. RFC 3261 defines the
request-header fields Authorization and Proxy-Authorization
to transport the response of a received digest challenge.
Again, these elements can also be used to transport a PGP
signature. Hence, no special SIP extension is necessary.
Moreover, the PGP Authentication does not affect the ex-
isting authentication mechanism in SIP. A message header,
which already contains the information for a SIP Digest
Authentication (e.g., between endpoint and proxy) can also
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carry the PGP Authentication (e.g., between the endpoints).

V. SECURITY ANALYSIS

Signatures are applied in communication infrastructures
to provide authenticity, data integrity, and non-repudiation.
With the awareness of the PGP trust concept and its weak-
nesses (cf. IV-C), our concept provides countermeasures
against the following threats and harassments:

URI-Spoofing: By the lack of authenticity of signaling
messages, it is possible to falsify the identity of commu-
nication partners to obtain sensitive information or to use
personalized services. In our concept this is avoided by
signing the proper header fields (7o header, From header)
and using the key-entity binding in PGP.

Call Hijacking: Without authentic localization infor-
mation a call can be redirected toward an attacker’s device.
For example, the attacker can act as Man-In-The-Middle.
As a countermeasure, our concept provides integrity for the
identities and the localization information as well.
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Registration Hijacking: Similar to Call Hijacking, an
unauthenticated registration information allows redirection
of calls as well. Moreover many Denial of Service attacks
are caused by unauthenticated or unauthorized REGISTER
requests [14]. Hence, the affected endpoints are not available
anymore. To counter this attack our concept has to be applied
between all components of a SIP infrastructure which act as
UA (cf. IV-B).

Impersonation: Without a proper authentication an
attacker can impersonate every component of a network.
Similar to URI-Spoofing and Registration Hijacking this
is avoided by providing authenticity of the communication
partners and applying our concept between the different SIP
entities.

Terminating Sessions: Within established sessions or
during their establishment, requests can be sent which take
effect on the dialog state. An attacker can inject falsified
BYE or CANCEL requests and terminate the call or its
establishment. For that reason it is crucial to consider the
entire SIP session, not only the establishment of a call, as
presented in our concept.

VI. IMPLEMENTATION

The presented concept was implemented at the endpoint
side to analyze its behavior in practice and getting aware
of the involved overhead. For the underlying SIP stack, the
PJSIP - Open Source SIP Stack [12] was used. PJSIP is
a complete SIP stack written in C. The PGP functionality
is provided by GnuPG [18], which is an implementation
of OpenPGP. To get access to GnuPG in PJSIP the library
GnuPG Made Easy (GPGME) [9] was used. The following
functionalities of the endpoints are implemented:

Callee: generation of the PGP challenge after receiving
the initial INVITE, verification of the repeated INVITE and
(@if verification was successful) calculation of the signature
and sending signed 200 OK response

Caller: processing of the received PGP challenge,
calculation of the signature and repeating the INVITE, ver-
ification of the signature in the received 200 OK response
and (if verification was successful) sending signed ACK

After the session initiation, all SIP messages were signed
by the endpoints.

VII. MEASUREMENTS

Since we wanted to investigate the overhead introduced
by our approach, we compared the authentication with PGP
to SIP Digest, and a call setup without any authentication.

The mechanisms were compared regarding their perfor-
mance, not their security aspects. In our measurements, only
the call setup between caller and callee was considered. The
measured parameters were duration, memory consumption
and CPU utilization.
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A. Testbed and Scenarios

We used three nodes (each with Intel Core Duo E7500
CPU (2,93GHz), 2 x 2048MB Dual Channel DDR2 RAM,
Gigbit Ethernet Interconnection) to setup a SIP Proxy (Ka-
mailio v3.1.1) [11] and two SIP endpoints (PJSIP v1.8.5
with implemented PGP functionality). The underlying oper-
ating system was Debian 5.0.5 (Lenny) on each node.

We measured three scenarios: a) no authentication b) SIP
Digest Authentication and c¢) PGP Authentication between
the endpoints. The proxy was used with activated Digest
Authentication in each scenario.

The message sequence is shown in Figure 6. For the
measurement of the duration and the CPU utilization we
only considered the call set up, which is labeled by two
timestamps. The first timestamp is set when the initial
INVITE is sent by the caller. When the caller sends the
ACK after receiving the 200 OK of the callee the call
is successfully set up and the second timestamp is set.
The memory consumption was measured for the whole SIP
session. All measurements were done on the caller’s side.

B. Results

For each scenario we performed 51 measurements and
calculated the median for call set up duration and CPU
utilization. The measurement of the memory consumption
was done once by using valgrind [16]. The results are shown
in Figures 7-9.

The overhead for authentication with PGP, i.e., the com-
pute and memory demands at the caller’s site, only slightly
increase compared to no authentication or SIP Digest. The
caused overhead is still acceptable. The CPU utilization
rises by 10ms (see Figure 8), the need of memory increases
by 2MB (see Figure 9). PGP Authentication increases the
duration of the call setup by about 40ms compared to SIP
Digest (see Figure 7). However, this delay is tolerable. The
quality of the telephone service is not particularly affected.
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Figure 7. Median of Duration of Call Initiation
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VIII. CONCLUSION AND FUTURE WORK

We have shown how PGP signature can be used to secure
SIP messages. We argued that an end-to-end and mutual
authentication is necessary.

The measurements with our prototype have shown that
the overhead is tolerable at the caller’s side.

The PGP Authentication mechanism can be easily inte-
grated in SIP infrastructures since necessary messages and
header fields are already defined in RFC 3261.

The next step is to implement the mechanism also on the
proxy side. The aim is to evaluate whether it is possible
to use PGP Authentication with tolerable overhead also on
these components of a SIP infrastructure.
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Abstract—Trust and reputation are the pillars of many social
phenomena that shape the Internet socio-economic scene.
The few existing taxonomies provide only initial insights into
the ways trust benefits can be felt, but they are neither
complete nor elaborated in a systemic manner. In this paper,
we propose a multidimensional framework for designing and
assessing the completeness and consistency of reputation
mechanisms. Our framework is based on systemic
principles; it identifies reputation system components, the
factors that influence the system-design, defines the
interrelations between the former and the dependencies on
the later. By considering the human-centric, dynamic and
context-dependent trust-establishment, we detect five major
factors that guide reputation systems’ design. The presented
framework is applied to BarterCast, a reputation
mechanism that extends the current P2P network protocol —
BitTorrent, and is deployed in the BitTorrent-client Tribler.

Keywords-trust; mechanisms;
system theory; context

taxonomy; reputation

. INTRODUCTION

Catering the variety entities and interactions between
them, the Internet is an environment where the pervasive
risk and inherent uncertainty pose a requirement for new
tools to support decision making in such circumstances.
Apart from the commercial expansion of the Internet,
traditional networking among people relies on unwritten
social protocols, like gossiping and rumors, to judge about
one’s trustworthiness and reliability. A global consensus
on person’s reputation has neither been required nor
needed, yet the social model has been successfully
supporting  legitimate interactions by identifying
untrustworthy individuals. The advent of social
networking and computational semantics opens up a
myriad of opportunities for merging the social and
dynamic character of trust with the technical possibilities
offered by Information and Communication Technologies.
The growth of user-generated content, the vast offer of
service providers, and the wealth of collaborative and
market-based platforms, have introduced additional levels
of complexity in the processes of information filtering and
decision making. They require systemic approaches for
treating trust and reputation (T&R). Hence, the success of
online trust-based methods depends largely: a) on the
research aimed at identifying where these methods offer
the most benefit and b) on the quality of the frameworks
where the principles of system design reside. Our work is a
contribution in both of these directions. The framework
defined here is guided by the principles of system theory

Copyright (c) IARIA, 2012. ISBN: 978-1-61208-183-0

and taxonomical categorization. To present the outlined
topics and the results, the paper is organized as follows:
the following section briefly examines related work in
T&R, defines the notions of T&R and the progress
towards their formalization. The succeeding sections
outline the methodology used and introduce the proposed
framework based on the principles of General Systems
Taxonomy. Practical observations, supplemented with
insights from other trust taxonomies and proposals, are
elaborated through the framework, enabling the addition of
a new level of granularity to the existing research map on
T&R. The next section illustrates the application of the
newly designed approach for the specific case of
distributed environments, mapping the BarterCast
reputation mechanism across the dimensions of the
framework. The paper concludes with a review of the
presented topics and a constructive discussion, outlining
our future research plans.

Il. THE NOTION OF TRUST AND REPUTATION IN A
NETWORK ENVIRONMENT

Trust is a social manifestation we face on a daily basis.
However, its definition is hard to grasp. One reason for
this is its strong contextual dependence. However, another
reason that is crucial and that refers to the practical side of
system design is the non-linear nature of the social
phenomena ascribed to trust, such as belief, regret,
forgiveness, subjective judgment, etc. These comprise the
affective (emotional, and thus the human) side of trust, and
do not allow the system to be designed according to the
elegant principles of mathematical linearity and
probabilistic averaging. Therefore, incorporating trust into
online scenarios analogous to those in the traditional social
networks has not been very fruitful. The literature on T&R
in social sciences is exhaustive [1-3]. The common
attitude supports the aspect of relying on others’
willingness to perform beneficial actions for one’s welfare.
Based on Gambetta’s attitude on trust [4], we give the
following initial definition:

Definition 1. Trust is the belief, i.e., the subjective
probability that an entity will perform in a way likely to
bring the expected benefit, or not to do unexpected harm.

Despite the interchangeable use of the concepts of
T&R, reputation deserves its own and more specific
definition that would stress how it differs from trust.
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Definition 2. Reputation is the empirical memory about
an entity’s past behaviour, performance, or quality of
service, in a specific context, i.e., domain of interest.

Hence, reputation is the amount of context-aware trust
that an entity has created for itself, i.e., a quantitative
representation of trustworthiness bounded by the domain
of interest. Reputation results from calculation and
assessments and is based on facts rather than mere opinion
and belief (e.g., | trust you because of your good
reputation), unlike trust, which is a more subjective form
of evaluating someone's performance (e.g., | trust you
despite your bad reputation).

In circumstances where one entity relies on another
entity, trust choices include a certain level of risk. Josang
defines two different types of trust — Reliability and
Decision trust [5]. The former covers the aspect of trust as
stated by Definition 1. The latter considers the risk brought
about by the uncertainty of transactional outcomes and is
used to extend the first definition, which now gains the
following structure:

Definition 3. Trust is the extent to which one entity is
willing to depend on others’ decisions, accepting the
unpredictable risk of a negative (undesired) outcome.

Much of the research on trust evaluation has its roots in

Game Theory, where concepts like quality, cost and utility
are more formally defined [6]. The most fundamental trust
problems in game theory are captured by the Prisoner's
Dilemma [7], a principle that demonstrates the trade-offs
in people’s decisions to maximize either their own profit
or the overall outcome of the game. The Prisoner’s
Dilemma is also used in strategies for fostering
contribution in some technical implementations online,
such as BitTorrent’s tit-for-tat policy [8]. Despite the early
work on trust relations and conflict resolution in game
theory, the notion of computational trust appears
significantly later, when Marsh establishes the basis of
formal trust in distributed artificial intelligence [9].
A work that relates quality and uncertainty within the
framework of reputation is the Akerlof’s study on the
"market of lemons" [10]. Reputation mechanisms
(henceforth denoted as RMs) are used to balance the
information asymmetry, by helping buyers make better-
informed decisions and incentivizing sellers to offer high-
quality goods. Akerlof makes an instructive distinction
between the signaling and the sanctioning role of RMs,
which was only recently considered in computer science
[11]. The computational formalization of T&R is mainly
done by the use of a mathematical and formal logics
apparatus. We restrain from presenting that body of work
here, as this paper is part of the identification phase of a
RM, rather than its modeling process.

I1l. TRUST TAXONOMIES AND THE NEW APPROACH

Several taxonomies of trust have been designed in the
past decade [5], [12-14]. As a categorization of system
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entities, components and their interrelations, taxonomy is
hardly a useful systemic approach if it only identifies the
RM entities. Cohesive factor for all systems, which has not
been tackled by any of the known taxonomies, is the
identification of connections between the RM components.
The framework presented in this paper not only specifies
that, but it also provides analysis in several dimensions
across the factors influencing RM’s design. To entitle this
work a systemic approach, we turn to the principles of
General Systems Taxonomy and determine the position of
RMs in the general systems space. Our taxonomy differs
from the existing in the field in a few crucial aspects: 1) It
follows a systemic approach of revealing the design issues
in building RMs and relies on simple systemic principles;
2) It relates the RM subsystems in a way that allows
understanding of their interrelations, but also of their
connection to the environment where the overall system
evolves; 3) It sets a common ground for the widespread,
but scattered, research on computational T&R; 4) Most
importantly, it determines the ‘system’ concept
applicability of the defined taxonomy and detects the
factors required for its completeness. The main content of
this framework is outlined in the text that follows.

One of the most prominent works in General Systems
Taxonomy is that of Nehemiah Jordan [15], according to
which a system’s taxonomy has three organizing
principles: 1) Rate of change, 2) Purpose, and 3)
Connectivity. Each principle defines two antitheses,
resulting in the three pairs of properties shown in Table 1.
Within this general framework, we also position the
systemic properties of RMs, and use them later in
developing the novel reputation taxonomy.

Dynamicity (D): Static systems are those that exhibit
no change in a defined time-span. RMs are expected to
provide long-term incentives and support decision-making
in a dynamic manner. To do that, they consider the quality
of experiences of the system entities and the history of
transactions among them.

Environmental-orientation (E): The principle of
purpose determines the direction of energy/information
flow inside or outside the system. The two possibilities
are a system-directed flow or environment-oriented. The
former tends to maintain stable and constant conditions
inside the system, whereas the latter modifies the system
to obtain a desired state or bypass certain disturbances.

TABLE I. ORGANIZING PRINCIPLES OF JORDAN’S
SYSTEMS TAXONOMY (the categories to which we assign RMs are
bolded and italicized)

Rate-of-change Purpose Connectivity
Structural Purposive (system- Mechanistic (non-
(static) directed) densely connected)
Functional Non-purposive Organismic
(dynamic) (environment-directed) (densely connected)

Dense connectivity (C): The principle of system
connectivity states two possibilities: systems are a)
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mechanistic, i.e., not densely connected and the removal
of parts or connections produces no change in the
remaining components; or b) organismic, i.e., densely
connected and the change of a single connection affects
all the others. RMs depends heavily on the interactions
among system entities. They are of inherently non-linear
nature, implying that the outcome of each interaction has
no predictable impact on the overall RM.

The significance of considering General Systems
Taxonomy is in the clarification and simplification of the
often-misused concept of a system. Our work establishes
RMs as real systems, and by using sufficient generality
and simplicity, categorizes them as dynamic (D), densely
connected (C) and environment-oriented (E). In the next
section we move to identification of the RM components,
and determine their interrelations.

IV THE TAXONOMY FRAMEWORK

The new taxonomy proposed here covers more aspects
of the issue and applies to the trust taxonomies and to the
RM design: 1) It categorizes common and important
concepts in the research on RMs, establishing a common
systemic vocabulary; 2) It represents a novel approach to
multi-dimensional mapping and assessment of the
completeness and consistency of a RM; 3) It introduces
additional granularity in the current taxonomic map of
RMs, considering the notion of reputation and its
application to the RM components; 4) It employs the D-C-
E nature of RMs to detect additional factors that influence
RMs design, providing better completeness of the
taxonomy.

As a skeleton, we take Stanford’s taxonomy [12],
shown in Table Il. The framework resulting from our work
that was imposed on the skeleton allows a direct mapping

of the models across the factors-dimension and
subsystems-dimension in a consistent manner. This
enables an immediate  establishment of the

interdependence between: a) the various RM subsystems;
b) the subsystems and the RM as a whole; c) the RM and
the general system where the RM is deployed; d) the RM
and the environment where the overall system resides.

TABLE II. BREAKDOWN OF THE REPUTATION SYSTEM
COMPONENTS (Marti et al.)

Section 111, RMs are of a D-C-E nature. Table Ill contains
an assessment of the factors of impact on a D-C-E scale.
It demonstrates which of these factors do not consider one
or more system properties (D, C or E).

TABLE I1l. EVALUATING THE FACTORS OF IMPACT ON D-C-E
SCALE (Y denotes “Yes” — does consider; N denotes “No” — does not

consider)

Factor User behavior System Goals of
Proper Architecture adversaries
Dynamicity | Y: through N:needed to Y: accounted for

(D) churn capture in the adversarial
environment strategies
evolution

Densely N: very small N: the reputation | N: necessary to
connected | number of mechanism as a take into

©) users can have subsystem of the consideration for

a large impact overall system has | providing the
on the system a huge impact resilience of the
system
Environme | N: so far only Y: by considering | Y: few types of
nt-oriented | as system- the various attacks (Sybil

(E) oriented, properties of a attack, collusion)

neglecting the centralized, resemble this
influence of the | distributed, hybrid | nature of the
environment on reputation system
user behavior

Reputation Systems
Information Gathering Scoring and Ranking Response
Identity Scheme Good vs. Bad Behavior Incentives
Information Sources Quantity vs. Quality Punishments
Information Time-dependence
Aggregation Selection Threshold
Stranger-Policy Peer Selection

In order to specify the requirements and the implications
of designing an efficient reputation mechanism, Marti et
al. considered the following factors of impact: a) The
limitations and opportunities imposed by the system
architecture where the RM is deployed; b) The expected
user behaviour; ¢) The goals of adversaries. As stated in
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The content of Table Ill shows that the C-nature of the
RMs is not considered at all. The interactions and relations
between entities and the environment presented are not
captured by any of the known trust taxonomies, and
consequently, by none of the computational trust models.

Active Entity behaviour. As a first distinctive element
from Stanford’s taxonomy, we introduce the more general
concept of reputation entity and recognize “users” as only
one type of these entities. Entity refers to a party who
participates in the process of reputation evaluation, either
as an evaluator or as an evaluated side. We distinguish two
types of reputation entities, active and passive. The former
are enrolled actively in the reputation process: aggregating
and disseminating information, acting upon certain
triggers, and evaluating each other’s and the
trustworthiness of the passive entities. Examples are
agents, users, peers in P2P networks, etc. In contrast,
passive entities are those whose trustworthiness is
evaluated by the active entities; they do not provide any
feedback, and do not participate in the aggregation of
reputation scores. Examples are items, comments,
video/audio content, etc.

RMs must exhibit a high adaptive capability to address
the issues outlined above. An important part of the
solution is both the hard-technical and the soft-usability
aspects of the system. The former may include availability
and connectivity checking to form an overlay of reliable
entities, while the latter will require bootstrapping
techniques for the new-coming entities, and incentive
policies for those who have already established some
history of experiences.

Resilience and evolutionism. The circular, interlocking
and time-dependent relationships among RM components
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are also important in determining entities’ behaviour.
There often are properties of the overall solution that
might not be found among the properties of its building
components, leaving the behaviour of the whole system
impossible to be explained in terms of the behaviour of its
parts. In fact, this is a common property of complex
systems that depend on social dynamics.

Context. Reputation information becomes significant
only after it is put into a relevant context. Context is the set
of circumstances or facts that surround a particular event
or situation. Despite the various types of trust defined in
the literature, only a few definitions consider its context-
dependency. However, none of the known approaches
considers the impact of context on the separate RM
components [16]. Most of the current proposals employ it
for content-filtering purposes. By including context
information in the reputation evaluation, not only can the
level of the entities’ expertise be obtained, but also the
domain of interest where this expertise is relevant.

Time. The time as well is an insufficiently considered
factor that influences many of the design choices. Some
relations between reputation and time have been studied
extensively; however, many important time-properties
have not received the expected attention. Each subsystem
of the RM s influenced by decisions that should consider
the permanency of the identifiers, the recentness of
information, the time-stamp of feedback actions, the
convergence of the reputation value, synchronization of
time-driven actions, updates of the reputation values, etc.
The time-issues in a RM depend on the given subsystem
where they appear. Some of the ways to approach these
issues include: introduction of a sliding window over
which the reputation information gains certain importance;
time-discounting of the various (meta) results obtained at a
certain point in time or a combination of the discounting
factors together with the entities’ reputation in a certain
context.

Privacy. The interest in information is accompanied by
privacy requirements. Although privacy is a research field
on its own, some design points of RMs directly face
privacy challenges. RMs are expected to keep balance
between the heterogeneity of users and their interest in
information. As the main purpose of RMs is the
embodiment of trust on the Internet, it would be useful to
investigate where the offline forms of regulation-by-law fit
in the online world and whether they can be incorporated
to help the establishment of trust.

On the Internet, people tend to tolerate worse
experiences, acknowledge lower competences, exhibit
lower privacy requirements, accept greater risks and act
under higher uncertainty. The fast convergence of the
reputation effects degrades reputation as soon as the
information propagates the network. By limiting this effect
to the relevant context, RMs will exhibit better adaptability
and flexibility to user demands. It is multidimensional as it
is based on the factors identified to capture the RM’s D-C-
E nature and defines their relation to the RM subsystems.
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V. THE EXAMPLE OF BART CAST

The reason we have chosen BarterCast (BC) [17] for
taxonomical mapping is that it is fully distributed, but also
a deployed RM in the BitTorrent content-sharing client
Tribler [18]. Its design premise is that social phenomena
(friendship, trust and sense of community) affect
positively the system usability and performance. We
briefly introduce BC, and then map it across the
framework dimensions.

Information Gathering: For peers (client software),
BC uses permanent IDs (PermlIDs) based on a public key
scheme, validated by a challenge-response mechanism to
prevent spoofing. Users are referred to by pseudonyms.
The social network creation is facilitated by the ability to
import contacts from other networks (MSN, Gmail).
Context information is stored in MegaCaches to support
trust-based social groups. For content discovery, a
semantic overlay of taste buddies (peers with similar
taste) is maintained and discovered by a gossiping
protocol. Exchanging data is done by 1) exploitation, with
the buddies, or 2) exploration, with a random new peer.
Only direct experience (for aggregated amount of service)
is exchanged during the gossip. Peers maintain private
(based on an entity’s interactions with a single entity) and
shared history (about interactions with all entities) and
subjectively calculate the reputation. BC considers paths
of two hops, due to the small-world effect in P2P file-
sharing networks.

Scoring and Ranking: The network of interacting
entities in BC is represented as a graph. As input
statistics, both the quantity (upload in MB) and the quality
(the positive contribution) of the service are considered in
the scoring algorithm. The private and the shared history
form the peer’s local graph, which is used as an input for
the maxflow algorithm. It computes the maximum flow
over all possible paths, from a source node to a sink
(target) node. The result is the highest reputation that a
source node can give to a target node, and it is a scalar
value in the [-1, 1] interval.

Response: BC introduces a few types of incentives.
First, a cooperative download is used to improve the
download performance of group members. Second, in
addition to the BitTorrent’s tit-for-tat (which gives peers
only a short-term incentive to upload), BC incorporates
long-term incentives by implementing a ranking policy,
which allows interested peers an initial cooperation in the
order of their reputation. Third, it cherishes the peers’
sense of community, which on the long run acts as a
social norm for contributive behavior. Finally, by
introducing costly procedures for using system resources,
BC discourages malice, providing an additional incentive
for contributive peers. In order to select interacting
partners, BC introduces a banning policy. The choice of
whom to allow the use of resources is made according to
the peers’ reputation, where a reputation is required to be
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above a negative threshold (to differ strangers from
disreputable peers).

Stranger Policy: Strangers are tackled by the
bootstrapping process in Tribler, in two ways. To obtain
an initial list of neighbors, peers use a set of pre-known
super-peers to bootstrap into the network. Then, there is
also an overlay swarm with no central component that can
also be used for initial bootstrapping, content discovery,
and other information exchange.

Discussion. The way BC maps to the framework is
presented in Table IV. The results suggest a space for
substantial improvements. BC does not implement any
type of integrity check of reputation entities and their
relations across any of the defined factors. This can be
achieved by introducing witnessing scheme, similar to
that in [19]. Furthermore, coping with the dynamics is
mainly handled on a network level through availability
and connectivity check, considering only the node-churn
in the network. Thus, many time-properties important for
achieving consistency among the components are not
taken into account. Although the validity of the reputation
information is based on the 10 most recent transactions,
this choice is made in a fixed manner rather than
according to the system or interaction dynamics. One way
to include the timeliness of reputation information in this
RM is by introducing a time-discounting factor that will
give different weights to the information according to its
recentness. Another thing that BC lacks is a policy for
penalizing malice. In an open, anonymous and dynamic
environment, providing mechanisms that hold community
members responsible for their actions is of crucial
importance. Despite accounting for taste similarity, taste
is much more subtle than preference. Results from
Behavioral Economy show that users are often unaware of
their taste, even for experiences from previously felt
outcomes [20]. The possibility of importing contacts in
Tribler from other social networks requires well-defined
privacy policies, assurance for the system interoperability,
and context-switching awareness. None of this is
elaborated enough to justify the design choice for this
kind of property. Although there is an erase from profile
option, the download history for each peer is publicly
visible for exploration and discovery. BC is based on the
premise that, although non-resistant to cheating, real-
world communities work well with millions of users.
However, this does not speak about the impact these
entities can have on the overall system welfare. For
instance, only a small percentage of peers in a file-sharing
community contribute the largest amount of resources in
the network. False self-representation, as well as
collusion, can have an impact on the cost that largely
outweighs the benefit of designing and maintaining a RM.
Finally, despite exploiting the small-world phenomenon
for better gossiping in BC, this phenomenon is not an
indication of any organizing principle of the nodes in the
network. There is a certain structure a network should
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have in order for the small-world concept to be applied in
the first place [21], [22]. In addition to applying re-
organizing principles of the nodes’ positions for satisfying
the necessary structure, the BC reputation mechanism
would benefit a great deal (with respect to both
performance and accuracy of the result) from performing
a full gossiping, instead of the current two-hop message
exchange.

V1. CONCLUDING REMARKS AND FUTURE WORK

Building reputation is primarily a social process.
Online environments can largely benefit from trustworthy
choices. Handling numerous online experiences in a short
time-span requires highly scalable solutions for trust
establishment. In such a dynamic environment, having no
RM to capture interaction trends is equal to being
equipped for a world that no longer exists. The presented
framework is a systemic approach to designing dynamic,
densely connected and environment oriented RMs. As
major factors that influence RM design we included
context, time, privacy, active entity behavior, resilience
and evolutionism, in addition to system architecture. The
insights were incorporated into a multidimensional
framework, together with the RM subsystems, to establish
their interconnections and dependencies. The result is a
more granular categorization of design choices/decisions.
Finally, we mapped BC as a representative distributed and
socially inspired RM onto our framework, revealing some
weaknesses and proposing improvements of its design.

Future step in our work will be a system-modeling
approach for resolving the design issues for a novel RM.
According to the principles outlined in this work, the
model will be premised on dynamicity, adaptability and
evolutionism. We will employ System theory methods,
allowing the use of sophisticated tools for evaluation and
verification, something that has not been proposed so far
by any of the approaches in the field. Moreover, it is a
step towards the standardization of the design process of
RMs. A multi-disciplinary approach is thus essential for
limiting or extending the possibilities offered by ICT for
preserving practicality, but adding innovation as well.
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Abstract—Future Internet design demands revolutionary
approaches unfettered by legacy constraints and concepts. This
paper presents a clean-slate Concern-Oriented Reference
Model (CORM) for architecting future computer networks
based on novel network design principles. CORM realizes the
network as a software-dependent complex system. It defines
the network design space in terms of function, structure and
behavior, and perceives each of these design space elements
within the context of network concerns, identified as
Application, Communication, Resource and Federation.
CORM adopts a bottom-up approach in network construction,
focusing on the network building block, whose structure and
behavior are inspired by evolutionary bacterium cell. Hence,
CORM refutes the long endorsed concept of layering, and
intrinsically accounts for emergent behavior, while ensuring
network congruency. CORM's basic abstraction unit is
validated using the Function-Behavior-Structure engineering
framework. The paper concludes by presenting and evaluating
an architecture derived from CORM.

Keywords- Complex systems; Computer Network design;
Computer Network Reference Model.

1. INTRODUCTION

Designing future computer networks dictates an eclectic
vision capable of encompassing ideas and concepts developed in
contemporary research unfettered by today's operational and
technological constraints. However, unguided by a clear
articulation of core design principles, the process of network
design may be at stake of falling into similar pitfalls and
limitations attributed to current network realizations. We opine
that deficiencies apparent in current network realizations can be
traced to the following underlying causes [1];

 The general trend towards network science and
engineering lacks a systematic formalization of core
principles that expresses essential network features
required to guide the process of network design and
protocol engineering;

«  The prevalence of a top-down design approach for
computer network architecture demonstrated as
confining intelligence to network edges, and
maintaining a dump core; and

+ The absence of a general reference model, which
embodies core network design principles, and
acknowledges the multidimensionality in design
entailed in architecting computer networks that reach
beyond core networking requirements.

In this paper, we present a clean-slate Concern-Oriented
Reference Model (CORM) for architecting future computer
networks. CORM has sprouted as a generalization to our
concepts, design principles and methodology presented in [2, 3].
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Our initial endeavor, CellNet [3], was a bio-inspired network
architecture, which was tailored to operate in accordance to the
TCP/IP suite. However, CORM is a reference model for
architecting any computer network. It expresses the most
fundamental design principles for engineering computer
networks at the highest level of abstraction. CORM stands as a
guiding framework from which several network architectures
can be derived according to specific functional, contextual, and
operational requirements or constraints. CORM conceives
computer networks as a distributed software-dependent complex
system that needs to be designed along two main dimensions: a
vertical dimension addressing structure and configuration of
network building blocks; and a horizontal dimension addressing
communication and interactions among the previously
formulated building blocks. For each network dimension,
CORM factors the design space into function, structure and
behavior, applying to each the principle of separation of
concerns (SoC) for further systematic decomposition.
Perceiving the network as a complex system, CORM constructs
the network recursively in a bottom-up approach (In this
research work the term bottom-up refer to network
composability as opposed to its more frequent use to refer to
layer organization in the Internet layered architecture). CORM
defines the network cell (NC) as the network building block.
The NC's structure and behavior mimic the structure and
behavior of evolutionary bacterium cell. The network is then
synthesized from NCs according to a structural template that
defines different structural boundaries.

Being a reference model for computer networks, CORM can
be considered a definitional model; it expresses the required
characteristics of a system at an appropriate level of abstraction
[4]. CORM expresses the characteristics of adaptable complex
systems, and network functionalities within its basic abstraction
unit (CORM-NC), and enforces both to be synthesized into the
network fabric by construction. Therefore, we validated CORM
by validating the derivation of CORM-NC. In this respect, we
used the Function-Behavior-Structure (FBS) framework [5] as
our validation model. The FBS is applicable to any engineering
discipline for reasoning about, and explaining the nature and
process of design [13]. Furthermore, we present CAHN as an
architecture for ad hoc networks derived from CORM, and
evaluate CAHN's performance through simulation.

The paper is organized as follows; Section 2 overviews
related work. Section 3 introduces CORM, and validates
CORM's basic abstraction unit using the FBS framework. In
Section 4, we derive CAHN, an architecture for ad hoc networks
based on CORM, and evaluate CAHN's performance through
simulation. Section 5 concludes the paper.

II.  RerLatep Work

The Internet has been criticized for lack of security,
difficulty in management, incognizant protocol operation, and
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inadequate support for mobility [6], thus motivating a plethora
of proposals; some attempting point solutions to specific
problems, while others aimed architectural innovations. We
identify two network dimensions along which most architectural
proposals can be classified; a vertical dimension addressing
structure and configuration of protocols, and a horizontal
dimension addressing communication. We claim that most of
the proposals focus on one dimension while diminishing the
other. Below, we present proposals in [7], [8], and [9] as
examples supporting our previous claim.

The SILO Project in [7] proposes an architecture based on
fine-grained service elements that can be composed based on
ontology of functions and interfaces. A SILO-enabled
application can thus specify high-level functional requirements,
and request service elements to be composed accordingly to
meet these requirements. The Recursive Network Architecture
(RNA) presented in [8], is based on recursive composition of a
single configurable protocol structure. RNA  avoids
recapitulation of implementation, as well as encourages a
cleaner cross-layer interaction. This is achieved by using, a
single meta-protocol module, which facilitates the inter-protocol
interactions at different layers. Content Centric Networking
(CCN) presented in [9], creates a network architecture based on
named data instead of named hosts by making the address in
packets correspond to information or elements reachable on the
Internet, rather than machines. CCN proposes a layered node
model that resembles the structure of TCP/IP layering model,
but differs in layers' responsibilities.

SILO and RNA have been presented as -clean-slate
architectural attempts towards Future Internet. However,
layering, as a design paradigm, is still the prevailing model. An
essential goal of both proposals is to gracefully embrace cross
layering into the present network stack. Although considered
clean-slate architectures, we argue that by adhering to layered
stacks as the underlying model, both proposals might suffer
form shortcomings attributed to the Internet model. First, both
architectures do not give guidance to engineers as how to handle
cross interests among composed protocols: The single control
agent in SILO, as presented, is a monolithic unit representing a
single point of failure for all protocols working under its control,
as well as imposing scalability problem as service diversity,
granularity, and operational parameters increase. As for RNA,
we note that confining the logic for horizontal and vertical
interlayer communication into a single entity, is a very
challenging task that is error prone. Furthermore, it lacks
explicit representation for interactions leaving it to be decided
on at runtime. This allows for implicit assumptions to creep into
protocol design and implementations. Second, both architectures
have undermined monitoring and resource management failing
to express both functions as first class architectural constructs.
Finally, as presented, both architectures focus on the vertical
dimension of the network without suggesting how the horizontal
dimension will be incorporated in terms of naming and
addressing. On the other hand, CCN focus mainly on naming
and addressing and disregard the need for managing on-node
interactions. Similar to SILO and RNA, CCN also adheres to a
layered stack and fails to provide explicit specifications for
inter-protocol interactions and cross-interest management.
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III. CORM: A CoNcERN-ORIENTED REFERENCE MODEL FOR
CoMPUTER NETWORKS

For completeness, this section gives a synopsis of CORM's
design principles and methodology presented in [2, 3]

A. CORM Design Principles and Methodology

CORM derivation process was initiated by identifying two
core network-design principles that, we assert, are applicable to
all computer networks regardless of their size, purpose,
operational context, or capabilities. The first principle states that
a computer network is a complex system, while the second
principle states that a computer network is a distributed software
system. From a complex system perspective, computer networks
need be composed of autonomous entities capable of emergent
behavior that can act coherently to perform the global system
function, in spite of intricate interactions occurring at the micro
and macro level [10]. On the other hand, as a distributed
software system, computer networks need to be designed
according to Software Engineering (SE) principles and
concepts. Separation of Concerns (SoC) is a prominent SE
principle that was extensively applied to the design of CORM
for systematic decomposition of the network system. Guided by
our principles, we formulated a Concern-Oriented Bottom-Up
design methodology for deriving CORM. The Bottom-Up
approach is motivated by our first design principle in general,
and network composability of autonomous entities in specific,
thus accentuating the importance of the entities composing the
network system. These network-building entities need to imitate
entities in a Complex Adaptive System (CAS is a complex
system whose emergent behavior always lead to overall system
stability, in contrast to unstable complex systems whose
emergent behavior may result in system meltdown. In this paper
the term complex system indicates CAS unless otherwise
stated), by possessing adaptability, self-organization and
evolvability as intrinsic features. The network will then be
recursively synthesized from these network-building entities in a
bottom-up approach substantiating the two main network-
dimensions; a vertical dimension that addresses structure and
configuration of network building entities, and a horizontal
dimension that addresses communication and interactions
among the previously formulated building entities. For the
synthesized networks, the Concern-Oriented paradigm
represents our vision in network functional decomposition
realized at the micro (network-building entities), as well as at
the macro (network horizontal and vertical dimensions) level.

As a direct consequence of our Concern-Oriented Bottom-
Up design methodology, CORM does not differentiate between
network core and network edge in terms of capabilities, thus
contradicting the End-to-End (E2E) principle that has been
central to the Internet design. It has been argued that the E2E
principle has served the Internet well by keeping the core
general enough to support a wide range of applications.
However, we contend that, taken as an absolute rule, the E2E
principle constrained core evolvability rather than fostered its
capabilities rendering the Internet biased to those applications
that can tolerate its oblivious nature, and forcing designers and
protocol engineers to adopt point solutions to compensate for
core deficiencies. Another consequence to our proposed bottom-
up network composition is contradicting the prevailing
misconception of abstracting a network in terms of an inter-
network. Adopting a bottom-up approach to network
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composition implies recursive construction of the inter-networks
from networks, which are likewise recursively constructed form
network components, which are constructed from one or more
network building blocks.

B.  CORM Components

A network reference model is an abstract representation of a
network. It conveys a minimal set of unifying concepts, axioms,
and relationships to be realized within a network [11]. For
expressing a multi-dimensional system, such as a computer
network, multiple abstract representations are required to
capture the system from different perspectives. CORM abstracts
a computer network in terms of function, structure and behavior,
which are represented respectively as, the network-concerns
conceptual framework (ACRF), the network structural template
(NST), and the information flow model (IFM). Both the ACRF
and the NST have been previously defined in relation to CellNet
in [3]. However, in the following subsections, we will revisit
their definition at the level of a reference model. The ACRF will
be redefined in terms of the network requirement specification
while the NST will be abstracted in terms of the basic network
building block (NC).

1) ACRF:Conceptual Framework for Network Concerns

We postulate that the requirement specification of a
computer network can be expressed as follows: “The network is
a communication vehicle that allows its users to communicate
using the available communication media”. Accordingly, we
identify the network users, the communication media (physical
and logical), and the communication logic as primary
requirements, which the network design need to address and
plan for. Applying the concept of SoC to the above requirement
specification statement, we identify four main network
concerns; Application Concern (ACn), Communication Concern
(CCn), Resource Concern (RCn), and Federation Concern
(FCn). The first three are core network concerns encompassing
the network functional requirements, while the fourth is a
crosscutting concern (non-functional requirement) representing
the area of intersection or common interests among core
concerns. Elaborating on each concern we have:

«  The ACn encompasses the network usage semantics;
the logic and motivation for building the network,
where different network-based end-applications
(network users) can be manifested.

«  The CCn addresses the need for network route binding
to provide an end-to-end communication path allowing
network elements to get connected (communication
logic)

. The RCn focuses on network resources, whether
physical or logical, highlighting the need for resource
management to efficiently address different trade-offs
for creating and maintaining network resources
(communication media).

- Finallyy, FCn orchestrates interactions, resolving
conflicts and managing cross interests, where areas of
overlap exist among the aforementioned core concerns.

These four network concerns are manifested as CORM
conceptual framework for network concerns, referred to
hereafter as ACRF. The ACRF represents the blueprint for the
network functional design that need to be realized along both
network dimensions; vertically on the network component and
horizontally among network components.
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Figure 1. ACRF realization within an NC

Analyzing the Internet model (vertical dimension) and the
current network realizations (horizontal dimension) with respect
to the ACRF framework, we note that both RCn and FCn are
absent. Vertically, the Internet-layered model accounts for ACn
and CCn. However, the model did not apply the correct concern
separation; a single concern was split along two layers.
Moreover, the strict layered paradigm for functional
decomposition curtailed all possibilities for considering FCn. As
for RCn, it was assumed that resource-management
functionalities, are either applications of specific type, and thus
will be overlaid on top of the protocol stack, or are to be
handled locally by the physical media. For the horizontal
dimension, current network realizations account for both ACn
and CCn, while the RCn and FCn are usually realized as point
solutions. Servers and server farms represent ACn, while
routers, switches, and DNS represent CCn. Both RCn and FCn,
are implemented as add on functionalities conducted by the use
of special protocols for network management and traffic
engineering.

2) NST: Network Structural Template

The NST defines the structure of the network building-
blocks, and the logic by which these blocks are grouped to
compose the network. We classify network building-blocks into
computational/decision capable entities, and a communication
substrate. The former encompass the network-concern space
(ACRF framework), while the latter is a passive interaction
media for information exchange. Being the primary constituents
of a software-based complex system, network-entities need to
possess adaptability, self-organization and evolvability as
intrinsic features thus mimicking bacterial cells in a bacterial
colony; our adapted model of complex systems [12]. Hence, we
define the Network Cell (NC) to be the primary network
building  block. The NC is a  self-contained
computational/decision entity capable of monitoring its state,
adapting to perceived conditions, inferring decisions, recording
its experience, and eventually evolving through self-learning
and intelligent adaptations. One or more NCs make up a
Network Component (Ncomp), which we define as the basic
network entity capable of end-to-end communication. The
ACREF is realized within the NC as illustrated in Fig. 1, thus
forming the basic abstraction unit of CORM; the CORM-NC.
For further details on the internal structure and units of the NC
we refer the reader to [1, 2, 3].

Network Compositional Logic (NCL) defines the bottom-up
network construction out of network-entities, and identifies the
different interaction boundaries that can occur among network-
entities (NC and/or Ncomp). NCL stems from our bottom-up
definition of network and inter-network construction. NCL
defines a computer network as two or more Ncomp connected
by a communication substratum, where Ncomp interactions are
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sustained, despite the heterogeneity of the hardware,
middleware, and software of the connected Ncomps. As for a
computer inter-network, NCL defines it as two or more
computer networks connected by communication substrate,
where interactions among Ncomps residing within each of the
connected networks are sustained, despite the heterogeneity of
the hardware, middleware, and software employed by the
Ncomps composing the connected networks. Integrating NC,
Ncomp, and NCL, we derive CORM NST, and define it using
EBNF as follows:

CORM NST EBNF formal Definition:

Notations

* Trailing * —repeat 0 or more times

* Trailing + —repeat 1 or more times
Abbreviations

* MU = Monitoring Unit * CCS = Cell Communication Substratum

* RU = Regulation Unit * Ncomp = Network Component

e EU = Execution Unit  * Net = Network

¢ U = Interface Unit * NCS = Network Communication Substratum
* NC = Network Cell * INet = Inter-network

Grammar Definitions

* NC=MURUEU IUCCS

« Ncomp = NC (CCS NC)*

* Net = Ncomp (NCS Ncomp)+

* INet = Net ( NCS Net)+ = Ncomp (NCS Net NCS)+ Ncomp

3) IFM: The Information Flow Model
The Information Flow model (IFM) represents the

horizontal dimension of the network. IFM depicts the
interactions occurring among network entities, giving rise to the
emergent behavior required for network adaptation and
evolution. The IFM captures the aspects of information
exchange by defining two sub-models: Data Representation sub-
model (DR) and Data Communication sub-model (DC). Data
representation and communication in CORM exist at both the
vertical and the horizontal network dimensions. Vertically, data
representation and communication occurs within an NC, as well
as between the different NCs making up a Ncomp. Horizontally,
data representation and communication occurs between Ncomps
in the same network, or across networks. DR will provide
categorization for the different types of information flowing in
the system, according to the ACRF framework. As such, DR is
mainly concerned with the “meaning” of information flowing
within the network system. DR need to handle complexity in
terms of the amount of information required to depict the
system-states at the macro and micro level, taking decisions on
the details that need to be exposed and those that need to be
suppressed. DC, on the other hand, is concerned with
communication aspects including interface compatibilities, data
formating across different communication boundaries and
majorly routing functions, including addressing, naming and
forwarding. Similar to DR, the DC will need to address
characteristics of complex systems, such as the free-scale small-
world layout, when devising the routing functions. Detailing DC
and DR is the focus of our future work.

C. CORM Features

CORM refutes the long endorsed concept of layering,
introducing the CORM-NC as a novel abstraction unit. To our
knowledge, CORM is the first reference model that addresses
the need for engineering for emergent behavior by accentuating
monitoring, knowledge acquisition, and regulation as first class
intrinsic features of the basic abstraction unit (BAU) —the
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CORM-NC. Furthermore, we argue that CORM maintains
system integrity due to network construction congruency, where
Ncomps, networks and inter-networks are defined recursively in
terms of the BAU. In addition to the previously mentioned
features, CORM facets acknowledge the multidimensionality of
the networks, and accounts for concepts and notions proposed
by contemporary designs and architectures including protocol
composability out of fine-grained micro-protocols, dynamic
protocol adaptation, protocol extensibility and flexibility, cross
interest management and control, context awareness through
monitoring, resource management as a standalone requirement,
and inspired biological behavior and evolution. Table 1
highlights the differences between CORM and the more
conventional layered network models (e.g., Internet, OSI, ATM,
etc..).

D. CORM Validation

The FBS framework developed in [5], and illustrated in Fig.
2 is applicable to any engineering discipline, for reasoning
about, and explaining the nature of the design process [13]. In
this section, we aim to validate the derivation of CORM's BAU,
the CORM-NC, using the FBS framework. The inception point
for CORM-NC design is marked by our design principles.
According to which, computer networks need to be designed as
a software-dependent CAS that exhibit emergent behavior.
CORM design principles formed our first set of requirements F,
and expected behavior Be; as follows:

Fy = CAS (autonomous entities, complexity)
Be; = Emergent Behavior (adaptation, self-organization, evolution )

Shifting to the structure that can deliver F, and Be;, we
attempted a catalog lookup by exploring natural complex
systems, and studying their structure (S), and the individual
behavior of their components (Bs). Our research led us to a
recent study on primordial bacterial colonies [12]. This point
marked our first functional reformulation. We formulated new
requirements F, for designing a network cell that mimics the
bacterium cell behavior Be,. Accordingly, we synthesized the

TABLE 1. CORM vs. LAYERED NETWORK MODELS
Features/ CORM Layered Models
Model
BAU NC Layer

Operation of | Independent: CORM-NC | Dependent: a single layer can

BAU can exist and operate by | never exist or operate by itself
itself
BAU (1)Execution of assigned | Execution of  assigned

responsibilities | network functions (2)Self- | network function

monitoring and regulation

BAU
Relationships

Incognizant: A layer at one
level uses services from the
layer below and provides
services to the layer above,
while being incognizant to the
presence of other layers that
are at one level further

Interdependent: NC realizes
other NCs and cooperate to
maximize the over all
performance by adapting to
context

System  Level | Global awareness: CORM- | Unaware of the global
awareness NCs have a sense of global | system: Awareness is
system goal restricted to  the layer
boundary
Network Bottom-up recursive Top-down incremental
Composition overlaying
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Structural
Reformulation
Documentation

Figure 2. Gero's FBS (adapted from [5])

structure S, from Be, presenting the NC. However, F», Be,, and
S, needed further reformulation to detail network requirements.
At this point, we defined the network requirement specification
that led to the derivation of the ACRF framework for network
concerns, yielding a new set of requirements F;. F; was
integrated with F,, and super-imposed over Be,, and S, to
customize each towards the context of computer networks
leading to the derivation of the CORM-NC.

CORM-NC delineates the BAU from which the network can
be recursively built. However, at this point of our research, we
still have not completely defined Bs for CORM-NC, since this
will involve defining performance variables, and their range of
values for the software code that will run within each unit of the
NC structure. Nevertheless, Bs is accounted for by specifying
the IFM as an essential part of CORM.

IV.  Deriving aND Evaruaring A CORM-Basep
ARCHITECTURE

The key difference between a reference model and an
architecture is the level of concept abstraction that the model
conveys, as well as the degree of requirement specifications that
the model addresses. CORM expresses the most fundamental
design principles for engineering computer networks at the
highest level of abstraction. To derive an architecture from
CORM further specifications regarding network operational
context, performance requirements, and/or constraints need to
be identified.

A. CAHN: A CORM-Based Architecture for Ad Hoc
Networks

We define CAHN's requirement specifications as follows;

+  Minimal architecture that provides core network
functionalities: CAHN should be able to provide basic
communication and transport services equivalent to that
supported by the TCP/IP suite.

«  Cross-interest management: CAHN should provide a
systematic way for dealing with cross interests among
the supported network functionalities.

«  Modular: CAHN abstractions should separate functions
into modules with clear defined interfaces.

Based on CORM's NST and ACREF, and guided by the above
requirements, we define CAHN-Ncomp to be composed of four
CORM-NCs, each instantiating the concerns defined by the
ACRF. Accordingly, CAHN abstractions are the following
concern-specialized CORM-NCs; Application Network Cell
(ANC), Communication Network Cell (CNC), Resource
Network Cell (RNC), and Federation Network Cell (FNC).
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CAHN networks will be composed of CAHN-Ncomps, each of
which will be composed of ANC, CNC, RNC and FNC.

B.  Engineering Protocols for CAHN

Protocol engineering in CAHN need to be classified
according to the ACRF framework, and thus executed by the
corresponding concern-specialized NC. Moreover, the task
performed by each protocol (NC) will be internally classified
according to the ACREF, as defined by the CORM-NC. To clarify
this recursive assignment of the ACRF framework, we present
an example for the routing function in CAHN.

According to the ACRF classification, the routing function
is a CCn, which will be represented as a CNC in CAHN.
However, routing as a function is a composite task that can be
further divided into several subtasks such as, naming,
addressing, forwarding, routing table creation and maintenance,
etc. These identified subtasks will be recursively classified
according to the ACRF. Following is an example of such
classification:

+  CNC-ACn: The application concern (ACn) of the CNC
will be responsible for setting the routing protocol
policies, which determines the quality of the routes to
be discovered, and how the routes will be maintained.
The CNC-ACn decisions will partially depend on the
communication profile that is received from the ANC.
This communication profile will indicate the
destination and priority of the flow that is to be
administered into the network, and the quality required
for the end-to-end route

+  CNC-CCn: Depending on the CNC-ACn requirements
and policies, the CNC-CCn will decide on the
appropriate routing protocol to be instantiated. The
instantiation of a routing protocol depends on the
micro-routing-protocols available on the CNC, from
which a routing function can be devised. Alternatively,
a default routing protocol can be adapted to the ACn
requirements. CNC-CCn will also decide on link
parameters, since route definition depends mainly on
link characteristics. This introduces a cross interest
between CNC and RNC, which will be handled by the
FNC. Other communication tasks handled by the CNC-
CCn include resolving routes, sending and receiving
route requests and replies, communicating with
neighbors, forwarding packets, etc.

+ CNC-RCn will be responsible for estimating and
managing the resources assigned to the CNC.

+  CNC-FCn is responsible for monitoring and regulating
the performance of the CNC . Parameter monitored by
the CNC-FCn are specified once the CNC get
specialized, and are subject to adjustments and/or
amendments if required. Parameters monitored can
either be specific, pertaining to the communication task
assigned to the CNC, or general, relating to the over-all
performance of the CNC. The CNC-FCn has a
regulation cycle that will constantly check the
performance of the communication related functions in
specific, and the CNC operation in general, by
comparing the values of the monitored parameters to
thresholds values previously defined in a knowledge
database stored in the FCN . If the monitored values
fall below the indicated thresholds, the FCN will
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interfere to regulate the operation of the CNC.
Furthermore, the FCn can decide on any optimizations
required to improve the performance, or it can interfere
to resolve any cross interests that might rise among the
core-concerns within the CNC. For example, the
memory required by the routing table could exceed the
space assigned to the CNC. In such a case, the FCn,
after consulting its knowledge-base, could either
instruct the CCn to alter its route-purging policy, or
command the RCn to request more memory space.

C. CAHN Evaluation

CAHN is evaluated by simulating a CAHN-based network
in the ns2 simulator [14]. Our simulation is based, in part, on the
simulation in [15], in which a cross-layer power adaptation
algorithm was devised for ad hoc networks. The algorithm in
[15] integrated the operation at the Network, MAC and the
physical layers to tune the transmission power of a node
according to the number of its neighbors, in an attempt to
minimize MAC contention, while maintaining network
connectivity. However, such optimization had adverse effects on
TCP traffic due to network oscillation between connectivity and
dis-connectivity. This highlights the pitfalls of cross-layer
adaptations that result in unintended consequences, when
protocols at different layers operate with conflicting interests.
We conjecture that CAHN-based networks can counteract such
conflicting interests. Hence, we simulated CAHN-Ncomp on
ns2 nodes by adjusting the ns2-code for the TCP, AODV and
MAC to comply with the ACRF framework, as well as with
CAHN-NCs. Thus any subsequent reference to these protocols
will relate to their modified version. We define the performance
parameters in CAHN simulation as; 1) the power level that
results in minimum MAC contention, while sustaining next-hop
transmission at RNCs and CNCs, respectively, 2) next hop
neighbor at the CNCs, 3) and the TCP congestion window size
at the source ANC (refer to [3] for details of adjusting
congestion window size to path capacity). These parameters will
be monitored and regulated by the FCns of the corresponding
CAHN-NCs. Our simulation is divided into two phases. Phase
lis a learning-adaptation phase, where an adapted version of the
power adaptation algorithm in [15] controls the transmission
power. In this phase, the FNC populates its knowledge-base
with information about the level of performance attained
relative to the values assumed by the monitored parameters. In
phase 2, the FNCs residing on CAHN-Ncomps, manage cross-
interests among the performance parameters, and choose
combined optimal-values that support the TCP flow. Hence, the
FNCs prevent the oscillations reported in [15]. Figs. 3 and 4 plot
the recorded TCP throughput at the sink nodes in ns2
simulations, in case of the cross-layer power algorithm as
implemented in [15], versus CHAN.

V.  CoNCLUSION

This paper proposes CORM, a concern-oriented reference
model for future computer networks. CORM is based on two
design principles that realize the network as a software-
dependent CAS. CORM refutes the long endorsed concept of
layering, intrinsically accounts for emergent behavior, and
ensures network congruency. We used the FBS engineering
framework to validate CORM's BAU, the NC, then derived and
evaluated an architecture based on CORM through simulation.
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Abstract—Designed around  host-reachability, today’s
Internet architecture faces many limitations while serving
data-oriented applications, which produce most traffic load
to the Internet. Many clean-slate designs of the content/data
oriented network have emerged to adapt to these needs.
Named Data Networking (also known as CCN) is one of these
designs to address these limitations from the fundamental
level by building network architecture around named data.
In this paper, we identify five key features crucial to
application design over Named Data Networking and take
the voice conference system as an example to show how this
features impact the application design significantly in detail.
We identify three major challenges facing current voice
conference system and illustrate how NDN could help to
solve these challenges. A NDN-based design of voice
conference system is presented along with discussing its
reliability and congestion control.

Keywords-Named Data Networking; Application Design;
Conference System.

I.  INTRODUCTION

Internet was designed around a host-to-host model,
which is much suitable for most applications at that time
(e.g., telnet, ftp, etc.). But, today, most current Internet
usage is data-centric [1]. The overwhelming use (>99%
according to most measurements) of today’s networks is
for an entity to acquire or distribute named chunks of data
(like web pages or email messages) [2]. Actually, users
want to get data or service rather than communicate with
the host which holds these data or service. With this insight,
some clean-slate redesigns of Internet Architecture have
emerged including CCN (Content Centric Networking) [3],
DONA (A Data-Oriented Network Architecture) [4], etc.
Therefore increasing attention has been attracted into this
research area.

Named Data Networking (also known as CCN) [3] is a
newly proposed Internet architecture which is designed
around named data to address the limitations of today’s
Internet from the fundamental level. We expect that the
success of NDN would largely depend on whether the new
architecture can support various application needs more
effectively and efficiently as it promises. So, designing
applications over NDN is an extremely important issue to
solve. In this paper, we identify five key features crucial to
application design and take the conference system as an
example to show how this features impact the application
design significantly in detail.

The rest of this paper is organized as follows. In
Section 2, five NDN Features are elaborated. Section 3
identifies three main challenges facing conference system
and explains how NDN could help to solve these
challenges with its embedded features. Section 4 takes the
conference system as an example to show how features of
NDN impact the application design significantly in detail.
Finally, we conclude in Section 5.
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II. NDN FEATURES FOR APPLICATIONS

As a promising, clean-slate network architecture, NDN
is designed from a data-centric perspective. Differing from
conventional connection-based TCP/IP architecture, NDN
has its own features and its effects in design of applications
which is summarized in this paper as follows:

First, NDN  adopts the  Publish/Subscribe
communication paradigm to build a data-centric network
architecture. The Publish/Subscribe paradigm is a vital
ingredient for future services and applications. It allows
asynchronous and decoupled many-to-many
communication and typically supports data-centric
information dissemination [12]. Sending Interests can be
viewed as some kind of subscribe and the data delivery can
be seen as a publishing process. The Publish/Subscribe
paradigm decouples the producers and consumers of data
in both time and space [13], which is the nature of most
applications [12].

Second, NDN is receiver-controlled by nature. The
original objective of the TCP/IP Internet architecture is to
interconnect all existing networks and hosts uniformly and
efficiently [5]. When a host connects to the Internet, it can
communicate with arbitrary host connected to the Internet
by its IP address. This enforces today’s Internet a sender-
control manner naturally. The  Publish/Subscribe
communication paradigm decoupled the producers and
consumers of data. Producers don’t need to hold references
of consumers and know how many subscribers are
participating in this interaction [13], and vice versa. In this
paradigm, the conventional sender-controlled manner is
not effective. We speculate that a receiver-controlled
manner is more suited for NDN. As a clean-slate Internet
architecture, this transition of NDN will turn Internet from
push mode to pull and impact application design and
implementation significantly.

Third, NDN provides an auto-organized and
asynchronous multicast distribution mode. In NDN, each
chunk of data is named and can be transmitted and stored
independently, which provides a substrate for the multicast
distribution mode together with the Publish/Subscribe
communication paradigm. Specifically, by compressing the
interests with the same name and responding to interests
with data cached in the intermediate routers, an auto-
organized and asynchronous multicast distribution mode is
provided in NDN network. As Figure 1 (a) shows, when
the two consumers, say C1 and C2, send the Interests to the
same datum published by P almost simultaneously, NDN
router R2 will compress the two Interests and send just one
Interest to R1. After the datum arrives at R2, R2 would
find that the Interest requesting this datum has two
corresponding interfaces fO and flin the PIT table (Pending
Interest Table, a recording list of Interests which have been
forwarded, while their corresponding Data have not been
received yet) and send two copies of the datum through fO
and fl respectively. The datum will be cached in the
Content Store of R2. It should be noted that this
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synchronization of the two interests is not necessary.
Assume that C1 sends the Interest before C2 does. Before
C1 gets the datum, the Interest sending by C2 can always
join in the entry in the PIT table of R2, which is generated
by the prior Interest. After the C1 gets the datum, the
Interest sent by C2 can be satisfied by the cached copy in
the Content Store of R2. It is found that this kind of
multicast is auto-organized, and there is no need for any
extra routing state or control traffic.

Besides this kind of one-to-many distribution mode
where many consumers are interested in the same data,
NDN also provides some kind of many-to-one distribution
mode where many producers publish different data with
the same name prefix, and a consumer sends a series of
interests with the name prefix to get all these data matching
the name prefix. We refer to this kind of one-to-many
distribution mode as Enumeration Process. As Figure 1 (b)
shows, the two producers, say P2 and P1, publish two data

with  the two names, ccnx://thu.edu.cn/course-
A/homework/sam and ccnx://thu.edu.cn/course-
A/homework/alice, and have the same prefix
ccnx://thu.edu.cn/course-A’/homework/. A consumer,

namely C, who wants all the homework of course A, sends
an Interest with the name ccnx://thu.edu.cn/course-
A/homework/. When the Interest reach NDN router R2, R2
looks up the entry for this prefix in its FIB table
(Forwarding Information Base. It is much similar to the
FIB of current IP router) and forwards it to R4 and R3
from f1 and 2 respectively. Both P1 and P2 will receive
the Interest and respond with its datum respectively. The
two data will arrive at R2, and only one of them will be
send to the R1 because one interest can just get one datum.
Assume that the datum tagged with the name
ccnx://thu.edu.cn/course-A/homework/sam is received by
C, then C would send another Interest with the same name
cenx://thu.edu.cn/course-A/homework/  but  with  an
attribute Exclude set with the parameter sam which means
data with the name constructed by suffixing the interest’s
name with sam are not viewed as matching this Interest. So,
this Interest will get the datum with name
ccnx://thu.edu.cn/course-A/homework/alice, which has
been cached in R2. Repeating this process, C can get all
data tagged with the name prefix ccnx://thu.edu.cn/course-
A/homework/. The process will not finish until an Interest
gets no datum in an expiration time.

Forth, NDN offers infrastructural support for
applications to be designed in a server-less manner. In
NDN, named data are the first-class residents and Interests
are routed directly according to their names. So for NDN,
there is no need to map the wanted data names to their
locations. Taking traditional VolP software based on SIP
as an example, the major reason for the existence of a
central server is to provide with some kind of name
resolution which resolves the human-readable name of a
user to current IP address of the host, from which the user
register to the server. This kind of complexity of structure
and configuration results from a mismatch between the
user’s goal and the network’s means of achieving it [15].
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(@) One-to-many

(b) Many-to-one

Figure 1. Simple scenarios for one-to-many and many-to-one distribution
mode

Fifth, NDN transmits each piece of data with a
signature which is generated by the data’s publisher by
signing the readable name and its corresponding datum
with its public key. The consumer can validate the integrity
of the datum received and the association of the datum and
its name. Applications can use this signature and some key
distribution mechanism based on NDN itself as a
foundation to satisfy their own secure demands.

I1l.  SOLVE THE MAJOR CHALLENGES OF
CONFEFENCE SYSTEM

In this section, we take the conference system as an
example and identify three major challenges facing current
conference systems and illustrate how NDN could help to
solve these challenges.

IP multicast model is viewed as a scalable and efficient
pattern for multi-party communication [6]. But for lack of
extensive deployment of I[P multicast, designs of
conference system based on IP multicast are not accepted
widely. Many researchers turned to design conference
systems based on centralized server [7]. These designs
transfer the scalable problems of endpoint to the server and
make the situation even worse for the server must deal with
media flows of all the endpoints. In [8][9], it is proposed to
construct an application-level multicast overlay over IP to
delivery data for conference system. In spite of these
solutions, the scalability of conference system is still an
open issue. As the VolP market is growing rapidly, for
those who don’t want to transfer from traditional phone
system to VolIP system, the main concern is the quality of
actual VolP calls [10]. Kushman et al. [10] shows that the
qualities of current VolIP systems are unacceptable due to
network outages. The main cause was identified as the
poor performance of BGP update. Another main concern
about conference system as well as many other
applications is secure issue. How to keep the privacy and
integrity of the calls and allow only granted users to access
conference resources is still an open problem in the context
of poor secure infrastructure of the Internet. In short, the
three major challenges of designing a conference system
are i) Scalability, ii) Quality of calls, iii) Security.

With its data-oriented nature, NDN brings enormous
potentials and challenges to application design. We argue
that NDN provides a substrate for resolve the
aforementioned three challenges. First, NDN names data
directly instead of naming host and involves
Publish/Subscribe paradigm of communication, which
make it possible to automatically embrace some kind of
multicast providing a scalable and efficient pattern for
multi-party communication [6]. Second, NDN does not
have routing loops for its data-name-based design [11].
Interest can be forwarded along multiple paths. This
feature allows rapid recovery from network outage, as [10]
suggests that multi-path routing is a promising direction to
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deal with unintelligible quality of VolIP calls caused by
BGP update. Third, naming data makes it possible to
secure data itself instead of securing the transmission
channel. Today’s connection-based network architecture
does not provide essential infrastructure for securing data,
which is the main concern of most applications. As an add-
on function, many solutions were proposed to provide
various-kind and various-stage security of communication
channels. NDN realizes the transition from channel-
oriented security to data-oriented security. The task of
securing the data can be accomplished by end-to-end
cryptographic signatures and encryption (when data
secrecy is needed), leaving open only the task of key
management among the data sending/receiving parties, but
not any channel or boxes in the middle of the data delivery
paths [11].

IV. AN EXAMPLE OF COFERENCE SYSTEM
DESIGN

In this section, we take the voice conference system as
an example to show how this features impact the
application design significantly in detail. We identify three
main issues of a conference system to be resolved, i) how
could a participant know the names of active conferences
without centralized server; ii) how could a participant get
the name list of other users in a conference; iii) how does a
participant get the audio data of other participants in the
same conference. We refer to these issues as conference
discovery, speaker discovery and voice data distribution
respectively. In the following two subsections, some
discussions about these three parts are presented, and more
details can be found in [14]. After these three main parts,
we would discuss some extended features including
reliability and congestion control for a conference system
and show the real potential of NDN for application design.

A. Conference and Speaker Discovery

Without the existence of central server, a participant
needs to communicate with all other conference creators or
participants in the same conference for conference
discovery or speaker discovery process respectively. These
two use cases match the NDN enumeration process
aforementioned in Section 2 perfectly. The Interest with
the names used for the two processes would be routed by
either broadcast or multicast. This kind of multicast in
NDN can be achieved by some kind of mechanism where
the names like a multicast IP address in that the publishing
process resembles the group joining process of IP multicast
and the forwarding of Interest resembles data transmission
of IP multicast. But it should be noted that this process is
used for getting data from multiple parties, and IP
multicast is used for sending data to all group members. In
contrast, to fetch voice data of other participants, the
location-dependent names of participants are used because
there is no need for broadcasting Interest. So there would
be no additional state imposed to the routing system.
Actually the voice data will be efficiently delivered to
multiple receivers as Section 2 shows. For conference and
speaker discovery and voice data distribution, using
separate namespaces makes the system more scalable.

B. Voice Data Distribution

As Section 2 shows, a participant’s voice data can go
through an automatically-formed spanning tree and arrive
at each other participant more efficiently than unicast. This
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property makes the NDN conference system more scalable
than traditional unicast-based conference system. Besides,
the producer and consumer of voice data are decoupled in
both time and space through Publish/Subscribe
communication mode. In terms of time, the producer just
publishes its voice data independently and does not need to
generate responding datum for the arrival of an Interest
designedly. In terms of space, the producer does not know
how many and who are receiving its voice data. It can be
observed that the Publish/Subscribe mode makes the
design simple and efficient. The transmission of real-time
stream can be decoupled and appears to be of
Publish/Subscribe mode by nature. On the other hand,
delivery of voice data is controlled by the consumer in that
the consumer controls which chunk of voice data it want to
get and how fast these data would be transmitted.

C. Reliability

In this subsection, we discuss the reliability of data
distribution of NDN conference system here. Considering
the extended function of whiteboard, we could borrow the
ideas from literature [16], which designs a reliable
framework for IP multicast. IP multicast can be viewed as
a special case of Publish/Subscribe communication mode.
Joining a group is to express interest in certain subject and
delivering data is to publish messages to the interested. The
difference is of the granularity in that the NDN makes use
of the late-binding technique, but for IP multicast, a
receiver keeps a session relationship after joining a group.
For IP unicast, the sender has control of data transmission
in terms of flow control, reliability, etc. When it comes to
reliability of IP multicast, it seems not work well. Floyd et
al. [16] shows a transition from sender-based to receiver-
based control in the context of reliable multicast due to the
fact that the sender cannot keep controlling the
transmission any more for so many and delay-diverse
receivers. For NDN, a receiver-based reliability
mechanism is much more natural. Each receiver is
responsible for its reliability of data delivery and keeps
independence on correct reception of data.

Besides, as [16] suggests, the “naming in application
data units (ADUs)” model works far better for multicast
than IP address-based one. NDN architecture provides
applications with unique and persistent names, which
would eliminate the delay and inefficiency imposed by
separate protocol namespace [18]. Furthermore, the
performance of retransmission could be improved by data
cached in NDN router or other participants who have
received the data already. As [18] argues, to design a
performance-optimal and efficient transport protocol, some
application information (e.g., application data units) should
be involved in the protocol design. The concept of
networking named data could be viewed as an application
of this viewpoint into the network layer, which provides
significant efficiency and flexibility for the design of the
upper layers.

In summary, with receiver-control mode and
application-specified name which are embedded in NDN
architecture, reliability can be naturally achieved with
some mechanism similar with SRM [16].

D. Congestion Control

The Internet's heterogeneity and scale make multipoint
communication design a difficult problem [17]. If a
participant generates only one kind of quality of audio data
(e.g., with a certain encoding rate), other participants will
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have a uniform transmission rate of audio data of the
participant. This means some low-capacity regions of
network suffer congestion and some high-capacity regions
are underutilized. To solve this problem in the context of
IP multicast, McCanne et al. [17] proposes a receiver-
driven layered solution. This solution can be transplanted
into NDN circumstance naturally. The NDN is receiver-
driven by nature, and its application-specified name is
well-suited for a layered solution. We can give different
qualities of audio data different names e.g.

Ccnx:/fthu.edu.cn/bob/audio/high_quality/seq<20>

Ccnx://thu.edu.cn/bob/audio/low_quality/seq<20>

A participant can try to get the audio data of higher
quality periodically. If congestion is detected, it would give
up this trial and stays on its original quality-level. This
process is of lower cost than that in the context of IP
multicast in that joining and leaving an IP multicast group
is costly, but for NDN, it is costless for NDN’s late-
binding property.

V. CONCLUSION

It could be found that the many-to-many data
distribution mode of NDN allows multi-communication
applications, like the voice conference system, to be
designed more naturally and efficiently. By sending
Interests with different names of voice data, a conference
participant can migrate smoothly from one quality level of
voice data of other participants to another according to its
bandwidth. Furthermore, the content caching mechanism
makes the reliability of multicast transmission mode more
simply and efficiently. Our future works include studying
the reliability and congestion control of NDN for the voice
conference system in more detail and extending the
implementation presented in [14] with these functions. We
will also attempt to address some limitations of NDN in
some special application scenarios as our future work. For
example, in the scenario of emergent report such as
earthquake alarm, data are generated unpredictably.
Therefore, either a long-lived Interest is needed, which
would occupy the PIT entry for an extremely long time. Or,
applications need to send interests periodically. Both
solutions aforementioned seem not to be as efficient as
current sender-based IP approaches.
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Abstract—A key aspect of network performance is coupled
with the design of transport layer protocols, the choice of
feedback from queues, and by the buffer sizing requirements
at routers. In this paper, we consider some transport protocols
which use different feedback mechanisms to manage their flow
and congestion control. We study the performance of these
protocols under the influence of different buffer sizes. The
transport protocols considered include CUBIC TCP, Com-
pound TCP and an illustrative protocol that could utilize
Explicit Congestion Notification (ECN) marks. CUBIC TCP,
which is the current default implementation in Linux, uses
packet loss as the primary feedback signal. Compound TCP,
which is the current default implementation in the Windows
platform, uses both packet loss and queuing delay. In the
aforementioned transport protocols, using NS-2 simulations
and some analysis, we exhibit that irrespective of the feedback
signal used, buffer sizes play a very important role in network
performance. In particular, we highlight that even minor
variations in buffer size can readily lead to the emergence
of limit cycles. These limit cycles tend to destabilize the queue
dynamics, induce deterministic oscillations in the packet losses
and can degrade link utilization. Using a combination of
currently deployed protocols and an illustrative protocol, our
work serves to exhibit the importance for a combined study of
transport protocols, different feedback mechanisms and sizing
router buffers.

Keywords-Feedback; Transport protocols; Buffer sizing.

I. INTRODUCTION

Transport protocols play an integral part in delivering end-
to-end quality of service. However, the design of transport
protocols is affected by the choice of feedback mechanisms
from the queue. Router buffers, which traditionally have
been used to smooth statistical fluctuations in the demand
for transmission capacity, also play a key role in providing
end-to-end performance. In this paper, we highlight the inter-
related nature of transport protocols, feedback and buffers.

A. Buffer sizing

Buffers in routers are a key architectural component of
the Internet, and have played an important role in store-and-
forward communication networks. Despite their importance,
they can also have a detrimental effect by introducing
queuing delay and jitter. In the Internet, buffers are currently
sized using a rule of thumb which says that each link
needs a buffer of size B = C x RTT, where C is the
data rate, and RT'T is the average round-trip time of the
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flows passing across the link which is currently taken to
be 250 ms [19]. For example, a 10 Gbps router line card
needs approximately 10 Gbps * 250 ms = 2.5 Gbits of
buffers, which is enough to hold roughly 200k packets. This
rule of thumb is clearly not scalable with the growth of
transmission capacity. Additionally, such large buffers also
have a significant influence on the energy consumption of
routers [16].

B. Transport protocols and small buffers

A body of work is emerging that takes a rather radical
approach to the issue of buffer sizing: it suggests that it
might be possible to have buffer sizes of the order of tens
of packets. This small buffer sizing rule does not depend on
C or RT'T. For work on the development of scaling regimes
for queuing delay see [5], for work on TCP see [11], [12],
and for a more recent overview see [16]. A key conclusion
of [12] is that small buffers have a stabilizing effect on
the end-to-end dynamics of Additive Increase Multiplicative
Decrease (AIMD) TCP flow control. In essence, in a large
bandwidth-delay product environment with small drop-tail
buffers, anything larger than a few dozen packets may lead
to synchronization effects. Synchronization, in this context,
is synonymous with (stable) limit cycles; for definitions and
an exposition of the requisite theory, see [10]. The afore-
mentioned analysis was, however, limited to the standard
AIMD TCP.

C. Feedback, transport protocols and small buffers

One way to classify transport protocols is via the feedback
signals that they use to manage flow and congestion control.
The f