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Foreword

The Sixth International Conference on Internet and Web Applications and Services (ICIW 2011) held on
March 20-25, 2011 in St. Maarten, The Netherlands Antilles, continued a series of co-located events that
covered the complementary aspects related to designing and deploying of applications based on
IP&Web techniques and mechanisms.

Internet and Web-based technologies led to new frameworks, languages, mechanisms and protocols for
Web applications design and development. Interaction between web-based applications and classical
applications requires special interfaces and exposes various performance parameters.

Web Services and applications are supported by a myriad of platforms, technologies, and mechanisms
for syntax (mostly XML-based) and semantics (Ontology, Semantic Web). Special Web Services based
applications such as e-Commerce, e-Business, P2P, multimedia, and GRID enterprise-related, allow
design flexibility and easy to develop new services. The challenges consist of service discovery,
announcing, monitoring and management; on the other hand, trust, security, performance and
scalability are desirable metrics under exploration when designing such applications.

ICIW 2011 comprised five complementary tracks. They focused on Web technologies, design and
development of Web-based applications, and interactions of these applications with other types of
systems. Management aspects related to these applications and challenges on specialized domains were
aided at too. Evaluation techniques and standard position on different aspects were part of the
expected agenda.

ICIW 2011 also included:

e ECCSS 2011, The First International Workshop on Enterprise Cloud Computing - Strategies and
Solutions

We take this opportunity to thank all the members of the ICIW 2011 Technical Program Committee as
well as the numerous reviewers. The creation of such a broad and high-quality conference program
would not have been possible without their involvement. We also kindly thank all the authors who
dedicated much of their time and efforts to contribute to the ICIW 2011. We truly believe that, thanks to
all these efforts, the final conference program consists of top quality contributions.

This event could also not have been a reality without the support of many individuals, organizations, and
sponsors. We are grateful to the members of the ICIW 2011 organizing committee for their help in
handling the logistics and for their work to make this professional meeting a success.

We hope that ICIW 2011 was a successful international forum for the exchange of ideas and results
between academia and industry and for the promotion of progress in Web Services.

We are convinced that the participants found the event useful and communications very open. The
beautiful places of St. Maarten surely provided a pleasant environment during the conference and we
hope you had a chance to visit the surroundings.
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Service Discovery in Ubiquitous Computing Environments

Luis Javier Suarez Luis Antonio Rojas
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Abstract—Today, there is an increasing abundance of
information and services available to mobile users. Many
ubiquitous services retrieval architectures are based on
keyword or interface matching which does not provide very
accurate match results. More recently, semantic languages
have been used to improve accuracy. However, this often
requires the use of reasoning software which is very resource
intensive. Therefore, in this paper we propose a semantic
approach to service retrieval in ubiquitous computing
environments, which improves accuracy over keyword /
interface matching approaches but avoids the use of a semantic
reasoned in order to provide improved efficiency over
inference based proposals. In addition, our proposal
incorporates a user profile to limit the search space and takes
account of the capabilities of the requesting mobile device. Our
approach also transforms BPEL service descriptions into a
graph to perform atomic-level graph matching. Thus, we
calculate semantic similarity between two graph nodes to
provide a service ranking, so that it is possible obtain an
approximate match if there is no service that exactly matches
the user requirements. We have implemented our approach
and provide a performance evaluation on a mobile device
which clearly demonstrates that our approach is more efficient
than reasoning and produces accurate match results.

Keywords-matching; context-aware discovery;
environments; personalization

ubiquitous

. INTRODUCTION

The number of mobile subscribers is reaching the 3
billion mark, worldwide [1]. The vision of ubiquitous
computing is the amicable integration of small devices,
computing and communication capabilities with humans [2]
to assist them in performing their tasks, anytime and
anywhere. The goal is for this integration to be as seamless
as possible, ideally unconscious to the human user. Service
oriented architectures [3], are useful to support transparent
integration of software applications in  ubiquitous
environments [4]. Service discovery is used to match the
requirements of a mobile user with the capabilities of
existing services available. Since ubiquitous mobile
environments are extremely dynamic, this matching process
must be both accurate / relevant [5] and fast /efficient [6].

Service discovery in ubiquitous environments presents
both new opportunities and new challenges [7, 8]. On one
hand there is an abundance of contextual information about
the mobile which can enrich the service discovery process.
On the other hand mobile devices used in ubiquitous

Copyright (c) IARIA, 2011.  ISBN: 978-1-61208-124-3

Juan Carlos Corrales Luke Albert Steller

GIT Faculty of I.T.
University of Cauca Monash, University
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environments are typically resource constrained and cannot
interact with all services.

In this paper we propose a service discovery architecture
for ubiquitous environments which considers the preferences
of mobile users, the resource specifications of the user’s
device and the delivery context to provide the flexibility to
reconfigure services according to environmental changes.

Typically the Business Process Execution Language
(BPEL) [9] is used as an orchestration language for services.
It is used to form executable business processes which
involve message exchange. The number of business
processes described using BPEL on the web and at an
enterprise level is increasing. Additionally, BPEL is useful
for forming a composition of multiple services to meet the
user’s requirements when a single service alone cannot
perform the required task [10]. Therefore, in our approach
we propose an algorithm which matches services based on
BPEL descriptions.

It is well known that semantic matching is more accurate
than earlier approaches such as keyword / interface based
matching [11, 12]. Therefore, in order to meet the need for
accuracy, our matching algorithm evaluates semantic
distance between existing services. Many semantic matching
approaches utilize reasoners, however, the use of reasoners
has been shown to be extremely resource intensive [3, 13-
15]. Therefore, in order to support efficiency we avoid the
use of reasoners. Rather, we reduce the matching process to a
problem of graph matching by adapting existing algorithms
[16, 17]. As such our matching algorithm translates BPEL
processes into graph representations then matches these
graphs using semantic distance calculations [17].

We have implemented our proposed approach and
provide an evaluation on a resource constrained device
which shows that our approach supports both efficient
matching on a resource constrained device and effectively
provides accurate results.

The remainder of this paper is structured as follows: A
discussion of the current research in the field is given in
Section 1. We present the high-level description of our
architecture and matching process in Section IIl. Then in
Section IV we discuss our approach to transform BPEL into
graphs. The overall ranking process is discussed in Section
V, followed by details about how two graph nodes are
compared in Section VI. In Section VII we discuss the way
in which our architecture filters services based on whether
they are capable of running on the user’s device. We provide
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details about our implementation and evaluation in Section
VIII. Finally in Section IX we conclude the paper.

Il.  RELATED WORK

Service discovery is defined as the ability to find and use
a service based on a published description of its functionality
and operational parameters[18]. Service discovery can be
addressed under two main approaches: syntactic and
semantic discovery.

Syntactic discovery is based on interface matching
techniques (e.g., UDDI, ebXML, WSDL, IDL, RMI
interfaces, etc.) or keywords to search for services, requiring
exact matches at the syntactic level between service
descriptions and parameters employees [7, 19, 20], which
can result in that equivalent services at the logical level to be
discarded (e.g., two services described as printer and
printing may be differ syntactically but logically they are
equivalent).

Thus, while the syntax is focused on defining the services
from the input and output messages, types and parts of the
message, semantics aims to provide information about the
service functionality[19, 21].Thus, semantics improves
matching accuracy. The semantic representation of service
descriptions content enable machines to understand and
process their content, supporting the discovery and service
dynamic integration[7]. However, semantic descriptions
require reasoning applications which are resource intensive
applications which will significantly increase processing
time[22].

Therefore, we propose a service discovery approach for
ubiquitous environments based on semantic matching
without a reasoner. Our approach provides a ranked list of
services which completely or partially match a user request.
In addition, service retrieval process considers the
preferences of mobile users, the resource specifications of
the user’s device and the delivery context to provide the
flexibility to reconfigure services according to environmental
changes.

IIl.  ARCHITECTURE AND MATCHING PROCESS

In this section we describe our proposed architecture to
perform semantic service discovery in ubiquitous
environments by considering the user request, user profile
and device context. In our approach, which is named U-
ServiceMatch, services and user requests are described
using BPEL. Figure 1 depicts our architecture which is
composed of the following modules:

e  Advertiser: Service providers advertise their services as
BPEL documents, to the Advertiser Module, which
stores this service description into the Service
Repository.

e Requester: A service requesters is a mobile user which
submits a BPEL request for a service.

e BPEL Parser: This module transforms a BPEL service
description or user request into a graph, and vice versa.
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e Device Repository: This repository stores the resource
capabilities of the requesting user’s device, including
processing power, screen size, input interface, etc.

e User Repository: This module stores details related to
the mobile user / requester including personal
information about the user and previously requested /
invoked services.

e  Service Discovery: This module performs the matching
of a user request to service descriptions. It contains
several sub-modules including the Service Matcher
which performs the graph matching, the Context
Matcher which determines whether services can be
displayed on the user’s device and User Matcher which
matches user profiles.

U-ServiceMatch

BPEL Parser -
Service Repository

Service Discovery <N
m et Ragoskory

) Internal interaction platform
----- ¥ Publication
4+ — =P Request - Response

Mobile Devices

Advertiser

Service Provider

Figure 1. Architecture U-ServiceMatch

The overall module interaction is presented as an activity
diagram in Figure 2. This can be described as follows.

A user submits a BPEL service description which is
transformed into a graph by the BPEL Parser. The Service
Discovery module then manages the matching process as
follows. The user request graph is first matched (by the
Service Matcher) with services that have been consumed in
the past by the current user or other users with a similar user
profile as the current user. Similar users are found by the
User Matcher module. This step is designed to limit the
search space. If a sufficiently matching service was not
found, then the user request is matched by the Service
Matcher against all other services in the Service Repository.
Each service in the ranked list of services is checked to
ensure it can be invoked / consumed by the requesting device
by the Context Matcher. A final ranked service list is
provided to the requester.

In the remainder of this paper we will discuss the
following. In Section IV we will discuss the BPEL to graph
transformation which is handled by the BPEL Parser
module. In Section V we will present the overall ranking
process and user profile matching handled by the Service
Discovery module which will interact with the User Matcher
sub-module, and the User and Device Repositories. In
Section VI we will discuss how two graph nodes are
compared by the Service Matcher module. In Section VII we
will talk over the way in which our Context Matcher filters
services based on whether they are capable of running on the
user’s device.
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Figure 2. Matching of BPEL Basic Activities

IV. BPEL TO GRAPH TRANSFORMATION

In this work the available services in the ubiquitous
network are represented by basic activities contained in a
business process, denoted by BPEL. Thus, in this section,
we will discuss how BPEL processes are transformed to
graphs. Similarly, the nodes of the transformed graph
represent the activities of the BPEL process.

Transforming BPEL to Graph:Graphs are a general and
powerful data structure for representing objects and
concepts. Thus, in this section will present the equivalence
between a BPEL description and a formal representation of
Graphs.

A graph G, in its basic form, is a pair G = (N, E) where
N is a non-empty finite set of elements called nodes (also
called vertices or points) such that N = {ns,..., nn}.E is a
multi-set of pairs (i, nx) is not ordered distinct elements of
N called edges, such that and ECN x N.N and E are
distinct, such that N N E =J. When all the edges have
directions, and therefore (ni, nr) and (ne, n:) can be
distinguished, the graph is directed. Thus, a directed
graph or digraphG = (N, E) consists of a set N of nodes
and a set E of edges, which are ordered pairs of elements of
N.

The BPEL Parsermodule transforms a BPEL behavior
model into a process graph. A process graphhas at least one
start node and can have multiple end nodes.The graph can
have two kindof nodes:(1) regular nodes representing BPEL
activities; and (2) BPEL connectors representing splitand
join rules of type XOR or AND. Nodes are connected via
edges which may have anoptional guard. Guards are
conditions that can evaluate to true or false.

We used the flettening strategy presented in [23] to
transform a BPEL document to a process graph. The general
idea is to map structured activities to respective process
graph fragments, Figure 3. The algorithm traverses the
nested structure of BPEL control flow in a top-down manner
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and recursively applies a transformation procedure to each
type of structured activity.

A BPEL basic activity is transformed into a graph node
n. The BPEL sequence is transformed by connecting all
nested activities with graph edges; each sub-activity is then
transformed recursively. For the BPEL while activity, a loop
is created between an XOR join and a BPELXOR split, the
condition is added to the edge. The graph representation of
BPEL switch consists of a block of alternative branches
between a BPELXOR split and a BPELXOR join. The
branching conditions are each associated with an edge. The
BPEL flow is transformed to a block of parallel branches
starting with a BPEL AND split and synchronized with a
BPEL AND join.

BPEL Document

Sequence

Switch/

Figure 3.Correspondence between BPEL elements and Graph elements

The graph nodes n that represent BPEL activities have
attributes which reflect the respective activity. These are
defined as ActivityType AT(n), Operation Op(n), PortType
PT(n) and PartnerLink PL(n). AT(n) may contain one of the
following values Invoke™", Invoke®", Receive or Reply. The
graph nodes n that represent BPEL connectors have two
attributes defined as: ConnectorType(n) and ActivityType(n).
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ConnectorType(n) may contain one of the following
values: AND-split, AND-join, XOR-split or XOR-join.
ActivityType(n) is the BPEL structured activity from which
the node was derived during transformation. Figure 3 shows
the correspondence between BPEL constructs and graph
elements.

V.  USER PROFILE MATCHING AND SERVICE RANKING

To produce a ranked set of services the mobile user’s
service request node n; must be matched against each service
node n; contained within a set S of potential services. There
may be many potential services in the Service Repository.
Therefore, we first check if any user has performed the same
request previously, and if so obtain a ranked service list from
the cache. If the request is not in the cache, the matching
algorithm matches the user request against those services
which have been invoked previously by the same user or a
different user which has a similar user profile as the current
user. If a valid service has still not been found, then the
remaining services in the Service Repository are compared
against the request.

This process is the focus of this section. First we will
describe the structure of our user profiles then secondly we
will describe the matching algorithm which provides a
ranked list of services.

A. User Profile Structure

The structure of our user profiles is based on [24]. These
profiles comprise domain of interest and personal data as
shown in Figure 4. In this paper, we present a proof of
concept which takes a few of these characteristics into
consideration. In future work, we will expand the contextual
attributes which are taken into consideration to provide a
broader matching of user profile similarity.

User Profile
0..¥ 0..%
‘ Domain of Interest ‘ ‘ Personal Data ‘
1. 1%
‘ Demographics Data ‘ ‘ Identification Data
Age Address
+Id +id
o +Value | ofp 1| +Value
Civil Status | | Metric +Metric Name
+Id +ld
+Value 0.1 1| +Value
Gender| | +Metric +Metric | | EM!
+Id 0.1 0.1 +ld
+Value +Value
+Metric +Metric

Figure 4. Meta-Model of User Profile

Several studies use different methods for collecting and
handling domain of interest information, depending on the
application:.  Web  mining [25], clustering [26],
Application logs [27], etc. Each of these mechanisms
generates a set of parameters and their possible values for a
given domain of interest. The definition of these parameters
and values are not established in this work, due to the high
level of analysis and decoupling to a specific field.
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Personal data falls into two categories: data
identification and demographics. The user profile meta-
model, is stored in the User Repository. In our system, we
compare a user profile with other profiles in order to
establish a set of similar user profiles. We assume that users
with similar profiles will request similar services [28]. Thus,
we suggest services to a user if these have been requested or
consumed by a similar user in order to reduce the search
space for potential services to compare against the user
request. To realize this goal, we will propose the matching
process in the next subsection.

B. Rank Services

Algorithm 1 defines the algorithm for obtaining a ranked
set of services which match the user request. This algorithm
makes use of two functions. Let the function
GetRankedServicesFromCache(n) provide a ranked list of
services from the cache for any user request n(if one exists).
If the current or another user has not submitted the request n
previously, then the algorithm retrieves a list of services
which the current user, or other users with a similar user
profile, has invoked in the past. Let ConsumedServices(p;)
denote a function which returns these services, where p; is
the user profile for the current user / requester.

Algorithm 1.RankServices

1. INPUTS: Node ng, UserProfile p

2. OUTPUT: RankedList RS /* ranked list of service nodes */

3. BEGIN

4. Let RS« GetRankedServicesFromCache(n,)

5. if RS !=null then

6. return RS

7. else

8. Let S—ConsumedServices(p) /* where S is a set of nodes n, such
that S ={ny, ..., np} */

9. for each nyin Sdo

10. Let dist—CheckMatch(ny, ng) /*see Alg. 3, Sec. VI*/

11. ifdist< 1 then

12. RS« RS U (dist, ny) /* add ny to set RS, ordered by

dist*/

13. end if

14. end for

15. endif

16. if BadSuggest(RS) then

17. RS<«null

18. LetS = LookupServiceRepository(non-operational information)/*

where S is a set of nodes ny, such that S = {ny, ..., ng} */
19. for each nyin Sdo

20. Let dist —CheckMatch(ny, ng) /*see Alg. 3 Sec. VI */

21. if dist< 1 then

22. RS« RS U (dist, ny) /* add n, to set RS, ordered by dist
23. end if

24, end for

25. endif

26. return RS

27. END

The algorithm will obtain a match result by comparing
the user request node n; against each of these previously
invoked services and add these to a ranked list. The
CheckMatch(n;, ny) is a function which returns a double
indicating the semantic similarity / distance between the
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request node n; and a service node n,, which will be defined
in Algorithm 3, Section VI.

Assume ConsumedServices passes each (p;, p;) pair to
CheckProfileMatch which is defined in Algorithm 2, where
pi is the user request and p; is all user profiles in the User
Repository module. Algorithm 2 compares the age, marital
status, gender and all interest domain attributes, associated
with the two user profiles, using the algorithm LS, which will
defined in Algorithm 4 in Section VI.

Let BadSuggest(RS) denote a function which returns true
if a given ranked list of services RS, does not contain enough
services which meet a semantic similarity threshold against
the user request. This condition is set by the requesting user.
In the case that a service which satisfactorily matches the
user request was not found (i.e. BadSuggest returns true),
then all other services in the Service Repository will be
compared with the service request to produce a ranked
service list. Let LookupServiceRepository denote a function
which returns the services from the Service Repository.

Algorithm 2.CheckProfileMatch

belong to the same activity type in Gq and Gy, respectively,
are compared.

The organized nodes are then compared for matching
(this is completed by the Similarity Analyzer module shown
in Figure 2). A pair of nodes (n;, n;) are compared by
considering their semantic distance which is outlined in
Algorithm 3. This algorithm also makes use of Algorithm 4
which determines the linguistic similarity between two
nodes and returns a value between 1 and O, where 1 denotes
a complete match.

Algorithm 3 starts by giving priority to comparison of
the operation attribute. If the two operation attributes are
similar it continuing with the calculation of the similarity of
other parameters (i.e. port type and partner link) to estimate
the semantic distance between the two activities. In the
algorithm, let w(Op(n;)), or w(PT(n;)), w(PL(n;)), denote
user specified weights of importance associated with Op(n;),
PT(n;), PL(n;) in the user request, respectively.

1. INPUTSUserProfile p; UserProfile p; /* where a py has attributes:
Set InterestDomains(py), int Age(py), String Marital(py), String
Gender(py) */

2. OUTPUT: double

3 BEGIN

4, Letm«—0,g« 0, maxl—0

5. Leta=1-{[|Age(p:) — Age(p)l/[(Age(p)+Age(p;))/2]}

6. if Marital(p;) = Marital(p;)then, m « 1

7. if Gender(p;) = Gender(p;)then, g < 1

8.  for each value v,in InterestDomains(p;) do

9 for each value v, in InterestDomains(p;) do

10. if LS(va,vp) >max! /* calculate similarity of p;and pj*/ then
11. maxl= LS(Va,Vb)

12. end if

13. end for

14. end for

15. */Let w(y) be a user assigned weight of importance where y is an
attribute, Age(p;), Marital(pi), Gender(p;) or InterestDomains(P;), such
that 0 <w@)<1*/

w(Age(p,))* a+w(Marital (p;)) *m +
w(Gender (p;)) *g + w(IntegerDomains( p;))*maxI
w(Age(p,))+w(Marital (p, ))+w(Gender (p;))+

w( InterestDomains( p; ))

returnl-

16. END

Algorithm 3.CheckMatch

1. INPUTS: Node n;, Node n;:/* where n; is a request node and nj is a
service node and a node n, has attributes such that Op(n), PT(ny),
PL(np), AT(n,) as defined in Section IV */
OUTPUT: double
BEGIN
OPS«—LS(Op(n;), Op(n;))/* Operation Similarity (see Alg. 4)*/
if OPS = 0 (different Operations) then
return 1
else
Let PTS—LS(PT(n;), PT(n;))/*PortType Similarity (see Alg. 4)*/
Let PLS— LS(PL(n;), PL(n;))/* PartnerLink Similarity (see Alg. 4)*/
0. */w(z) is a weight of importance associated with an attribute z in the
user request, such that z = Op(n;), or z=PT(n;), or z=PL(n;), where 0<
w(z)< 1%/
Let dist —

B ©®Noak wd

w(Op(n;))*OPS +w(PT (n,))*PTS +w(PL(n,))*PLS
w(Op(n;))+w(PT (n))+w(PL(n,))

11. Return dist
12. end if
13. END

The LS function is defined in Algorithm 4 and is used to
calculate the linguistic similarity of the values associated
with the same attribute of two separate graph nodes n; and n;
(e.g., the value of Op(n;) compared to the value of Op(n;)).

In the next section we will define the CheckMatch
function which calculates the semantic similarity between
two graph nodes.

VI. ATOMIC-LEVEL GRAPH MATCHING

Matching the user request to a potential service involves
the matching of two BPEL activities (as was shown in
Figure 2). Let the request / query graph be denoted as Gq
and a service / target graph as Gr. Before running the
matching algorithm for the nodes (n;, n;) where n; €Gq and
n; € Gr, we organize / filter nodes (n;, n;) according to their
BPEL activity type (this is completed by the Activities
Classifier action in Figure 2). Therefore, only the nodes that
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Algorithm 4.LS [* LinguisticSimilarity */

1. INPUTS: String v;, String v;
2. OUTPUT: double

3. BEGIN
1 if (m1=1vm2=1vm3=1)
m2 if(0<m2<1 A m1=m3=0)
4. LS=40 if (m1=m2=m3=0)
(e if(m1, m2, m3 €(0,1))

3
where my «— NGram(vi, vj),m, = CheckSynonym(vi, vj),
mz = CheckAbbreviation(v;, vj)  /* see [29] */
return LS
6. END

o

In this algorithm, let NGram, CheckAbbreviation and
CheckSynonym denote measures which are defined in [29].
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NGram algorithm estimates the similarity according to a
common number of g-grams (a g-gram in this context refers
to a sequence of letters, q letters long, from a given word)
between the tags. CheckSynonym algorithm use WordNet
[30] linguistic dictionary to identify synonyms, It groups
English words into sets of synonyms called synsets. Synsets
are interlinked by means of conceptual-semantic and lexical
relations. The CheckAbbreviation algorithm uses a dictionary
of abbreviations appropriate to the application domain. If all
algorithms give a value of 1, then there is an exact match
between the tags. If all give a value of O, then there is no
similarity between words. If the values produced by
CheckAbbreviation and Ngram are equal to 0 and
CheckSynonym value is between 0 and 1, the total value of
the similarity is equal to CheckSynonym. Finally, if all three
algorithms yield a value between 0 and 1, the linguistic
similarity is the average of the three.

VII. CONTEXT MANAGEMENT

Since mobile users carry their device with them
throughout their daily travels, there is an abundance of
contextual data available which can be fed into the service
matching process to provide more accurate search results
[22, 31]. Our architecture captures the resource capabilities
of the requesting user’s device and the resource requirements
for each service. The user’s device capabilities are stored in
our Device Repository and the service requirements of each
service are stored in the Service Repository. After the
matching process defined in the previous sections of this
paper, each service in the ranked list are checked to ensure
they will function on the user’s device. In the remainder of
this section we will describe the structure of user context
followed by the use of this information in the service ranking
process.

A. User Context Structure

We capture user context characteristics such as
processing power, modes of presentation, input interfaces,
connectivity, etc. According to [24] context constraints, are
defined as any information that could be used to characterize
an entity, where an entity can be a person or object that is
considered relevant to the interaction between user and an
application. We propose three dimensions for defining a
meta-model of user’s context:

a) Spatial Dimension: contains all the parameters that
are associated with geographical and spatial information of
the user;

b) Temporal Dimension: contains the date and time of
when a service is invoked,;

c) Device DataDimension: contains information
related to the user’s mobile device such as installed
software, operating system, processing power, available
memory, etc. We capture this content using a CC/PP profile
[32].

These dimensions are illustrated in Figure 5.
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Figure 5. Meta-Model of User’s Context
The Service Repository, supported by the work

presented in [33], stores BPEL documents and other XML
files which capture the business process of services with
context features. We define an XML meta-data, a model
based on EMF (Eclipse Modeling Framework) for
describing the restrictions specified by service providers or
service developers.

The CheckDeliveryContext function, defined in
Algorithm 5, obtains user’s context and the requirements of
a particular service.

Algorithm 5.CheckDeliveryContext

1. INPUTS: listRankedServices

OUTPUT: Set rankedFilteredServices

BEGIN

DeviceProfile deviceProfile«—LookupDeviceProfile()

4. for eachn;in listRankedServices do

5. EmfContext serviceContext«LookupFeatures.Context(n;)
6. for each cyin serviceContext do
7
8

w N

if ¢ € deviceProfile/* requirement supported */then

. rankedFilteredServices« rankedFilteredServices \U n;
9. break for
10. end if
11. end for
12. end for
13. return rankedFilteredServices
14. END

Algorithm 5 takes set of ranked services obtained during
the matching phase, and checks each service to see whether
it meets the requirements of the service context retrieved
from the Service Repository. Let LookupDeviceProfile be a
function which returns the device profile for the current
device (i.e, from the Device Repository). Let
LookupFeatures.Context(n;) return the context requirements
for a service n;(i.e., from the Service Repository). In the case
that the current user’s device can support the current service
it’s added to the set which is returned, otherwise, it is
discarded.

VIII.

This section presents the implementation and
experimental study of our proposed service matching
scheme for ubiquitous computing environments. Our
prototype was implemented in Java. Our experiments were

IMPLEMENTATION AND EXPERIMENTATION
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completed on the following machines / devices. The server
application was running on a Pentium 4, 2.30GHz
processor, 1,028 MB of RAM under the OS Linux Ubuntu.
We performed tests using two real client devices / phones
and two emulators. The specifications for each are provided
in Table I.

TABLE I.  TECHNICAL SPECIFICATION OF DEVICES USED IN EACH TEST.
Device Processor | RAM | ROM Screen Size Operating
Systems
Pocket PC .
DELL Intel 64M | 256M | 480 X 640 Microsoft
AXIM PXA270, B B Pixels Windows
520 MHz : Mobile 5.0
x51v
Dual ARM
NokiaNo3 | 11332 | &M | 90 128 X 160 Symbian 9.1
B MB Pixels.
MHz
Nokia 6212 NFC Series 40 5th Edition emulator SDK
Nokia 6260 Series 40 6th Edition emulator SDK

A. Evaluation Methodology

We evaluated our architecture to ensure that it is both
efficient and accurate. We categorized response time
efficiency as follows. Let r denote response time in seconds.
Let response time be classified as: Optimal where r <
0.1,Good where 0.1 <r<1; Acceptable where 1 <r<10; and
Deficient where r> 10 [34]. Accuracy was measured by
comparing a set of expected values against the results
obtained from our architecture, using the calculations of
Precision, Recall and Overall [11, 35]. Precision p is a
measure of whether the list of matching services returned by
our approach contains any services which were not expected
to match, such that p = x/N, where x denotes number of
services which were both expected and proven to match and
N denotes the number of services found to match. Recall r is
a measure of whether all of the services which were
expected to match are contained in list of matching services
returned by our architecture, such that r = x/n, where n
denotes the number of services which were expected to
match. The overall o match result takes account of both
precision and recall such that, byo=r* (2 -1/p).

In our evaluation we created and compared 30 BPEL
basic activities against 144 activities stored in the Service
Repository, resulting in 1106 pairs to evaluate. The
evaluations were done by 5 experts in service discovery,
resulting in 5530 comparisons. These comparisons evaluate
the attribute similarity between two BPEL basic activities.
The human evaluator first made a comparison between the
activities, and assigned an expected score to each activity
according to their similarity to each user request, using our
benchmarking tool [36]. Let s denote this score, such that 0
<5 <5 where 0 implies no similarity / match and 5 implies
complete similarity / match. The expert evaluator also sets
the weights w(z) for each compared attribute z to determine
these expected results, which are also associated with the
user requests being compared against the services in the
actual system (see Algorithm 3, Section VI). The values
obtained during our results were calculated using the micro-
averaging technique [35].
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B. Results
In this section we present the results from our tests.
1) Performance Evaluation (efficiency)

Figure 6 presents the execution times of our architecture
for each of the different mobile client devices.

In each test, there were 17 BPEL files published in the
Service Repository containingl44 target nodes or basic
target activities. In addition, 5 BPEL files were used to
represent 5 separate user request queries, which were each
compared with the 144 target nodes.

All tests completed on the mobile devices produced
results in less than 1 second for up to 144 nodes, meaning
the behavior was good. These tests also show that our
approach is substantially more efficient than using semantic
reasoners which are resource intensive. For instance, in
other research we used ontologies BPMO (Business Process
Modeling Ontology), eTOM (enhanced Telecom Operations
Map) and SID (Shared Information/Data)[37] described in
WSML (Web Service Modeling Language) [38]and
performed an inference / matching task on the
WSML2Reasoner reasoner[39]and found that a reasoning
task required approximately 170ms for just one task [13].
Our approach performed 8 comparisons in this time on the
real devices (which includes network latency) and over 32
comparisons using the emulator.
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Figure 6. Recovery process performance of services on different mobile
terminals.

Additionally, research shows that evaluating the control
flow of BPEL documents can be exponential [17]. Our
evaluation shows that our approach overcomes this problem,
providing more linear results. If we extrapolate the average
response time for the two real devices (i.e. Nokia and
Pocket PC) presented in Figure 6 linearly[34], we can say
that our architecture will have the following behavior:
Good: when the number of graph node comparisons are less
than 374.3. Acceptable: when the number of graph node
comparisons are greater than 374.3 and less than 4145.8.
Deficient: when the number of graph node comparisons
completed are greater than 4145.8.

2) Quality Test Results (efficacy): in the following we
present a simulation of the service matching process on a
Nokia 6260 Emulator.
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Figure 7. Effectiveness Test Emulator Nokia 6260: (a) service request, (b)
retrievedservice (c) service selection.

In Figure 7(a) we provide an option to select one of the 5
user request queries to compare against the available
services. As shown in Figure 7(b) the user receives a listing
of services which are semantically similar to the user request
which was selected. In Figure 8(c) the user selects the most
appropriate service from the ranked list of semantically
similar services.

In Figure 8, we present the precision, recall and overall
match results for our tests. A precision, recall or overall
match results of 1 means that the results obtained from our
architecture were equivalent to the expected results. A result
of 0 means that none of the expected results were obtained.
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Figure 8.Quality of results produced by the U-ServciceMatch Platform

The x-axis on the graph indicates the expected similarity
value s defined earlier in this section. Each bar shows an
average of the precision/recall/overall results returned by U-
ServiceMatch for all services with the same expected result
s. We observe that services which had an expected match
result of s=4.4 had the best precision, recall and overall
match results (i.e., at least0.9 for each). We observed that
while precision was high in all tests, a recall level above 0.7
was only achieved when the threshold value was s=4 or
above. The results also show that our approach effectively
supports approximate matching of a service description with
a request, when an exact match does not exist.

IX. CONCLUSION AND FUTURE WORK

In this paper we propose, develop and implement a
service discovery architecture for ubiquitous computing
environments. Our approach transforms BPEL user request
and service descriptions into graphs which are semantically
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compared to produce a ranked list of services. We also limit
the search space of potential services by initially matching
of the user’s request with those services which have been
invoked previously by the current or other user with similar
interests. Additionally, our approach filters the services
which cannot be consumed on the user’s device by
comparing the user’s device -capabilities with the
requirements of the service.

We have implemented our system as a prototype and
presented an evaluation which assesses both the efficiency
and accuracy of our approach. The evaluation shows that
our approach is more efficient that using semantic reasoners
providing good efficiency, performing 144 comparisons in
under 1 second. We hypothesize that our approach provides
acceptable efficiency for up to 4145.8 node comparisons,
where acceptable implies a result was obtained within 10
seconds. U-ServiceMatch also provided extremely accurate
results in terms of precision, achieving a result of 0.78-1. In
terms of recall, a result of 0.7 or above was achieved with a
semantic similarity threshold of 4 or above.

The next step of this work is to study and define new
features that extend the user description in a ubiquitous
environment. Additionally, we wish to implement a system
of service registry, to reduce the search space where the
Service Repository of considerable size in order to further
improves efficiency.
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Abstract—As low coupling, high cohesion is a service-oriented
design and development principle that should be kept in mind
during all stages. High cohesion increases the clarity and ease
of comprehension of the design that simplifies maintenance
and achieves service granularity at a fairly reasonable level.
However, unlike coupling that only measures the degree of
structural and behavioral dependency to the other services,
cohesion metrics need to evaluate the degree of semantic
relationships between operations within a service in order to
measure functional relatedness. Latent semantic indexing
(LSI) is one of the techniques in the field of information
retrieval which is widely used to measure the degree of
semantic relatedness between a document and a given query
and also used to measure the cohesion of a text. In this paper,
we propose an approach to automatically measure the strength
of conceptual cohesion of a service based on LSI technique.
Finally, it has been evaluated theoretically based on a set of
cohesion principles.

Keywords-Servivce cohesion; Latent semantic
Software metric.

indexing;

l. INTRODUCTION

Service-oriented architecture (SOA) is a promising
solution to build enterprise application programs which
supports processes and functions as a set of well-defined
services [1], [2]. Simply, a service is defined as a set of
related operations. Thus, it is a logic encapsulated by
individuals which supposed to be reusable [3]. Considering
design standards, which causes services to be potentially
reusable, the chance of a service to be able to accommodate
future requirements with the least development effort
increases [4]. Therefore, reusability is an important quality
attribute which must be measured to satisfy an important
need in SOA, the need for independent services to deliver a
reusable functionality [3], [4]. One of the design attributes
which has a great impact on reusability of a particular
service, is cohesion, so that higher cohesion significantly
increases service reusability [5], [6]. Also in [7], there is an
elaborate discussion about the impact of cohesion on
maintainability. The higher the cohesion of a service, the
easier the test and analysis and higher cohesion will improve
system stability and changeability [8] and, consequently
maintainability of a system will be improved.

Because of inherently conceptual nature, cohesion is one
of the most complicated and difficult structural attribute of a
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class, component, or a service from quantifying point of
view [8].This quality attribute can be measured based on
conceptual relatedness degree of operations which are
exposed in service interface. According to a cohesion
category proposed in [6], [7], conceptual cohesion is
considered as the strongest type of cohesion. However, this
type of service cohesion cannot be easily measured using the
previous traditional metrics due to additional level of
abstraction and highlighted characteristics of service
interfaces in comparison with procedural and object-oriented
paradigms [6].

Using the concept of latent semantic indexing (LSI), we
will evaluate the conceptual relatedness degree of operations
existing in a service. For the first time, LSI was used in
information retrieval techniques [9], [10]. One of the
applications of this method is measuring cohesion of a text
[11]. LSI provides completely automatic approach that
compares information units in order to measure conceptual
relatedness. Measuring conceptual relatedness degree of
units relies on a powerful mathematical method called
Singular Value Decomposition (SVD) [10], [11]. Therefore,
the objective of this research work is to propose a LSI-based
approach for measuring the degree of conceptual cohesion in
a service.

In order to adopt the LSI technique to measure service
cohesion, we get the required information of interactions
between business processes and business entities that are
mostly used during service identification [6]. The SVD
method is applied on a well-defined structure comprising this
information. The output of this algorithm is used to
quantitatively measure conceptual cohesion degree of the
identified services. Utilization of semantics existing in
enterprise processes is completely proportional to this
inherently conceptual nature, and therefore we will have a
more precise measurement of conceptual cohesion of
services.

The rest of this paper is organized as follows. Section Il
introduces the most related works. In Section IlI, basic
concepts of the utilized terminologies are defined. The LSI
concepts and the way of adopting them are introduced in
Section IV. The proposed metric and complementary
example and issues are discussed in Sections V, VI and VII,
respectively. The theoretical principles of the metric are
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evaluated in Section VIII. Finally, the conclusion, which
leads to further research, is explained in Section IX.

Il. RELATED WORK

In this section, we briefly present some of the previous
works on measuring cohesion in service-oriented, object-
oriented and procedural paradigms. The concept of cohesion
in OO and procedural paradigms has been widely discussed
and examined. For example, in [12], six semantic categories
of procedural cohesion namely Coincidental, Logical,
Temporal, Communicational, Sequential, and Functional
have been proposed. The concept of cohesion later was
extended by Eder et al. [13] to cover conceptual and
technical features introduced in OO paradigm. Eder et al.
[13] proposed five cohesion categories (from the weakest to
strongest): Separable, Multifaced, Non-delegated, Concealed
and Model. Moreover, in [6], eight semantic categories of
service-oriented cohesion are proposed. These categories are:
Coincidental, Logical, Temporal, Communicational,
External, Implementation, Sequential, and Conceptual. In
[6], four categories namely Communicational, External,
Implementation, and Sequential are represented as
quantifiable cohesion categories. On the other hand, four
categories namely Coincidental, Logical, Temporal, and
Conceptual are identified in this paper as purely semantic
cohesion categories. They believe that second four categories
are semantic based whereas first ones are measurable
without considering semantic issues. The proposed
quantifiable cohesion categories have indirect impact on
conceptual cohesion. A brief representation of the cohesion
metrics has been shown in Table I.

TABLE |. SUMMARY OF COHESION METRICS IN THE LITERATURE

Name Definition
LCOM [14] |Non-similar method pairs are counted in a class of pairs.
LCOM3 |The number of connected components in Graph is counted:
[15]  |Nodes are methods and edges are connections between
similar methods.
RLCOM [Number of non-similar method pairs, to The total number of
[16]  [method pairs ration in the class.

TCC[17] |Ratio of number of similar method pairs to total number of
method pairs in the class.

WTCoh [Number of used shared data entities by methods and also

[18]  |taking the transitive cohesion into account.

SIDC [7] |Number of shared parameters of the service operations
divided by the total number of parameters

DM IAUM [Number of system services divided by the total number of

[19]  |used messages

SIDC [6] |This metric is introduced to measure communication
cohesion and it considers parameters and common return
types.

SIUC [6] |This metric describes that a service is externally cohesion
when all of its operation are invoked by all clients of this
service.

SIIC[6] |This metric describes that a service has implementation
cohesion when its all operations are implemented by the
same implementation.

TICS[6] |A service is deemed to be Sequentially cohesive when all of
its service operations have sequential dependencies, where a
post condition/output of a given operation satisfies a
precondition/input of the next operation.
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It is worth to mention that in [20] and in [8], in addition
to the number of shared parameters, other shared attributes
such as number of service consumers, operations sequence
and some more shared attributes are considered. To the best
of our knowledge, there is no metric which measures the
degree of relationship between operations of a service from
conceptual point of view. Most proposed cohesion metrics in
previous studies expect the services to have common inputs
and outputs and does not consider the inter-relation of their
parameters. To measure the conceptual cohesion, we require
additional semantics. Therefore, we should look for methods
that can measure the strength of conceptual relationship
between two operations of a service by means of assets
which are available in design level (processes from which
services are identified) and then propose a metric for
measuring conceptual cohesion of a service.

I1. BASIC CONCEPTS

In this section, we present definitions of several key
notions that will be utilized in this paper.

Definition 1 (Business Entity): A business entity (BE) is
a dominant information entity with an associated data model
and an associated behavior model in the context of a process
scope [23].

Definition 2 (Elementary Business Process): An
elementary business process (EBP) can be defined as EBP =
{n, (BE;, sr)}, where n is the name of elementary business
process, BE; is the jth business entity which semantically
relate to corresponding EBP. sr={"C", "R", "U", "D"} is the
type of semantic relationship between EBP and BE;[22].

Definition 3 (CRUD matrix): A CRUD matrix can be
defined as M= {(EBP; BEj i=1..#row, j=1..#column},
where EBP; is the i"" EBP and BE; is the j" BE. #row is the
number of EBP and #column is the number of BE in the
model [22].

Definition 4 (Conceptual Cohesion) There is a
meaningful semantic relationship between all operations of a
service in terms of some identifiable domain-level concept.

[6].

V. APPLICABILITY OF LS| IN COHESION
MEASUREMENT

LSI is a vector model-based technique which is applied
in many information retrieval applications. In the vector
model, each document is simply represented by a A,xm
term-document matrix, where n is the number of terms and
m is the number of documents in the collection. Each
cell,a; ;, is the frequency of term t; in the document d;. LSI
technique includes the following main steps:

1. A matrix is formed; each row of this matrix is

corresponded to a term which occurs in the document.

Each element (m,n) in the matrix is corresponded to
number of times that term m occurs in document.

2. Local and global weighting of terms is applied to

each element of the term-document.

3. SVD is used by LSI and decomposes the matrix into

three other matrices: T, a term in the dimension; S, a
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diagonal matrix of singular values, and D a document
matrix in the dimension. The number of dimensions is
considered as t= min (m,n) where m and n are the
number of the terms and the number of documents in
the main term-document matrix respectively. The
matrix can be provided by A =TSDT where DT is

transposed of matrix D.

4. In the LSI system, the T, S and D matrices are

truncated to k dimensions. Dimensional reduction

reduces “noise” in the term—term matrix resulting in a

richer term relationship structure that reveals latent

semantics and is a crucial step in this research work.

Now we explain each one of the above steps in more
details.

In the first step, the term-document matrix A is formed.

In the second step, a weight is assigned to each term in
the document. There are different weighting models which
are explained in [20][9]. The simplest weighting model can
be obtained simply by counting number of frequency of a
term in the document. In order to put the weights in the
interval [0,1], the weight of each term is divided in document
by tfha Where tf. is the maximum of term in the
document.

In the third step, term-document matrix, A is taken and
then is decomposed into three matrices T, S, and D using
SVD. Matrices T, S and D keep the information related to
terms, singular values and documents respectively.

In the fourth step, T, S, and D matrices are decreased to
K domains. After dimensional reduction, the term-term
matrix can be approximated using the formula: TTS =
TSk (TS

In this work, we suppose that the value which exists in
location (i,j) of TTS matrix show the similarity between
terms i and j in the collection. The value of K is optional, in
this paper according to [20], K=2. Our main goal in this
paper is to present cohesion metric which is able to measure
the strength of conceptual similarity between operations of a
service. In the following lines we explain the way of
mapping above concepts to the ones which exist in SOA.

Similar to LSI, we define the BE-EBP matrix A, x,, of
enterprise processes and business entities. Each (i,j) element
in the matrix A shows the weight of ith business entity in the
jth business process which is defined as the number of times
that jth business process accesses the ith business entity.
Each process is considered as a document. For example, the
claim business process in [23] is able to access three business
entities Loss Event, Claim, and Payment. The related row to
this process in matrix is shown in Table II.

TABLE Il. THE ASSOCIATED BE-EBP MATRIX

Process
< >
< >

Pl
Claim 10

Loss Event | 3

Business Entity

Payment 5
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As shown in Table Il, process P1 have accessed the
Claim, Loss Event , and Payment business entities 10 ,3,
and 5 times respectively. The above matrix is completed for
all enterprise business processes in a way that the number of
its columns is equal to enterprise business processes and the
number of its rows is equal to enterprise business entities.
Then, three matrices are obtained using SVD. Considering

K=2, the reduced matrix TTS = T,S, (TZSZ)Tis formed.

TTS matrix shows the relationship between business
entities. The values of the elements in TTS matrix are not
normalized, and they can even be negative. Since negative
values have no meaning, we substitute it by zero which
means no degree of cohesion between service operations.

Also to normalize values, we multiply matrix byl/max.
Where max is the greatest value in the TTS matrix.
Therefore, using the LSI concepts, we could show the
existing semantic in business process in the form of TTS
matrix. Finally, we use this matrix to obtain the relationship
between operations of a service.

V. THE PROPOSED METRIC

The metric will be introduced in this section can be used
for measuring the cohesion of a service in design time, based
on the exposed operations in its interface. Note that the
proposed metric is defined on an absolute scale, where a
value is assigned to it in a range between 0 tol. Value 1
shows the strongest cohesion and 0 shows lack of cohesion.
Values between 0 and 1 are considered as different degrees
of cohesion.

As we mentioned in Section IV, to measure a service
cohesion using the proposed metric, first the BE-EBP matrix
should be formed. This matrix can be formed based on those
enterprise processes which services are intended to be
obtained from their decomposition as defined in definition 3.

The measuring procedure has the following form. Firstly
a matrix A, is formed where m is the number of enterprise
business entities and n is the number of enterprise processes.
Then the number of times that each business entity i accessed
by business process j, is considered as element (i,j) of matrix
A. In order to obtain conceptual relatedness between
business entities, we apply SVD on matrix A. Its outputs are
three matrices which are shown as A = TSDT.

As we discussed earlier, TTS = TZSZ(TZSZ)Tmatrix
shows the conceptual relatedness between business entities
which are used to obtain the strength of service cohesion. For
this purpose, we use a graph based approach.

Suppose that service S has a set of operations 0 =
{0,,0,, ..., 0p,}. Each operation O; of the service S accesses
a set of business entities which is shown as BE; =
{BE; ., BE;,, ..., BE;,}. For each pair of operations O;and 0;
in the service S we form a complete graph G=(V,E) so
thatV = BE; U BE;

Now, in set E, we assign a value for each edge that
represents the degree of relationship between business
entities, which is considered as nodes in graph G. The degree
of relationship between two business entities can be
measured from TTS matrix. The degree of conceptual
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relatedness between two operations i and j is calculated
through formula:

ZVpeVZ\'/qu TTSp,q

Vi >1 (1)

p>q
Vix(vi-1),
2

1 V=1

0Ccv (i, j) =

where:

e pand q are two business entities in V.

o TTS,,is the degree of relationship between two
business entities, BE,and BE,.
[V] is the cardinality of set V.
The denominator is the number of edges in the
complete graph G.

The strength of cohesion is defined as the degree of

relationship between service's operations.

Yvieo Xvjeo(0CV (i,)))
Im| > 1

(2)

>
m><(m—1)/2

1 Im| =1

SCV(S) =

where:
e mis the number of operations in service S.

VI. EXAMPLE

In this section, we show how the proposed metric works
using an example. To do that, we must have the enterprise
processes and services which are identified using those
processes. Using a real-world business process the
effectiveness of the proposed metric is studied and evaluated.
The sales department is studied in this scenario [22].

Using CRUD matrix is one of the ways to identify a
service [22]. Table Il illustrates the CRUD matrix
associated to our scenario. Identified services are shown in
the form of clusters with different colors (Table I11).

TABLE Ill. THE CRUD MATRIX FOR SALES DEPARTMENT SCENARIO

. . 5
= = 5
e 2 »

H S |- Slala|=@|a|4|8

Add Customer C C

Add an Account recervable note | R | T | € R

Check Credit R | R R

Receive order R C

Calculate discounts R | R

Check inventory R R

Caleulate price R |R

Add discounts c

Issue mvoice R |R R c

Schedule shipping R | C

Issue draft R [R C

Add an Item C

Add a warchouse voucher R R U | C

The BE-EBP matrix is shown in Table IV. Since EBPs
existing in the CRUD matrix access each business entities
just 0 or 1 time, elements of this matrix are just 0 and 1. For
example, Add Customer accesses only customer and credit
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BEs, therefore there are just two ones in Add Customer
column.

TABLE IV. THE BE-EBP MATRIX

o

Check Credit
Receive order

N
Customer 1
Credit 1

=| =|—[Add an

dccount o
| receivabie note |
Order
[ Discounts I ol 041)'0. 1 .0' 1 | 1 '0'(1'0 0olo

Invoice [ol1]/olojolololol1]1]1]0]1
Shipping ‘l)'0‘1)'0'“.0.(1'().0' 1 | 1 'o'n

schedule
Draft ol oloflololo[olololol10]0
Inventory | l)‘ u‘u‘(r' ll. 1 ‘(l‘n‘o‘u‘o‘ 1 | 1
Warehouse | 0 0| 0] 0] 0/0]0|0]0|0]0]|0]1
voucher

After the matrix of BE-EBP is obtained, we apply SVD
algorithm on it. To do that, MATLAB version 7.6.0.324 has
been used. To obtain business process entity matrix we use

this equation:
TS =T55; (TZSZ)T ®)

The resulted matrix has been shown in Table V. Also this
matrix has been normalized and its negative values have
been substitute with 0s.

TABLE V. THE BE-BE MATRIX AFTER DECOMPOSITION AND
NORMALIZATION

Warehous
e voucher

Accomnt

BE Custome . Order

Shipping
BE T Credit Teceivablel schedule

Customer | 0 000 1 027 [ 08 [ 015 [ 100 | 009 [ 000 [ 033 | 0
Credit | 999 0 009 | 068 [ 01 | 072 | 04 | 007 | 03 | 015

Accomt

Discounts | Invoice Draft  Tnventory

0.7 0.19 0 0.3 0 0.8 0.08 0.04 0.06 0.06

Teceivable
Order 0.94 0.68 .06 0 057 0.4 0 0 "2 0.03
Discomts | 0.13 0.11 0 0.57 0 0 ] .03 0

0 0.36 0.19 0.3 0.4
0.36 0 0.08 0.04 0.08

019 0.08 0 . 0.4
0.3 0.4 0.02 0 005

0.24 0.08 04 | 003 0

Tnvoice 100 0.2 .28 0.4

Shipping

schedule 019 | 014 0408 0
Draft 010 | 007 04 0

Toventory | 033 | 0.3 0.06 [ 2]

Wi
webowse | oy | as | oss | 0w
voucher

=

=
= (2= = ==k

Next we show how to calculate the cohesion of a service
using the proposed metric. Table 111 show a CRUD matrix
with four identified services. First we show how to calculate
the metrics for the first service which is shown by blue color.

The service has three operations which are specified by
following names: Add Customer, Add an Account receivable
note, Check Credit.

We have:
0= {01' 02' 03}

BE; = {Customer, Credit}
BE, = {Customer, Credit, Accountreceivablenote}
BE; = {Customer, Credit}

In order to obtain conceptual relatedness between
operations of a service we use a graph. For operations O, and
0,, graph G= (V,E) has the form of Figurel. In this graph the
set V has the following form.
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V = BE, UBE, =
{Customer, Credit, Accountreceviablenote}

Figure 1. Business Entities Graph for Service 1

0.9967 + 0.1954 + 0.2712

0CV(1,2) = s

= 0.4877

The results of the alternatives for the specified service S1
is shown in Table VI.

TABLE VI. OCV VALUE FOR SERVICE 1

0;,0; 0,0, 0,,0; 0,,0;

Metric

ocv 0.4877 0.9967 0.4877

Finally, the strength of conceptual cohesion of service is
obtained.

0.4877 + 0.9967 + 0.4877

SCV(s,) = 2

= 0.6573

Table VII shows the conceptual cohesion of four
identified services on CRUD matrix of Table IlI.

TABLE VII. SCV VALUES FOR IDENTIFIED SERVICES

Service The value of cohesion (SCV)
S; 0.6573
S; 0.6256
S3 0.2658
Sy 0.0524

VII. DISCUSSION

The results clearly demonstrate that our proposed metric
for cohesion appropriately measure conceptual cohesion of a
service. Now, we analyze the values which provided by the
proposed metric and the previous metrics such as SIDC [6]
and TCC [17] and CCM [22]. As explained earlier, the
operations of a service must be related in terms of some
domain-level concepts. In other words, they must be focused
on single business functionality. The analysis shows that
semantics in business process are utilized properly in the
proposed metric, so it evaluates service cohesion completely
in conceptual point of view.

We consider two identified services in CRUD matrix
(Table 111), highlighted with red and blue colors, as the
material for analysis. Each of these services has three
operations; their operations and the resulted cohesion value,
obtained by three mentioned metrics have been shown in
Table VIII. Values shown in Table VIII state the relationship
between two operations of each service. Consider group B1
of the first service and group R3 of the second service. For
B1 and R3 groups, the SIDC and TCC give the same result
value whereas these groups have different cohesion in
conceptual point of view.
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TABLE VIII. COHESION VALUES OBTAINED BY MENTIONED METRICS

Cluster | Group | EBP Index | Proposed Metric | SIDC | TCC
Blue Bl 1,2 0.48 0.66 | 0.66
Red R3 10,11 0.21 0.66 | 0.66

In B1, Credit and Customer BEs have been accessed
together four times (by 1, 2, 3, 9 EBPs of CRUD matrix),
these two entities are very related conceptually, because
according to [22] two BEs are related if there is at least one
shared activity in their behavioral model. In behavioral
model of Credit and Customer, there are four shared
activities that are processed simultaneously. Therefore, any
action on one of them requires an action on the other. In
other words, in this organization, whenever an operation
performed on Customer, we can expect that an operation
must be done on Credit entity. Thus generally, we can
associate performing an action on one of them with
performing an action on the other as an atomic activity
(Create, Update, Read and Deletion of Credit entity and vice
versa). On the other hand, existing high cohesion between
service operations can be considered as a reusability
predictor. This capability is provided by the proposed metric
clearly. It is obvious that whenever an operation on a BE is
performed with another operation on another BE frequently
in enterprise processes, means that performing these two
operations together has higher potential reusability.
Consequently, it is better to place these two operations,
which are considered as an atomic activity, in the same
service. Existing of Account Receivable Note in this service
(Blue Cluster) results in corruption of this service. Because
this BE shares one activity in its behavioral model with
behavioral model of other two entities (second EBP of
CRUD matrix). Therefore, the cohesion value of 0.48 has
been obtained for group B1. In R3 group, two BEs, Issue and
Shipping, have been accessed together just two times (by
10,11 EBPs of CRUD matrix), so we can say that these
entities are less related in conceptual point of view in
comparison with Credit and Customer entities. Moreover,
Draft has just one shared activity with two other entities in
its behavioral model (EBP11 of CRUD matrix). By
conducting similar analysis, there is a lower cohesion
between existing operations in R3 in comparison with B2
which our metric shows this point by obtaining cohesion
value of 0.21.

VIII. EVALUATION OF THE METRIC

The proposed cohesion metric is analytically evaluated
by using property-based software engineering measurement
framework [24]. The metric satisfies all of the cohesion
properties and therefore it can be a valid measure of cohesion
from the measurement theory point of view.

Property 1: Non-negativity and Normalization are
satisfied because SCV metric never becomes negative under
any conditions, and its value will be in [0,1]. Normalization
always let the direct and meaningful comparison between
strength of services' cohesion.

Property 2: Null Value is satisfied because SCV metric
gets the value if mutual relationship between all of business
entities which are used by operations of a service is 0.
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Property 3: Monotonicity is satisfied because by adding
a related business entity to a pair EBP its overall cohesion is
not decreased. In the other words, whenever we add a related
business entity to a set of BEs which are accessed by a pair
service operations, the cohesion between those two
operations will not be decreased.

Property 4: Cohesive Modules is satisfied because by
joining two unrelated service interface, the resulted cohesion
will not be greater than the cohesion of original interfaces. In
the other words, the strength of cohesion between operations
of two unrelated services will not be greater than the strength
of each service, because they access unrelated BES.

IX. CONCLUSION AND FUTURE WORK

In this paper, using LSI technique, the strength of
conceptual cohesion of a service was measured. In this
technique, the business entity-business process matrix is
formed using existing semantics in business processes and
then by applying SVD algorithm on this matrix, the business
entity-business entity matrix was resulted so that this matrix
represented conceptual relationship between business
entities. By adopting business entity-business entity matrix,
we can measure the strength of conceptual cohesion of
candidate services in the service identification phase. This
quality attribute has a great impact on service reusability and
maintainability but inherently conceptual nature caused it to
be very difficult from quantifying point of view. Therefore
measuring this important quality attribute from the
conceptually point of view is very valuable. Writers' lack of
access to all enterprise processes caused that the
effectiveness of the cohesion measuring approach to be
shown using a CRUD matrix. Although the obtained results
approves the effectiveness of proposed metric well, but
having all processes of a real enterprise and then using this
metric in the service identification phase completely
approves usefulness of this metric. Therefore, using more
case studies can be considered as future work of this paper.
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Abstract—The dynamism and scale of the infrastructure of
the Internet of Services bring new needs to build autonomous
services. These services have to be able to self-adapt to the
variation of the environment. Moreover, these adaptations may
span across multiple services and thus have to be coordinated,
without breaking their autonomy. To this end we describe
in this paper the approach we have chosen for SAFDIS, a
framework to make coordinated adaptations of services. In this
presentation, a particular emphasis is made on the distribution
of the framework and how it helps to coordinate distributed
adaptation. Benefits from the self-adaptation of the framework
itself are also presented.

Keywords-Dynamic Adaptation; Distributed Services; Dis-
tributed Adaptation; Self-Adaptation of Adaptation Framework.

I. INTRODUCTION

The underlying computing infrastructure for the Internet
of Services is characterized by its very large scale, het-
erogeneity and dynamic nature. The system scale is to be
measured in terms of number of users, services, computers
and geographical wingspan. The heterogeneity comes from
its spreading on multiple sites in multiple administrative
domains providing very different computers, devices and
network connections. Its dynamic nature results from a
number of factors such as Internet node volatility (due to
computer or network failures, voluntarily connections and
disconnections), services evolution (services appearing, dis-
appearing, being modified) and varying demands depending
on human being activities.

In a world of services in which more and more personal,
business, scientific and industrial activities rely on them, it is
essential to guarantee the high availability of services despite
failures or changes in the underlying continuously evolving
execution environment. Moreover, providing quality of ser-
vice (QoS) is important considering the number of services
related to legal and commercial aspects.

To take into account this dynamism our objective is to
design and implement systems that are context aware and
able to adapt applications and services at run-time.

The task of making software adaptable is very cumber-
some and encompasses different levels:
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o At user or business level, processes may need to be
reorganized when some services cannot meet their
Service Level Agreement (SLA).

e At service composition level, applications may have
to change dynamically their configuration in order to
take into account new needs from the business level or
new constraints from the services and the infrastruc-
ture level. At this level, most of the applications are
distributed and there is a strong need for coordinated
adaptation.

e At infrastructure level, state of resources (networks,
processors, memory, etc.) have to be taken into account
by service execution engines in order to make a clever
use of these resources, such as taking into account
available resources and energy consumption. At this
level there is a strong requirement for cooperation with
the underlying operating system.

Moreover, the adaptations at these different levels need to

be coordinated.

So, our main challenge is to build a generic framework for
self-adaptation of services and service based applications.
The basic steps of an adaptation framework are Monitoring,
Analysis, Planning and Execution, following the MAPE
model proposed in [1]. We intend to improve this basic
framework by refining each step of the MAPE model, in
particular by providing elements that cope with the distribu-
tion of the application and the underlying infrastructure. The
adaptation system can itself be distributed for the purpose
of scalability or to better match the heterogeneity of the
environment. Moreover, it can be adaptable, allowing to take
into account unforeseen situations.

Our system called SAFDIS for Self-Adaptation For DIs-
tributed Services fully exploits the advantages of the frame-
work concept [2]. It gives a frame, paradigms and rules
to develop and implement adaptation mechanisms, as well
as the liberty and the flexibility for the developer to spe-
cialize its system according to its specific needs. Using
this framework, the task of developing concrete adaptation
systems for some applications, services or infrastructures
will be facilitated as many of the different elements that
may be composed in adaptation systems are exposed, their
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interfaces clearly defined, the relationships between them
coherently specified. Our SAFDIS framework is build as
a set of services, providing functionalities useful to build
an adaptation system. Not all functionalities are necessarily
needed for each instantiation of an adaptation system. For
instance we provide a negotiator service to negotiate the
adaptation decisions when SAFDIS is distributed on several
nodes; this service is not useful when SAFDIS is build as a
unique centralized adaptation system.

The following sections present the advantages resulting
from the design of our framework. The next section gives
an overview of the SAFDIS framework. Section III presents
how the distribution is handled in our framework and its
advantages. Then, Section IV presents some advantages of
having an adaptation framework that is self-adaptable. Fi-
nally, Section V presents some related-works and Section VI
concludes this paper.

II. SAFDIS: SELF-ADAPTATION FOR DISTRIBUTED
SERVICES

Our framework for self-adaptation of distributed services
SAFDIS [3] is divided into the four main phases of the
MAPE model. Monitoring is the observation function to
detect changes that imply adaptation. When a change is de-
tected, the monitoring phase triggers the analysis to analyze
it and find an adaptation strategy if it is required. Then this
strategy is given to the planning phase to compute a schedule
of actions that will implement the strategy. The last step
is the execution of the schedule to reconfigure the system
(application, services and the environment).

Our framework is able to work at different levels ranging
from a single service, a composition of services for one
application, to several applications. Each application can be
executed on a set of heterogeneous platforms themselves on
a distributed and heterogeneous infrastructure (OS and hard-
ware). Therefore in order to adapt a set of applications, it
may be necessary to interact with these platforms and some
specific (maybe all) execution nodes which represent only
a part of the infrastructure. With SAFDIS, it is possible to
monitor the different levels according to the implementation
of the available probes and adapt them depending on the
adaptation actions (Figure 1).

To cope with the distributed environment, our framework
can itself be distributed using multiple autonomous and
cooperating instances. An instance has to be deployed on
each of the service oriented platforms hosting a least an
adaptive service using SAFDIS. Our framework is also
fully decentralized, meaning that there are no instances with
privileges or special purposes. This design avoids single
points of failure and makes the framework scalable.
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Figure 1. Multi-level Adaptation

In the following subsections, we present each phase of
the MAPE model and some of their characteristics in the
context of our framework and our current implementation.

A. Monitoring

The monitoring phase is used to provide an informative
and dynamic view of the adaptive entity and its environment
to the other phases of SAFDIS. Thus, it is the starting
point of every adaptation undertaken. It builds one local
view per instance of SAFDIS picking relevant information
from the service-oriented platform, the adaptive services,
the operating system and the hardware. SAFDIS can probe
both passively or actively the system to generate events and
update the view. The pieces of information that have to be
gathered are specified by the other phases of the framework.

B. Analysis

The analysis phase of a MAPE adaptation system has
two goals. The first goal is to identify situations needing
an adaptation. It listens to updates of the view of the system
pictured by the Monitoring phase. Then it analyzes the
changes in the system and decides if an adaptation is needed
consecutively to this change. The second goal of the analysis
phase is to build an adaptation strategy when a need arises.
A strategy defines which elements (parameters, functions. .. )
need to be adapted and how.

Within our SAFDIS implementation, the analysis phase
takes decisions with multiple temporal scopes. This gives the
ability to either react fast or to take proactive decisions for
the long term. This implies the ability to analyze the context
with a variable depth of reasoning. Our implementation of
the SAFDIS analysis phase also distributes and decentralizes
its analysis process to spread the computational load and
make the analysis process scalable.

C. Planning

The planning phase seeks the set of actions (the plan)
needed to adapt the system according to the strategy chosen
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by the analysis phase. It also schedules the selected actions
to ensure a coherent and efficient execution of the adaptation.

Until now the planning phase has received little attention
in the context of adaptation and in many cases the planning
algorithms used produce simple total orderings of actions. In
these cases, the result is not very efficient since the execution
may take more time than necessary as the actions are
sequentially executed. Moreover in distributed environments,
where actions can be asynchronous, some synchronization
actions explicitly have to be added to ensure the predefined
sequential order.

The planning topic is a well known subject in Al research
works and many algorithms already exist in that field to
produce efficient schedules. With our SAFDIS framework,
the planning phase is able to reuse these algorithms. The
resulting plan of actions can have actions that can be
executed in parallel.

D. Execution

Once the planning phase has computed the action plan
corresponding to the strategy, the execution phase is called to
perform the adaptation actions on the service, the application
or the environment. These actions are application, platform,
OS or hardware specific. That’s why, with SAFDIS, we
have introduced two kind of actions. The first kind called
concrete actions corresponds to the action implementations
which are specific to the adapted element. The second
kind called abstract actions constitutes an abstraction of
the concrete actions. This allows the planning phase to
work with abstract actions without taking into account their
specific implementations and doing so to build generic action
plans.

III. DISTRIBUTION

The SAFDIS framework is meant to be distributed in the
same way the applications it adapts are distributed. When
deployed, it is composed of multiple autonomous instances,
each one in charge of the adaptation of the services de-
ployed on its platform. However, these autonomous instances
cooperate in order to coordinate the adaptations involving
distributed elements.

Moreover it is also fully decentralized: there are no
instances with privileges or special purposes, therefore there
is no single point of failure. When an instance fails, for
example from a hardware failure or power issue, the other
instances can continue to operate normally, even though the
adaptations related to the failed instance will fail.

The absence of an instance with a central role avoids the
bottleneck problems that could arise from this role. Also,
there is no need for a server dedicated to the management
of the adaptation of the services.

For example, let’s consider the adaptive services S,
Sy and S, respectively executed in the service-oriented
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platforms P,, P, and P, on the execution nodes N,, N; and
N.. The service S, uses the services of S, and S... The three
services are using SAFDIS in order to be adaptive, thus there
is an instance of SAFDIS on each service-oriented platform:
I,, Iy and I.. If I, and I, are involved in an adaptation
on S, and S, whereas at the same time the node N, sees
its CPU and memory load decrease, I. can without having
to ask the other SAFDIS instances make the adaptation
decision consisting in allocating more memory to S, thus
improving the quality of this service. Both adaptations, the
one concerning S, and S; and the one concerning S., can
be executed in parallel.

When deployed, SAFDIS is a set of distributed instances.
Each instance is a set of services which fulfill the four main
functions of SAFDIS: monitoring, analysis, planning and
execution. The cooperation between the instances is done
at the level of the services. For example, analysis services
cooperate among themselves but none of them interact with
the monitoring and planning services that are outside of
its SAFDIS instance. This respects the separation of the
adaptation process into four phases.

As there is one instance of SAFDIS on each service
oriented platform, each monitoring service is in charge
of monitoring its execution node, the platform itself, the
services deployed on its platform and the SAFDIS instance
it is part of. The other services of SAFDIS always send
their requests of information to the local monitoring service.
This monitoring service then retrieves the information from
another monitoring service if it doesn’t have it. The connec-
tion between the various monitoring services are made on
demand, using a service registry.

Instead of trying to picture a global view of every ele-
ments contributing to the application, which would consume
communication resources and not be scalable, SAFDIS
pictures multiple local views. This allows to spread the
computation load of the analysis on the execution nodes
related to the adaptations. But this means that the instances
of the analysis component have to take decisions based on
partial knowledge of the system. This knowledge alone is
not always enough to decide of adaptation strategies. Thus,
the analysis instances use negotiation mechanisms in order
for them to cooperate in the decision process.

The analysis services cooperate by negotiating strategies.
A strategy is initiated by an analysis instance and then
negotiated with the other analysis instances that are (or
may be) impacted in the adaptation. Those instances can
enhance the proposed strategy. They may in turn involve
other analysis instances into the negotiation process.

In the previous example involving three adaptive services
and SAFDIS instances, if I, chooses a strategy and negoti-
ates it with Ij, and I., the last two instances analyze in par-
allel the portion of the strategy requiring their involvement.
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I, takes the final decision to apply the negotiated strategy
or to abandon it.

Each analysis service uses three sub-services: a decision
maker service in charge of the reasoning and decision
making process and a pair of services to handle the negoti-
ation: the negotiation manager and the negotiator services.
Each negotiator handles one to one negotiations while the
negotiation manager divides the negotiations involving more
than two peers into multiple negotiations involving two peers
and coordinates them. This design was chosen to enforce
a separation of concerns and to ease potential upgrades
when SAFDIS is deployed. In our implementation of the
framework, the negotiation protocol used by the negotiation
manager and negotiator services is the Iterated Contract Net
Protocol [4]. However, this is transparent for the decision
maker service, so other negotiation protocols could be used.

Once a strategy is negotiated, it is sent to the planning
service that is in charge to make a plan of actions to
implement it. As said in II, due to the planning algorithms
used in SAFDIS, some actions can be scheduled to be
executed parallel.

So, in the last phase of the adaptation process which is the
effective execution of the adaptation, the distributed aspect
of the adaptation process is again emphasized as the actions
that can be executed in parallel are executed in parallel,
which in a distributed context improves the execution time
of the adaptation.

Overall, the distribution of the analysis process and the
distribution and the parallelism of the execution phase al-
lows our framework to spread the computation load of the
adaptation process and to gain time in this process.

IV. SELF-ADAPTATION OF THE ADAPTATION SYSTEM

As our SAFDIS framework is developed as a service-
oriented application it can itself be adapted as any other
application, using its own mechanisms. In this section we
present this self-adaptation property and detail its use for
the planning phase.

The current implementation of each MAPE phase of
SAFDIS can be dynamically replaced by a new implemen-
tation. At deployment a first implementation for each phase
is chosen by the expert. If the expert think that there is
no chance that the context will necessitate his choice to
be called into question, SAFDIS will remain the same a
long time. But the expert can predict that his initial choice
may not be the best one in every circumstances or if some
changes appear in the future. In that case he can add policies
to the SAFDIS framework he initially used to adapt the
application, in order to adapt the framework itself.

Thanks to the use of a service based adaptation framework
design, the need to stop the application and its execution en-
vironment when changing the adaptation system is avoided.
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The adaptation system itself needs not to be completely
stopped as a phase may be changed without affecting the
others. The expert only has to have foreseen other im-
plementations for the phase subject to potential changes
and the policies to decide the change. Of course the new
implementation should respect the services specifications,
especially be conform with the interfaces defined in our
framework to ensure the communication between the MAPE
phases. At run-time, the new implementation will be looked
for in the services repository, started and then the previous
one will be stopped. Interconnections between phases are
automatically done through the interfaces, without the help
of the expert.

Portions of a phase are also self-adaptable without having
to replace the complete phase. This is the case for instance
of the negotiation part of the analysis phase.

To illustrate this self-adaptation property, we detail below
the way it has been conceived and developed in our current
prototype for the Planning phase.

As adaptation is performed at run-time, the time needed
to actually perform the adaptation have to be minimized.
Therefore, planning is an important phase of the MAPE
model. It chooses the actions necessary to properly apply
the adaptation strategy, and schedules the actions to ensure
the consistency of the adaptation execution.

A simple planning algorithm as used by most adaptation
systems uses a static total ordering between all possible
actions and leads to a sequential schedule.

For example, if we consider the three possible actions stop
service, update service and start service and an order that
imposes that whatever the number of services to change all
the sfops must be done before the updates and all updates
before the starts, this adaptation method will maximize the
time during which all the services are unavailable, and also
consume more time than needed in case some actions may
have been processed in parallel.

Moreover, if the adaptation takes place on a distributed
and asynchronous environment, explicit synchronization op-
erations should be added to enforce the respect of the
schedule between the different parts of the actions that have
to be executed on different platforms.

Research works on planning methods such as Artificial
Intelligence planning, Motion planning or Control theory,
have produced algorithms [5], [6] that overcome these limi-
tations, but without applying them in the context of dynamic
adaptation. In SAFDIS, we propose an architecture for the
planning phase (called F4Plan for "Framework For Planning
adaptation”" [7]) that offers the possibility to use, accord-
ing to the needs, one of these algorithms. Moreover this
architecture includes a set of language translators that allow
to translate the possible output languages from the analyze
phase (languages used to describe the current configuration
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of the application and the target configuration) into the
different input languages used by the planning algorithms.

The self adaptation of the planning phase consists in
choosing the most suitable planning algorithm according to
policies defined by the expert of adaptation. These policies
are based on some non-functional constraints defined by the
system such as the system overload or the duration which
may be acceptable in order to apply the strategy but they
also take into account the strategies sent by the analysis
phase. For example, if the strategy comes from a reasoning
engine that is used to do local adaptations to solve local
problems, such as the one we use to make reactive decisions
based on event-conditions-actions rules, it is not necessary
to use a planning algorithm that searches for a parallel
schedule. Indeed, there will probably be relatively few
actions to schedule and all of them should be executed on
the local node. In that case the simplest planning algorithm
is convenient, being able to plan the strategy as quickly as
possible, thus minimizing the time spent in the planning
phase.

At the opposite, if the strategy comes from a reasoning
engine based on utility functions such as the we use to
make proactive decisions to do wide adaptations impacting
the distributed system, it is interesting to use a planning
algorithm able to plan a strategy as efficiently as possible.
This planning algorithm should take into account several
constraints for example the potential asynchronism between
actions and the amount of resources that will be used during
the execution phase.

So, the modularity and the service based design of our
SAFDIS framework allows a great flexibility in the concep-
tion of an adaptive system. We do not neglect of course
the task of the adaptation expert who has to conceive the
adaptation policies.

V. RELATED WORKS

Today research works on autonomic computing aim
mainly to build autonomic components but very few works
consider building autonomic services or autonomic service-
based applications. Among these works most of them as [8],
[9] integrate the adaptation process into the components or
services. Each element constitutes an autonomous element
of the system and it doesn’t interact with other elements
to coordinate more complex adaptations. So, these solutions
are not appropriate to manage wider adaptation spanning
over multiple services constituting one or more applications.
Meanwhile in [8], the authors add some predefined high-
level adaptation components to be able to adapt a set of
elements constituting an application. But this possibility is
restricted to some specific cases for example to resource
management or application deployment.
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Other works as in [10], [11] separate the behavior of
the components or services from the adaptation process.
In [10] the generic framework called Dynaco needs to be
specialized and is specific for each application, so several
instances of the Dynaco framework are needed to adapt
multiple applications.

Among these solutions, very few manage distributed
systems and are themselves distributed. Based on Dynaco,
[12] proposes some coordination patterns to cope with the
distribution and decentralization of the adaptation system.
However, to our knowledge these solutions are not able to
manage heterogeneous applications.

VI. CONCLUSION

Nowadays, software developments should consider the
issue of their adaptation when confronted with the dynamism
of execution environments. However current solutions for
adaptation are most often ad hoc and in consequence are
not satisfying as long term solutions.

With our framework, which targets service-based applica-
tions, we propose to externalize the adaptation process into
a distinct and distributed application. This new application
is able to interact with various heterogeneous applications,
services and execution platforms to adapt them. Moreover, as
a distinct application it is able to adapt itself. In this paper,
we have described some characteristics and advantages of
our SAFDIS framework to ease the design of adaptation
systems for service-based distributed applications. Some rel-
evant parts of our implementation have also been presented.

Our framework provides a set of interfaces useful to build
an adaptation system including some optional functionali-
ties, such as a negotiator service which is used to negotiate
the adaptation decisions when SAFDIS is distributed on
several nodes. It is the role of an expert designer who knows
his application and the execution environment to specialize
our framework and to choose whether to use those optional
functionalities. Moreover, our implementation is built as a
Service-Based Application in order to take advantage of
the service-oriented approach. For example, the dynamic
binding between services eases the replacement of services
when updating some part of the adaptation system. We also
integrate some self-adaptation capabilities in our adaptation
system and use them to select the planning algorithm.

The SAFDIS framework has been experimented to adapt
test applications such as video streaming and multi-support
video conferences applications. The planning phase has been
used for the adaptation of an home-automation applica-
tion [7], showing significant improvement compared to the
initial version of the adaptation system. We are currently
working on the design of the adaptation system for a large
and very dynamic firemen assistance application.
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In order to improve our implementation, we plan to study
the use of already defined planning algorithms which are
able to distribute the planning process ([13], [14], [15]) and
to integrate them. This will help distribute the computation
load in the same way it helps the analysis process. We also
plan to work on conflicts that may appear in simultaneous
adaptation processes. This kind of conflicts may appear
because since a distributed and decentralized adaptation
system is used, many adaptation processes may be launched
and these processes may have to adapt the same element.
In that case one of those adaptations may fail or may be
inefficient. A third point we plan to study is the use of a
knowledge base to share data between adaptation phases and
to build a history about the system. This history may be used
to improve the quality of the analysis phase by providing
feedback on previous adaptations and to ease the resolution
of conflicts by providing some information about the state
of the running adaptations.
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Abstract—Many business scenarios require humans to interact
with workflows. To support humans as unobtrusively as possible
in the execution of their activities, it is important to keep the
interaction time experienced by humans as low as possible.
The time required for such interactions is influenced by two
factors: First, by the runtime of the services that are used by a
workflow during an interaction. Second, by the time required to
transfer data between workflow servers and services that may
be distributed in a global network. We propose an algorithm
that computes a suitable distribution of a workflow in such a
network. The goal of our algorithm is to minimize the time
required for interactions between a human and a workflow.
Current approaches in the domain of workflow optimization pay
little attention towards optimizing a workflow to increase the
usability for humans. We show the feasibility of our approach
by comparing our algorithm with two non-distributed approaches
and a distributed approach which is based on a greedy algorithm
and show that our algorithm outperforms these approaches.

Index Terms—Workflow distribution, human interaction, per-
vasive workflows.

I. INTRODUCTION

By using workflows, organizations are able to automate
and optimize their business processes [1]. In many business
scenarios, activities have to be executed by humans. Therefore,
it is important to integrate humans into workflows.

Such integration can adhere to different patterns. In the
simplest of cases, a human is notified by the workflow system
about currently available activities and provides some sort
of feedback when he has completed them. However, more
complex interaction patterns may require a human to query
the workflow system for information throughout the execution
of the activities. The time needed to provide the desired
information is experienced by the human as waiting time.
An important design principle from the area of Pervasive
Computing is to support humans as unobtrusively as possible
[2], [3]. Therefore, applying workflows in this area requires
that such waiting times are minimized.

The time is dependent on two factors: First, on the runtime
of services that need to be executed in order to provide a hu-
man with the desired information. Second, on the time required
to transfer data between workflow servers and service hosts
participating in the execution of a workflow. New technologies
like Cloud Computing support organizations in focusing on
their core business [4] and lead to the necessity of using remote

This research has been supported by FP7 EU-FET project ALLOW (con-
tract number 213339).
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service providers within workflows. However, communicating
data to remote networks may create extensive waiting times
due to limited bandwidth and significant propagation delay.

In this paper, we propose an algorithm for distributing
a workflow over a set of workflow servers such that the
interaction time experienced by humans is minimized. Ex-
isting approaches for workflow optimization do not take this
factor into account [5], [6], [7]. Our algorithm is based on
a two-phase list-scheduling approach. In phase 1, an initial
distribution is computed that is based on estimated values
for activity execution and data transfer times. In phase 2, the
initial solution is refined based on a hill-climbing algorithm.
We show that our algorithm improves the interaction time
between humans and workflows by up to 80% compared to an
approach in which the complete workflow is run on a single
machine. Furthermore, we report an improvement of up to
10% compared to an existing greedy approach. We also show
that our algorithm scales better with an increasing number of
tasks compared to this approach.

The remainder of this paper is organized as follows. In
Section II, we introduce our system model and define the
problem of workflow placement in a formal way. Thereafter,
in Section III, we discuss related work in the area of workflow
placement. In Section IV, we describe our placement algorithm
that we evaluate in Section V. Finally, we conclude the paper
and give some outlook on future work in Section VI.

II. SYSTEM MODEL AND PROBLEM DESCRIPTION

In this section, we describe our system model in a formal
way. Our goal is to distribute a workflow among local networks
(domains) administered by various service providers which
are connected to each other via a global network. We split
our system model into a network model and a workflow
model. Thereafter, we formalize our goal of minimizing the
time to execute so called human interaction patterns as an
optimization problem.

A. Network Model

We assume a set of domains D, each representing a local
network consisting of a set of hosts. A domain d € D
provides a set of service types Sy. Services of the same
type may be available (replicated) in different domains and
S = Uygep Sa- Note that we model the functionality a
human A provides as a special service s;, € S. We assume a
workflow server and a domain controller in each domain. The
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domain controller serves as an information service. It provides
the link properties of all relevant communication links and a
service discovery mechanism. This can be achieved by means
of an overlay network between all domain controllers in the
network. Services, workflow server and domain controller may
be replicated inside a domain to allow for provisioning of
quality of service guarantees, but for simplicity we treat each
of them as being unique within the respective domain.

We assume that each domain is able to communicate to any
other domain via the Internet. We denote the bandwidth and
propagation delay between two arbitrary domains dq,ds € D
as (dy,dz2) and 6(dy,ds), respectively. The bandwidth and
propagation-delay between two hosts in the same domain is
assumed to be constant and denoted as (d,d) and §(d,d),
respectively. We assume that Vd € D, Vd;,d; € D, d; # d; :
B(d,d) > B(di,d;) N o(d,d) < 6(d;,d;), ie. inter-domain
delay dominates intra-domain-delay which reflects typical
communication properties found in interconnected LANSs.

B. Workflow model

A workflow 1is a directed acyclic graph W =
(A,5,C,p,04,0p). A denotes the set of activities in the
workflow. The functionality of an activity is defined by means
of the function s : A — & which maps an activity a € A to a
required service type s € S.

The control flow is specified by means of the set C' C
A x A and defines the logical order of activities. We refer
to activities that model conditional or parallel behaviour as
structural activities. A conditional and parallel split is modeled
as an activity with more than one outgoing control flow link.
The set of outgoing control flow links of an activity a € A
is denoted as C,,. For a given control flow link ¢ = (a;, a;),
pc is the probability that a; will be executed if a; has been
executed. This value can be derived from execution traces of
the workflow. For a conditional split, the workflow is executed
following only a single alternative, i.e. the conditions |C,| > 1
and ) .o p(c) = 1.0 hold. For a parallel split, all outgoing
branches are executed in parallel, i.e. the conditions |C,| > 1
and Ve € Cy : p. = 1 hold. The latter also holds for all other
links originating from a non-structural activity.

The average amount of data that needs to be transferred
from a workflow server executing an activity a € A to a
service required by a is denoted as 0g(a). We assume that the
values of 6 (a) cover the amount of data required for the input
parameters as well as for the result of the respective service
call. Similarly, 6 4 (a1, az) specifies the average amount of data
that has to be exchanged between two activities a1,as € A.
We assume that the functions 4 and fg are defined either by
means of estimations by a workflow designer or by learning
them from past executions of the workflow. In the following,
we refer to communication relationships between activities as
well as between an activity and a service as data links and
subsume them in the sets Lan C A x A and Las C A X S,
respectively.

A Human Interaction Pattern (HIP) is a connected subgraph
of a workflow. It starts with a single entry activity which
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Fig. 1. Human Interaction Pattern

expects input data from a human and ends with a single exit
activity which generates output data for the same human. This
is a natural assumption as we focus on interaction patterns that
resemble queries. An example for a HIP is given in Figure 1.
Arrows show control flow links while circles and rectangles
represent activities and services, respectively. The single entry
activity is a; (a conditional split). The single exit activity is
a4. Note that there may be several HIPs in a single workflow.

C. Problem description

Our goal is to find a mapping function 4 : A — D
of activities to domains that minimizes the average required
communication time for all HIPs in a workflow. We focus only
on activities that are part of a HIP. All other activities may be
distributed according to other optimization goals (e.g. network
load). Each execution of the workflow takes only a single route
through the workflow. A route is a connected subgraph of a
workflow that contains all activities visited in one execution.
For example, a1,a2,a4 as well as aq,as3, a4 are both valid
routes in the HIP shown in Figure 1.

Because we do not know this route in advance, we cannot
optimize our mappings for it. Therefore, we solve the most
general case and aim for minimizing the expected execution
time of a HIP. Let R be the set of all routes of a HIP. The
probability for the execution of r € R can be calculated as
0r = [ yeer pe- Furthermore, let ¢} be a function that defines
the execution time for r under the mapping p.. Then, our goal is
to find a mapping g such that the following sum is minimized:

> ok (1)
VreR

In the following, we describe how ¥ is calculated. In a
parallel split, only the branch which results in the largest
execution time is relevant for the overall execution time of
the flow. We refer to the subgraph of r that contains only this
longest branch for every parallel split as the critical path of a
route. The time to execute a route of a HIP is influenced by
three factors: The time k4 required to transfer data between
the activities, the time xg required to transfer data between
activities and their mapped services, and by the time xkx
required to execute the corresponding services. Thus, we have
Yr = KA+ Ks +Kx.

For the computation of x4, we have to distinguish two
cases. First, two activities that exchange data may be mapped
to the same domain and, thus, to the same workflow server
according to our system model. In this case, x4 is negligible
because no data has to be sent over the network. Second, two
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activities may be mapped to different domains. In this case,
the time required equals the sum of the propagation delay of
the communication link between the respective domains and
the time required for transmitting the data on the respective
data flow link. Let L..;; € La4UL4g be the set of data links
on the critical path of a route r, then

>

V(ai,a;)€Lerit

QA (ai7 aj)

Bu(as), plaj))”

For the computation of kg, we proceed analogously. Given
an activity a placed in domain d, let £(a) be a function
that returns the domain, among all domains that provide an
instance of service type s(a), which can be accessed with
lowest interaction time (ideally, (a) = £(a)). Then,

Z fs(a)

V(a,5)€ Lest B(u(a),&(a))’

We assume that service providers guarantee a certain execution
time as part of a SLA. For the computation of kKx, we
accumulate the expected runtime required for the services
mapped to the activities on the critical path.

Our problem is a generalization of the problem of task allo-
cation in heterogeneous distributed systems (TAHDS) which
is known to be NP-hard [8]." Therefore, we propose to use a
heuristic algorithm to solve the problem because an exhaustive
search of an optimal placement for example by means of
backtracking is not feasible.

RA = (2)

6(p(aq), plaz)) +

d(u(a), (a)) + 3)

RS —

III. RELATED WORK

Bauer and Dadam [6] propose an algorithm for assigning
workflow activities to servers in order to reduce network load.
They introduce a cost model based on estimated execution data
and employ a greedy algorithm. First, each activity is greedily
placed on a workflow server that minimizes the cost for its
execution. Then, a hill-climbing algorithm is used to eliminate
data transfers between neighbouring activities which have been
placed on different servers. In this approach activities are
initially placed without taking their data links into account.
Thus, it is unlikely that suitable sets of service providers are
found in our scenario. We will show that our heuristic performs
better than a version of this algorithm adapted to our problem.
We refer to this adapted version as Greedy approach.

Son et al. [5] propose an algorithm for minimizing com-
munication cost based on multi-level graph partitioning. A
workflow is divided into several fragments. However, their
solution assumes homogeneous communication links which
is not valid in the Internet.

In parallel computing, tasks have to be assigned to CPUs
in order to optimize their execution. Many solutions assume
that activities are not depending on each other, which leads to
a Bin-Packing problem. Obviously, this assumption does not
hold for our problem. More sophisticated approaches apply
list scheduling algorithms [8], [9]. We adopted the basic idea

Isee Appendix for proof of problem complexity
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of these algorithms while dropping their basic assumption of
homogeneous communication links.

In the area of grid computing, list scheduling algorithms
are employed under the assumption of heterogeneous network
links among loosely coupled computing systems [7], [10].
However, these algorithms assume variable task execution
times to have a major influence on the overall execution of
the task graph. In our scenario, we assume that tasks are
services and that quality of service guarantees specify the time
required for their execution. Hence, in our case the overall
execution time mainly depends on the communication links
between workflow servers, rendering respective algorithms like
e.g. HEFT inappropriate.

IV. HEURISTIC PLACEMENT ALGORITHM

We propose a 2-phase algorithm based on a list-scheduling
approach in order to find a mapping p that minimizes the
runtime of HIPs. Since HIPs are independent of each other,
we map each HIP separately.

As soon as activity a is mapped to domain d, activities with
a communication dependency to a have to communicate with
d. Thus, they should not be assigned to the best domains in
a greedy fashion. Instead, we have to take this dependency
into account and map each activity depending on its influence
on the runtime of a HIP: The more influence it has on the
runtime, the earlier it is mapped.

According to our system model, the bandwidth and prop-
agation delay between domains vary and the time required
for communication depends on the network link used. Addi-
tionally, there may be services which are available in many
domains while other services are only available in few do-
mains. Therefore, it is not known which data link is the most
expensive (in terms of communication time) until all activities
have been mapped. Therefore, we use a heuristic to estimate
the cost of each data link before the actual mapping. Since
HIPs are independent of each other, we run the algorithm for
each HIP in a workflow as soon as it is known from which
domain the human accesses the workflow.

In a first phase, we assign weights to the data links to
reflect their estimated costs. Then, we sort the links in de-
scending order of their weights to ensure expensive activities
are mapped to domains first. To derive an initial mapping, we
iterate over the sorted list and map the activities to domains
such that their execution time is minimized. The final mapping
is created by optimizing the initial mapping through hill-
climbing. The overall algorithm (called Link Weight Activity
Assignment (LWAA)) is depicted in Listing 1.

A. Weighting and Ordering

The weight of a data link [ for the initial mapping is
calculated by virtually placing [ on each of the possible
network links between any pair of domains and by calculating
the average time consumed over all these virtual mappings.

Let laa = (a;,a;) be a data link between two activities
and let 45 = (a,s(a)) be a data link between an activity and
its required service. We distinguish between the average time
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Listing 1 LWAA Algorithm

Listing 3 Handle activity to activity data link

1 // Let fi be the associative array that represents g
: // At the beginning Va : fi(a) =L holds
Lpr = weight DataLinks(Laa U Las)
: /* Initial mapping */
. while LDF 75 {} do
| = Link with highest weight in Lpf
if [ € Laa then
handleActivityToActivity DataLink(l, Lpr, i)
else if [ € Lag then
10: handleActivityToServiceDataLink(l, Lpr, 1)
11:  end if
12: LDF = LDF \ {l}
13: end while
14: /* Optimize mapping */
15: hillClimbing()

R R TS

weighty (Iaa) required to communicate between workflow
servers and the average time weights(las) required to access
a service from a workflow server that controls the correspond-
ing activity. To compute weightyw (I44), we consider every
possible mapping of two activities a; and a;:

1 GA(ai,aj)

welghfW(ZAA> = W 6(dk,dl) +6<dk7dl)

“4)
Note that if both activities are mapped to the same domain,
no data needs to be transferred.
Similarly, we compute an estimate of the delay created
by service data links. In this case, we consider all possible
mappings and calculate the average transmission time:

>

vdeD

Vdy,d; €Dkl

weights(w:ﬁ /6%+5(d’5(a)) (5)

The resulting list of data links is sorted in descending order.

B. Initial mapping

For the initial mapping of each activity to a domain, the
algorithm proceeds through the list of data links, in descending
order of their weights and maps each activity that has not
already been processed. Links connecting two activities (L4 4)
and links connecting an activity to a service (L 45) are handled
differently (cf. Listing 1 lines 8 and 10).

Listing 2 shows the handler procedure for links (a,s) €
L 45. This handler finds the domain d that exhibits the least
cost for calling service s residing in d when placing activity a
in d. Listing 3 shows how to handle a data link (a,a) € Laa.
We aim at placing both activities in the same domain such
that no data has to be transferred over the network. However,
we also do not want to reduce the degree of freedom for the
placement more than required. We have to distinguish three

Listing 2 Handle activity to service data link
handleActivityToServiceDataLink(l, LpF, i)

procedure

(a, s) :=1 /lget corresponding service and activity

1:
2 i(a) i= MinArgae p:ses,0(d, d) + 555
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procedure handle ActivityT oActivityDataLink(l, Lpp, fi)

: (a4, a4) :=1 //get activities the data link connects
2 if ((a;) =L) A (fi(a;) =L) // Both activities unmapped then
if 3d € D : s(a;) € Sq A s(aj) € Sq then
a' := Merge(a;i,aj)
/1 Sorted insert of new service data link
Lpr := Lpr U {(a’, s(a’))}
/l remove service links of a; and a;
Lpr := Lpr \ {(a;, s(a:)), (a;, s(a;))}
end if
10: else if (ji(a;) #L) A (fi(aj) =L) //First activity mapped then
11: if S(a]') € Sﬂ(ai) then

12: i(az) == plaq)
13: end if
14: else if ji(a;) =1) A (fi(aj) #L) //Second act. mapped then

ORI N B RN

15: if s(a;) € Sp(a;) then
16 ) = jay)

17: end if

18: end if

19: // If both activities are mapped nothing has to be done.

0
e -
3 5,7\ 4 37,
1 a 13 3 1 B
y . y . y . ";E>¢1, '4+3.=7 "3.
BB TR ) B
CH 05
Fig. 2. Merging of unassigned activities

different cases: 1) None of the activities is mapped 2) Only
one of the activities is mapped 3) Both activities are mapped.

The first case is handled in lines 2—9 of Listing 3: we check
if there exists a domain hosting both service types required by
the activities. If such a domain exists, we merge both activities.

The procedure of merging is depicted in Figure 2. The result
of merging two activities a;,a; € A is a new activity o’ with
a corresponding data link to a virtual service s(a’) = s’ which
serves as a container for both s(a;) and s(a;). Each operation
performed on s’ has to be performed for all services in s'.
This is illustrated in Figure 2. as and a3 are merged into a
new activity a’ with a data link to service type s’ = {s2, s3}.
The weight of the newly created data link is the sum of the
weights of the original links. All other links remain unchanged.
Note, that we do not map the merged activities to a domain
right away as it may be merged with further activities.

We only merge if there exists a domain hosting the services
required by both activities because the service access of ao
and a3 needs to be restricted to their own domain in order
to save communication time. Using the workflow in Figure 2
(left), we explain the rationale behind this idea. Assume that
D = {dl,dQ} with Sdl = {81,82} and Sd2 = {83,84} and
none of the activities is currently assigned to any domain. Ac-
cording to the ranking of data links, the link between (as, as3)
has to be processed first. If created a merger a’ = {as,as},
we would have to map a’ either to dy or do. Thus, either
(az2,s2) or (as,ss) would be mapped to an inter-domain link
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Fig. 3. Hill-climbing

because there exists no domain hosting sy and s3. The data
transferred via the link (as,as) is either the output data of
so or the input data for s3. Consequently, we would omit
the time required to transfer the data between both activities.
However, we would have to transmit the same amount of
data via a communication link in the global network which
would require the same amount of time that has been saved.
Furthermore, through merging in this case we would limit the
degree of freedom as, afterwards, we could not map as and
a3 separately.

It may happen that only one of both activities is already
mapped to a domain. This is covered in lines 10 to 18 of
Listing 3. Analogously to the previous case, we map the
unmapped activity to the domain of the already mapped
activity only if this domain hosts the required service. Finally,
it is also possible that both activities are already mapped to a
domain. In this case, we do nothing since the currently handled
data link must have a lower priority than the data links that
led to a mapping of the respective activities to domains.

C. Optimized mapping

After the initial mapping is completed, we adjust it to the
actual bandwidth/propagation delay in the network using a
hill climbing algorithm in oder to further reduce the time
consumed by transferring data via the global network. The
principle of the algorithm is depicted in Figure 3.

First, we extract the clusters of the initial mapping. A cluster
Ap C A is the largest set of activities that form a connected
graph with Va;,a; € Ap : p(a;) = p(a;). In Figure 3,
there exist three clusters in the initial mapping, namely fi,
f2 and f3. We calculate the time required for the HIP if all
activities of a cluster are mapped first to the domain of its
preceding and then to the domain of its succeeding cluster. The
possible alternatives and the time required for each alternative
are depicted in rows 2 to 4 of Figure 3. The best alternative
is selected as new preliminary mapping. This procedure is
repeated until no mapping which requires less time can be
found.

We only remap complete clusters because it is unlikely that
remapping single activities results in a performance gain. If
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Fig. 4. Comparison with other placement approaches

this would be the case the initial mapping would have come
to a different conclusion.

V. EVALUATION

In this section, we describe our evaluation setup and results.
We generate networks as well as workflows according to our
models discussed in Section II. As the algorithm is executed
for each HIP separately, we restrict the generation process to a
workflow consisting of a single HIP. The number of activities
between the human activities varies between 0 and 60.

We simulate 50 different domains. The bandwidth for com-
munication within each domain is set to 1 GBit/s assuming a
Gigabit Ethernet. For the communication between humans and
workflow servers, we assume a 54 MBit/s WLAN connection.
The bandwidth of communication links between domains is
set to be between 2 MBit/s (E1) and 34 MBit/s (E3) to reflect
the SLAs between service providers.

We assumed a uniform delay to simplify our simulation.
Since the delay between domains is only influencing the
ordering of the weighted data links, this does not change the
qualitative results.

We have 200 service replicas drawn from 20 services
according to a Zipf distribution. The services are randomly
assigned to the 50 domains. We use a Zipf distribution because
there may be few very popular services available in many
domains, while there are many more specialized services
which are only provided in a few domains.

For the generation of workflows we use a grammar that is
able to generate sequences, conditional and parallel structures.
The rules of the grammar are chosen randomly until the
desired number of activities is reached. The values for © g are
generated randomly according to a uniform distribution with
a maximum of 100 MByte to allow for a wide variety of data
flow links. The values for © 4 are implicitly defined by ©¢ to
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Fig. 5. Performance analysis

guarantee a consistent data flow meaning that all data received
by an activity is sent via its outgoing data flow links to other
activities. The assignment of activities to (human) services is
also chosen uniform randomly.

We compare our algorithm with four other approaches:

o Static maps all all activities of a HIP to a random domain.

o Simple maps all activities of a HIP to the human’s current
domain.

o Greedy proceeds through all activities, searches for the
domain reachable with the highest bandwidth hosting the
next required service and maps the activity to this domain.

e Greedy w/ HC enhance Greedy with a subsequent hill-
climbing (cf. Figure 3). This is an adapted version of the
algorithm proposed by Bauer et al. [6].

In Figure 4(a), comparison of our distribution algorithm
(LWAA) with the non-partitioned approaches (Static and Sim-
ple) is shown. We compared the relative gain of using our
algorithm. The reference (at 1.0) is the Sratic. Figure 4(a)
shows that, for an increasing number of activities per HIP,
our algorithm quickly converges to around 20% of the time
required for Static. This is because in the non-partitioned
approaches a lot of expensive service calls have to use low
quality network links. Thus, they consume a lot of time for
communication as only the services that are located in the
same domain can be accessed in a performant way.

Figure 4(b) depicts the effectiveness of our algorithm
compared to the greedy approaches. The initial placement
computed by our algorithm is between 12% and 16% better
than the placement computed by the Greedy approach. This is
due to the fact that our algorithm takes the data flow between
activities into account and, thus, computes suitable clusters
which is not done in the Greedy approach. The Greedy w/ HC
approach performs better than the LWAA algorithm without
subsequent hill-climbing. This is due to the fact that clusters
are assigned to domains without taking the communication
links of the individual domain into account. The results show
that our algorithm is better compared to the Greedy w/ HC
approach by 8% to 10% due to the better initial placement.

We compare our algorithm to the greedy approach in
terms of the required computation time in Figure 5(a). Both
algorithms show very similar execution times at first, until the
effort for the subsequent hill-climbing starts to dominate at
around 35 activities. This is because of the fact that LWAA w/
HC builds activity clusters, reducing the number of clusters
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left for the hill-climbing compared to Greedy w/ HC.

If the source activity of a data link is mapped to another
domain than its target activity, data has to be transferred
between workflow servers during the execution of a workflow.
This process is called migration. The amount of data that
has to be transferred in a migration may differ, for example,
depending on whether the workflow management system has
to transfer additional logging data for compensations. This
is not accounted for in our simulation and would impact
the performance of our algorithm negatively. Therefore, we
measured the amount of data that can be sent additionally
for each migration before the Static or Simple approach
outperform our distribution approach. Figure 5(b) shows that
this amount can be about three times the maximum amount of
data that occurs in the data flow, indicating that considerable
migration overhead can be tolerated by our algorithm.

VI. CONCLUSION

We proposed an algorithm that minimizes human interaction
time in workflow systems based on a list-scheduling approach
for mapping activities to network domains. We compared
our algorithm LWAA w/ HC to non-partitioned and greedy
approaches and showed that it improves interaction time by
up to 80%. Hence, LWAA w/ HC reduces the interaction time
of humans with workflows significantly and, thus, increases
the processing throughput considerably. This can result in
competitive advantages in a business environment. Addition-
ally, it helps opening areas like pervasive computing for
workflow technologies since it renders workflow technology
less obtrusive.

In our future work, we will investigate how workflow
distribution can help minimizing the energy consumption of
mobile devices used for interacting with the workflow. In this
case, executing a partial workflow on such a device avoids the
energy-intensive transfer of data to the infrastructure.
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APPENDIX
PROBLEM COMPLEXITY

Our problem is a generalization of the problem of task allo-
cation in heterogeneous distributed systems (TAHDS) which
is known to be NP-hard [8]. In TAHDS, we have a set
of processors P and a set of tasks 7. Two arbitrary tasks
1,7 € T have communication costs ¢;;, and e;, represents the
cost of executing task ¢ on processor p. The problem is to
find a mapping of tasks to processors such that the sum of
communication and execution costs is minimized. Note that
communication costs between two tasks only occur if they are
placed on different processors.

In the following, we reduce TAHDS to our problem in order
to show that our problem is NP-hard as well. We map T
to A and P to D, i.e. each task corresponds to an activity
and each processor to a domain. We define a unique service
for each activity and replicate it on every domain. We set
the propagation delay between and within domains to zero.
Furthermore, we set the bandwidth within each domain to oo,
i.e. hosts within a domain can communicate instantly. The
bandwidth between domains is set to a constant SB.,s:. The
time to execute service replica s = s(a) running on domain
d is set to e;;, where a is the activity corresponding to task
i and d the domain corresponding to processor p. © 4 is
chosen such that © 4(a;, a;)/Beonst = ¢i; Where tasks ¢ and
J correspond to activities a; and a;, respectively. Obviously,
an algorithm that is capable to solve our problem is also
able to solve TAHDS and hence, our problem is NP-hard.
Therefore, we propose to use a heuristic algorithm to solve the
problem because an extensive search of an optimal placement
for example by means of backtracking is not feasible.
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Abstract—In the Internet of Services many companies work
together in interorganizational business processes. To enable
ad-hoc business interaction it is necessary to align business
processes of the business partners, especially in communication
processes. These business processes can be partly standardized,
but need to be slightly adapted for several similar use cases by
the involved companies. This fosters adaptability and reuse for
the business partners. We present an approach for adaptive
business process modeling in the Internet of Services (ABIS),
which allows creation of adaptable process templates. These
templates are then used to create variants of processes allowing
companies to work together in an interorganizational setting.

Keywords-business process management, adaptive business
processes, internet of services, process modeling.

I. INTRODUCTION

The main idea of the Internet of Services (IoS) is to
use the Internet as a medium for offering and selling
services [1]. An infrastructure is needed to bring together
service consumers and providers to trade services and enable
the new business models, where organizations work together
to deliver a service to consumers in a previously unknown
manner [1] [2]. Business processes, which have been defined
and owned by one company in the past, are now used to
support a cross-company process flow [2]. In our work with
insurance companies we experienced a need for standardized
business processes, especially considering interorganizational
communication processes, which provide a service, for
example a repair service, for insurance customers. Although
most companies wish for standardized reference processes
to become available, there still persists a need for individu-
alization. Additionally, the requirement to improve products,
processes, and customer satisfaction, as well as changing
market conditions, regulations, and laws cause a rising need
for adaptation of business processes [3]. As in some business
processes various partners are included [4], changes to the
process affect the interorganizational communication directly.
Companies are challenged to comply with different processes
to communicate with their respective partners. Thus a need
arises for multiple companies to adapt processes together,
resulting in sound process models.

The main contribution of this paper is the introduction of
concepts, which allow the creation of adaptable interorga-
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nizational business processes based on a real use case and
real business requirements. The goal is to enable business
users with knowledge in process design to create process
variants through direct interaction with the process model.
In our approach called Adaptive Business process modeling
in the Internet of Services (ABIS) we define new modeling
elements to allow the creation of process templates in which
process fragments may be inserted to create process variants.
Process templates allow to model standardized and adaptive
parts of a process including cross-company dependencies.
Process fragments can be modeled independently by different
participating companies. We call the process of creating
a variant from such a template and fragments a binding.
In contrast to the definition of the process templates and
process fragments, binding the process template involves
all participating parties. We chose BPMN 2.0 as notation
because of its various abstraction levels and its increasing
business support [4].

The remainder of this paper is structured as follows:
In Section II, we analyze related work dealing with the
adaptation of business processes and show the shortcomings
we address in this paper. Section III describes a motivational
example, which made apparent the need for adaptive business
processes within this context. We use this as a continuous
example throughout the paper. Section IV gives a detailed
description of the introduced diagrams and modeling elements
and shows how they can be applied to the use case. The
future work is described in Section V before a conclusion is
given in Section VI.

II. RELATED WORK

In this section we present related work with the focus on
variable business processes. We compare selected approaches
in a table according to different criteria before we introduce
the variability model we use in our approach.

Previous work has been done on variability in software,
for example in [5]. Recently, these concepts have been
extended to provide variability in service-oriented systems [6],
which combine services in order to provide higher level
functionality (see also [7]). To compose services into a
service chain, executable process models can be used [2].
Variability in process models can be added at design time
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Table 1
COMPARISON OF VARIABILITY MODELING APPROACHES
Criterion Provop PESOA | ProCon | MultPers
Integrated variability - v - -
visualization
Responsibility - - W) v
modeling
Dependency modeling v v v v
Integrated dependency - v - -
visualization
WYSIWYG variant W) W) - -
creation

and at runtime. We do not consider runtime variability as
for example described in [8] or [9]. In our use case and
project experience it is important to define a process model
in advance as a guideline for business partners to be followed
during the automatic or manual execution of the process.
However, the runtime aspect of adapting business processes
should not be disregarded in future work.

In the field of event-driven process chains (EPCs) much
work has already been done towards configuration and
adaptation [10] [11]. However, due to the complexity of
the underlying approaches, and the missing direct interaction
of the user with the process model, these approaches do not
address the goals of ABIS.

We consider four most relevant concepts related to ABIS.
The (1) Provop approach allows modeling of variability
using so-called options on a basic process model, which
alter the model by deletion, insertion, or modification opera-
tions [12] and has been extended with concepts to guarantee
soundness [13]. (2) PESOA uses UML-like constructs for
modeling process families [14]. A different approach called
(3) process configurator (ProCon) allows explicit modeling
of logic in a tree-based approach enhancing a process with
variability [15]. A recent effort called (4) Multi-Perspectives
Variants (MultPers) defines a data structure to describe a
family of process variants [16].

We compare the four approaches using the five criteria in
Table 1. As we plan to provide a multi-user approach, the
modeling of responsibilities is needed. Next, dependencies
between decisions are to be modeled and visualized within the
process models for reasons of usability. Finally, we consider
it important to provide a What You See Is What You Get
(WYSIWYG) approach for the creation of variants, as in our
experience many business users are already aware of process
models [4]. However, a high usability is very important for
business process management tools in general [4].

Different ways for modeling variable process models
do not refer to one configurable process model, but the
specification of single process fragments, which then can be
glued together in order to reuse concepts and create different
process models [17] and [18]. Although we will use concepts
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of separate process building blocks, the need of the business
users is a standardized process template to start with.

In our ABIS method we use the approach of Mietzner et al.
in [19] and [7] for generic variability modeling in XML files.
Here, the variability is added to XML files without altering
the original file. This enables a separation of the process
model (BPMN 2.0 XML file) from the variability (XML
file) for storage and interchange of process models without
extension of the BPMN 2.0 metamodel. The approach allows
the definition of variability points and alternatives [19]. The
alternatives can be explicitly defined, specified by the user, or
be left empty. Dependencies allow to enforce a binding order
of variability points, whereas enabling conditions can limit
the choices for alternatives for variability points depending
on previous choices. Based on this approach we can enable
a multi-user derivation process for ABIS in future work,
separate the variability from the process model, allow the
modeling of complex dependencies, and provide tool support
for the creation of variants supporting the user with automatic
choices if only one alternative is left.

III. REAL WORLD USE CASE

In this section we present a simplified real world use
case we came across on our work in the openXchange
project (www.openxchange-project.de), dealing with creating
a service network of small and medium sized enterprises to
handle property damage claims. In active claims management,
insurance companies often involve external partners for
various tasks like creating a survey report or removing the
damage. In the course of process standardization we came
across individualization needs, as the companies want to:

o Work together with partners through IT-supported pro-

cesses

« Use standardized predefined processes supporting their

business needs

« Have individualization options for certain aspects of the

business process

« Have a sound process model to communicate with their

partners

We modeled a part of the active claims management
process in Figure 1, where one simplified interorganizational
business process is presented. The lanes in the process model
were omitted to save space. At the top you see the customer’s
process, which in our example is an insurance company in
need of a building repair service. Below it you can see
the external partner or contractor. We reduced the detailed
commissioning process to the following tasks: preparing,
sending, and receiving requests and confirmations, and the
handling of reports.

The adaptable parts for creating other process variants
are highlighted in grey color and described using the text
annotations (1), (2), and (3):

e At (1) it shall be possible to choose if intermediate

reports are used. If they are used, the process looks like
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in Figure 1. Otherwise, the highlighted parts at (1) are
omitted.

o At (2) it also shall be possible to configure the usage of
intermediate reports. As it does not make sense to create
reports which are not sent, (2) is considered dependant
on the choice made at (1).

o At (3) the attribute timeout shall be configurable with
the values ’1 day’ or °2 days’.

We will later show how these requirements are handled.
Other possible use cases include the configuration of a
B2B-online shop, the communication processes in case
management (healthcare), or the configuration of air line
catering processes.

IV. MODELING VARIABILITY IN BUSINESS PROCESSES
WITH ABIS

In this section we show the scope of our variability
modeling as a basis for the introduction of the ABIS concepts,
which we then apply to the use case introduced above.

A. Variability scope

The list of BPMN 2.0 elements considered as variable so
far is based on the BPMN 2.0 specification [20].

Event - There are multiple event types (error, escalation,
etc.) defined in BPMN 2.0. They differ in the time dimen-
sion (interrupting vs. non-interrupting) as well as the flow
dimension (starting a process, intermediate, ending a process).
Changing these semantics via variability is error-prone from
the business process designer view, as each of these events has
to be used in a specific context. The resulting dependencies
would add enormous complexity to a process model. We
therefore do not consider the event types, time dimensions,
and flow dimensions as variable to an event.

Activity - An activity can be a task or a sub-process
(reusable and non-reusable). The choice of activities and sub-
processes is one important element of variability in BPMN
process models and is enabled by ABIS. Variability of activity
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type will not be permitted explicitly, but may be modeled
by offering a choice between different activities.

Gateway - Gateways allow steering the process flow.
Therefore, the condition-expression of the gateway and the
options are important places to add variability. Variability
of the semantics of the gateway itself (exclusive, parallel,
etc.) is difficult to understand for human process designers.
The reason is that especially business users without tech-
nical knowledge find it hard to model detailed execution
semantics [21], which are implied by several BPMN artifacts.
Therefore, gateway types are not variable in ABIS.

Sequence and Message Flow - Variable sequence and
message flow is a requirement for variable activities. If an
activity is added to the process, the message flow will have
to be adapted to connect the activity to the process correctly.
Variable sequence and message flows are enabled by ABIS.

Pools and Lanes - The creation of variable pools and lanes
implies a fundamental change of the business goal. Hence,
it is not considered here.

Others - Other constructs are for example groups, text
annotations, etc. These will not be considered specifically in
this context but might be added in the future.

Attributes are considered separately. All mentioned el-
ements have several attributes, for example name and
documentation. From the use case, typically three types of
attributes can be considered variable: gateway conditions,
thresholds on sequence flows, and implementation details.
As some attributes are defined for all elements, others only
for a subset, it is difficult to restrict the attributes which can
be considered variable. We generally consider all attributes
to be variable.

B. Variability modeling elements in ABIS

Considering the variability scope defined in the previous
subsection, the addition of variability can be done within the
constructs of the chosen modeling language or by extending
the modeling language with new constructs. Using extensions,
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the visibility of variability within the process is higher than
using native language elements. For tool support, it is also
easier to use explicit variability modeling than implicit
semantics. Because of these reasons, we introduce new
constructs with the following goals:

o Introduce as few and as simple constructs as possible

to ensure high usability and allow easy comprehension

o Provide an additive approach, as deletion is more

expensive from a user’s point of view [22]
o Give a graphical notation which is not easily confusable
with existing notations (considering BPMN 2.0)

o Enable the scope, as described in the previous section

To reach these goals, the following two diagram types are
introduced:

Process template Within the process template, all BPMN
elements are allowed. Additionally, elements for modeling
variability are defined: variable region, variable link and
variable attribute, which are then bound, resulting in a valid
BPMN process variant.

Process fragments A process fragment in ABIS is a
construct similar to a subprocess, which can be inserted

into a process template at variable regions during binding.

Process fragments in ABIS differ from subprocesses in two
aspects. For one thing, they can define additional sequence

and message flows to other elements of the process template.

For another thing, they are inserted in the same scope as the
variable region they replace. Process fragments may contain
variable regions themselves. A process fragment is modeled
with specialized start and end events called fragment start

and end links. We do not allow deletion of process elements.

Process fragments could be either modeled within a
process template or separately. We choose to model them
separately, in order to fulfill the requirements of a distributed
environment considering fragment repositories as has been
researched in [17] and [18].

Additionally to these two diagram types, the following
new modeling elements are introduced:

Variable region - A variable region is a new element for
modeling similar to an activity. A variable region differs from
an activity as follows: it has exactly one incoming and one
outgoing sequence flow. A variable region is a placeholder
for process fragments, which are inserted at this position in
the current process template or process fragment.

Variable link - A variable link is a new element similar to
the BPMN 2.0 throwing link event. In contrast to the throwing
link event, a variable link is used to model the target of a
message or sequence flow to show to which element this flow
will be directly connected, that means without an additional
catching link event. During the binding process, the incoming
sequence or message flow of the variable link is connected
to lead from its source to the specified target of the variable
link. The link itself is then discarded.

Fragment start and end link - Fragment start and end
links are used to denote where the incoming and outgoing
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Table 11
SCOPE - BPMN 2.0 ELEMENTS WITH VARIABILITY
BPMN Element Can have Can be ABIS
variable used in variability
attributes process modeling
fragments element
Event v v
Activity v v
Gateway v v
Sequence and v v variable
message flow link
Pools and lanes v
Others v v

1.1 ’
< > 1.1
Variable —A

Attribute
(Example)
[n=0..i]

Variable

ink
[n=0..j]

Fragment

Fragment
Start Link
[n=1]; Use in Fragments Only

nd Lin
[n=1]; Use in Fragments Only

Figure 2. BPMN elements introduced

message flow needs to be connected in the processes template.
Exactly one fragment start and end link have to be included
in each process fragment.

Variable attributes - As all attributes may be variable, a
separate description of the variability is needed.

Table II shows an overview of how variability is added
to the BPMN 2.0 elements considered in the scope. The
variability can be either added through variable attributes,
by usage of the element in process fragments (and variable
regions), or by using the explicit ABIS modeling elements.

We introduce a graphical notation for the new elements
in Figure 2. The cardinality restrictions are shown in UML
notation. The elements in the top row may be used as often
as needed in process templates and process fragments. The
elements in the bottom row are only allowed in process
fragments. The notation of the variable attribute of the gate
is an example, as all BPMN elements may have variable
attributes. The reason for using puzzle pieces and triangles
is that these shapes do not have semantics in BPMN.

The resulting BPMN model for process templates and
variable regions will be stored as plain BPMN 2.0 with
an additional XML file describing the variability points.
Therefore, we do not define a BPMN 2.0 extension.

In the following section we will use the new constructs to
show how the continuous example is adapted.

C. Application of ABIS to a real world use case

We have introduced an example for a commissioning
process between a customer (insurance company) and a
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Prepare =
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Figure 3. Process template for use case

Figure 4. Process fragment A - option 1 for variable region 1

contractor (company offering repair services in buildings) in
Section III in Figure 1. We take the following steps to model
the variability:
« Identify the variable elements in the use case (already
described in Section III)
o Create the process template for the use case (next step)
o Define the process fragments for the use case (see
Figures 4 to 6)
o Model the structure of the use case (see Figure 7)

We will elaborate on a detailed methodology in future work.

Using the modeling elements and diagram types introduced
before, we can replace (1) and (2) in Figure 1 by variable
regions, as shown in Figure 3. Notice that the variable regions
are marked with a puzzle piece. The variable timeout attribute
has been placed in variable region 1. The variable regions
have exactly one incoming and outgoing sequence flow.

The process fragment A in Figure 4 contains the first option
for variable region 1. Here, the handling of the intermediate
reports is modeled. Additionally, the timeout is variable and
can be set to the different values a or b ("1 day’ or ’2
days’). Notice that all process fragments have exactly one
fragment start and end link. Alternatively no intermediate
reports are expected. Therefore, process fragment B - an
empty fragment - is used (see Figure 5).

For the second variable region the first alternative is shown
in Figure 6. It contains the preparation and the sending of
intermediate reports. Notice the variable message flow to
Receive Report. If no intermediate reports are requested, the
empty fragment (see Figure 5) must also be used for variable
region 2.

In order to bind the process template, the process fragments
are inserted into the process template replacing the variable

S—A

Figure 5. Process fragment B - option 2 for variable regions 1 and 2
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complete
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Prepare Report
Send Report Do Work

Figure 6. Process fragment C - option 1 for variable region 2

Process Template

ariable
Region 2

Variable

Region1 depends on
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Process Pracess
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B FragmentB /'
Attribute/
Options a, b enabled forvariable

region 2y

Figure 7.

Structure of use case example

regions, resulting - when no variable elements are left - in a
process variant. The sequence flows connecting to a variable

region are connected to the respective start and end links.

When the fragment has been inserted, all variable parts of
the process fragment have to be bound. An example for
this is the timer variable. The timeout value must be chosen
after the insertion of process fragment A. For the example
above, choosing process fragments A and C and setting the
timeout to 1 day’ would result in the initial process model
(Figure 1).

In Figure 7 the structure of the example use case is shown.
The two variable regions are marked in dark grey. The process
fragments A, B, and C are the options for the variable regions
as described above. Hereby, A and B can be bound to variable
region 1, and B and C can be bound to variable region 2.
Finally, the process fragment A also contains a variable
attribute (the timeout), with the options a and b.

As variable region 2 is directly dependant on variable
region 1, only one choice has to be made for variable region 1,
which then directly affects variable region 2. The dependency
between the variable regions 1 and 2 is indicated by a dotted
line, showing that variable region 1 needs to be bound before
variable region 2, as the variable link to Receive Report
in variable region 2 (see Figure 6) would have no target
otherwise. Additionally we use enabling conditions to limit
the choices for variable region 2 according to the choice
made in variable region 1. For formal definitions of the
applied variability model see [7]. We will describe a detailed
concept of how to apply the variability model to our modeling
approach ABIS in future work.

V. FUTURE WORK

In future work we will develop a prototype which supports
the creation of process templates, process fragments, and
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binding alternatives to create a process variant. Additionally
we will describe the architecture of the resulting solution, the
process of filling in the variability points, as well as introduce
an algorithm for handling of dependencies and automatic
choice of alternatives based on previous decisions. We will
validate our approach using a set of real world process
models. In the course of this work we might consider defining
additional variable BPMN 2.0 elements if needed. Further
on we will work on a methodology with corresponding role
models to support the application of our concept. We will
consider combining the adaptable business processes with
concepts of modifying runtime business processes like for
example in [23]. However, these efforts strongly depend on
the future development of BPMN 2.0 runtime engines. Finally
we will analyze the possibility to enhance our approach with
compliance-specific features in order to support design of
compliant business processes as for example in [24].

VI. CONCLUSION

In this paper we introduced a method for adaptive business
process modeling in the Internet of Services called ABIS. The
goal of our approach is to enable business users to create their
own process variants in an interorganizational setting based
on standardized variable process models. To accomplish
this, we introduce two new diagram types with additional
modeling elements in BPMN 2.0. The business users may
separately model parts of the process using process fragments,
the first new diagram type. The second diagram type is the
process template. Process fragments are inserted into process
templates in order to create an interorganizational process
variant. While fragments may be modeled independently,
creating the process variant involves all participating parties.
The presented concept was applied to a real world use case.
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Abstract—Service identification is one of the earliest and very
crucial activities in a service engineering lifecycle and requires
adequate methodological support in order to be successful.
Although there are numerous service identification methods to
be found in the literature, most of them take a one-size-fits-all
approach that fails to acknowledge the broad variety of
concrete circumstances that can form the organizational
context in which these methods need to be applied. In this
paper, we argue that there is a need for configurable service
identification methods that can be tailored to their particular
application contexts using situational method engineering. As a
first step towards this goal, we analyze two explorative case
studies and related literature to derive a basic set of relevant
context factors that can influence and determine the final
configuration of situational service identification methods from
available method fragments. Adapting service identification
methods to concrete project situations will improve their
applicability and lead to a better service design.

Keywords -  Service-oriented  architectures;  service
identification; service analysis and design; situational method
engineering; context factors

l. INTRODUCTION

Service orientation is a highly recognized paradigm in
enterprise architecture. There are a number of expected
benefits related to service-oriented architectures (SOA) in a
technical and in a business-oriented sense. Although the
business-oriented benefits, like flexibility, reusability and
standardization, are of high importance [1], up to now,
development of SOAs is mainly technically driven so that
most approaches consider technical aspects in the first place
[2].

The Organization for the Advancement of Structured
Information Standards (OASIS) defines service-oriented
architecture as a “paradigm for organizing and utilizing
distributed capabilities that may be under the control of
different ownership domains” [3]. Since the generic term
“capabilities” can refer to both business functions and
application functionalities, this definition supports a holistic
SOA view that accommodates for two specific types of
services: The term business service describes an
autonomous, transformational capability that is offered to
and consumed by external or internal customers for their
benefit [4]. These services can have different levels of
granularity ranging from comprehensive offerings (e.g.,
purchasing services) to fine-granular services (e.g., address
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verifications) [5]. While flexibility and reusability usually
increase when services become smaller, performance tends
to deteriorate [6]. The second type, software services,
enables a close business and IT alignment in order to support
business services and thus the agility of organizations [7].
Software services expose application functionalities that can
be re-used and composed based on business needs. In order
to implement SOAs successfully, an adequate identification
of these services is essential.

For the last couple of years many authors have been
looking at the identification of services. A distinctive feature
of identification approaches is the direction of the analysis.
Some authors start from a Business Process Management
perspective and follow a so-called top-down approach [8, 9].
Business processes are identified and subsequently broken
down to activities. Finally, IT services are designed to
support business functionality. In contrast, [10] start from a
technical point of view and identify services bottom-up.
Based on an asset analysis, e.g., the invocation frequency of
certain applications can be analyzed to identify potential
services. Usually, neither bottom-up nor top-down
approaches are used in their pure form. Thus, many authors
advocate hybrid service identification approaches that utilize
techniques covering the analysis of both business processes
and existing IT infrastructure [11, 12]. A comparison of
further approaches can be found in [13].

Interestingly, most existing methods to identify services
are based on a “one-size-fits-all” approach (for an overview
see [14, 15]), i.e., they do not consider a configuration of
methods depending on different circumstances such as the
goals or various context factors of an SOA implementation.
Even if context factors are considered, the scope of possible
configurations is usually very limited [16]. Situational
method engineering (SME) offers an opportunity to engineer
service identification methods depending on situation-
specific context factors of the project at hand. For this
purpose, so-called method fragments are configured to
methods that are adaptable to different situations.

The objective of this paper is to explore, which context
factors affect the selection of method fragments for service
identification and how they influence the development of
situational methods. A qualitative analysis approach was
chosen to analyze data from two case studies inspired by the
constant comparative analysis method of grounded theory
[17] in order to identify relevant context factors for service
identification methods.
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The remainder of this paper is structured as follows: In
Section 2, scope and methodology of this paper are
discussed. Section 3 describes the conducted case studies.
The fourth Section will identify relevant context factors and
their influence on fragment selection. Finally, Section 5
concludes the paper with a summary, current limitations and
an outlook for further research.

Il.  SITUATIONAL METHOD ENGINEERING IN SERVICE
IDENTIFICATION

This paper can be seen as part of a broader research
program. The latter results in a comprehensive meta method
to configure situational methods for service identification
including the description of possible situations and available
fragments. Following [18], we assume that “a richer
understanding of a research topic will be gained by
combining several methods together in a single piece of
research or research program” (p. 241). Thus, in our research
process, we combine the two research methods case study
research and design science research. Within this context,
the identification of context factors through case studies and
the construction of a method supported by principles from
SME can each be seen as separate research projects. Jointly,
they are part of the research program, i.e., the development
of a meta method for the configuration of situational
methods for service identification (Fig. 1).

Despite the popularity of SOA, there is only little
understanding of how to convey all advantages frequently
mentioned in related literature. Moreover, little is known
about how context factors impact service identification
approaches in SOA. This corresponds to a low uptake of
empirical research in systems and software development in
general [19].

Against this background, we believe that qualitative case
study research can make a useful contribution. Case studies
are particularly relevant for research in its “early, formative
stages” [20, 21] which applies to the field of SOA (see also
[22] and [23]). As case studies can be descriptive and
explorative in nature, they are supposed to give insights into
how context factors influence service identification.

Service identification is one of the earliest activities in a
service engineering process, which covers the whole
lifecycle of a service. It is of particular importance, as any
errors made during this activity can flow through to and
build up in the design and implementation phases, which
results in increased cost due to necessary rework [24]. A
review of service analysis methods in general and service
identification in particular by [14] reveals that none of the
recently published methods is comprehensive and integrated
enough to cover hoth SOA concepts (business and software
services) to an adequate extent. However, as pointed out by
the authors, different methods can complement each other
and may have specific characteristics that make them more
suitable in certain contexts.
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Research program: Development of a meta method for the configuration
of situational methods for service identification

Scope of this paper

Situations determined
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Figure 1. Research projects and research methods

For several years there have been efforts to guide the
development of such methods in order to guarantee a high
level of quality. To give this guidance is the task of method
engineering (ME). ME is a discipline in information systems
research meant to “design, construct and adapt methods (...)
for systems development” [25]. The most popular
approaches to ME [26-29] all identify activities, roles, results
and techniques as important elements of methods [30].

Based on the fact that a given method m constructed at
the time t; cannot fit all conceivable conditions and
circumstances when it is used at a future time t,, the concept
of situational method engineering emerged. The
configuration of methods in SME is based on situations, i.e.
once a situation is identified, a suitable method is configured.
Reference [31] discusses how situations can be described
satisfactorily. It concludes that context factors of concrete
service identification projects are important for identifying
situations in order to configure situational methods.

To provide for the configurability of a method, so-called
fragments are constructed and afterwards configured
depending on the situation [32, 33]. Reference [34] defines
method fragments as “standard building blocks based on a
coherent part of a method. A situational method can be
constructed by combining a number of method fragments”
(p.360). For the purpose of this paper, the notion of method
fragment will be defined as any reasonable combination of
method elements, i.e., activities, roles, results and
techniques. The development of method fragments
particularly for the purpose of service identification is part of
our research program but out of the scope of this paper (Fig.
1). However, Table 1 will give indications on how the
selection of appropriate method fragments is influenced by
the context factors identified in Section 4.

Based on two case studies, this paper elaborates on
relevant context factors for service identification projects and
their influence on the configuration of situational methods.
Identifying situations through context factors is thus on
important pillar of a meta method that supports the design of
methods for service identification.
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IIl.  CASE STUDY DESCRIPTIONS

The following case studies describe two SOA
implementation projects conducted in Australian companies,
namely Suncorp and the Securities Industry Research Centre
of Asia-Pacific (SIRCA). The explorative nature of the case
studies was meant to discover relevant context factors for the
identification of services. At the same time, the significantly
diverse settings of both cases opened up a continuum of
instantiations for these context factors [35]. At Suncorp,
researchers from the Queensland University of Technology
(QUT) conducted an action research study. They actively
participated in the project and helped test and apply a service
analysis and design methodology developed by the
researchers. In the second case study, several research
methodologies were used. One of the most important sources
of evidence have been interviews with SIRCA’s employees
and researchers from the University of New South Wales
(UNSW), which were conducted shortly after the project had
been completed. The interviews have been transcribed and
analyzed afterwards.

A. Suncorp

In the context of an Australian ARC Linkage project
titled “Service Ecosystems Management for Collaborative
Process Improvement” (ARC Linkage Grant: LP0669244),
some of the authors have developed a comprehensive service
analysis and design (SAD) methodology for both business
and software services. Thus, the SAD methodology used in
this case study follows a hybrid approach to service
identification. The first part covers the identification and
analysis of business services by detailing, adapting, and
consolidating existing service analysis approaches that focus
on the business domain of an organization. This part is
structured into four distinct phases, each comprising a
specific set of activities that may use the outputs of previous
phases as inputs. Subsequently, the second part of their
approach describes how software services can be identified
and analyzed that support business services in order to
achieve close business and IT alignment. Similar to the first
part of the consolidated approach, this part is structured into
distinct phases, each comprising specific activities. A
detailed description of the methodology is provided in [36].
The experiences gained through this exercise will build the
foundation for the following discussion.

Suncorp is a diversified company in the financial services
sector. As one of Australia’s leaders in banking, insurance,
investment and superannuation focusing on retail customers
and small to medium businesses, the Suncorp Group is
Auwustralia’s sixth largest bank and third largest insurer. The
Suncorp case study can be subdivided into three phases as
the organization went through different change programs
related to their take on service orientation.

The first phase (1) focuses on service identification for
integrating different systems. Suncorp had started a Claims
Business Model Program some time ago with the intent to
identify process improvements that would result in reduced
leakage, reduced payments of ineligible claims, and lower
handling costs. Suncorp’s current systems were not flexible
enough to support the required changes [37]. It was then
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decided that the new claims process should be implemented
in a new insurance claims management system from
Guidewire Software, the ClaimCenter application [38].
While the initial implementation was in support of personal
home claims, implementation projects for claims in worker's
compensation, personal motor, commercial property and
others followed. In the ClaimCenter project, integration with
a large number of external systems was required and thirteen
development teams (including the external vendor and an
offshore team) using different development methods had to
be coordinated. The project team decided to use an SOA
approach to integrate diverse systems such as policy,
payments, receipting and claims. A standardization of
interfaces was ought to improve reusability [37].

Against this background, the QUT project team came in
and presented the consolidated SAD methodology to a
solution architecture team from Suncorp’s Business
Technology group, which started the second phase (2).
Suncorp had found that their approach to SOA and service
analysis and design was rather ad-hoc and very much driven
by bottom-up integration requirements of their pilot projects,
potentially lacking strong alignment of the service designs
with the business processes:

“The current process that we follow tends to be driven by
the functional requirements and data requirements of the
consumer. This results in a very entity-driven service in
which the consumer of the service needs to understand a lot
more about the state and context of the call that they are
making.”” (Suncorp Solution Architect)

A study protocol specified the objectives and the scope of
the collaboration as well as the timeframe and the planned
deliverables. In a first step, the AR study primarily focused
on the identification of software services. The “motor
claims” business process was chosen as input for the
software service preparation and identification steps of the
SAD methodology developed by QUT. To keep the scope
manageable, two sub-processes, namely “claims intake” and
“assessment” were selected. The researchers were provided
with Suncorp’s “motor claims” process models on different
levels of hierarchy and additional business artifacts including
the SOA Roadmap, the Insurance Domain Model and the
ClaimCenter Hub System Architecture Specification. Based
on this input, the researchers used the service preparation and
identification steps prescribed by the SAD methodology for
the two sub-processes and produced two reports that
included the resulting service designs.

The third phase (3) with Suncorp extended the work that
has been done previously, by applying the complete SAD
methodology [36]. In particular, as part of a collaboration
project between industry and university, three industry
students applied the SAD methodology to derive business
and software services starting from Suncorp’s business
strategy and capabilities. The project was driven by the
desire to identify software services that not only support
processes but also represent constituent elements of business
services, which in turn needed to be identified first.
Consulting QUT researchers along the project, the three
students were able to apply the prescribed methodology and
present their results to the business and IT audiences within
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Suncorp who largely benefited from the lessons learned of
this exercise. A detailed report was provided at the end of the
project.

B. SIRCA

In the context of the project “Ad-hoc DAta Grids
Environments” (ADAGE), researchers at the UNSW
implemented a service-oriented architecture for SIRCA. The
project aimed at providing researchers an easier retrieval and
analysis of heterogeneous data from different sources (grid
environment) spontaneously in an unforeseeable fashion (ad-
hoc). Neither business processes nor SOA were the core
focus of the project. The former were hardly considered at all
whereas the latter was chosen as the preferred architectural
paradigm of this project. However, services (and their
identification) were used as a means to meet SIRCA’s
requirements rather than being the subject of analysis
themselves.

In ADAGE, services were created based on the available
data. This implied a technical understanding of services,
which is also reflected by the synonymous use of the terms
“service” and “web service” by project team members.
Hence, the scope of service identification in this project was
limited to software services.

SIRCA provides a huge data repository containing
historical financial market data such as news and trading
data. Their aim is to supply this data to researchers especially
at Australian and New Zealand universities. Thus, their
business model is fairly simple and is covered by one
business process only.

“Our processes are fairly (...) atomistic. In that way, we
are very simple outfit, we are a data repository, we collect
lots of data, we do fairly substandard processing to it to
normalize it and make it easily accessible. And then people
access the data with some fairly straight-forward enterprise
in that regard.” (Representative of SIRCA)

SIRCA employees were not thinking in terms of business
processes, so that no model was delivered that could have
been analyzed in the course of service identification.
SIRCA’s management however had some requirements in
mind that should be fulfilled by services. Unfortunately,
these were not documented, which makes traceability
difficult. Requirements were communicated to the project
team in scheduled weekly meetings and workshops. Service
candidates were identified on the basis of these meetings and
prototyped. In an iterative and incremental approach the
functionality of these candidates was adjusted to finally meet
SIRCA’s requirements. In some cases, services were
completely dismissed and new ones had to be created. A
close collaboration between SIRCA’s research and
development department and UNSW’s project team was a
key to ensure the successful identification of services.

SIRCA’s management did not aim at the implementation
of an SOA in particular. The idea of services was basically
advocated by UNSW’s project team. Thus, there was no
know-how on SIRCA'’s side as far as SOAs are concerned.
On the outset of the project, a funding for three years was
provided. At the end of the project in December 2009, funds
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for further six months were provided to implement the
prototype and make it accessible to SIRCA’s customers.

First and foremost, the search for services was driven by
the idea to retrieve and integrate data from different sources.
In a second step, project members came up with ideas, which
services could support researchers in analyzing data. This
included, for example, building time series of financial data,
merge data from different sources and visualize events. Only
after that the identified and implemented services should be
offered to third parties to support their business processes.
Clearly, this was a requirements-driven bottom-up approach.
Goals included the provision of a graphical user interface
(GUI) to customers enabling them to directly invoke services
in an ad-hoc fashion to analyze financial market data. This
implies a distinct degree of customer interaction which
influences the identification of services significantly.
Certainly, SIRCA’s case is not a typical example of service
identification projects. Because of its rather extreme
character it helps to identify possible instances of context
factors that usually cannot be found in typical cases.

IV. CONTEXT FACTORS IN SERVICE IDENTIFICATION

In order to engineer situational methods, relevant context
factors that determine different categories of situations have
to be identified. Hence, in this section we build on the case
studies described previously to identify these context factors.
The presentation of each context factor is structured as
follows. Firstly, observations from the case studies are the
basis for identifying context factors. Secondly, findings in
related literature are briefly discussed where applicable to
support the relevance of the encountered factors. Thirdly, an
analysis of how these context factors influence the selection
of fragments is conducted. Table 1 summarizes the results.

In SIRCA’s case, all services were clearly meant to be
exposed to researchers from associated universities, i.e. to
external service consumers. A graphical user interface
(GUI) provides the opportunity for users to combine these
services. Thus, users can choose themselves which services
they need to use in order to analyze their data. In Suncorp’s
first phase services were identified to integrate system
functionalities. Hence, service consumers were purely
internal. Functionalities that had to be accessed by using
different applications were wrapped and can now be invoked
as services. Conversely, the second and third phase aimed at
both internal and external service consumers as certain
services were intended to be used by end-consumers, internal
systems and/or entities such as departments within Suncorp.

As shown in the case studies, services can be provided
for different service consumers, e.g. other divisions
(internally), third parties (externally) or both. Services can be
used to integrate heterogeneous enterprise applications [9,
39] and simplify the access to certain functionalities for staff,
i.e. for internal customers only. If this is known a priori, a
number of activities and results such as the creation of an
inter-organizational service map are not applicable in this
situation. Moreover, there might be legal constraints that
only apply if services are offered to third parties. Passing on
customer data for instance must be permitted by the
customer in some countries.
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TABLE I.

CONTEXT FACTORS AND THEIR INFLUENCE ON FRAGMENT SELECTION

Context Factor

Parameter Value

Influence on Fragment Selection

Service consumer

- internal
external
- both

inter-organizational service maps are not applicable for purely internal services
“line of visibility” particularly important for external consumers
data flow analysis combined with legal check for externally provided services

Budget - restrictive budget - fragments supporting strategic aspects might not be used due to a restrictive budget
- generous funding - agenerous funding enables comprehensive use of fragments
- restrictive budgets often result in the selection of IT-oriented fragments that demand less
resources
SOA concepts - business services - BPM techniques and respective fragments are essential for a business service-oriented

software services
hierarchy of services

identification

technical fragments such as asset analysis might be sufficient for the identification of software
services

a comprehensive, hybrid approach using fragments with both top down and bottom up
techniques is necessary for a hierarchy of services

SOA maturity level - SIMM level 1-3 - fragments focused on SOA governance have only little meaning for maturity levels 1-3
- SIMM level 4-7 - for SIMM levels 4-7 e.g. inter-organizational service maps can be important
Compliance - general laws - all organizations have to ensure compliance with general laws such as consumer data privacy
- industry-specific and must use respective fragments when service consumers are outside the company
regulations - afragment that analyzes the necessity of industry-specific approaches should always be used
- internal policies - depending on the industry, additional fragments are needed
- if there are internal policies, fragments that e.g. ensure consistent naming of services have to
be applied
IT department - existent - inputs like architectural concepts are only available from IT departments and restrict the use of
- not existent method fragments
- in the absence of an IT department, fragments are not applicable if they demand roles such as
IT administrator
Interaction - customer interaction - for the interaction with employees, roles prescribed by fragments have to be available

- employee interaction -

fragments delivering swim lane diagrams and analyzing the “line of visibility” are particularly
useful if customer interaction is pivotal

Thus, fragments that demand an analysis of respective
laws and regulations are only necessary where such data is
passed on to third parties. An analysis of consumer
interaction can be important for internal and external service
provision. A fragment analyzing the “line of visibility” is
much more important if services are exposed to external
customers [11] and would add lots of value in cases like
SIRCA’s. However, they are less relevant in a context as
given in Suncorp’s first phase.

In both projects the budget seemed to play an important
role and we perceived that budgeting has a significant impact
when it comes to choosing necessary fragments of a method
for service identification. Generally, a setting as encountered
in SIRCA’s case with a budget that allows for an extensive
time frame of three years provides the opportunity for a
thorough and systematic application of identification
methods. You would expect the utilization of many
techniques in order to ensure a high quality of implemented
services. A detailed analysis of all available strategic and
technical documents would be typical in such circumstances.
However, in SIRCA’s case the absence of such documents
naturally dominated the generous time scope and made the
application of many techniques impossible. Again, the head
of research and development certainly devoted enough
resources in SIRCA’s case but still failed this broad analysis.
The following citation is an excerpt of an interview
conducted for the analysis of the ADAGE project.

“We didn’t do the asset identification, because we didn’t
have anyone who knew about that, but if we had then, we
would have done it. So you are constrained by the cost it
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takes to develop, but also you were constrained by people’s
skills.”” (Researcher at the UNSW)

While the first project was funded internally, the second
and third phases at Suncorp were basically developed in a
collaborative environment between Suncorp and QUT based
on mutual in-kind contributions. As such, the phases could
be treated as pilots and were not associated with any costs
other than research and development project budget for
Suncorp. Budget information about the first phase is
confidential and cannot be reported here. However, due to
the partly academic character of these projects, funding
restrictions were not a problem. At Suncorp, this availability
of resources was used to apply QUT’s identification method
diligently.

Literature broadly confirms that the budget has
implications on the number of available staff, the time
pressure and the possibility to incorporate external help from
consultants [40].The higher the project sponsor’s position in
the company’s hierarchy, the more likely is a generous
funding. This allows for a proper analysis especially of
strategic aspects and the inclusion of business processes and
a comprehensive use of fragments. An initiation of a service
identification project by the middle management (which is
commonly accompanied by smaller budgets) often results in
more pragmatic or technically-driven SOA implementations.
Fragments dealing with Business Process Management as
well as business process driven approaches (top down) are
likely to be omitted in such cases. Instead, technically-
oriented fragments analyzing applications and IT
functionalities (bottom up) are used since they often promise
quicker results. To make up for limited employee skills, a
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larger budget is necessary because the company has to rely
on external support. If funding is limited, certain fragments
cannot be used due to this lack of skills.

Indeed, it is worth discussing if the budget is a factor as
such and can be put on the same level as the other factors. In
some cases, services might be identified without considering
the budget available for their implementation. Only after the
service identification process, a prioritization (depending on
budget restrictions) is conducted [41]. However, we argue
that fragments dealing, e.g., with value analyses are parts of
the service identification method. These fragments are more
likely to be selected if budget restrictions are tough which
qualifies the budget as context factor.

The case studies showed clearly that different
understandings of services based on different SOA concepts
influence the proceeding of service identification
significantly. In Suncorp’s first phase aiming at the
integration of different systems, the underlying technical
SOA understanding implied a focus that lay purely on
developing reusable software services. As part of the second
phase — with a Business Process Management perspective in
mind — software services that support business processes or
at least sub-processes were the goal of the analysis. The third
phase at Suncorp focused on identifying software services
that support business services. Rarely, the focus on software
services is as clear as in SIRCA’s case.

A system integration approach like in Suncorp’s first
phase concentrated on software services, so that method
fragments reflecting a more business-related SOA
understanding and targeting the identification of business
services were not considered. In the second phase, service
identification had to include activities related to the analysis
of process models and involved such fragments with not only
IT-related, but also business-related staff roles. In Suncorp’s
third project both SOA concepts have been addressed. If the
service identification is limited to a rather technical point of
view like in SIRCA’s case, the set of method fragments to be
considered will be limited. Frequently, a hierarchy of
services is the outcome of an identification process [42].
Higher-level services that support business processes
compose finer-grained software services that adhere to the
technical preconditions of underlying systems and data. In
order to achieve this more complex type of an SOA, a
broader range of method fragments has to be used
complementarily. This is reflected in many hybrid (or “meet-
in-the-middle”) approaches that can be found in related
literature [13, 15].

We observed different degrees of previous experience in
the examined cases as far as SOA and service orientation is
concerned. Based on this observation, we concluded that the
SOA maturity level a company has achieved plays a role in
the configuration of methods for service identification.
SIRCA did not have any services at all when the project was
initiated. At Suncorp, SOA maturity can be considered as
relatively low. First projects had been conducted in the area
of implementing software services. However, these projects
did not aim at understanding business requirements and their
impact on service-orientation but rather understanding the
integration requirements of existing applications. It can be
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conjectured that the maturity related to the adoption of
service-oriented concepts will increase over time, which will
change the scope of the SOA understanding and
consequently the way service identification has to be
conducted, as can be seen in the two latter Suncorp phases.

The SOA maturity level can be distinguished following
the Service Integration Maturity Model (SIMM) by [43].
Levels 1-3 describe a rather low service orientation whereas
companies with a SIMM level of 4-7 are more advanced in
the field of SOA. If the latter is the case, an analysis of
service maps among different divisions of a company can be
essential to build an enterprise-wide SOA [44]. A fragment
providing such an analysis cannot be sensibly used if there is
no service orientation and subsequently (almost) no services.
The same is true for all fragments dealing with SOA
governance and inter-organizational aspects of SOA. If the
SIMM level is low, fragments that deliver, e.g., inter-
organizational service maps cannot reasonably be applied.
Thus, the selection of appropriate fragments is influenced by
the SIMM level of a company.

Compliance issues can arise from both legal obligations
and regulatory restrictions as well as from internal policies
and may require corresponding service identification method
fragments that address these issues. In SIRCA’s case no
particular regulatory or legal requirements had to be
considered. However, the Reuters market data provided by
SIRCA must not be used by everyone. It might only be used
for academic purposes. The academic institution has to pay a
subscription fee to SIRCA to give their employees access to
the data. Hence, restricted access to data and the intended use
of services must be considered when services are identified.
As far as Suncorp is concerned, for example the general
insurance reform act and related laws and regulations issued
by the Treasury Department of the Australian Government
are industry-specific requirements. Since implemented
services in Suncorp’s case are exposed to customers,
confidential treatment of sensitive customer data had to be
guaranteed by a proper service design. Furthermore, as
already indicated, Suncorp generally follows an agile
approach to developing services. Thus, methods related to
the identification, design and implementation of services
have to comply with the agile paradigm.

In case services are provided to third parties, a fragment
that guarantees customer data privacy and security has to be
applied. Therefore, interactions with and data flows towards
all service consumers have to be analyzed. Certain industries
such as banking, insurance or pharmaceuticals have to
adhere to additional, stricter regulations and should use
respective fragments. Internal policies — such as restrictions
on software development methods — can make some
fragments inapplicable. Other fragments may be necessary to
fulfil for instance internal naming conventions.

In a small company that lacks an IT department (like
SIRCA), methods have to be adapted to accommodate for
this circumstance. Responsibility for IT is commonly
distributed all over the company and departments tend to
implement isolated IT solutions or so-called silos. Larger
organizations like Suncorp are usually structured along the
lines of business but have an IT division that takes care of a
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company-wide IT architecture and infrastructure. Hence, the
existence of a designated IT department and thus the degree
of centralization of the IT infrastructure is an important
context variable.

On the one hand, a high degree of centralization or the
existence of a central division supervising and governing IT
implementation throughout a company usually leads to more
transparency. Frequently, at least some information on
applications and data is readily available. This can be used as
input for service identification method fragments. On the
other hand, some fragments demand certain roles such IT
administrators or newly designed units consisting of business
and IT employees (see also [45]). In a small company that
lacks an IT department, these method fragments are often not
applicable. The company size (frequently considered to have
an important influence on SOA implementations [46]) and
the geographic scope of operations are thus closely linked to
the existence of a central IT department and subsequently not
considered as context factors themselves.

Due to the fact that in all cases participation, exchange
and contribution of service consumers differed notably, we
hypothesized that varying degrees and forms of interaction
with both customers and employees necessitate the use of
different method fragments. In SIRCA’s case, for instance,
employees are not directly involved in service delivery
because the services are very fine-grained and fully
automated. The coarser-grained services are, the greater is
the possibility that they are only semi-automated or manual
and subsequently interact with employees. Customer
interaction is of high importance in SIRCA’s case because
the ad-hoc composition of services is a primary goal.

However, due to their fine-grained nature, services
themselves are executed independently from users, i.e., no
customer interferes directly in a service. At Suncorp,
employees were only involved to showcase the developed
methodology and gain information about current practices at
Suncorp. As part of the third project, different employees at
Suncorp were involved to identify business services.

Getting access to and involvement of business roles was
difficult in Suncorp’s case but required by the used method
fragments. Where this is impossible, a different method
configuration is necessary. In general, a customer interaction
can be obligatory in some places or can happen “on demand”
if required by the service or desired by the customer [47]. In
automated services possible customer interaction has to be
foreseen and planned for. If customer interaction is a major
issue for the identification of services in a situation at hand,
related method fragments are crucial for a successful
implementation. One example are swim lane diagrams that
show interfaces to customers.

All context factors described above were found in the
two case studies. Their effect on the selection of method
fragments for service identification is summarized in Table
1. Particularly the case study at SIRCA revealed some more
potential context factors. Since their relevance could not be
observed in the phases at Suncorp, these factors were omitted
from the discussion in this paper. Probably, there are
interdependencies and relationships between the identified
context factors. Analyzing these relationships and identifying
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relevant combinations that determine the situational
configuration of methods is out of the scope of this paper and
will be the focus of future work.

V. CONCLUSION

Not only literature but also experience shows that
methods in information systems research should be
configurable depending on the situation at hand, i.e., in a
situation-specific way. This is also true for service
identification methods in service-oriented architectures. In
order to support a situation-specific configuration of such
methods, situations have to be defined by context factors.
The latter determine which method fragments should be used
in the course of an identification process. Based on
qualitative research using grounded theory, the data of two
case studies was analyzed in this paper to identify seven
context factors, compare them with existing literature and
describe how actual instances of these factors can influence
the selection of method fragments. Due to the explorative
nature of the two case studies, there is no guarantee that the
derived list of factors is comprehensive. Further case studies
might reveal other relevant factors. Moreover, the relevance
of the identified factors cannot be proven by our case studies.
Only the application of a complete situational method to a
service identification project could attest their relevance.

As a prerequisite for situational methods, method
fragments that can be combined have to be created. Thus,
either parts of existing methods have to be identified as
feasible method fragments or new fragments have to be
created [48]. Designing these fragments to meet the
requirements of situation-specific service identification is left
to future research. Therefore, it is necessary to investigate
which activities, techniques, roles, results and sequences can
be combined reasonably. The so designed method fragments
have to be configured to suit concrete situations that can be
characterized by the context factors identified in this paper.
Hereby, interdependencies and influences among context
factors have to be analyzed. As mentioned previously, a
concrete instantiation of one context factor can dominate
other factors in the selection of one fragment over another.
When exactly this is the case or how to weigh situational
factors to come to a best possible selection of fragments must
be elaborated in more detail.

Finally, a comprehensive situational method for service
identification needs to be developed. It should define how to
configure existing method fragments depending on the
situation at hand. The herein identified context factors are
critical to identify these situations. In order to evaluate the
quality of so configured methods, more case studies should
be carried out. In contrast to the two explorative case studies
used to derive situational factors, further case studies should
apply a newly created situational method to prove its
applicability and evaluate its concept.
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Abstract—Service cooperation-based Virtual Organizations
(VOs) have become the mainstream approach for developing
application software systems in Internet computing
environments. However, the large-scale deployment of VOs
encounters serious difficulty due to the non-autonomy for their
organization and maintenance. This paper focuses on VO self-
maintenance and proposes the framework for achieving the
contract-performing circumstance-driven self-adaptation and
self-evolution of service cooperation, in order to maintain
effectively the capability for a VO to achieve its objectives in
two stages: self-adaptation and self-evolution.

Keywords—contract-performing; circumstance-driven; self-
adaptation; self-evolution; virtual organization

I. INTRODUCTION

Constructing Virtual Organizations (VOs) by creating
service cooperation (i.e., service-oriented cooperation) has
become the mainstream approach for reforming the
development of application software systems in Internet
computing environments due to the development of Service-
Oriented Computing (SOC) [1] and Service-Oriented
Architecture (SOA) [2]. However, the current techniques for
service cooperation are confronted with severe limitation:
service cooperation is non-autonomic, making it unable to
agilely adapt to the dynamically changing and unpredictable
Internet cooperation environments. The leading cause is the
inherent non-controllability of business services across
different management domains (i.e., the consumer of a
service can’t control the process of the service provision). It
is the non-controllability that brings on the so-called “trust”
crisis that the success and benefit of cooperation cannot be
ensured, and therefore makes service cooperation have to
depend on a great deal of manual intervention.

Evidently, without the self-organization and self-
maintenance of service cooperation, it is difficult to realize
the large-scale deployment of VOs. Therefore, we have
developed a series of research work for overcoming “trust”
crisis and achieving autonomic service cooperation in the
support of the National Science Foundation and the National
High-Technology research and Development Program (863)
of China. We have established a model oriented to
multiagent systems, called IGTASC (Institution-Governed
Trusted and Autonomic Service Cooperation) [3], to
overcome “trust” crisis first. Then, based on IGTASC, we
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have developed two frameworks to support the self-
organization of VOs [4] and the self-maintenance of VOs
respectively.

This paper focuses on the framework for achieving the
self-maintenance of service cooperation, called CCAE
(Contract-performing Circumstance-driven self-Adaptation
and self-Evolution for service cooperation). The next
section introduces the relative work and our countermeasure,
including the foundation created by IGTASC. Then, Section
II specifies the proposed framework CCAE in general.
Section [V, V, and VI describe main constituents of CCAE:
contract-performing circumstance model, Joint Contract-
Conforming Mechanism, and VO Self-Adaptation and Self-
Evolution Mechanism respectively. After the implementa-
tion and application analysis in Section VII, the conclusions
and future work (in Section VIl are provided.

II.  RELATED WORK AND OUR COUNTERMEASURE

How to achieve the self-adaptation and self-evolution in
abnormal situations is a difficult problem, worrying MAS
(Multi-Agent System) researches for a long time [5][6].

2.1 Related Work

The current research for this problem is focused on the
large-scale MASes composed of simple homogeneous
agents, such as computing intelligence (evolution
computing [7], artificial immunity systems [8], adaptive
learning [9], etc.) and swarm intelligence [10]. However, the
same research for small-scale MASes dynamically
composed of self-interested, often much more complicated,
heterogeneous agents (denoted by d-si-h-MASes hereafter)
is much less and no systematic research results with
practical value have been reported though such MASes are
much more valuable and have the potential for large-scale
deployment (see Section 2.2).

The main cause is that the methodologies of statistics,
randomization, and optimization suiting computing
intelligence and collective intelligence cannot be used in d-
si-h-MASes, and again, there is no enough motivation and
requirement for driving the researches adapting to d-si-h-
MASes due to two hindrances. One is the inherent non-
controllability mentioned above while the other is that the
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MAS technology itself is disjoined with real-life application
software systems [5]. Although there have been some self-
healing research work (which belongs to self-evolution
research category) for statically deployed small-scale
MASes [11][12], the research results cannot adapt to open
and dynamically configured d-si-h-MASes.

2.2 Our Countermeasure

The model of IGTASC mentioned above and its
infrastructure can be used to conquer the two hindrances,
and thereby create a substantial basis for researching the
self-organization, self-adaptation, and self-evolution of
service cooperation.

IGTASC proposes a three-level Virtual Society as the
environment where VOs live and work (Figure 1): Agent
Community, TAVOs (Trusted and Autonomic VOs), and
Rational Agents, and depends on three technologies to make
service cooperation both trusted and autonomic: Institution-
Governed cooperation, Policy-Driven self-management, and
Cooperation Facilitation management [3]. Also, reforming
MAS technology by adopting the “service-oriented” concept
removes the “disjoined” hindrance.

Agent Community
| Domain Service Contract

Cooperation Facili- Cooperation Facili-

E-Institutions Templates

tation E-Institution tation-Orieted Agents
= J 7

Contract-Engured ~ Contract-Performing Complying with

Self-Organization  Circumstance-driven

Institution- Self-Evolution Cooperation
Governed VOs Facilitation
Cooperation VO, VO, VO,, | Management
Policysdriven
Self-Management
Rational Agents
Agy Agi Agn

Figure 1 Three closely coupled mechanisms constituting IGTASC

IGTASC restricts the organizational form of a VO to the
most familiar and widely-used cooperation form in human
society: an alliance based on service providing-requiring
relations, which is sponsored and created by some physical
organization to satisfy a business requirement dynamically
occurring (such as making new products, solving complex
problems, searching for knowledge, purchasing merchandise,
etc.). Such an alliance often concerns multiple binary
collaborations which are managed by the sponsor centrally,
but there are no interactions between other members (these
interactions can be removed by partitioning business
activities reasonably and arranging the appropriate messages
sent by the alliance manager). Of course, every member of a
VO should set up an agent as its broker for providing
business services, and this makes the VO a typical d-si-h-
MAS.

Because VOs are organized dynamically on user
requirements (i.e., the newest objectives and tasks), and
such VOs are of short life: the life-period of a VO ends once
relevant user requirements are satisfied, this paper does not
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consider the change of user requirements in a life-period,
and only focuses on responding the abnormal change of
cooperation circumstances.

The sponsor (and manager) of a VO should create and
sign a providing-requiring contract with the provider of each
outer service. Since these contracts specify, by contract-
performing norms, the detail of bi-cooperation activities, the
run of the VO becomes the interaction process for its
members to complete cooperation according to contracts.

The social facilitation e-institution for cooperation
facilitation management formulates not only the cooperation
facilitation-oriented  services, but also macro-level
cooperation behavior norms, such as the obligations for
service providing and requiring parties to comply with
micro-level contract-performing norms and report the post-
states for executing those norms. It is the execution of those
macro-level norms that supports the in-time creation of
contract-performing circumstances, which constitutes the
foundation for achieving VO self-adaptation and self-
evolution.

Based on IGTASC and the above countermeasure, we
have proposed the framework of CCAE. By developing
technologies of contract-performing circumstance model,
joint contract-conforming mechanism, abnormal
circumstance-driven VO maintenance, and 3-phase control
cycle for transacting abnormal circumstances, CCAE can
maintain the capability for a VO to achieve its established
objectives effectively.

III. SELF-ADAPTATION AND SELF-
EvoLUTION FRAMEWORK CCAE

CCAE supports the maintenance of run-time VOs (which
are in d-si-h-MAS form) in two stages: self-adaptation and
self-evolution. The former does not change the constituents
of a VO, including its members and business process, while
the latter requires replacing some members or even the
business process. However, both stages depend on the
mechanism of joint contract conformity driven by contract-
performing circumstances.

The work model of CCAE is illustrated in Figure 2. It
consists of joint contract-conforming mechanism, VO self-
adaptation and self-evolution mechanism, contract-
performing circumstance model, contract-performing
circumstances, and service contract set. The joint contract-
conforming mechanism manages contract-performing
processes and monitors contract-performing circumstances.
The management function enables the provider and
consumer of a business service to execute in turn protocol
entries in a service contract (say scl), and creates in time,
according to contract-performing circumstance model, the
contract-performing circumstance (say CPC™') to make
both parties in service cooperation have a whole view of
cooperation states. It is the whole view that drives the
alternate and compact execution of contract entries and lets
the monitoring function discovery in time the occurrence of
contract violation events.
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Once receiving a contract violation event, the VO self-
adaptation and self-evolution mechanism activates the
model ACVOM (Abnormal Circumstance-driven VO self-
Maintenance), which drives a 3-phase control cycle to
transact the abnormal circumstance indicated by the event.
The VO self-Maintenance tries the self-adaptation first, and,
if it fails, then tries the self-evolution.

VO Self-Adaptation and [ Contract-Performing Circumstance Model }

Self-Evolution Mechanism

ACVOM model F

provides
representation mode

contract

violation

g ™
events X .
({,@ct-l’erfommg Circumstances (CPC)
VO self-adaptation
activate CPC*, CPC*?, ..., CPC™"
VO self-evolution

creates circumstances

contract conforming
Service Contract Set Joint Contract-Conforming Mechanism

Figure 2 The work model of CCAE

IV. CONTRACT-PERFORMING CIRCUMSTANCE MODEL

This representation model describes the performing
circumstances of service contracts. A typical Service
Contract for business service bs, denoted by SC™, can be
defined as a 3-tuple:

SC™ = (BL QoSG, CPP)

* BI: the Basic Information of service cooperation, which
is used to specify the identity of both parties, the business
transaction roles enacted by both parties, period of validity
for this contract, service content (e.g., the operations or
product items, price, number, deadline), payment mode, etc.

* QoSG: the QoS (Quality of Service) Guarantee, which
defines quality parameters and metrics, and stipulates
service level objectives (SLOs) based on those definition.

+ CPP: the Contract Performing Protocol, which is
designed as a partial-order set composed of protocol entries
represented as contract-performing norms and uses BI and
QoSG as the content referenced when executing those
norms.

Definition 1 (contract-performing norm, cpn): define,
with extended Deontic Logic [13], cpn = OB,* (p <8 | o) |
FB.* (p <8 | 6) | PB,* (p <8 | 6), indicating respectively
that, when o holds true, party a (the agent signing SC™) is
obligated to, forbidden to, or authorized to make p true
before deadline & (here p, §, and o are all the propositions
describing contract-performing circumstances). Note, ¢ and
p is often as the pre-condition and post-condition for
executing cpn respectively.

Definition 2 (post-state of an executed cpn, ps): define ps
= (cpn-number, status-type, status-description), where cpn-
number indicates the serial number of cpn in CPP of SCbS,
status-type indicates the type of ps (success, fail, or

exception), and status-description gives the description of ps.
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Next, an example of cpn is given, which comes from a
supposed application of data mining.

(eio:Norm /IA simplified norm for ensuring operator quality
NormNo: 21; //Norm 21 in contract performing protocol
Performer:“RespondingRole” ; //The norm should be executed by provider

Operator:“Mining”  CallTime:?x);

//Triggered by an operator invacation event “(@eio:OperationCall
Operator:“Mining ” CallTime <...>)”

Deadline: (@eio:dateTimePeriod BeginTime:?x Period:?nego_03);
/IThe deadline completing the norm execution is ?nego_03 which begins
//from ?x. Herer, the value of ?x come from unification examination
/Iwhen this norm is triggered , and the value of ?nego_03 depends on the
//nigotiation between providing and requring parties.

Postcondition:(@eio:SLOSatisfactionStatus  SLOName:“SLOOfMining”
Operator:“Mining”  Status:*“True”); )

Trigger: (@eio:OperationCall

This cpn specifies: when the operator “Mining” provided
by business service “DataMining” is invoked, an event
indicating the invocation should occur and activate the cpn;
and, as the post-condition (i.e., cpn.p), the service level
objective (SLO), named as “SLOOfMining”, should be
satisfied (i.e., the SLOSatisfactionStatus is “True”) after cpn
is executed. Thus, if this cpn is executed successfully,
cpn.ps.status-description (the status-description in ps of the
cpn) must be of the same pattern as cpn.p in order to match
with cpn.p. That is, the status-description should be:
(@eio:SLOSatisfactionStatus SLOName:“SLOOfMining”
Operator:“Mining” Status:“True”).

Based on the two definitions above, the Contract-
Performing Circumstance for SC%, denoted by CPC¥, is
described with the sequence of pses:

CPC* = {ps, PSy, ..., PSm}, PSi = post-state (ZEcpn)),
cpn; (E CPP of SC™),
where the relevant cpns are executed on the order specified
by CPP of SC™, i" post-state is denoted by ps;, and Acpn;
indicates j"™ norm in CPP is executed.

CPP divides cpns into two types: backbone and
compensation. While backbone cpns indicate the main
activities that must be executed for achieving the objective
stipulated when the VO is sponsored, compensation cpns
are only used to recover the normal execution of contracts
from abnormal pses of executed cpns.

Definition 3 (abnormal ps of a executed cpn, aps): a ps is
the aps iff cpn.ps.status-description does not match with
cpn.p.

Definition 4 (activation event for a cpn, ae): define ae as
the part of ps of a executed cpn: ae = (cpn-number, status-
type) | status-description, where status-type = ‘success’ |
‘“fail’ | ‘exception’ and status-description = ‘(@<prefix>:
<concept-name>  {<parameter-value>}")’. (Note, @
indicates the instance of a concept defined in the domain
ontology denoted by <prefix>.)

It is aes that drive the ordered execution of service
contracts (i.e., cpns included in them). While an ae coming
from the ps of a successfully executed cpn activates the
backbone cpn executed next, an ae coming from the aps
activates one or more compensation cpns. Also, the
abnormal change of contract-performing circumstances
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indicated by apses drives the self-adaptation and self-
evolution of a VO.

V. JOINT CONTRACT-CONFORMING MECHANISM

This mechanism is driven by contract-performing
circumstances. The two macro-level cooperation behavior
norms of obligation formulated in the social facilitation e-
institution become the basis for implementing this
mechanism: both service providing and requiring parties
must comply with cpns and report pses of executed cpns to
each other. Also, the cooperation-facilitating service
“ContractExecutionReport” for performing “reporting”
obligation should be defined in this e-institution and
configured to both parties.

The Joint Contract-Conforming Mechanism (JCCM) is
represented as a multi-tuple:

JCCM = {vm-set, contract-set, cpn-set, self-executing,
self-examining, inter-reporting, inter-examining}, where

» vim-set: the set of members in a VO,

« contract-set: the set of service contracts in the VO;

* cpn-set: the union of cpn sets; cpn-set = cpn-
set*! U cpn-set™, ..., Ucpn-set™™, where cpn-set™ indicates
the set of cpns formulated in CPP of contract sc;
( € contract-set);

* self-executing: vm-set x contract-set » Pcpn-set; here,
every vm (E€vm-set), according to the service contract SC
(€ contract-set) signed by it, executes the cpns relevant to
its obligations and rights; (hereafter, P denotes power set
and »denotes partial function.)

* self-examining: vm-set x contract-set » Pcpn-set, here,
every vm (€ vm-set), according to the sc, examines the pses
of cpns executed by itself, and self-examining (vm, sC) =
self-executing (vm, SC);

* inter-reporting: vm-set X contract-set » Pcpn-set, here,
every vim ( € vm-set), according to the Sc, reports the pses of
cpns executed by itself to the opposing party of cooperation,
and inter-reporting (vm, sc) = self-executing (vm, SC);

* inter-examining: vm-set X contract-set - Pcpn-set, here,
every vm ( € vm-set), according to the SC, examines the pses
of cpns executed by the opposing party of cooperation, and
inter-examining (vm, sc) U self-examining (vm, SC) = cpn-

set™, inter-examining (vm, sc) N self-examining (vm, sC) = 2.

JCCM is installed into every business operation-oriented
agent to implement two main functions: managing contract-
performing processes and monitoring contract-performing
circumstances. CPP of each contract sC (€ contract-set)
becomes the basis for agent to manage the execution of sc.
The contract-performing circumstance for sc changes
continually along with the execution of cpns (C cpn-set™). If
cpn; (Ecpn-set™) needs to be executed by the agent itself,
this agent should invoke the local operator relevant to cpn;
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before deadline 6, create ps according to the operation result,
and report ps to the opposing party of cooperation.

Monitoring contract-performing circumstances includes
the self-examining and inter-examining for pses of executed
cpns. The examinations are focused on whether or not a ps
can be generated before the deadline and satisfy cpn.p.

It is the mutual reporting of pses that enables both parties
of each contract SC (€ contract-set) to observe and examine
the whole contract-performing circumstance in time and
thus to drive the alternate and compact execution of cpns.

Reporting actively apses (abnormal pses) occurring in
one's own side can facilitate the discovery and transaction of
abnormity. Because the compensation cpns can be executed
as soon as possible, this enhances the reliability and
robustness of service cooperation.

VI. VO SELF-ADAPTATION AND
SELF-EVOLUTION MECHANISM

This mechanism uses the model of ACVOM (Abnormal
Circumstance-driven VO self-Maintenance) as the basis for
implementing VO self-maintenance, and adopts a 3-phase
control cycle as the framework.

6.1 Model ACVOM

ACVOM enables the VO sponsor, depending on its
management policies, to centrally manage and control
abnormal circumstance-driven VO maintenance. The
maintenance activities are flexible and scalable: from the
small ones such as modifying a service contract to the large
such as replacing a service provider or even a business
process.

The model of ACVOM is defined as a multi-tuple:
ACVOM = (CPC, CMP, cv-events, cm-principles, cm-
plans, cm-actions, analysing, planning, executing), where
« CPC: the set of service Contract-Performing

Circumstances; here, CPC = {CPC™', CPC*%, ..., CPC*™},
and CPC* indicates the circumstance of sc; (i service
contract);

* CMP: the set of management Policies which the VO
manager (sponsor) possesses for supporting Cooperation
Maintenance; here, CMP = an-policies U pl-policies U ex-
policies, where an-policies, pl-policies, and ex-policies
indicate the subset of analysis, planning, and execution
policies respectively;

« cv-events: the set of contract violation events (aes from
apses) reflecting CPC abnormity;

* cm-principles: the set of cooperation modification
principles which are the result of contract violation analysis;

« cm-plans: the set of cooperation modification plans
which are the planning result;

 cm-actions: the set of cooperation modification actions
specified by cooperation modification plans;

« analysing: an-policies X cv-events X CPC » cm-
principles; here, the analysis activities denoted by this
function adopt a domain-specific circumstance abnormity
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analysis policy anp ( €an-policies), activated by cve (Ecv-
events), to analyse CPC* (€ CPC) creating cve and propose
an analysis result (a cooperation modification principle)
cmpr (€ cm-principles);

* planning: pl-policies X cm-principles » cm-plans; here,
the planning activities denoted by this function adopt a
domain-specific cooperation modification planning policy
plp (€ pl-policies), activated by cmpr, to drive planning and
generate a cooperation modification plan cmpl ( € cm-plans);

* executing: ex-policies x cm-plans » Pcm-actions; here,
execution activities denoted by this function adopt a
domain-specific plan execution policy exp (€ ex-policies),
activated by cmpl, to start cooperation modification actions
(specified by cmpl) cmas (C cm-actions).

The above mapping functions of analysing, planning, and
executing constitute jointly the 3-phase control cycle for
transacting abnormal circumstances, and the activities in
those phases are driven by CMP (Figure 3). Next, we only
explain the transaction made by the VO sponsor. In fact, the
transaction made by other VO members is similar and

simpler.
Circumstance Drive Analyzing
Abnormity Analysis Policies
Execution
Policies

cv-events

Planning
Policies

cm-actions

Cooperation cm-plans odification

odification Planning Plan Execution

Figure 3 The policy-driven 3-phase control cycle for
abnormal circumstance-driven VO maintenance

1) Circumstance abnormity analysis

The analysis work is driven by analysis policies. Once a
cve ( € cv-events) occurs, the relevant analysis policy is
triggered, which is used to analyse the cause, property, and
effect of cve and select one from multiple activated
compensation cpns. It is the multiple compensation cpns
that enable the benefit-losing party to have multiple choices
for maintaining contract execution. The selection depends
on the integrated analysis of multiple factors, such as the
respective results expected when executing these cpns, the
work situation of current service contract-performing
protocol, the whole execution situation of service
cooperation in the VO, the business objectives of the VO
sponsor, application domain knowledge, etc.

2) Cooperation modification planning

This phase aims at using planning policies to generate
relevant cooperation modification plans in order to eliminate
the minus affect of abnormity or to decrease the affect to the
least degree. The extent of cooperation modification
depends on the effect of execution of compensation cpns,
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whether there are spare service providers or not, the
structure of current business process, etc. and therefore can
be partitioned into the next types (from the small to the
large):

* replace the provider of a service (because the contract
for this service is violated);

« defer in turn the time for providing following services in
the current business process;

« replace the current business process with new one,
including to cancel the contracts for all services not
occurring in the new and to create the contracts for new
services occurring in the new one;

+ dismiss the VO and cancel the contracts for all services
in the current business process.

Based on planning policies, extent-different modification
plans can be created, and hence make the adaptation and
evolution of cooperation display the better flexibility and
scalability.

3) Modification plan execution

This phase aims at applying execution policies to detail
modification plans and execute modification actions. For
example, a modification plan only indicates to replace the
provider of a service while the activities for determining the
new provider of this service, making negotiation, signing
the contract with this new provider, etc. should be driven by
execution policies.

Evidently, it is the proper transaction of abnormal
circumstances that supports the self-adaptation and self-
evolution effectively.

6.2 VO self-adaptation and self-evolution

We view both self-adaptation and self-evolution of a VO
as the means to maintain the capability for the VO to
achieve its own objectives (Figure 4). The main difference
is the extent of VO change: the former does not change VO
constituents while the latter requires replacing some VO
members or even the business process. In fact, the former
can be viewed as the first stage for responding abnormality,
and only when it does not bear fruit, the VO maintenance
enters into the second stage: self-evolution.

Analysi

l

Planning ————

Not change VO constituents_.* “Multiple Compensation cpns

. - = = -Flexible Scheduli
Self-Adaptation exible Scheduling

Execution . . .
,“Multiple provider for a service
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Self-Evolution

~.
A;]acing some VO members ™~ ~Multiple Ibps

or even the current Ibp

Execution

Figure 4 VO self-adaptation and self-evolution

1) VO self-adaptation
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This stage depends on two key technologies: the flexible
scheduling of the local business processes (denoted by lbps
hereafter) and the configuration of compensation cpns in
CPP (contract-performing protocol) of SC*. Here, lbps are
formulated as the activity-scheduling plans for an agent to
achieve local business objectives.

Although there are a variety of domain-specific abnormal
circumstances, the mode for transacting them is the same:
create a requirement for selecting suitable one from the
compensation cpns and use the requirement as an event to
activate the policy starting a 3-phase control cycle.

Next, we explain, by the supposed application of data
mining, the policy-driven self-adaptation based on a flexible
scheduling method. Figure 5 illustrates two Ibps for achieving
a data mining task. Each lbp displays only the activities,
indicated by circles, performed by invoking the outer business
services. Suppose the execution of activity 2 (in lbp 1 of
Figure 5) generates an abnormal circumstance because the
outer service bs for performing this activity is unavailable
before the deadline. In order to transact the violation, two
compensation cpns have been configured in CPP of SC™:
number 01 and 02, which can be activated at the same time.
The former informs bs provider to make bs available before
a later deadline while the latter cancels the contract for bs.

Ibp 1
p— p—y
Ibp2
begin 2

Figure 5 The Ibps for a data-mining task

The policy for selecting from the two cpns is formulated

as following:
Policy //The policy for selecting from cpn 01 and 02

Name: “CircumstanceAbnormityAnalysisForServiceAvailability™;

PolicyType: “Obligation” ;

Processing: (ruleGroup ATFSA); //The processing work after this

//policy are activated: make a choice by executing rulegroup ATFSA

“GS™);

Trigger: (@ContractNormConflictOccur ActivatedNormNo1:?x
ActivatedNormNo2:?y) ($= ?x 01) ($= 2y 02); //The
//trigger condition: cpn 01 and 02 are activated at the same time

End Policy

Target: (@Service “Monitoring™

ruleGroup ATFSA
mode: P // Denotes the production reasoning
select: first; //Execute the first activated rule
ruleList:
(— ($ServiceAvailablePeriod Analysis)
($BBStore ($CreateConceptlnstance “‘SelectedNorm™ 01)));
(— ($ExtendedAvailablePeriod Analysis)
($BBStore ($CreateConceptlnstance “SelectedNorm™ 01)));
($SendMessage “Monitor” ($CreateConceptlnstance

“PlanningDeferringOfFollowingServices” 01
End ATFSA

02));

This policy is activated by the cpn selection requirement,
and then it starts, by executing rule-group ATFSA, the
analysis phase of a 3-phase control cycle to analyse the
availability of cpn 01. The analysis work includes:

Copyright (c) IARIA, 2011.  ISBN: 978-1-61208-124-3

* Check whether a later deadline for bs can be assigned by
executing the Boolean function as the condition part of rule
1 “ServiceAvailablePeriodAnalysis”. If it can, the function
returns ‘true’, and further results in the execution of cpn 01.

* Or else, by executing the Boolean function as the
condition part of rule 2 “ExtendedAvailablePeriodAnalysis”,
calculate whether a extended later deadline for bs can be
assigned. If it can, the function returns ‘true’ and drives the
execution of cpn 01.

* Or else, send an internal message “(@PlanningDeferring
OfFollowingServices 01 02)” to the agent (VO manager)
itself by executing rule 3 (the unconditional rule).

This message activates the policy for driving the planning
of service deferring. Then this policy starts the planning
phase to determine which in the following services bses to
be deferred (e.g., bs for performing activity 3 in Figure 5)
and the deterred time for them. If the deferring plan is
generated, a policy for driving the execution of this plan is
activated to start the deferring negotiation with the providers
of bses (the details are omitted).

In summary, it is the agent management policies that
drive effectively the self-adaptation of service cooperation
and VOs. Especially, the flexible scheduling of Ibps and the
configuration of compensation cpns not only enhance the
possibility for removing abnormal circumstances but also
facilitate the survival of current Ibps in abnormal
circumstances. Therefore, this enables VOs to agilely
respond abnormity due to not changing VO members and
Ibps..

2) VO self-evolution

If the contract for bs must be cancelled (by executing cpn
02), the effort for maintaining VO capability enters into the
second stage: self-evolution. Because the circumstance
abnormity analysis has already been done in self-adaptation
stage, only the latter two phases of a control cycle:
Cooperation modification planning and modification plan
execution, need to be performed.

The work for VO evolution planning is as following:

* Determine whether a new provider of bs can start bs in
the available or extended period of bs. If can, send an
internal message “(@ExecutingReplacementPlan
“ReplacingServiceProvider” <bs> <new provider>)” to the
agent (VO manager) itself in order to drive the replacement
of bs provider.

e Or else, evaluate a later deadline and drive the
replacement of bs provider.

« If the replacement fails, send an internal message
“(@Executing ReplacementPlan “RplacingBusiness
Process”)” to the agent itself in order to drive the
replacement of the current Ibp with a new Ibp.

* Or else (a new provider is found), send a message to
activate the policy for driving the planning of deferring
(similar to the planning phase of VO self-adaptation).

If a new provider is found and the deferring plan is
generated, the policy for plan execution phase is activated.
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The plan execution activities include to negotiate the service
provision with new provider and to negotiate the service
deferring with the providers of following services. Once all
of these negotiations are completed successfully, lbp 1 of
Figure 5 can be resumed.

When the above planning or plan execution fails,
replacing this Ibp is necessary if there are spare lbps.
Therefore, the planning and execution work for replacing
the current Ibp with a new Ibp should be driven by relevant
policies, including: find an available Ibp (e.g., lbp 2 in
Figure 5), cancel the contracts for bs relevant to activity 1,
negotiate, create and sign the contracts for business services
relevant to activity 4 and 5, and finally perform Ibp 2.

If no new Ibp is available, or, for any one from bses
relevant to activity 4 and 5, no applicable provider is found,
the VO must be disbanded, and all the contracts for other
bses in Ibp 1 must also be cancelled. Of course some
compensation work must be done by executing
compensation cpns formulated in those contracts.

VIL

We have already created the self-adaptation and self-
evolution framework CCAE by intensifying the agent
platform included in the infrastructure for IGTASC.

First, a monitor module is nested into the platform to
perform CPP of SC™ depending on the contract-performing
circumstance model and joint contract-conforming
mechanism and to implement the activities for monitoring
abnormal circumstances and the ones in the 3-phase control
cycle. Because the platform has provided the policy engine,
it is easy to make the work of monitor module become
policy-driven as long as configuring a set of domain-
specific policies and the operators and functions driven by
these policies.

Second, the policy-driven self-management enables
business operation-oriented agents to rationally conform to
macro-level cooperation behavior norms formulated in the
social facilitation e-institution, especially the obligations for
complying with micro-level cpns in service contracts and
reporting the post-states of executed cpns. Besides, the
uniform facilitation service “ContractExecutionReport”
configured to those agents creates the basis for
implementing the joint contract-conforming mechanism and
monitoring abnormal circumstances.

Third, formulating one or more service contract templates
for each business service simplifies the creation, negotiation,
and conformation of contracts. It is those templates that
enable application domains to formulate statically parame-
terized cpns, and thereby enable business operation-oriented
agents to possess, by statically configuring operators
specified by cpns and management policies, the capability
for executing cpns, achieve flexible scheduling of Ibps, and
implement policy-driven self-adaptation and self-evolution.

We have established several experimental service
cooperation-based VOs, such as small meeting arrangement,
knowledge provision, data mining, multi-part device

IMPLEMENTATION AND APPLICATION ANALYSIS
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cooperation production, and multi-department crisis
cooperation transaction, and used those VOs to test and
validate the self-adaptation and self-evolution of service
cooperation and VOs. The experimental results indicate that
CCAE can support the run and maintenance of VOs
effectively in very different application domains.

Next, we adopt the supposed application of data mining
(see figure 5) to make an analysis. The current VO
dynamically created wants to complete a data-mining task
by invoking the three sequential business services provided
by different partners (see Ibp 1 in Figure 5). Because the VO
sponsor and these partners all are the rational agents
supported by CCAE and registering in the agent community,
this VO can implement the joint contract conformation,
transact abnormity, and maintain VO capability effectively.

In order to validate the compact and fluent execution of
the data-mining task in normal circumstances, we let the
three services for performing the three activities in Ibp 1 to
be assigned equal-length available periods first, and then
make those periods overlap with each other. The process for
executing this task indicates that the three services can be
provided one after another with no time interval between
them.

In another test, the service 1 for performing activity 1 is
not available before the deadline. This contract violation
event activates compensation cpns: 01 and 02, and further
activates policy “CircumstanceAbnormityAnalysisForService
Availability” (see Section 6.2). Because the provider can
make service 1 available in a later deadline (which does not
affect the provision of sequential services), this policy
drives the execution of cpn 01: specify the new deadline,
and inform the provider.

Again, if the provider can not make service 1 available in
the later deadline, the message “(@PlanningDeferringOf-
FollowingServices 01 02)” is sent to activate the policy for
driving the planning of service deferring. The produced
deferring plan indicates that the provision of service 1 and 2
should be deferred in order to enable service 1 to be
provided before the later deadline. And then the policy for
driving the execution of deferring plan is activated to drive
the deferring negotiation with the providers of service 1 and
2. Due to the success of negotiation, this policy drives the
execution of cpn 01 before the later deadline.

Evidently, It is the flexible scheduling of lbps and the
configuration of multiple compensation cpns that enable the
VO to achieve self-adaption without changing its
constituents.

We also validate the self-evolution of this VO by testing
two instances. One is the fail of deferring negotiation while
the other is the QoS violation in providing service 1. Both
instances bring on the cancel of the contract for service 1,
and thereby this drives the process for finding new provider
of service 1. We examine two situations: finding one or no
new provider. The former results in the update of single VO
member while the latter brings on the replacement of lbp 1
with lbp 2 (see Figure 5), and the bigger change of VO
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constituents: removing the provider of service 1 and
increasing the providers of service 4 and 5.

Here, the basis for implementing VO self-evolution is the
standards for business services and business operation-
oriented roles and the coupling cooperation behavior norms
formulated in e-institutions, and the formulation of multiple
compensation cpns while the policy-driven cooperation
management enables the general agent platform to be
specialized into adapting to application domain requirement
by configuring domain-specific policies and policy-driven
operations and functions.

In summary, the advantage of CCAE is induced as
follows:

1) Realizing the self-maintenance of VOs in d-si-h-MAS
form; this enables those VOs not only to be composed
dynamically and on requirement depending on the model
IGTASC and its infrastructure, but also to maintain their
capability for achieving objectives effectively, and thereby
creates the solid foundation for the large-scale deployment of
VOs

2) Since the cooperation between VO members focuses,
by using contracts as tie, the monitoring of cooperation
circumstance on the execution states of service contract-
performing protocols, this makes the discovery of
cooperation exceptions and the self-maintenance for
eliminating exception impact have a reliable and accurate
basis.

3) Configuring to every business operation-oriented
agent the uniform facilitation service “ContractExecution
Report” and the obligation for reporting the post-states of
executed cpns enables both provider and consumer of a
service to acquire in time the whole service contract-
performing circumstance, and accordingly facilitates the
compact execution of contract-performing protocols and the
discovery of contract violation exceptions.

4) The policy-driven self-adaptation and self-evolution
not only enables business operation-oriented agents to
rationally conform to macro-level cooperation behavior
norms formulated in the social facilitation e-institution, but
also makes, by formulating domain-specific policies, the
general model CCAE specialized easily into adapting to
different application domains.

5) Dividing the maintenance of run-time VOs into two
stages (self-adaptation and self-evolution) enables service
cooperation not only to gain compact and fluent execution by
self-adaptation (due to no change of the constituents of a
VO), but also to adapt to, by self-evolution, the complex
situation requiring replacing some members or even the
business process.

VIIL

This paper focuses on the self-maintenance of VOs in d-
si-h-MAS form, which are much more valuable and have
the potential for large-scale deployment, and has created the
framework CCAE to achieve the contract-performing

CONCLUSION AND FUTURE WORK
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circumstance-driven self-adaptation and self-evolution for
service cooperation. CCAE can maintain effectively the
capability for a VO to achieve its dynamically established
objectives in two stages: self-adaptation and self-evolution,
and thereby enhance the survival of VOs and current
business processes for scheduling service cooperation.

The future work will be the formalization of CCAE and
the development of real-life application systems based on
CCAE.
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Abstract—This paper describes a Self-adaptive Middleware for
Mobiquitous information system and its underlying model
based upon a multidimensional service representation and
management. The service dimensions refer to the “4W”:
1) Who?, i.e., user profile (implicit knowledge deduced from
user interaction history and explicit knowledge in form of
preferences); 2) Where and 3)When?, i.e., “external”
(physical) interaction context (location, time, device, etc.);
4) What?, i.e., “internal” interaction context (user ad-hoc task:
goal(s), expectations and optional requirements). An original
approach for dynamic adaptive service generation (on-the-fly
composition) based on collective service intelligence captured
in what (we call “collective services memory”) is proposed.
Currently a prototype of the middleware is being implemented
for touristic cultural paths in the city of Astrakhan (Russia).

Keywords - service computing; mobiquitous services;
middleware; adaptive services; service composition; service
mining; context-awareness; NFC standard.

l. INTRODUCTION

We are now entering a new technological era where
physical spaces are becoming “smart” and objects — “tagged”
thus providing all kind of (mobiquitous) services for mobile
smart phone holders. Mobiquity is a recent word bearing the
strategic convergence of mobility (mobile phones becoming
smart) and ubiquity (of Internet becoming local, 2.0 and
broadband) [1].

The story of computer science can be seen as a story of
functional system/service layers being introduced to ease
either application development (successively operating
system, database server, application server, mobile server,
EDGE Server) or user-friendly convenience. Our proposal
consists in creating of a new functional layer on top of the
EDGE server that could increase interaction efficiency of
users in mobiquitous information systems by proposing them
complex services fitting their goals: the interaction system
realized in a middleware.

By services we understand web services and NFC (Near
Field Communication) mobile services. Services could be
different regarding:
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e Standards: SOAP (Simple Object Access Protocol)
versus REST (Representational State Transfer)
standards for web services implementation;

e Interactions: web services with one simple
invocation method versus NFC services with its
touching paradigm and three operating modes of
NFC standard: reader/writer, peer-to-peer, and card
emulation mode).

SOAP and REST are two main approaches for building
web services. SOAP services are operation-oriented, and
RESTful services are resource-oriented. Semantic web
services, in addition to simple web services, provide
machine-readable semantic data. Existing semantic web
service ontologies, such as OWL-S and WSMO, commonly
consider only SOAP web services. However, there are
proposals for extending them in order to support RESTful
web services which are very widespread currently [2]. For
NFC services there is not common standard yet.

These heterogeneous services should be consolidated into
one integrated warehouse of complex mobiquitous services.

Adaptive information systems are becoming increasingly
important especially in the field of mobiquitous information
systems. In [3], Sousa et al. show that today users are
surrounded by technology that is heterogeneous (wide
variety of computing platforms, interfaces, networks and
services), pervasive (wireless and wired connectivity that
pervades most of our working and living environments) and
variable (users can move from resource-rich environments,
such as workstations, to resource-poor environments, such as
a PDA in a park). Mobiquitous systems should be able to
adapt to users mobility and system access ubiquity in order
to reduce users overhead; they should abstract users from
details of access to heterogeneous, pervasive and variable
services for maintaining high-level user activities. Users no
longer want to get pieces of data, information or knowledge,
but they want to get the complete services [4].

Today we can make objects smart by tagging them (QR
codes, NFC tags), but they still remain reactive only. A
mobiquitous system is not adaptive by default; it provides
the user with the first level of “intelligence” — the ability to
communicate with objects using a mobile phone at any time,
anywhere and on any device for obtaining different services.
A new functional layer is proposed in our research to make
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the mobiquitous system proactive, context (situation) aware,
and, thus, to provide users with the second level of
intelligence — the ability to obtain an appropriate customized
service, adapted to the current user situation in a transparent
manner.

This new functional layer is being implemented within a
middleware platform which will hide details of access to
heterogeneous, pervasive and variable services from users.
Since interaction context is very important in mobiquitous
systems, the key idea of this middleware is to manage
multiple context-aware strategies (services) for fitting the
same user goal, captured by the services usage analysis and
then, able to be applied in an appropriate situation. These
services can also be recombined in order to construct new
useful services with the possibility to evaluate their quality
and to infer their functional and nonfunctional
characteristics. Each situation of users interactions with the
mobiquitous system is unique; therefore, there should be a
specific service generated especially for this situation from
services fragments and knowledge about their usage stored
in the collective services memory.

The remainder of this paper is organized as follows. In
Section I1, we describe some related research directions; then
in Section I, we provide a motivating example of an
illustrative scenario. In Section IV, we examine the concept
of mobiquitous systems intelligence. In Section V, we
present the architecture of the self-adaptive service-oriented
middleware and the approach for dynamic service
composition. And, finally, in Section VI, we give some
research directions to enhance and validate our proposal.

Il.  RELATED WORK

A. Service composition and service mining

A service is an autonomous IT-asset which can be reused
by an arbitrary number of consumers in contexts often
unknown at design time. As a matter of fact, services must
be designed to be as independent as possible from the
context in which they will be utilized [5].

Service composition is an aggregation of multiple
services into a single composite service providing more
sophisticated functionality and creating add-on values. A
user could be provided by a constructor for interactively
building his own composite service but a more interesting
problem is to automatically recognize user’s situation for
providing him an appropriate composite service.

In [6], Zheng defines two approaches for service
composition. It can be:

e top-down — composition of existing web services

driven by specific search criteria, or

e hottom-up — discovery of interesting and useful

compositions of existing web services with no such
criteria.

And the result of service composition can be:

e one-shot — it realizes a particular request of a

particular end-user, or

e reusable — it realizes a generic request of a typical

end-user.
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In the proposed middleware the bottom-up approach
consists in service mining correlated with services
dependencies mining, and the top-down approach consists in
analyzing goals conjunction, matching corresponding
services and their composition. Final services generated by
the middleware are always seen as one-shot, but the
composition history is saved for further producing a reusable
complex service from a set of correlated one-shot
compositions.

In [7], Sousa et al. present two approaches for services
discovery for composition, which can be:

e context-aware — given the context parameters, the
suitable services are selected from the service
repository, or

e goal-driven — the user makes a request and the
system tries to find the most suitable service, which
agrees with the request description.

The proposed middleware adopts both approaches: first,
the services are selected by their goals annotations, and then
the engine looks for the most suitable service composition
taking into account context parameters.

Our aim is to deal with composability of different kind of
heterogeneous  services  (mobile NFC  services,
SOAP/RESTful web services, semantic web services, etc.)
through a middleware by integrating them at structural and
semantical levels and by mining collective service
intelligence.

B. Context-, situation- and task-awareness

Context awareness is referred to the capability of an
application or a system to be aware of its physical
environment and situation in order to be able to act and
answer in a proactive and intelligent way [8].

In the field of services, context was often seen only as
user location attached to popular location-based services. In
our proposal we consider a larger context concept which is
situation — combination of system-side, user-side and
environment-side parameters.

In [3], the concept of task-awareness is presented. It
means carrying out high-level users activities: planning a
trip, buying a car, etc. In today’s systems those activities and
goals are implicit. In task-aware systems, users specify their
tasks and goals, and it is the responsibility of the system to
automatically map them into the capabilities available in the
mobiquitous environment.

In our proposal the task corresponds, from one side, to a
combination of goals, and from another side, to a set of
service compositions. The system learns from usage how to
make a reasoning on combined goals and learns about the
strategies of fulfilling the goals, i.e., service scenarii.

C. Overview of existing approaches for intelligent service
composition and delivery

Let consider three main groups of approaches for
intelligent service composition and compare them with the
proposal.

The first group is represented by approaches for context-
aware service composition [7][9].
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iCas [7] is a service-oriented architecture that uses an
open ontological context model (SeCoM) to provide personal
and contextual information and to support the composition of
context-aware services on the fly. A prototype of the iCas
platform is implemented. When starting services
composition, user can add and remove services interactively.
Possibilities for composition are returned to user based on
the current context and user policies. Services are described
using OWL-S.

MyCampus [9] is a semantic web environment aimed at
enhancing everyday campus life. Users acquire or subscribe
to a variety of task-specific agents that assist them in the
context of different tasks. MyCampus supports the dynamic
discovery and access of contextual information sources and
the automated generation of plans by task-specific agents
through the discovery of services that can be dynamically
composed to satisfy one or more user-goals.

There also exist some approaches that do not allow
service composition but they aim at delivering of context-
aware services. For example, SOCAM [10] is a middleware
architecture that supports the building and rapid prototyping
of context-aware services. It uses the formal context model
based on OWL to represent, manipulate and access context
information.

Another group of approaches lie in the field of goal-
driven service composition [11][12].

In [11], a goal-driven approach for service composition is
presented. The authors propose a task-oriented semantic
representation model of web services and based on this
model goal-driven service composition is performed
dynamically to achieve user’s goal. The relevant concrete
web services to complete the task are bound dynamically in
the runtime.

In [12], a goal-based approach for dynamic service
discovery and composition is described. The approach is
based on a behavior model represented by goal modeling.
Goals can be further decomposed into sub-goals, and tasks
fulfill (sub-)goals. This approach is founded in a well-
defined set of domain and task ontologies.

The third part of approaches concerns pattern-driven
service composition. In [13], Tut et al. propose the use of
patterns combined with the domain knowledge for
facilitating the composition process of e-services. Patterns
represent a proven way of doing something, “a three-part
rule, which expresses a relation between a certain context, a
problem and a solution”. An example of instantiating of
generic patterns into specific ones is presented.

Approaches for context-aware and goal-driven
composition are often well separated, however there exist
some mixed approaches, for example [9]. The majority of
approaches for pattern-driven composition are not context-
aware. Patterns represent result of an attempt to find context-
free service sequences.

Our proposal consider pattern as a service: it has the
same characteristics, it can be annotated by situation
elements, it can make part of service composition. Patterns
reveal relationships between services, and along with the
context (situation) dependences represent collective service
intelligence.
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To our knowledge, there are not mixed approaches in the
field of web services and interactive NFC services.
Mobiquitous services which are being considered in this
paper integrate smart objects with related web services and
are consumed in a high interactive manner. However there
are some research results in the field of context-aware NFC
applications [14].

I1l.  USE CASE SCENARIO

For better understanding of the remainder of this paper
we will provide a use case scenario.

Consider two mobiquitous services in the city of Nice, in
France (an NFC European city since May 2010). The first
one is a complex NFC mobile service offering a guided tour
on the “invisible historic cultural path” of Gogol, Russian
writer, in Nice consisting of all places where he lived in the
1840°s associated with his name and providing multimedia
information attached to tags (QR Code and NFC tags) with
the possibility to produce information on each point of the
path and interface with social networks [15]. The second one
is a web service of restaurant booking.

The complex goal of Ivan, a Russian tourist, is to make a
complete tour and to have lunch in a restaurant (probably by
making a break in his tour). His goal remains persistent
during an interaction session and corresponds to initial
interaction constraints; if Ivan would like to change his
goals, a new session will start.

For the given goal we should consider two elements of
the external environment: location and time. These are not
constant during the interaction, their values are generated in
real time.

Concerning the user himself, there are some extra
parameters which could influence the system behavior.
These are Ivan’s meal preferences. If Ivan did not provide
them to the system, the system itself can infer them based
upon analysis of Ivan’s interaction history. If there are no
enough data for such analysis, the system can rely on the
nationality of Ivan (if known) and use this information in
conjunction with learned dependencies between nationalities
and meal preferences. Let us consider that in this example
meal preferences of Ivan are not known but the system
knows that he is Russian and that most of Russian tourists
prefer Russian restaurants in Nice.

Now we will describe some possible options. For
example, one of the point of Gogol path concerns his
preferred restaurant of French cooking. And the system has
learned that whatever specific user preferences are, if the
user goal is to have a lunch within this guided tour, they
generally select the restaurant that Gogol preferred and not
the one related with their own preferences.

So, lvan starts his tour “Gogol in Nice”; he loads the
special application or information on his mobile phone by
touching a given touristic NFC tagged poster. The system
proposes him to complete his goal with some specific goals,
one of them is having a lunch — and he selects it. In the
middle of his tour lvan decides to have a lunch break. The
system then generates the list of recommended restaurants. If
the Gogol preferred restaurant is nearby to the Ivan’s
location, it will be the most recommended. If not — the
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system selection will be based upon Ivan’s meal preferences
primarily. If Ivan doesn’t make a break but he is already in
the Gogol preferred restaurant, the system provides him a
proposition without his explicit demand.

IV. MOBIQUITOUS SYSTEMS INTELLIGENCE

In mobiquitous systems, there exists an augmented need
of tailored application delivery for reducing user overhead in
mobiquitous environment that implies the necessity of
discovering implicit collective intelligence of mobiquitous
services and providing multidimensional usage view.

A. Collective service intelligence

In [16], O’Reilly et al. present collective intelligence
concept evolution. They introduce the concept of Squared
Web which play an intermediate role between Web 2.0
(social) and Web 3.0 (semantic). Web 2.0 offers to users the
possibility to generate the content. The future Web 3.0 will
allow to machines the possibility to understand data but it
requires a lot of work for the current Web semantization.
Web 2.0 focuses on collective human intelligence, while
Squared Web focuses on collective intelligence of captors,
tags, etc.

In mobiquitous systems we can consider collective
intelligence of services. Services cannot be fully structured at
design-time because there are still many unknown
dependencies of users and usage contexts. The additional
functional layer we are proposing, should manage the
collective service intelligence and learn automatically about
services usage in particular situations for further better
interaction efficiency.

B. Multidimensional usage representation

Mobiquitous services usage can be represented in
multidimensional space. The two typical (minimum) usage
dimensions are user profile and location. Thus, users can be
provided with customized services taking into account these
parameters. But each service provider can make a reasoning
on it, in its own way.

The idea to tag real objects in space is not new. It has
been widely used in tracking objects in logistics, etc. Users
interacts with a mobiquitous system via tagged and location-
based objects; the system can give some recommendations to
users based upon where he is located (and propose him
restaurants, museums, shops, etc.). Here, we have two levels
of context: the first one corresponds to the information which
is directly obtained from sensors (spatial coordinates) and the
second one corresponds to the inferred information
(available services in users’ vicinity).

The relatively new idea is to tag real objects in time
scale. Saving and analyzing interaction tracks allow to get
information about when, how and by whom these objects
were used.

Rules applied for generating recommendations can be
static (anyone who touches an NFC poster at the bus stop
receives the same list of restaurants in the neighborhood), or
customizable (based upon explicit user meal preferences or
implicit preferences inferred by the system from the user
interaction history).
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In the area of mobiquitous systems we consider three
usage dimensions (dimensions of context in its global
meaning which we call situation):

e Interaction actor — user profile (explicit and implicit

knowledge), we will call it user dimension;

e “External” (physical) interaction context (location,
time, etc.), we will call it context dimension;

e “Internal” interaction context (user task: goal(s) and
constraints), we will call it task dimension.

Depending on the application area (m-tourism, m-
marketing, etc.) the importance of different dimensions
varies, but there exists one common feature — mobiquitous
systems are task-driven. The user looks for a complex
service that fulfills his goal while hiding most part of
implementation details; he does not look for isolated data,
information, knowledge and services fragments. User tasks
and goals are hierarchical and multiple service scenarii for
achieving them are discovered at run-time. If there is none
on-the-shelf solution in the collective services memory, the
user goals are then decomposed in order to find matching
services for sub-goals. The remaining two situation
dimensions (user profile, physical environment) are used to
select the most appropriate scenario for a given situation.

Thus, mobiquitous systems intelligence is based upon
answering the following questions:

e When, where, how and by whom mobiquitous
services should be used? — Learning about usage
situations.

e How services can interact with one another? What
service compositions could be useful to users and
what is the typical situation profile for this? —
Performing service mining with corresponding
situation parameters mining impacts appropriate
services selection.

o How to evaluate situations equivalence in a flexible
manner depending upon application areas? -
Analyzing services used in these situations with some
common parameters.

V.  SELF-ADAPTIVE MIDDLEWARE FOR MOBIQUITOUS
SYSTEMS

A. Logical architecture

In Figure 1, the global centralized logical architecture of
the self-adaptive middleware for mobiquitous systems is
presented. Below we describe its major components.

1) Atomic services integration.

This layer enables integration of heterogeneous
mobiquitous back-end services (SOAP/RESTful web
services, semantic web services, NFC mobile services) by
providing a unique service metamodel. It is a service access
layer: only at this level details of heterogeneous services
invocations are known.

2) Collective services memory management.

This layer enables discovery of new services
compositions useful in particular situations, and enables
management of all services — atomic and composite.

54



ICIW 2011 : The Sixth International Conference on Internet and Web Applications and Services

Web portals NFC devices |
e > — N ™
’ Presentation ‘ -
L gs
inalseni (-0 2
\Fmal services ) ki 5
!
(" N User
Situational services - o profile
generation engine S g Task
\ JUEE-—-a
s 8
— 2
Goals KB . . R
Collective services memory | ] i Context
] ’ Service mining ‘ . Eﬂ
Contexts KB L . )
— & ! <
o
Atomic services D s 2
I:I E =
L ’ Integration ‘ ] ) es
Web services NFC services | |

Figure 1. Logical architecture of self-adaptive middleware for mobiquitous systems

At this level the second layer of services metadata is
defined, it represents situation parameters (task, user,
context) learned from interaction history by applying data
mining techniques.

“Collective” means that all services are stored in the
memory along with explicit and imlicit relationships between
them. Explicit relationship between two services is their joint
use in a composite service. This use is conditional, related to
the appropriate usage situation. Implicite relationship
between two services consists in similarity of situations of
their appropriate usage. Both explicit and implicit
relationships between services are processed for pre-
selecting services for final service generation.

Basic elements of collective memory are services (atomic
or composite) which represent usage fragments. These
fragments are used in the next layer for generating a unique
service corresponding to user’s situation.

All atomic services with their metadata generated at the
integration level are stored within the collective memory.
Then, it is enriched by compositions of existing services
obtained by service mining algorithms.

Special algorithms allow evaluation of the usefulness of
discovered service composition, i.e., the probability of its
reuse, it also allows predicting of functional and non-
functional characteristics of composite services.

Special algorithms are also used to mine key situation
parameters which may influence the use of services together
in a scenario. These parameters represent preconditions taken
into account during adaptive end-user service generation.

Each of the three dimensions of usage situations (task,
user, context) correspond to an ontology constructed during
the system functioning for reflecting the set of situational
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parameters and their importance for a given application
domain.

Service itself is independent from usage situations, it has
a goal to achieve. Multidimensional service annotations
based on task, user, and context ontologies enable evaluation
of service relevance for the given situation.

Thus, collective services memory stores usage fragments
— atomic services and useful composite services both
annotated by ontologies corresponding to situation
dimensions. Atomic services at this layer are considered as
abstract elements described wusing a unique service
metamodel without any details of their invocation.

3) Situational service generation.

Taking into account the situation description and services
metadata stored in the collective memory, this layer
generates a unique service corresponding to the given
situation and representing a composition of services
fragments from collective memory.

Some details of our approach for situational service
generation are given in the next subsection.

4) Final services presentation

The purpose of this layer is to interact with atomic
services integration layer for invocation of composition
elements. This layer also provides the user with an
appropriate interface.

5) Interaction analysis

Usage history component allows saving system usage
logs and their preprocessing for further use of service mining
algorithms.

Situation reasoning component hides from all other
middleware components details of capturing 1% level
situation data, i.e., information which is directly obtained
from sensors. It constructs the 2" level of situation
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representation, i.e., high-level information inferred from the
1% level situation data and related with task, user and context
service dimensions operated by the middleware. It is further
processed by the situational service generation engine.

B. Approach for situational service generation

Our approach for dynamic service generation is based
upon the use of ontologies (Figure 2).

First of all, there is a domain ontology for sharing
vocabulary between all middleware components. Then, there
are three ontologies corresponding to users, contexts, and
goals using the domain ontology. Goal ontology is totally
domain-specific; for user and context ontologies some
domain-independent elements can be defined.

Services in the collective memory are annotated by all
the three dimensions ontologies. The situation is composed
with task, user, and context descriptions. Task represents a
set of goals indicated by the user. All useful parameters of
user profile and physical context are preprocessed at the
interaction analysis layer thus constructing the 2™ level of
situation. User’s and context’s descriptions are based on the
corresponded ontologies.

Situational service generation engine receives situation
description and annotated services from collective memory.

Service discovery for composition is task-driven, it is
based on task goals matching. In case of no services
matched, task goals are decomposed for trying to find
services corresponding to sub-goals.

Candidates are tested for correspondence to the given
situation and for syntactic and semantic compatibility. The
final service is then composed of the most appropriate
services fragments.
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Figure 2. Situational service generation

Copyright (c) IARIA, 2011.  ISBN: 978-1-61208-124-3

VI. CONCLUSION AND FUTURE WORK

In this paper, we presented the self-adaptive middleware
for mobiquitous systems which manages the intelligence of
mobiquitous information systems along with a description of
its major components. We also described our approach for
situational service generation, i.e., adaptive composition. The
basic rationale is that, in distributed heterogeneous systems,
it is necessary to collect knowledge about usage. This
knowledge should not be the simple facts, but it should
represent strategies of goals achivement in particular
situations. Users no longer want to get isolated information;
they look for complex services. Current systems are
becoming task-aware: their goal is to match high-level user
task in a transparent manner. Services could then be
recombined for producing new ones with the possibility to
evaluate the important characteristics of service composition,
its usefullness in particular situations.

One of current tasks consists in analysis of the
middleware  architecture  using available  software
engineering methods such as ATAM (Architecture Tradeoff
Analysis Method).

The proposed approach is being implemented and
validated for touristic cultural paths in the City of Astrakhan
(Russia). Finally, our proposed architecture described here,
will be formally described in companion research papers.
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Abstract — Services play an important role in business
interactions among partnerships forming value-creating
service networks. A central problem in service network design
is to analyze participants’ behavior and optimize their value.
In this paper, we propose a simulation model to evaluate the
long-term impact of changes to resources and predict the
performance of service networks. Successful predictions of the
future behavior of service networks help analysts improve
service network’s functionality.

Keywords- service networks; value optimization; performance
analysis

l. INTRODUCTION

The growth of service economies coupled with the
evolution of information technology have increased the
complexity of service companies in a world of interactions
and partnerships. We observe that large and vertically
integrated firms are replaced by value-creating service
networks. Service networks consist of interdependent
companies that use social and technical resources and
cooperate with each other to create value [1], [2], [3].

Fig. 1 depicts the anatomy of a car repair service network
comprised of five interrelated levels. In particular, the top
level defines end-to-end processes connecting service
provisions of several service providers (Original Equipment
Manufacturer (OEM), Car Dealers and Clients [4]). In this
way a service network can be partitioned into a set of
discrete business services that completely process service
client requests. Fig. 1, shows that an end-to-end process
such as car repair is subdivided into composite service
processes such as diagnosing the problem to be repaired,
ordering part replacements and perform the repair. The
order process shown in Fig. 1 is a composition of several
atomic services (see corresponding level) such as
investigating failure symptoms, identifying parts, ask advise
from technicians, and ordering the appropriate (possibly
upgraded) parts. Software and human services can be
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routinely mapped to atomic services, and can be selected,
customized and combined into aggregated service
applications. The software service may be deployed on a
software service infrastructure, which may for example be a
distributed cloud environment, providing the capabilities
required for enabling the development, delivery,
maintenance and provisioning of services as well as
capabilities that monitor, manage, and maintain QoS such as
security, performance, and availability.

Clearly, the trend will be to move to high-value service
networks where business process interactions give rise to
new service analytics models and techniques that will help
to pro-actively manage services and pinpoint areas for
improvement.

Various approaches have been proposed to measure the
performance of service networks [5], [6], [7]. Most of the
research has focused on describing models that represent
inter-organization exchanges. In [5], a quantifiable approach
of value calculation is proposed that connects value with
expected revenues. In contrast, Biem and Caswell [6]
describe building block elements of a value network model
and design a network-based strategy for a prescriptive
analysis of the value network. Allee [7] provides a
systematic way for approaching the dynamics of intangible
value realization, interconvertability, and creation. Biem and
Caswell [6] and Allee [7] use qualitative methods to
describe value in a service network in contrast to Caswell et
al. [5] that calculates that calculates value in a quantifiable
manner. The above approaches do not study strategic
behavior of network participants that would result in value
optimization.

In this paper, we study the impact of strategic changes on
the performance both at the level of the network as well as
its participants. In particular, we introduce an analytical
model and associated simulation tool to optimize value.
Comparing to previous work that has been done, we
improved the estimation techniques and we used a powerful
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simulation tool to perform our experiments and analyze
dynamic “what-if” questions such as: what is
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Figure 1. The anatomy of service networks.

the impact of setting optimal — for one participant - prices
on the performance of the other participants as well as the
entire network? What is the impact on the performance if a
new participant suddenly enters the service network? Are
there any equilibrium strategies among the participants that
eliminate their conflicts of interests?

We extend the model presented in [5] and take into
consideration the expected costs to estimate the expected
value of the network and the various participants. We also
improve the methodology used in [5] to provide estimations
of revenues and satisfaction measures. Our main
contribution is the definition and solution of value
optimization problems with respect to service prices.

We observe that participants’ value depends on their
expected profits. Expected profits express the additional
value that will be accrued by the relationship levels a
participant develops when it sells goods and services to
other participants or to the end customers. This value is
related to its intangible assets and on the degree of
satisfaction it obtains from its customers. There are many
approaches that have been proposed to measure customer
satisfaction. In this paper, we use the methodology proposed
by Fornell et al., known as American Customer Satisfaction
Index [8].

We use the System Dynamics approach [9], [10] to
analyze the behavior of a complex system (car repair service
network) over time. System dynamics tools allow modelers
to succinctly depict complex (service) networks, visualizing
processes as behavior-over-time graphs, stock/flow maps,
and causal loop diagrams. These models can be tested and
explored with computer simulation providing for example
better understanding of the impact of policy changes (e.g.,
through animation of (service) systems) and facilities for
sensitivity analysis. Examples of such tools include iThink
[10], Vensim [11] and PowerSim [12].
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In this paper, we have adopted the iThink tool to
investigate the fluctuation of value under different
circumstances. The results of these simulations provide
predictions about the future of the service network in order
to increase its adaptability to the changes of the environment
and enable network participants to determine the most
profitable co-operations and attract new ones. We show that
the interactions among the participants of a network force
them to reach equilibrium otherwise the network will
collapse.

The remainder of this paper is organized as follows:
Section 11 describes the car repair service system. Section |11
presents the methodology proposed to estimate value in
service systems. In Section IV, we analyze the case study
and run experiments to measure its performance. The results
of the simulations are presented in Section V. Finally, in
Section VI, we provide some concluding remarks.

Il.  MOTIVATING SCENARIO

The motivating scenario revolves around a service network
that links four types of participants: an Original Equipment
Manufacturer (e.g., Volvo), Car Dealers (with repair
facilities), Suppliers and Customers. In particular, the
scenario considers the end-to-end process “Order & Repair”
that was already briefly introduced in the introduction.

The scenario that we will use during the remainder of
this article is an extension to [5] and basically looks as
follows. OEM-franchised dealers may service and repair
cars for their clients. Both activities require a car parts
catalogue to ensure that repairs can be performed efficiently
either in the replacement of parts or repairing after
accidents. The part catalogue facilitates efficient
installation, operation and lifecycle maintenance of intricate
products describing detailed part information that can be
fully integrated with other service applications supporting
customer support processes, human resource management,
and other service provisions.

The quality of the OEM parts, catalogues, and OEM
support services influences how many OEM parts will be
ordered and used for a car repair and how many parts will
be used from Third Party Suppliers (TPS), and how many
customers will go to OEM dealers or to TPS dealers. OEM
obtains parts from certified supply-chain suppliers (SCS).

The technicians report the car service requirements that
may include replacing teardowns, warranty replacements and
collision repairs. On the basis of the car diagnosis, a cost
estimate will be computed and communicated to the client
for authorization. Once authorized the automotive technician
will scrutinize failure symptoms, detect faulty parts, order
parts and perform the repair. Ordering parts is a complex
process that involves asking advice from expert technicians
from the OEM, including acquiring information about parts
under warranty, and getting approval from the dealer’s part
manager. The part manager then checks local inventory for
the required part, and if necessary checks the stock at the
OEM or supplier stocks, and eventually places an order. The
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part manager may either use third-party suppliers or
suppliers from certified supply-chain suppliers.

I1l. THE MODEL

In this section, we introduce our service performance
analytics model in support of strategic analysis of service
network changes and improvements. Theorizing on service
networks, and particularly performance analysis, can be
addressed from multiple and often complementary
perspectives. In our work, we propose a methodology to
calculate value in service systems. We focus on the dynamic
environment in which service networks emerge, and
especially on connectivity and profitable cooperation that
play an important role in value creation. We use our model
to investigate network profitability and give answers to the
following:

e Determine the conditions under which it is
profitable for a firm to participate in the network
and identify the factors that influence its value.

e Identify key stone participants (participants that
create the most value for the network).

e Determine participants’ optimal strategic decisions
(cooperating with someone or not, joining the
network or not, etc.).

We consider the service network as a set B of
participants connected through transfer of offerings that
delivers value to them. All offerings are treated as services
that are composed by participants’ interactions and co-
operations to provide a final service to a set C of end
customers. Let p; denote the price participant i charges
participant j for offering its services and r; denote the
service time of the interaction between participants i and j.
Price and time are the main parameters that affect customer
satisfaction which is in turn the corner-stone for calculating
value as we will see below.

A. Customer Satisfaction

Customer satisfaction measures the willingness of end
customers to buy the services offered by the network and
influences the increase or decrease of new entries. The
calculation of satisfaction SAT;(Ty) of participant j for
consuming services from participant i at the end of the time
interval [Ty, Tn] for our model is a variation of the
American Customer Satisfaction Index (ACSI) [9] and
basically described as follows. ACSI is operationalized
through three measures: q; is an overall rating of satisfaction,
gz is the degree to which performance falls short of or
exceeds expectations, and @z is a rating of performance
relative to the customer’s ideal good or service in the
category. Without loss of generality, we quantify the above
measures using the following formula:

k= [(Bu/Pi)0.6 + (vi/r;;)0.4], k=1,2,3,
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Q)

where [x] denotes the integer part of x and B,s, ys are the
parameters that determine the effect of price p;jand time t;
respectively on . In our analysis, we use the following
function (see [8] for further details) to calculate the
satisfaction:

SAT;(Tn)=(W101+Wo 0o+ W30l3-W1-Wo-W3)/ (W1 +OW,+9wWs3),(2)

where wy are weights that indicate the importance of each
measure Qy.

B. Participants’ Value

We consider that an economic entity within a service
network has value when it satisfies the entity’s needs and its
acquisition has positive tradeoff between the benefits and the
sacrifices required. We emphasize on the gains or losses
captured by the relationships between participants in order to
compute value. Our focus is on the methodology in [5], but
with a different view of the utilization of relationships
between the participants. We define the expected profits
Ep;j(Tw) of participant i due to its interaction with participant
j to be the expected value of participant i in the next time
interval [Ty, Tn+1] increased (or decreased) by the percentage
change of the expected satisfaction ESAT;(Ty) in the next
time interval and is given by:

Epij(Tn)=(ESATj(Tn)/ESATj(Tn-1)) (ER;i(Tn)-ECif(Tn)), 3)

where ERjj(Ty) and EC(Ty) are the expected revenues and
costs respectively for the next time interval. Thus, the value
Vi(Ty) of participant i at the end of time interval [Ty.1, Tn] is
the sum of its revenues and the expected profits minus the
costs that come from its relationships with all other
participants. The total value of the network is the sum of the
value of each participant.

C. The Mechansim for Value Calculation

In this subsection we present our value-based model that
provides a mechanism to calculate value divided in various
hierarchical levels. Fig. 2 (generated by iThink) shows the
upper level of the hierarchy and visualizes the basic elements
of our framework. We use the example of Section Il to
simplify our description. Each node represents a module that
calculates the value of a participant. Arrows represent
dependencies between modules. Each module encloses a
sub-system that calculates the value of the module (second
hierarchical level). Complex variables inside the module are
presented as modules too. Fig. 3 shows the dealer’s value
calculation process. The green arrows show the impact a
module has on another module (e.g., dealer’s expected
profits increase as dealer’s revenues increase). The module
dealer’s cost in the third hierarchical level is depicted in Fig.
4.
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DEALERS' EXPECTED

IV. SIMULATION EXPERIMENTS TO THE CAR REPAIR
SERVICE SYSTEM

We perform simulation experiments to analyze our model
making use of 4 scenarios. First, we apply our approach to
the car repair service system (Section Il) to examine the
network’s evolution over time. We represent technicians,
the parts manager, and the help desk experts as economic
entities, each of which is offering its labor as a service to the
service system. We measure rates of offerings and payment
flows per month over a period of about 30 months. End
customer service requests denoted by s are strongly affected
by end customer satisfaction, since satisfied customers
attract new customers to enter the network. Without loss of
generality, we consider that the service requests are
produced by the Poisson distribution with mean es being the
output of the function:

es = -a;SAT? + a,SAT, 4)

where a,>2a;>0 so that es is an increasing function of SAT
in the range [0,1]. (We have chosen (4) because the rate of
increase of es decreases with respect to SAT.) We also
consider that the number of technicians is a function of the
number of service requests; we take that the number of
technicians increases linearly with the number of service
requests. We calculate the value of each participant as a
function of price and time and determine its optimal level
with respect to price. The equations of revenues and costs for
the dealer, the OEM and the suppliers are taken from [5]. As
opposed to [5] that calculates value for a given mean repair
price and time, we optimize value with respect to mean
repair price and time.

Second, we use the transformation of the basic model, as
in [5], in order to cut costs and increase value. Concisely, a
solution provider achieves interoperability between
participants’ information systems through application
software operated by the OEM. The application allows
everyone to have access to up-to-date information about
parts at any time, as soon as this information becomes
available to the data base of the application. The gain from
the new IT infrastructure is twofold: repair time is reduced
resulting in customer satisfaction increase and OEM’s
mailing costs are eliminated. We apply our methodology to
the transformed network to show that the continuous
changes of the environment push the network to restructure
itself in order to remain competitive. We determine the time
interval in which we observe positive effects in profitability
in the transformed network compared to the initial one. We
also determine which of the participants benefit from the
transformation and which not.

Third, we consider a model in which the group of
dealers is replaced by a new one that offers more
complementarities to the end customers without increasing
the mean repair price. This action seems to be profitable due
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to the increase of the satisfaction of the end customers of the
service network. However new dealers have higher costs
that may affect service network’s value. We examine the
value of these dealers and the value of the entire service
network provided that OEM chooses to cooperate with
them.

Fourth, we investigate Nash equilibrium strategies [13],
[14] between OEM and the dealer. We define as a strategy
for OEM and the dealers the mean profit rates a and b of
selling parts and repair services respectively. Let ps, po, Pd
be the mean prices set by the suppliers, OEM and dealers
respectively for offering their services. Then it holds that:

Po=Ps +aps= (1+a)p5a
Pa = Po + bpo = (1+b)po.

We examine the existence of equilibrium strategies
considering that the rest of the network participants (apart
from OEM and the dealer) do not affect their decisions. We
assume that OEM buys parts from certified suppliers at a
given price p..

V. RESULTS

In this section, we present the simulation results from our
analysis. First, we compare the basic model with the
transformed one.

A .Value Optimization in Basic and Transformed Network

We show the mean repair price p~ that maximizes the
dealers’ and OEM’s value in Table I.

TABLE I. COMPARISON BETWEEN THE BASIC AND THE
TRANSFOMED NEWORK
Model
Value -
Basic Network Transformed Network
111 116
p* (dealer) 225 (OEM) (dealer) 218 (OEM)
Dealer | 51.469.012 | 34.700.000 46.874.332 | 34.985.000
OEM 8500%10° 26793%10° 9100*10° 29990%10°

We observe that:

e The dealers’ optimal mean repair price in the basic
service network is lower than in the transformed
service network, since the mean repair time (that
affects value) decreases, so the dealer charges his
customers less. Consequently, the dealer is forced
to increase the mean repair price in order to increase
its revenues. Nevertheless, at the optimal mean
repair price, dealers’ value is less in the transformed
network since the customer satisfaction has
decreased as well (higher charges).

e OEM'’s value is much higher in the transformed
network than in the basic one. This is explained by
the fact that the mean repair time decreases and the
customers are more satisfied (at OEM’s optimal
mean repair price). In addition, OEM in the
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(&)
(6)

transformed network has much lower mailing and
labor costs.

e In both networks OEM’s value at dealer’s optimal
mean repair price (111 and 116 respectively) is very
low compared to OEM’s value at his optimal mean
repair price. This means that OEM will never be
satisfied to offer its services at prices that reach
dealer’s optimal level.

e Dealers’ value at OEM’s optimal mean repair price
is higher in the transformed network, since OEM’s
optimal price is lower (218).

Furthermore, the simulation results show that, OEM’s
value in the transformed network is not higher than that of
the basic network from the first month. It dominates after 10-
12 months, when both networks offer their final services at
their optimal mean repair price (Fig. 5). When both networks
offer their services at common prices in the range of 80 to
350, the transformed network dominates the basic network at
month 8 to 17.

Finally, the total value of the transformed network
(32.190.040.300) is maximized at mean repair price 216 and

30.000.000.000,00 J

25.000.000.000,00 at

20.000.000.000,00

Value
|

15.000.000.000,00

10.000.000.000,00

5.000.000.000,00

Time (Months)

—e—Total value OEM
—— Total value OEM2

Figure 5. OEM’s value in basic (1) and transformed (2) network at
common mean repair prices.

is higher than that of the basic network (28.593.400.000)
which is maximized at mean repair price 223. This is
explained due to the fact that end customers are more
satisfied and OEM (the keystone participant) has managed to
cut costs at a great extend in the transformed network.
Moreover, we see that the optimal mean repair price for both
service networks is very close to the optimal mean repair
price of OEM, since OEM contributes the largest part of the
total value of the network.

B. Sensitivity Analysis of the Mean Repair Price

In this section, we investigate the impact of mean repair
price changes to the dealers’ value. As the mean repair price
increases, the difference between the dealers’ value in the
basic network and that in the transformed network is
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smaller. This is justified by the fact that although the service
requests decrease the mean repair price increases resulting
in a decrease of the total value as shown in Fig. 6.

14000000

13500000

13000000

12500000

12000000

Difference of value in two networks

11500000 T T T T T T T
1 112 13 14 115 16 17 118 119

Price

Figure 6. Dealers’ difference of value in basic and transformed networks.

C.The Impact of New Entries

We call the network with the new group of dealers as the
competitive network. We calculate values in the new
scenario at mean repair price 216 which is the optimal price
for the transformed network. We investigate the impact of
the change of dealers letting the price unchanged so that the
end customers are motivated to remain in the network. We
show that dealers’ value (31.527.812) is lower in the
competitive network compared to the transformed one
(35.481.031), since the new dealers’ cost is higher due to the
complementarities they offer. In addition, OEM’s value
increases (from 29.793.000.000 to 31.713.504.020) due to
the increase of the service requests. The total value of the
network increases from 32.190.040.300 to 32.792.529.000.

From the above we observe that a change in the network
that improves its performance may affect positively some
participants and negatively others. Naturally, dissatisfied
participants abandon the network causing side effects to the
others.

D. Participants’ Equilibrium Strategies

We perform two experiments in order to investigate
strategic interactions and determine equilibrium strategies of
OEM and dealers. In the first experiment we calculate
OEM’s optimal profit rate at a given profit rate for the
dealer. Simulations show that when the dealer increases its
profit rate (e.g., from 6% to 10%), OEM’s optimal choice is
to decrease its optimal profit rate (from 24% to 21%).
Conversely, if OEM increases its profit rates (e.g., from 14%
to 21%), the dealer optimally decreases its profit rate (from
15% to 10%).

The second experiment calculates a set of equilibrium
strategies for OEM and the dealer: at dealer’s profit rate of
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10% the optimal OEM’s profit rate equals 21%. Conversely,
at OEM’s profit rate of 21% the optimal dealer’s profit rate
equals 10%.

VI. CONCLUSIONS

In this paper, we proposed a methodology that estimates
value in service systems. We applied this methodology to a
car repair service network. We run simulation experiments
to maximize the value of each participant and the total value
of the network. In addition, we defined suitable scenarios to
study the internal relationships that are developed inside the
service network. Finally, we examined the interactions
between the participants inside the service network in order
to determine their optimal choices.

Directions for future work include the study of
competitive service networks that form oligopolies in order
to increase value. Furthermore, additional work is needed on
the estimation of value of intangible assets such as
knowledge, sense of community, etc.
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Abstract— The rapid evolution of the new generation networks
and services (NGN/NGS), particularly the converged
infrastructures, raises the challenge of ensuring not only the
Media Delivery but also the Service Delivery towards the user,
regardless of his terminal, his access network, his preferences and
his Quality of Service. The existing approaches for Media
Delivery enable the improvement of the network in order to
share and allocate the resources in the most optimal way. But the
mobility and the heterogeneity of the user's ambient environment
invoke more and more the complexity of the Service Delivery. In
this paper, we propose a Dynamic Service Delivery process over
Media Delivery in order to ensure the service continuity during
the mobility or during all the other changes in the user's ambient
environment. This Delivery process is driven by a model which
represents the real world and differentiates the Service Delivery
treated by the service platform from the Media Delivery treated
by the network. The advantage of the proposed model is that it
ensures the consistency within the deployment of user session and
takes into account the End to End Quality of Service in the
NGN/NGS context.

Keywords-NGN/NGS;  Service Model
Dynamic Management; Mobility.

Delivery; Driven;

l. INTRODUCTION

With the new generation network (NGN), the user is facing
a new environment composed by multiple access networks,
core networks, service platforms, access terminals and even
different operators. In such a varied environment, user hopes
to change the terminal everywhere while maintaining the
service continuity according to his preferences. A first
response to this increasingly complex environment was the
network convergence, which enables to provide the same
services to the wuser through different networks. This
convergence has thus allowed the passage from a vertical
architecture (where the access network, the core network and
the service platform are tightly coupled) to a horizontal
architecture [1] [2] [3] (where the network and the service
platform are on independent layers). If this architectural
transformation succeeds, the objective of the trans-
organization, the mobility and the personalization
requirements, is fulfilled. However, in this service separated
architecture, how to address the service management and keep
the consistence with the delivery of the network transport
service (media delivery)?
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Service Overlay Network (SON) allows the access to the same
types of services (Service Overlay) through different but
provisioned networks (Network Convergence). Unfortunately,
these architectures are still vertical from the point of view of
resources reservation when providing the solutions for the
improvement of the Media Delivery. Indeed, the
infrastructures remain specific to certain types of services. As
a result, there rests the passage from one type of service to
another (for example, from a Telco service to a Web service),
or the service composition will necessitate a change in the
whole transport infrastructure.

Additionally, in this type of architecture, the maintenance
of the service continuity during the mobility is only treated via
the network (Media Delivery). But the End to End (E2E)
Quality of Service (QoS) depends also on the QoS of Service
Layer to achieve the demanded Service Delivery; moreover,
the service layer can also provide complementary solutions.
Indeed, depending on the current ambient network in which
the user stays, we use an ubiquitous component of this area in
order to have another network path and thus to meet the E2E
QoS. Our main proposition called “Service Delivery” is based
on this observation and takes account of mobility.

From this point of view, we replace the Service Overlay
by a Service Network which enables service convergence and
global dynamicity in the network layer and in the service layer
as well. Architecturally, this service network is driven by a
model and the Service Delivery enables this service network
to facilely provide user personalized services. This service
network auto-manages itself independently of the transport
infrastructures, and changes dynamically due to the mobility
and the changes of environment in order to manage the real
time service continuity during the delivery of the service.

The rest of the paper is organized as follows:

In Section 2, the related work shows the lacks of Media
Delivery for the E2E service. After we introduce the models
which are the base of our proposal (Section 3), we present in
Section 4 our proposition in details. In the first place, we
present as an example the Internet Protocol Television (IPTV)
architecture to show the importance of the service level
contribution. Afterwards, we present the important part of our
contribution which allows the dynamic management to treat
mobility. Then, in Section 5, we show how our proposal goes
from the theory to the practice by two parts: for the Model-
Driven of our delivery process we present how to anticipate
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the degradations in order to maintain E2E QoS. On the other
hand, we show how our model can help in the standardization;
we propose the integration of our Service Delivery Process in
the Tele Management Business Framework Process. Finally,
we conclude the paper in Section 6.

Il.  RELATED WORK

To deliver the services to today's large numbers of mobile
users although a user's ambient environment, the management
of multiple composed services, the flexible provisioning of
resources, and the guarantees of QoS remain as challenges.
However, current solutions are not dynamic and are of the
type Overlay as the following in SON [4]. The Service
Overlay Network (SON) is proposed as an intermediate layer,
which enables the access to the same services by converging
the different networks. SON attempts to increase application
adaptation and service reliabilities. In this section we analyze
the existing optimization solution for SON in order to show
the lacks.

A. Topology Re-configuration Policies in SON

As the reconfigurability is one of the most appealing
features of SON, J. Fan et al. proposed optimal reconfiguration
policies for the topology design of SON in order to improve
the performance and to minimize the operation cost of
dynamic routing [5].

As the communication requirement changes, the topology
may need to be reconfigured with a lower-cost path.
Comparing with other work, it is considered in a general case
that the topology is not assumed as fully-meshed but as
degree-bounded: the number of the neighbors of a node is
limited. They analyzed and identified all types of cost during
the phase of reconfiguration, observed the optimal
reconfiguration of small systems, and then gave out the
reconfiguration policies for large systems where the
communication pattern is dynamic.

The policies are verified to have low cost when facing
changes of communication requirements. As the nodes in the
topology graph are assumed to be fixed and the numbers are
limited, it is difficult to discover other service nodes in an
unknown domain out of the existing SON.

The policies can resolve some mobility but in a limited
range. It is not a trans-organizational solution.

B. Anoptimal routing based on service federation

M. Wang et al. proposed a distributed algorithm [6] of the
service flow graph based on the service federation in order to
optimize routing in SON. The service federation enables
independent services to perform the tasks in either a
sequential, parallel, or interleaved fashion by allowing parallel
paths for a complex service.

To connect the service requirement and the overlay graph,
they defined a service abstract graph, within which, a service
abstract node is populated with the instances of the
corresponding service. After applying the algorithm proposed
by Z. Wang et al. [7] in the overlay graph, a service abstract

Copyright (c) IARIA, 2011.  ISBN: 978-1-61208-124-3

graph is constructed respecting to proposed strategies, and the
same algorithm is applied again in the abstract graph, so that
some links of the previous path maybe replaced by optimal
ones. This service federation algorithm is proved to be able to
construct service flow graphs with high-quality.

Although it can response dynamically in the service layer,
but the algorithm is not flexible enough facing the ambient
environment and service continuity during the process of the
dynamic routing.

C. QoS-Assured Service Composition

X. Gu et al. presented an infrastructure for the efficient
service composition, focusing on the assurance of QoS [8],
which is in favor of the reliability within a SON. They propose
a QoS-assured algorithm for the mapping from service
template, which is mapped from service requirement, to an
instantiated service path.

For the initiation of service composition, the basic
algorithm generates the weighted candidate graph instead of
searching the path in the first step, and then runs the Dijkstra
algorithm to find the shortest path considering various QoS
constraints. In order to consider each individual QoS
constraint, an enhanced algorithm is proposed in additional,
which can change dynamically the weight of different factors.
At last, the dynamic service composition algorithms are
proposed to deal with the recomposing of service path in a
complete way or in a partial way, in the run time when outage
or significant quality degradations occur.

The proposition is proved to be dynamic and to be able to
provide both QoS assurances and load balancing for composed
services in SON. As the algorithm considers the nodes and the
links in the whole overlay topology, we still need to improve
the flexibility and efficacy without increasing the complexity.

D. Auto-configuration in SON

R. Braynard et al. presents Opus, an overlay peer utility

service which can automatically configure server network
overlays by running instances of global resources and tracking
their status, in order to improve the performance via the
avoidance of unnecessary re-implementation [9].
A service overlay works as a “backbone”, through which Opus
can track and disseminate the information. For each individual
application, Opus creates an overlay, and dynamically adapts
the overlay topology according to the system load and network
conditions. Opus determines the allocation of resources for
competing applications, by maintaining a cellular structure,
within which, a cell can be an entire Opus presence or a
portion of it. To track the system characteristics, they applied
to a generic communication library within Opus, some
existing routing protocols which have the properties of
aggregation, hierarchy and approximation. At last, to ensure
reliability and availability, several approaches are pursued,
such as restricted flooding and construction of disjoint paths.

It is a good idea to appoint a special management unit to
implement the auto-configuration. However, it is too
centralized. Can the management mechanism to be more
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distributed which is self-manageable for each unit? And be
more independent as possible to the infrastructures?

In conclusion, the Overlay Network does not have enough
flexibility to meet the new NGN/NGS challenges.

I1l.  BACKGROUND

In this part, we present the models on which our
proposition is built and which gathers: the NLN (Node-Link-
Network) meta-model [10] which represents all kind of
component (8A), the QoS model to manage the behavior of
the components (§8B) and the Information Model which
represent our knowledge base (8C).

A. NLN Meta-Model

In the delivery process, we must ask ourselves: what do we
manage? Which type of resources do we want to provision? In
order to be as generic as possible and to take into account all
kinds of resources, we follow the NLN meta-model describing
three types of objects: the Node which represents the
component in each visibility level (Service, Network
or Equipment) and which is responsible for specific treatment;
the Link which represents the interaction between two Nodes,
according to the service logic and the Network which
represents all the Nodes and the Links offering a global
service to each visibility level. This model enables the
decomposition of the whole system in several abstractions’
levels according to the service provided by each component,
which allows a complete management of the system.

B. QoS model

In order to maintain the user Service Level Agreement
(SLA), we must have an E2E QoS control during all the
service provisioning and delivery processes. We propose a
QoS agent in every component and the behavior of each
component will be translated by QoS measurable parameters.
QoS can be categorized according to four criteria [11]:
Availability, Reliability, Delay, and Capacity.

These criteria are necessary and sufficient for self-control
(IN/OUT Contract) because they are able to cover Fault,
Configuration, Accounting, Performance, Security (FCAPS)
framework proposed by the Telecommunications Management
Network (TMN). Availability indicates the relation states for
the configuration; Reliability depends on Fault; Delay and
Capacity concern Performance and Accounting, and Security
is considered as a service where we apply the QoS agent. This
QoS model is instantiated on each visibility level and the
aggregation of these parameters on all of the visibility levels
ensures an E2E QoS. This QoS model allows managing the
resources in use and their possible degradations.

C. Informational Model (IM)

The IM we propose is generic and abstract to describe any
resource. This IM, as our knowledge base, is independent from
application. It is directly related to the events that occur in the
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real network. The inference rules (implications of each event)
have been defined in [12] [13].

In the next section, we present our proposal based on the
model which allows the same architecture for the Service
Delivery and Media Delivery.

IV. PROPOSITION

Our proposal takes into account the usage in the
NGN/NGS context, essentially in a mobile and user-centric
oriented context. Indeed, between the user’s demanded service
and its dynamic utilization in this context, it is necessary not
only to provision the service at the moment of its activation,
but to re-provision continuously and dynamically according to
the user’s location and the terminal in use. In additional, the
service presented on a catalogue (for example, the Triple Play)
incites, in terms of resources, several service elements (Voice,
Data, TV), which need to be integrated in our dynamic
management (Provisioning, Re-provisioning and Assurance).
In this section, we firstly show the necessity of Service Delivery
complementary to Media Delivery, by presenting in the IPTV
architecture the application services and the network services,
then explain the importance of Service Delivery in the service
layer (8A). In (8B), we analyze the needs impacted by all types
of mobility (User, Terminal, Network and Service), and the
ambient networks offering ubiquitous services in order to meet
the NGN/NGS context. Then, in order to manage the
dynamicity during the wusage of service (during the
movement), we propose to follow the traceability of the
dynamic session basing on the NLN model through the
different layers (Service, Network and Equipment) (8C). In
(8D), we present the process of E2E Service Delivery, which
takes charge in the usage and complements the Media
Delivery. At last, we detail the models (Virtual Service
Community and Ubiquitous Service Element) which manage
the mobility in the delivery process (8E).

A. What is the Service Delivery

In this section, we explain the Service Delivery and its
contribution relative to the Media Delivery.
During the phase of provisioning, we need two to provide a
service requested by a user. The first is the selection of the
requested service according to the user’s preferences, his
location and his terminal. The second is the selection of the
network that can satisfy the requested QoS. Within the
ambient context, the user moves while having the continuity of
service. Current Media Delivery solutions treat these
requirements by shifting the access point and the
corresponding supporting services in the network layer. The
QoS is obliged to be recalculated and sometimes the delivery
is interrupted, although we are now facing an ubiquitous
context, i.e. we are already able to predict towards which
pervasive service the user can be served while maintaining the
desired QoS. That’s why we believe that a higher level
concept of Service Delivery is needed to address the
dynamicity during service usage. We benefit from the
ubiquitous context in the level of the service platforms. The
service continuity can be obtained by dynamically managing
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the Service Delivery. During this dynamic management, we
can adapt to the change of the user’s location and to the QoS
degradation, and can always conform user’s preferences. Once
the Service Delivery is in place, the network layer follows the
solution and provisions the resources to provide QoS
continuity.

In the following, we present the IPTV architecture and show
the need of the Service Delivery, which complements the
Media Delivery.

The IPTV service [14] is becoming more and more popular
among telecommunications companies because it promises to
deliver TV programs at anytime and anywhere. Based on IP
protocol, IPTV features advantages like bandwidth efficiency
and ease of management.

We can identify three main parts of the overall architecture
(Figure 1):

Transport
Processing.

IPTV service control and applications functions: Service
Selection Function (SSF), Service Delivery Function (SDF)
and Service Control Function (SCF).

Media Delivery, Distribution and Storage functions: Media
Delivery Function (MDF) and Media Control Function
(MCF). The MCF has three interfaces: one with application
service (SCF), one with network service (MDF) and another
with the User Equipment (UE) to control the remote.

In this architecture, there are application services (offered
by SSF, SDF, SCF or MCF) and network services (offered by
MCF or MDF). The application services identify the flow-
generator services which must be transmitted through the
network. Such services might change during the transmission.
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The MCF and MDF are concerned with the media
transport via all the network components with the help of
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NASS and RACS, which manage the Policy Enforcement
Point (PEP) as policy control to ensure the QoS.

These two types of services work in an independent way,
which separate the service from the network. However, the
actual solution for the terminal mobility is oriented to the
access network, i.e., the access part detects the new location
and the Media Delivery part will not rearrange another
delivery flow until the transport deviation is finished. As a
result, the user service is not continuous due to the non
seamless of the service handover. If we can realize the Service
Delivery which aims at delivering complexes services (as
IPTV) to today's large numbers of nomadic users through out a
user's ambient environment, we can thus achieve the service
continuity with the user desired QoS.

B. Requirements analysis of Service Delivery

In order to realize the Service Delivery concept, we need to
focus on the mobility management, the flexible provisioning
of resources and the guarantees of service continuity and
dynamic E2E QoS during the mobility.

First of all, the ambient environment is actually a very
heterogeneous environment due to different access
technologies, services and networks environments. The
competition and the cooperation of various market players are
facilitated by defining interfaces, which allow the instant
negotiation of agreements. This new environment enables
services to be pervasive, i.e. the same type of services from
different suppliers are all visible to a user.

As a result, this new context challenges us:

- To offer the ubiquitous services. This aims to provide the
same services in the user's ambient environment during the
movement.

- To take into account the user's preferences. This might
influences the choice of service, of operator, of access
network, of equipment or of price rate against another.

- To provide personalization by composing heterogeneous
services during a session. This requires horizontal
management to be independent to the different architectural
layers (Service, Network and Equipment).

Secondly, another major challenge rose is the mobility
management during the user mobile session. We summarize
four types of mobility that might occur during the session
facing the ambient environment.

The terminal mobility refers to a terminal which moves
through different access points while maintaining its
connectivity.

The network mobility concerns the movement of the
infrastructure of the transport support.

The service mobility refers to the ability of service to be
transferred from one machine to another so that the user can
use the service independently to the terminal or network in
use.

The user mobility concerns that the terminals are switched by
a user, which requires the adaptation of service on the new
terminal.

This mobile context imposes us:
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- To guarantee the continuity of service all through these types
of mobility. This results in the session mobility. The session
mobility concerns the dynamic management of the user
session due to its E2E uniqueness in the real time. In fact, each
type of mobility belongs to an architectural layer (Equipment,
Network or Service), and is not able to ensure the E2E QoS by
itself. It is the session management in the real time that
maintains this E2E QoS.

- To ensure the Re-Provisioning of resources during the
movements. The new usage induces the consideration of the
preferences and the mobility of the user.

Our goal is to meet these needs by proposing a process of E2E
Service Delivery driven by mentioned NLN and QoS models,
which we detail in the next section. The Service Delivery
takes in charge of the changes impacted by all types of
mobility on the service platform in the ambient environment.

C. Model-driven Service Delivery

Our model thus consists of several concepts to response
the requirements identified in §B:
- The service element (SE): we model it ubiquitous and
mutualisable. Its ubiquity answers especially to the ambient
environment. The service elements are equivalent in function
and in QoS and installed on the same platform or on different
platforms. The characteristic of mutualisation enables the
sharability between multiple users, which allows, as
consequence, different users’ preferences and a more dynamic
and efficient participation of the service composition.
- The model NLN presents in the background: it allows us to
model the heterogeneous real world via the nodes and the
links. The network of nodes and links of the same nature
constitutes a virtual network. Taking advantage of these
virtual networks, the required horizontal management obtains
its architectural base.
- The concept VPxN: allows the provisioning of resources in
each layer of visibility. We propose to model each
architectural layer by a Virtual Private x Network: VPxN
(x=Equipment, Network or Service), which auto-manages
itself dynamically during the movements. The VPxN allows
re-provisioning the resources to the user according to the
changes (mobility, preferences, degradation) for the purpose
of the E2E QoS continuity. Thanks to the VPxN, during the
mobility we can offer the user an ambient environment (all the
resources of equipments, networks and services which enable
the session continuity in the new location).
- The concept Virtual x Community (VxC): allows creating
communities of equivalent resources in function and in QoS at
each visibility layer. Thanks to VxC, during mobility we can
anticipate the degradations by replacing the degraded resource
by another equivalent one.

As a result of the application of these models, we have our
global architecture as the following:

The VPEN, which regroups all the ambient equipments of
the user: terminals, networks equipment and servers.
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The VPCN, which consists of access and core networks. It
regroups all the ambient connectivity of the user: Wifi access,
BTS access, ADSL access, IMS core, etc.

The VPSN, which makes up a logic network of all the
accessible services to the user. These services are managed in
a horizontal way (independent from any particular network
infrastructure).

Each visibility layer (VPEN, VPCN, and VPSN) is dynamic
and self-manages in a horizontal way. Thus it is the session
management which takes into account the different layers of
visibility for the calculation of the E2E QoS. For example,
given the user's preference of terminal, it is decided which
ubiquitous service element to use, through which network, in
order to guarantee the QoS continuity. Finally, to meet the
needs of the dynamic management of the service elements
during the mobility, the VxC monitors the comportment of
each resource and proceeds to its replacement in each VPxN.
The replacement is effected following any types of changes in
order to maintain the continuity of the QoS.

Therefore, we have three layers of visibility in the global
architecture: equipment, network (access and core) and service
platform (Figure 2).

In the equipment layer, we have represented all the
equipments in the PAN of the user, the equipments of his
access network and of his core network, and the servers on
which all the service elements accessible to the user are
installed.

In the network layer we have represented the access
network and the core network chosen for his session.

In the service layer we have represented the logic network
(VPSN) of all the services to which the user has the right to
access.
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Figure 2 Service Delivery with QoS Continuity according to Mobility,
User’s preferences and Ambient Environment
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From the VPxNs, in a given location, we can thus give the
whole ambient environment of the user. For example, the user
in his first location has chosen his cell phone as terminal
during his session, he passes through the selected access
network and the core network (VPCN1), and he may use the
service elements (SE2.1, SE1.2 and SE6.2) during his session.
All the service elements are ubiquitous (of the same color in
the Figure 2) and distributed on two different platforms (SP1
and SP2).

During this session, user mobility occurs, i.e., he changes
the terminal from a cell phone to a computer, which will cause
a change in the access and core networks (VPCN2 in the
Figure 2). This may require a change of a service element to
adapted to the new terminal, or maintaining the same service
element on another platform while changing the network or
the terminal. In the example, an ubiquitous service (SE2.3) on
another platform (SP2) replaces SE2.1. This change may be
treated with during the transaction of the calculation of the
E2E QoS, which selects this ubiquitous component in order to
guarantee the demanded QoS. After the mobility, the user has
still two new elements (SE7.1 and SE5.5) adapted to his
terminal, which replace the previous element (SE1.2). The
VSC management takes in charge of the efficient replacement
of the service elements by anticipation.

We present the E2E Service Delivery Process in the
following part.

D. Service Delivery Process

When the user orders the services, the service provider
firstly provisions the resources to meet his demand. In our
proposed process, this step is the creation of a “Pre-VPSN”.
The Pre-VPSN will contain all the services subscribed by the
user. The service provider will add the necessary services for
this user. At the session initiation, following his service logic,
the user constitutes the services that might be used all through
the session which will be the “VVPSN”. Each service element
in the VPSN belongs to a VSC which manages it dynamically
during the mobility. During usage, the service elements
requested will be reserved and constitute a Transaction
“Active VPSN”. We have illustrated the different steps (Pre-
VPSN, VPSN and Transaction) in the Figure 3.

User Global Service Command
-
Pr g (F Wt pr

Customer Pre-VPSN SE1.2+SE2.1+5E6.3 +SE4.1+ SE9 SP
gy, Sogg—
%ﬂfc a,b”-- §
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User Transaction? : e | _ e oo
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Figure 3  Pre-VPSN, VPSN and Transaction processes
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In the following, we detail the processes which manage
the different steps.

Referential finventory Fulfillment Delivery Assurance
Configuration
Service Service
Composition Composition
Inventory | | Service Management
Management Configuration
and Activation
Service Lo gl
Inventory
Management
Resource
Session Management
les] VPSN VPSN vsc
Provisioning ReProvisioning Management
Resource
Inventory VPCN VPCN VNC
Management Provisioning ReProvisioning Management
> VPEN VPEN VEC
Praovisioning ReProvisioning Management

Figure 4  Service Delivery Process and his interaction with Fulfillment and
Assurance

For the Order phase, we have the Fulfillment process (Figure

4). We have two parts: Configuration and Resource.

e The Configuration part takes in charge of service
elements configuration and activation according to client
order (Service Configuration and Activation process).
This process communicates with the process (Service
Inventory Management) in order to have the available
services and their configurations. The Configuration part
sends a request to the Resource part (OSS) to provision
the demand.

e In the Resource part, we have the provisioning of three
visibility layers [15], thus the process (VPSN
Provisioning) provision the service resource. This process
sends a request to the process (VPCN Provisioning) in
order to reserve the network resources selected for the
required services. Then the request is sent to the process
(VPEN Provisioning) to reserve the user equipments,
network equipments and service equipments selected for
the demand. These three processes communicate with the
data base “Resource Inventory Management” to find the
available resources, their QoS, their addresses, and etc.

For the Usage phase, we have the Service Delivery process

(Figure 4). This process manages mobility and changes in the

user ambient environment. There are two parts in the process:

e In the Configuration part, we have “Service Composition
Management” which takes in charge of the management
of the services subscribed by the user. These services
represent a user's VPSN at his session initiation. The
VPSN contains all the service elements that the user has
chosen during his session. The information of these
elements is stored in the proposed data base: Service
Composition Inventory (Figure 5).
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Figure 5 Pre-VPSN and VVPSN example in Inventory

e In the Resource part, we have the processes of Re-
provisioning of VPSN, VPCN and VPEN. Each VPxN
auto-manages itself in a dynamic way and re-provisions
the resources during mobility, preference changes or
resource degradation. It is the session which deals with
the aggregation of the three layers in order to handle the
demanded service with QoS continuity. The “Session
Management” thus regroups the three layers of re-
provisioning and community management which auto-
manage themselves ensuring session and QoS continuity.

For the Assurance phase, we have the Assurance process
(Figure 4), where we have the management of VEC, VNC and
VSC. These components monitor the behavior of the resources
(the behavior results in QoS). Each resource announces its
conformity or its non conformity to the contract with the
members of its community. In the case of a non conformity
thus of a QoS degradation, the resource is replaced in each
VPSN, VPCN or VPEN associated by a resource functionally
and QoS equivalent of the appropriate community.

In the next section, we detail the mobility management
treated by VSC and ubiquitous service elements.

E. Taken into account mobility (VSC and Ubiquious SE)

The VSC we proposed are built at the deployment phase.
When a service is deployed in a location it will search the
ubiquitous service elements that are identical to him in terms
of QoS and functionality, to represent the service community.
This community aim to self-manage faults or QoS
degradation. The goal to have these communities is that, when
a service element is degraded and filled not its contract it will
find in its location the nearest and similar service element
which can replace it in the VPSN. Thus with this concept we
can anticipate degradations in order to allow service
continuity.

During mobility, let us suppose that we have degradation
in a service element (e.g., SE1.2); degradation is alerted by
SE1.2 community. This community will carry out the
replacement of this service element by another equivalent in
the VPSN and will thus allow service continuity. But before
replacing this element, we first calculate the QoS of the link
(transport layer) between this new service element to replace
(e.g. SE1.3) and the next and previous service element in the
VPSN (e.g. SE6.5 and SE7.3).
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User Pre-VPSNat | VPSN at the session Active VPSN at From the service element QoS table (TABLE I) on Serverl,
order opening usage (transaction)
= P == Server2 and Server3, we have the QoS of SE1.2, SE1.3, SE6.5
SE4 Exposable SE4 SE4 and SE7.3.
User 1 Services
SE2
SE8 non Exposable SE8 SE8 TABLE I. QOS TABLE OF SERVICE LAYER: SERVER1, SERVER2 AND
Services SERVER3
SE1 Ewo;able
Userz SE3 Serviced SE3 SE3 SE Server 1 SE Server 2 SE Server 3
SE5 E bl SE5 SE5
““”Se‘rfig:: € SE1.2 Qo5 ¢y, SE1.3 QoS 45y 5 SE1.5 QOS5 ¢y
SE5 Exposable SE5 SES SE2.3 QoS ¢y 5 SE6.3 QoS gpg 5 SE7.3 Q0S g 5
User3 Service
SE7 non Exposable SE7 SET SE7.5 QOS ¢, 5 SEB.5 Q08 440 SE6.5 Q05 gees
SES' Services SE® SE®'

From the Transport Layer QoS table (TABLE II), we have the
QoS of all the links (networks) possible between Serverl and
Server2, and between Server3 and Server2. Thus to replace
SE1.2 installed on Serverl by SE1.3 installed on Server2, we
have {Q0Ssg1.2, QOS (1.3, QOS (13} and after replacement we
have {Q0Ssg1.3, QOS (2.3, Q0S (5.3}, which allows maintaining
the E2E QoS during the current transaction.

TABLE I1. QOS TABLE OF TRANSPORT LAYER: SERVER1 AND SERVER2
Server2 | Server3 | Serverd Server1 | Server3 | Serverd
Link Q05 4 Q0S5 ;4 QoS 1. Link Q05 5., Q0S Q0S 1
Link® QoS 1 Q08 43 QoS .y Link’ Q08 .y Q0S5 5y QoS .y
Link” | QoSype | Q0Syge | Q0S4 Link” | QoS,,. | QoSpge | QoS4
Link™ | QoS e | Q0Sygw | Q0Sgye || Link™ | QoSpp. | Q08,4. | QoSpym

V. FROM THEORY TO PRACTICE

In this section, we show the feasibility of our proposal
through two parts: For the Model-Driven of our delivery
process we will present in (8A) the implementation of the
VSC by JXTA [16] which allows us to anticipate and deal
with the changes of user's ambient environment in order to
maintain E2E QoS. To verify the consequence of considering
the mobility during usage via the service management
processes, we show in (8B) how our model supports the
standards of Tele Management Forum.

A. VSC Implementation in JXTA

As we have explained, the VxC takes in charge of the
maintenance of the resources (Equipment Element, Network
Element, Service Element) in each layer, for example, a VSC
in the service layer contains all Service Elements equivalent
both in function and in QoS in the service network. In the first
place, each SE needs to publish its function and QoS values to
the others and receive the information from the others, so that
VSCs can be constructed. Secondly, a VSC should have the
ability to be aware of the change of its SE and to discover the
unknown SE which can be added into the current VSC.

In our feasibility, we use the JXTA platform, which
includes a set of open, generalized peer-to-peer (P2P)
protocols. With the JXTA technology, all the elements can be
regarded as peers, and can communicate and collaborate with
each other in a P2P manner by publishing an advertisement
with the form of language-neutral meta-data structures
represented as XML documents. Within a sub network, the

70



ICIW 2011 : The Sixth International Conference on Internet and Web Applications and Services

peers can communicate directly with each other by Peer
Advertisement. In JXTA, a Rendezvous peer can maintain
global advertisement indexes of the peers that register to it in a
sub network, and exchange information with other
Rendezvous peers of the other sub networks. Therefore the
peers can get the information of the peers in another sub
network by communicating with its Rendezvous peer via Pipe
Advertisement.

In our case, each SE publishes an advertisement including
its characteristics, such as supported function, designed QoS,
current location and etc. At the same time, each SE listens the
advertisements from other peers in its neighborhood, and keep
in a local table those whose function is the same with itself,
basing on which a VSC is constructed.

<?xml version="1.8"7>
<IDOCTYPE jxta:PeerAdvertisement=>
<jxta:PeerAdvertisement xmlns:jxta="http://jxta.org"=
<PeerId=urn:jxta:uuid-280984B767FF4B88988DE4586287229305</Peerld=
<Name>SEl<Name=>
<Layer=>Service</Layer>
<Function=IPTVMediaControlFunction</Function=
<QoSCapabilities=
<Delay=15ms</Delay=
<Reliability>98%</Reliability=>
<Availability>99%</Availability=
<Capacity=2.5Mbps</Capacity=
</QoSCapabilities>
<Location=PointA</Location=
</jxta:PeerAdvertisement>|

Figure 6 Peer Advertisement published by a SE

In Figure 7, before the VSC is constructed, the two
elements with the same shape and the same color are two
elements of the function MCF with the same designed QoS.
They need to find each other and add each other to its own
VSC. Each publishes a peer advertisement within the sub
network shown in Figure 6, and a pipe advertisement (same
contents as in the peer advertisement) to its Rendezvous so
that the peers in another sub network can also receive its
information. When the convergence of this phase is finished,
the SE of IPTV MCEF in platform 1 will know that in platform
2 there is another SE of MCF which has the same QoS, and
adds it to its table. Therefore, these two SEs make up a VSC of
MCF (Figure 7). After being successfully created, the VSC
will maintain its SEs by the current QoS values in the real time
in order to help VpxN to adapt to the mobility and the changes
of the user's ambient environment

@] Service Component of IPTWV Media Control Function
O Service Component of IPTWV Media Delivery Function

VSC for MCE__..__
- Platform 2

—

Platform 1

Service Layer

Figure 7 Creation of VSC for MCF
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B. Valorisation on Standards

In this section, we show how our model helps in the
standards. The Tele Management Forum (TMF), one of the
most general forums in the domain of telecommunication
management, has proposed a framework to define a complete
management environment. The TMF includes the Business
Process Framework (eTOM) [17] which can help service
providers to define and describe the business and functional
processes they use, to understand the links between these
processes, and to identify the working interfaces and external
entities, in order to structure the basic management Processes.

This management processes today are disjoined: the service
is first provisioned following the customer's order, then used
and assured, then billed [18]. However the NGS requires
interactions between service logic during the usage. This
interaction must be dynamic and takes into account the
NGN/NGS challenges (e.g., User preferences, mobility and
ubiquity). To meet these new paradigms we proposed to
incorporate a usage process (Service Delivery) in the eTOM
cartography. This process responds to NGN/NGS and interacts
dynamically with the eTOM operations processes. In order to
have coherence in this interaction we are based on an
abstraction model of the real world for these processes
(Fulfillment, Assurance, Billing and Delivery). In this model
we have models each resource visibility level as a virtual
private network (VPSN, VPCN and VPEN). We have also the
VxC model that monitors the behavior of each resource and
replace it by another ubiquitous resource in the VPxN in the
case of QoS degradation. This can have a generic reference
model for the NGN/NGS service management.

But before the operations processes, we have the Strategy,
Development and Deployment processes. In order to have
business continuity from strategy to operations, we have
proposed the same model that allows consistency between the
different processes. Thus these processes exchanges
information dynamically. In order to be trans-organizational
and to have the possibility to deploy services that are not
developed by the provider himself but bought from other
suppliers, we proposed a separation between the deployment
and the development processes in the eTOM cartography. We
also proposed new processes to take into account when
dealing with the NGN/NGS context. An example of these
processes is the “Community Creation” (see Figure 8,
Deployment Process) who creates and manages communities
in the different visibility level (VSC, VNC and VEC). These
communities are created at the Deployment phase and
managed in the operation phase. Thus, our model facilitates
the relationship between the SIP processes and Operation
processes.

VI. CONCLUSION AND FUTURE WORK

In this paper, we proposed a dynamic Model-driven Service
Delivery in an NGN/NGS context with mobility and ambient
environment. The proposed Service Delivery focuses on the
service layer, where we use the solutions provided by the
network (Media Delivery) to guarantee the service continuity.
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Figure 8  “Service Delivery’ process integrated in the eTOM cartography.

And also the solutions provided by the service platform
(ubiquity, mutuality, composition and independence of
services in the transport layer) to ensure QoS and service
continuity during the session. The proposed model (SE, NLN,
VPxN and VxC) enables the coherence among the different
layers. The VSC enables the anticipation of degradation in
order to ensure the QoS continuity. The implementation of
VSCs in JXTA, allows us to verify the feasibility of our QoS
Management by VSCs in P2P. The VSC and Ambient
Environment concept that we have defined to resolve
management problems allows taking account into the mobility
between different ambient areas. It allows us to make a
“Semantic Handover” on other triggers criteria that the QoS
management. Thus as a future work, we will finalize the
Semantic Handover automate according to different criteria.
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Abstract—The Web 2.0 is increasingly considered as a
phenomenon that affects the way people interact, search, pb
and share information on the Internet. Namely it affects the
daily life of any Web user, expert or company that works
on the network daily. One of the dominant traits of Web
2.0 applications is the capability of co-opting end-usersni
endeavors which traditionally have been considered as top-
down activities and exploiting user-based networks. Throgh
Web 2.0 applications users add content and annotation in orer
to describe and share pictures, videos, files, etc. Apart fra
some of the most well known applications (e.g., Facebook,
Twitter, Flickr and the like), many Web 2.0 tools are not good
at attracting a critical mass of individuals. In fact, many studies
have shown that a common outcome for online communities is
an 'onion’ structure were only a few core individuals activdy
participate discussing and contributing to the common corgnt,
whereas others are considered as peripheral users who obser
the community and simply use the content. Participation and
willingness to contribute, thus, become two of the critical
issues that companies and software developers should tak&o
account when creating Web 2.0 applications. In other words,
we claim that understanding and analyzing appropriate setof
incentives that might motivate users to contribute are critcal
steps in the design of Web 2.0 applications. In this paper, we
describe how theories and techniques that are well known and
used by scientists in economics and management studies cam b
used to develop incentive-compatible Web 2.0 tools. Speciily,
we will provide an example of an application of mechanism
design and applied experimental economics in the developme
of an annotation tool.

Keywords-Incentives; Mechanism Design; Web 2.0; Content
Creation and Annotation.

I. INTRODUCTION

been considered as top-down activities, and the exploitati

of user-based networks of relationships [20], [23]. A glari
example of such a trend is the new emerging crowd-sourcing
phenomenon [12], [14], [17]. Nowadays there are many
Web 2.0 applications that can be considered as concrete
examples of the crowdsourcing phenomenon: SourceForge
(sourceforge.net), Wikipedia (en.wikipedia.org), Gaizoo
(www.galaxyzoo.org), Crowdflower (crowdflower.com), In-
nocentive (www2.innocentive.com). All these application
take advantage of communities of experts and/or users who
proactively contribute to the creation of a common good.
In economics, a good or service is called a 'common
good’ [21] when it has contemporaneously the properties
of non-exclusivity, and non-rivalry. Non-exclusivity nrea
that it is impossible or costly to exclude any person from
the use of the public good. Non-rivalry means that each
person can consume simultaneously the public good, without
constraining the use for others. In all of the above-mermstibn
examples, users act according to their own personal puspose
and, at the same time, provide information and knowledge
that others can share and, in turn, use.

Many studies on online communities and peer to peer
collaboration identified the motivations that drive peofae
participate in a rather large set of heterogeneous andxtonte
dependent elements [2], [13], [15], [25], [26], [27], [29]
(e.g., reputation, altruism, competition, self-esteeronay,
reciprocity, fun, etc.).

Despite these many motives to contribute and the popu-
larity of many Web 2.0 applications, some studies observe
how a significant number of online communities and social

The collaborative, social way of generating, organizing,network applications fail because of under-contributidn o
and managing knowledge has been growingly considered gsarticipants. For instance, an analysis of the P2P file sari

a trigger of creativity and innovation in several appliedtfee

site Gnutella show that in 2000, only 25% of users shared

This phenomenon has been heavily shaped by the advent 88% of the content while 66% of users shared nothing [1].
social based technologies such as grid computing, peer to More specifically, insights concentrating on the patterns

peer file sharing, collaborative authorship of digital et

that characterize annotation efforts in Web 2.0 commusnitie

social networks, and, more in general, Web 2.0 applicationfound that annotations are characterized by power law dis-

[7], [18], [28].

tributions, both in the relationship between number of tags

In this scenario, the increasing popularity of Web 2.0and number of posts [5] and number of tags and number
applications dramatically changes the way people interacof contributors [10], indicating that few people contribut
have fun, communicate and consume. The common trait afisproportionately more than others.

Web 2.0 applications is the empowerment of end-users by It follows that not all Web 2.0 tools - and specifically the

co-opting individuals in endeavors which traditionallywba
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killer applications& la Facebook or Twitter. This is due demonstrate that efficacy is a major factor affecting mem-
to the fact that users are not motivated enough to spenders’ active contribution to online communities. The study
time interacting and contributing to a common good. Thusalso indicates that the possibility of future reciprocatio
motivating users to contribute to this kind of collectivéoef ~ (expectancy) is another major motivation driving an indi-
is essential to reach critical mass and ensure a sustainabledual’s contribution. Beenen et al. show that challenging
growth for these crowdsoursing applications. goals are powerful motivators of online contributions [2],
Since we consider the whole software development prowhile Wasko and Faraj found that people contribute when
cess very relevant, we claim that success of an onlin¢hey perceive that this enhances their professional répota
community-based application requires a blend of well-[27]. Kuznetsov argues that the motivations of Wikipedians
designed software (i.e., usability) and carefully crafpedli- to contribute are grounded in the values of reputation,
cies aimed at achieving participation. In this paper, waifoc community, reciprocity, altruism and autonomy [15], [25].
our attention on the social aspects of software developmeWiertz and de Ruiter found that a customer’s online inter-
and deployment and we offer an example on how theseaction propensity, commitment to the community, and the
aspects can be incorporated into the development of anndaformational value s/he perceives in the community are the
tation and semantic content creation tools. Specifically westrongest drivers of knowledge contribution [29]. Bock and
will adopt a set of methods and techniques, often referredolleagues suggest the provision of appropriate feedback
to as 'mechanism design’ in the field of economics, that cario employees engaged in (or not engaged in) knowledge
be used to develop incentives which can be embedded intsharing [3]. These actions follow from two considerations.
online applications. This choice does not reflect a disibgarOn the one hand, they leverage on the importance of
for the techinical aspects of software design, but is meanpressure exerted from a person'’s reference group (e.gs,pee
to underline features of the process that are oftentimesupervisors, senior managers, etc.) to engage in knowledge
neglected within the community of developers. sharing behavior; on the other, they underline the impagan
We will focus on the so called sociability design and in of enhancing the individual’s sense of self-esteem.
particular on the first two phases of the software develop- Studies concentrating on the patterns that characterize
ment process. These are the analysis of the use scenadonotation efforts in Web 2.0 communities found an inter-
prior to application design and the fine tuning process ofsting correlation between a set of emerging social roles
the incentive structure. These phases should be seen asaad tagging behaviors. These behaviors seem to be spurred
continuous improvement process that enables designers by the attempt to create a community, the awareness of
adjust the software according to the social needs emergingne’s audience and a perceived need to communicate with
from the users’ experiences. a small group [22]. Analogously, Chen and colleagues
The paper is structured as follows: Section 2 describefound that social comparisons help explain the tendency to
some basic notions of motivations and mechanism desigrgontribute more (or less) in a social experiment involving t
Section 3 sketches out some techniques for analysis andovieLens community [6]. Joinson identified these unique
design of incentivized applications, Section 4 descriles t uses and gratifications in the context of Facebook: social
analysis of an annotation prototype, and finally Section 5connection, shared identities, content, social investga

draws our conclusions. social network surfing and status updating [13].
From these examples, we can clearly see that motivation
Il. BASIC NOTIONS AND DEFINITIONS can be produced by heterogeneous motives, and might

Bouman et al. [4] argue that designers of social softwaralerive from incentives that are assigned to the performer
have to design software and carefully craft social policiesor from an intrinsic desire. Motivation is intrinsic if the
such as: enabling practice, mimicking reality, buildingnd  performer enjoys the act of performing the tgsér se In
tity and actualizing self. In order to effectively desigrced  all other cases, a set of extrinsic incentives can be pradvide
software we focus our analysis on motivations in the contexin order to make an individual/team perform. Incentives
of Web 2.0 and on tools that enable us to identify keyare a set of instruments (e.g., money, reputation, rewards,

incentives that can be embedded in the software. prices, credit points, medals) assigned by an externajgud
o typically according to some sort of evaluation of the effort
A. Motivations exercised by the performer. In principle, these can belyotal

Several studies on the motivation to participate in knowl-uncorrelated to the nature of the task.
edge sharing indicate that people participate because theB}/ ) .
want to be part of a ‘community’, and engage in theB- Mechanism design theory
exchange of ideas and solutions [26]. Similarly, Forte Mechanism design is a field of game theory developed
and Bruckman find that peer recognition plays a rolein economics that studies the effective design of rules for
in Wikipedia which is similar to the dynamics shaping human behavior. If individuals follow these rules, they
up scientific collaboration [9]. Wang and Fesenmaier [24]will reach the outcome desired by the game designer. The
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underlying hypothesis is that individuals act according to
their own private interests and only a careful developmént o
appropriate incentives can enable the alignment of indadid

Field analysis

.. Requirements: I
and social interests. Social and individuals
To develop a set of incentives from the mechanism design motivations

point of view, the first thing developers should do is to
understand the social environment (the context) and codify
its constraints from the point of view of game theory. In
these terms, the game is defined by the following features
[19]: the players, the rules, the outcomes and payoffs. In
the case of Web 2.0 applications the players are the users
(both contributors and readers of the content produced), th
rules refer to how the players interact among each other,
the outcomes are constituted by the public good produced
by means of the application, and finally the payoffs are the Incentivized tool
values players attribute to the outcomes.
Inthe analys_ls (,)f_the C(,)nteXt,' the designer should f,OCL!S Oln—igure 1. The ideal process of design and development of @niivized
the system of individual inner interests and the motivation gppiication
embedded in the structure they interact with (the tool for
instance). These interests are affected by various element

Prototype

Lab experiments

i ——]
<mdmausm DH

Field experiments

Finetuning of requirements

which are: incentive structure of an application, and to provide a $et o
« The goal:people interact to communicate and partici- requirements for a first prototype of the incentivized tool.
pate. The lab experiments, then, allow us to evaluate such a tool

« The nature of good produced stylized description, and to fine tune the incentive structure that is embedded into

in game-theoretical terms, of the relationship betweerit.
what good is produced and who consumes it. Ideally the process of design and development of an
« The tasksan ordered collection of tasks into which the incentivized application (see Figure 1) should start fréwe t
contributions can be broken down. analysis of the concrete situation.
« The skills:competences and abilities required to carry In the first phase, the field analysis is crucial to identify
on the tasks. the motivations of both individuals and the social groups
« The social structurea stylized and simplified set of Which they belong to. Direct observations, interviews and

social relationships among the subjects participating irfuestionnaires are very effective techniques that can ée us
the exercise. to unveil and better define the crucial elements described in

After the analysis of the context it is necessary to definéhe previous section. _
the desirable outcome that the designers want to achieve. IN the second phase, the raw knowledge is then analyzed
Based on the given definition of players, desirable outcomdn terms of the above mentioned elements. Mechanism
and the context it is possible to define a set of rules and€sign. as a set of techniques, allows the modeling of the
payoffs that permit to achieve the desirable outcome. situation by using game thepretlc_al predictions a}bout the
Looking at Web 2.0 applications users spend time andrehaviors of the actors described in the model. Given a set
effort to produce - and at the same time to consume - £f goals, this model enables the analysts to design a set of
public good. All individuals benefit from the outcomes that incentive schemes that would spur users to behave in line
others produce and the application provides. The podyibili With the desired outcomes.
to access the content without necessarily contributingsto i The third phase is the creation of the prototype which
creation leads to the phenomenon of free riding: expectshould be the simplest possible solution that can effelgtive
ing that others will spend their time and effort to createSUPpPOrt the users.
the content while dedicating own time to other rewarding [N the fourth phase, the resulting prototype is tested,
activities. Mechanism design tools allow us to analyze thdetter if the test is conducted in a controlled environment,
context corresponding to each Web 2.0 application and tguch as a laboratory. The laboratory allows the experimente
design some case-specific rules that lead to a reduction ¢¢ test an hypothesis with artificially controlled condits

this kind of behavior within the desired context. manipulating or eliminating extraneous factors. As soon as
the previous hypotheses are confirmed a sequence of ex-
IIl. HOW TO DESIGN AN INCENTIVIZED APPLICATION periments can be organized to fine tune the set of incentives

Mechanism design enables to analyze the social structuthat are embedded in the tool. The design of each experiment
of the scenario prior to application design, to fine tune themay depend on the results of previous ones.
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In the fifth phase, the field experiments, the tool isMore in depth requirements are identified in the following
tested in the field, mimicking the situation in the lab. phases.
This fine tuning process should increase the complexit
of the trial since the experiment get closer to the reality.”"
For instance, add new realistic components such as real We analyzed the interviews and classified TID portal’s
actors (i.e., community members), tasks (a daily activigtt features according to the variables described above.
actors usually carry on), situations (the field and the $ocia The goal of the annotation tool is to improve the search
structure which actors belong to). Since the control ovend navigation experience in a corporate knowledge base.
the ability to manipulate variables reduces, the expertmen TID providers of annotations might have two different
gain awareness of interaction among variables. This mighmotivations to annotate. Users - by annotating resources -
continuously address new changes to the tool that finally i€an show their areas of competence and interest to the com-

The second phase: the desk analysis

introduced in the field. munity. They improve navigation, searching and syndigatin
This process is continuously repeated since the tool i§apabilities of the enterprise portal by using annotations
finalized, sixth phase. The nature of good produced by annotating is public. This
scenario is an almost straight out of the textbook case of
IV. THE ANALYSIS OF AN ANNOTATION PROTOTYPE public good provision in which providers and consumers are
DEVELOPED BY T+ID the same people. The part where things become problematic

. L. L, is the problem shared by many knowledge management sys-

Founded in 1988, Telefonica Investigacion y Desarollogms: there is a huge incentive to keep strategic knowledge

(TID) [16] is nowadays the largest private research andyqate so one can leverage on it when dealing/negotiating
development centre in Spain as regards activity and regih others.

sources, and is the most active company in EUrope in 1ne a5k is a typical annotation task. This means that it
terms of European research projects in the Informationg very repetitive and lacks a fun element.

and Communication Technology sector. TID is currently = tpq required skills of the agents to complete the annota-
developing a E)rqtotype for the annotation of the mtgrnaltion task are very basic.
portal of Telefénica. The tremendous amount of available Finally, the social structure is quite complex and various

information hinders the access to the right pieces of infor'dynamics coexist. Employees work in teams and commu-
mation required byaper_so.n for a specific goal, aﬁegting th%ities of experts, but also work in the company with a
company workflows. This is why the company decided t0gon hierarchical structure. Visibility, reputationareer
develop an anno.tatlon tool to the_corporate portal. Adding EHeveIopment, and money are all part of the mix of moti-
layer of annotations, helps obtain many advantages, sutfLiions driving the behavior of employees. An important
as more efficient resource retrieval and navigation, realsq o to deal with is the large number of employees. As
integration of hgter.ogeneous sources of information €ehk |, 4erlined in many studies, group size plays an important
data), personalization based on context and roles. role in modifying behavior of individual contributors. If,

In the following section, we will go through the steps i, principle, employees perceive that their contributisn i
we adopted to support the design of TID’s annotation tooly;ia| for the success of the group we could expect a higher
It will serve as an illustration of the general process weponapility of contribution from each employee. In other
described in the previous section. words, the reputation mechanism might be developed at
group or project level.

In this paper, we do not focus our analysis on the tool

We started our analysis collecting data on people’s modevelopment, therefore we do not discuss the third phase:
tives and motivation drivers interviewing 11 employees ofthe prototype development process.

T_ID repr_esentmg the community _at large (heads of dIVI-C. The fourth phase: the lab experiments
sion, senior project managers, project managers, devslope

computer engineers, and consultants). Each semi-staettur  In the evaluation of the first prototype we run a laboratory
interview was conducted by two interviewers, took 60 to 90experiment with the goal of identifying the more appropiat
minutes and was recorded on audio tape. These recording§t of incentives to spur people to annotate resources.
have been transcribed and analyzed descriptively acaprdin The incentive structures we tested are focusing on two
to ex-post categories. Additionally, a focus group disirss ~different rewarding systems:

with 6 TID employees was conducted, focusing on usage « pay per click models: each participant get a fixed
problems of the existing system and on innovative solutions  amount of money for each annotation provided (0,03
that might overcome these problems. Since the number of  Euros per tag up to 3 Euro). For payment requirements
interviewees was not very high, the TID interviews were we had to round rewards in pay per tag treatment to
decisive to provide starting data for the desk analysis @has the highest 50 cents.

A. The first phase: the field analysis
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« winner takes all model: only the actor that provide thein creating new content and sharing it across their networks
higher number of tags and annotation wins 20 Euros. The tremendous growth of data, pictures, images, videas tha

Participants were 36 students with no experience in the argre shared and copied by individuals in the networks, render
notation task nor in the tool that they tested.At the begigni the access to the right piece of information more difficui. A
participants read a clear set of instructions and performe& consequence many Web 2.0 applications, such as Facebook
a first training session in order to understand the rules o@nd others, introduce annotation tools enabling usersdop ad
the game and the basic features of the annotation tool. Eadnodify or remove information about a Web resource without
individual has been assigned to one of two 'treatments’ ofmodifying the resource itself.
images annotation: the first using the pay per click model In this paper we demonstrate that, since the whole soft-
and the second using the winner takes all models. Theyare development process is very relevant, the success of
performed the task under time pressure (8 minutes for eac$ocial software tools requires carefully crafted socialigie
treatment) with the goal to produce the maximum amounpolicies aimed at fostering participation and willingnéss
of tags in the allotted time on a random set of images. ~ contribute.

We obtain the following results: For this purpose, mechanism design and laboratory/field

« The mean number of tags produced are: 47.42 with th€Xperiments seem promising methods to enable designers to
pay per tag model and 62.76 with the winner takes allaZnalyze the motivations of users and embed this information

model. We can measure a 32% increase in the winneifto their software.
takes all model. These phases should be seen as a continuous improvement
. The average amount of money participants perceive@rocess that enables designers to adjust the softwaredaccor
are: 6.66 Euros with the pay per tag model and 6.18ng to the social needs emerging from the users’ experiences
Euros with the winner takes all model. As we have just seen, we have proposed a methodology
« The average cost per tag is 0.1404 Euros with the pajhat encompasses the ability to a) analyze any work envi-
per tag model and 0.098407 Euros with the winnerronment of a social nature in which one aims to introduce
takes all model. annotating tasks; b) conduct a design process for the tools
« The budget has been 31.5 Euro for the pay per taghat serve as vehicle for the tasks themselves taking the
model and 20 Euros for the winner takes all model. previous analysis of the social and technological context a
In the experiment there are some biases. Students afd input. This approach stresses a value-chain outlook on
volunteers who are used to participate in experiments. Alsohe design process, clearly distinguishing problems déggr
students didn’t find any problem in the annotation taskmotivation/participation in the design procesisictu sensy

because they are strong Web users and game players.  ©n the one hand, and motivation/participation of users once
the tool is in place. The most glaring advantage of this

D. The fifth phase: the field experiments approach is the ability to consolidate theory, method and
Despite the biases that affect the experiment results, @pplications in distinct units, avoiding redundancy.

clearly emerged that the winner takes all model is dramat- Finally, since the methodology we propose seems promis-

ically more effective than the pay per click one, in thising and accepted by developers, the real benefits of the

context. These results constitute a baseline for the impleincentivized application will be measured only when it will

mentation of the tool within TID’s corporate environment. be adopted by TID.

The obvious next step is that of running a few other lab

experiments in order to move from simple tagging to more ACKNOWLEDGMENT

complex tasks closely mirroring what happens in TID. . .
Since annotation is used to retrieve, organize and ex- This work was supported by the EU funded project IN-

. D . SEMTIVES - Incentives for Semantics (www.insemtives.eu,
change information in the company portal, in the next

experiments annotations and the resulting tags obtained f,P7-1CT-2007-3, Contract Number 231181).

a first stage of the experiment will be used as an input to

retrieve information in the fifth phase: the field experinsent
In the TID, the prototype and the set of incentives will be [1] Adar, E. and Huberman, B. A., Free Riding on Gnutella,

tested first with a small group of users in order to fine tune First Monday October 2000. Available at: http:/first-

the adequate set of requirements. Eventually, the finalized = monday.org/htbin/cgiwrap/bin/ojs/index.php/fm/aleiwiew/-

version of the incentivized application will be applied teet 792/701.

whole TID.
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Abstract—In this paper, we explore the performance po-
tential of dynamic (runtime) web service selection within the
scope of Service Oriented Architecture (SOA). The web service
selection is executed by a service orchestrator (request dispa-
tcher) which is responsible to deliver composite web services
at desired quality levels for the orchestrator’s clients. We
investigate service response times for the case where SOA state—
of-the-art static web service composition is used and for the
case where dynamic web service selection is applied. Modelling
request scheduling at individual web services as Processor
Sharing queueing systems, simulation results are presented
for different runtime selection strategies in scenarios ranging
from the ‘“ideal” situation (up-to—date state information, no
background traffic) to more realistic scenarios in which state
information is stale and/or background traffic is present. In
particular, we show the effectiveness of a selection strategy
based upon the ‘“‘synthesis” of Join the Shortest Queue and
Round Robin strategies. For some specific scenarios we derive
and validate insightful approximate formulae for the resulting
response times. Our investigations quantify the performance
gains that can be achieved by dynamic service selection
compared to static (a—priori) service selection currently used.

Keywords-Service Oriented Architecture, Join the Shortest
Queue, Processor Sharing, Response Time, Background Traffic,
Stale Information.

I. INTRODUCTION

The composition of web services within a SOA environ-
ment could be static or dynamic. With static composition
the concrete services are determined and integrated into the
specification at design time. With dynamic composition on
the other hand, at design—time there is only a specification
of the required abstract services given. The concrete services
are then integrated at runtime.

For both static and dynamic composition, the choice of
concrete services for a particular abstract service may be
based on non—functional parameters. Examples of such pa-
rameters are availability, throughput, response time, security
and cost. References [4], [21], [23] and [24] discuss the
problem of static QoS—aware service composition in detail.
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As an extension, [4] considers sub—optimal algorithms to
enable fast replacement of underperforming services.

Existing SOA-based solutions for web services do not
support dynamic web service selection ([12], [13]). Dynamic
selection provides flexibility and therefore has advantages
with respect to availability and reliability compared to a
static approach. Another possible advantage of dynamic
service selection is performance improvement, i.e., achieving
a decrease in the requests’ response times by exploiting
statistical variations in the loads at the various concrete
services. This paper aims at investigating the potential
performance gain of dynamic, runtime web service selection
for service composition within the scope of SOA, evaluating
different selection strategies.

As a starting point, we assume that a set of concrete
services is a-priori selected per abstract service, which is in
contrast with a-priori selecting a single concrete service per
abstract service in the case of static composition. Therefore,
the discovery mechanisms ([19]) and their performance are
outside the scope of this paper. As an example, in Figure 1,
the choice of a particular concrete service (from the set
of selected concrete services) is made by the dispatcher
at runtime on a per—client request basis for a composite
web service consisting of N services that are invoked
consecutively. In each consecutive step ¢, ¢ = 1,2,..., N,
exactly 1 out of K; concrete services is invoked by the
dispatcher, where K represents the number of choices in
step ¢. In this example, the total response time RT}q¢y) is the
sum of the individual response times RT;. Within SOA the
dispatcher is part of the orchestrator, which typically runs
in the domain of the composite service provider.

The main research question addressed in this paper is
what is the performance potential of dynamic web service
selection versus static selection? As outlined above, dynamic
web service selection is made from K; pre-selected concrete
services for each step 7 (note that this pre-selection is
beyond the scope of this paper). We focus on the achievable
performance gain of dynamic selection in case of a single
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abstract service (i.e., N = 1 in Figure 1). This analysis
will give us also an indication of the potential gain for a
composite service that consists of more abstract services
(N > 1). Besides, analysis for the case N = 1 is more
feasible than for the general case N > 1. Specific research
questions addressed in the paper are: what is the influence of
the number of pre-selected concrete services, which stateless
and statefull dispatching algorithms perform well, which
gains are achievable, and what is the impact of practical
conditions such as background traffic and delayed state
information on these gains?

Notice that existing dispatching strategies, e.g., Round-
Robin (RR), Bernoulli, Join the Shorted Queue (JSQ), are
included in our analysis. In the literature, these dispatching
strategies are mostly investigated in the context of systems
with First Come First Served (FCFS) queues, but hardly for
systems with Processor Sharing (PS) queues, as considered
in this paper. Note that in the current context the PS
services model is more realistic than FCFS, see e.g., [10]. In
addition, we consider background traffic and delayed state
information.

We summarize the main contributions of this paper as
follows:

1) Quantification of the achievable gain versus the num-
ber K of pre-selected concrete services by a fair
comparison with respect to the base case of static web
service selection.

2) Quantification of the achievable gain in terms of re-
sponse times when background traffic is present at the
pre-selected concrete services for different dispatching
strategies.

3) Quantification of the achievable gain in terms of
response times in case of delayed state information.

In order to investigate the above—mentioned potential per-
formance gains several assumptions have been made, which
allow us to quantify the “ideal” system performance. In that
sense our analysis should be understood as a “baseline”
analysis. Besides, the assumptions are made with the goal to
represent our findings in an unequivocal way. Our analysis
makes a significant step towards analysis of models that
take into account more practical conditions regarding the
observed system.

The remainder of this paper is organized as follows.
First, in Section II, we describe the performance model and
explain the underlying assumptions that capture the essential
system characteristics needed for our study. Next, in Section
III, we discuss literature related to our work. In Section
IV, our simulation results and results obtained by analytical
modelling are presented, and we discuss and explain the
observations. Finally, in Section V, we draw conclusions
and give suggestions for further research.
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Figure 1. TIllustration of dynamic SOA-based web service composition.
A request by the client is served by one of the K7 implementations of
abstract service AWS1, then by one of the K9 implementations of abstract
service AWSs2, and so on, until client request is completed and response
is sent back. Note that every client request may be served by a different
chain of concrete web services (CWS).

II. MODEL DESCRIPTION

We consider one abstract service with K concrete service
implementations as given in Figure 2. There are two classes
of incoming service requests:

o Foreground service requests are received by the dis-
patcher, which decides at runtime to which of the K
service instances a particular request is assigned for
getting the required service. The foreground requests
arrive to the dispatcher according to a Poisson process
[15] with rate A and have exponentially distributed
service requirements with mean % The rate at which
foreground traffic requests are offered (by the dispa-
tcher) to service ¢ is denoted by Apri, t =1,2,..., K.

« Background service requests arrive at service instance
1 according to a Poisson process with rate \;, i =

1,2,..., K, respectively. The background service re-
quests are exponentialy distributed with mean ﬁ, 1=
1,..., K. The background traffic arrival processes are

independent from each other and are also independent
from the foreground arrival process.

Request scheduling at each service instance is modelled by
a processor sharing infinite—capacity single server queue.
Served requests leave the system.

Obviously, the achievable performance gain of dynamic
service selection compared to a pure static approach depends
heavily on the nature of the workload fluctuations at the
different service instances. It is clear that in the case of
slowly and independently varying loads (e.g., due to fluctu-
ations in the service demand over the day) high performance
gain can relatively easy be achieved. However, in such cases
the runtime character of dynamic service selection may be
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Figure 2. Performance model for the case of a single abstract service with
K different implementations (concrete services).

an “overkill” and the performance gain could largely also
be obtained by less flexible service selection approaches.
Therefore, the present paper focuses on exploiting workload
fluctuations at the services instances that occur at relatively
small time scales mainly caused by the random behaviour
of individuals in a large population of potential users. In
that perspective, and to keep the parameter space manage-
able, we will assume that the model is symmetric, i.e.,
Ai = AT, Mi = i, © = 1,2,..., K. The utilization per
service 4,7 = 1,2,..., K is then defined as piot = Aot
where Aot is the rate of the aggregated (foreground and
background) traffic, i.e., Aot = ApTi + Mi = A+ ApT.
The stability condition per service requires that the expected
number of requests per service remains finite, i.e., pyor < 1.

Ignoring possible delays due to the queueing and pro-
cessing at the dispatcher, as well as network delay, arriving
service requests are instantaneously forwarded to one of the
K service instances according to the dispatching strategy.
Various strategies can be used for selection of one of the
K service instances upon arrival of a new request. The
dispatching strategies could be roughly divided into two
categories, namely stateless and statefull. Decision making is
independent of the system state information for the stateless
strategies. Conversely, decision making takes into account
(stale) system state information for statefull strategies. The
delay in obtaining the information per service instance is
represented by parameter A;, i = 1,2, ..., K. In this paper
we have adopted the case when system state information
(queue length, response time, etc.) is collected periodically
with the same period A > 0. This information gathering
may require sending separate requests (“probes”) by the
dispatcher to all of the K web services, and collecting
information in such a manner introduces an overhead to the
system, which influences system performance. This issue as
well as using other ways to collect system state information
are beyond the scope of this paper. The update period A
has been related to the intensity of the aggregated traffic as
A=D- %Ot where D is integer. All dispatching decisions
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between time instances t; = i-A and t;,41 = (i+1)-A, i =
0,1,2,... are made based on the system state information
obtained at ¢;. The dispatching strategies considered for
this paper are Bernoulli (BL), Round-Robin (RR), Join the
Shortest Queue (JSQ) and a combination of the latter two,
JSQ-RR. Bernoulli and RR are typical examples of stateless
strategies while JSQ and JSQ-RR are examples of statefull
dispatching strategies. In case of the Bernoulli strategy, the
requests are randomly distributed over the queues, i.e., a
newly arriving request is assigned to queue ¢, 1 =1,..., K,
with probability % This case is used as representation of
the performance for the static SOA service selection. For
RR, the k-th request is assigned to queue (kmod K)+ 1. In
JSQ, the request is assigned to the queue with the smallest
number of requests waiting to be served. Ties are resolved by
randomly assigning the request to one of the shortest queues.
In case when system state information delay is present in
the system, an additional statefull dispatching strategy could
be defined, namely JSQ-RR. For JSQ-RR, once the actual
system information is obtained, the queues are sorted in non—
descending order by the queue lengths. Any request coming
to the dispatcher between two state updates is then assigned
following the RR scheme, i.e., the first request is assigned
to the queue with smallest queue length, the second request
is assigned to the queue with smallest queue length from the
remaining queues, etc.

III. RELATED WORK

In this section, we give a short overview of papers related
to different aspects (e.g., web service selection, composition,
performance) of the runtime web service selection in SOA.
However, each of these papers treats only a (different) subset
of issues relating to runtime web service selection. The
analysis of potential performance improvements of different
dispatching strategies, based on PS modelling of the request
scheduling at web service(s) within SOA, which includes
impact of stale system state information and/or background
traffic is, to our best knowledge, non—existent.

A. Web service selection and composition

In [13], an overview of common misconceptions about
SOA is given. Among others, the issue of dynamic selec-
tion of web services is identified, and it is indicated that
current SOA solutions lack advanced automatic discovery
and composition of web services at runtime.

A lot of attention within SOA community has been ded-
icated to static QoS—aware composition problem, see e.g.,
[4], [21], [23] and references therein. The problem of static
QoS—aware composition is known to be NP-hard, see [24],
where two service selection approaches for constructing
composite services have been proposed: local optimization
and global planning.

In paper [20], several architectures and their respective
models that assist in dynamic invocation of web services
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are discussed. These models allow the client to dynamically
select the current best web service, based on certain non—
functional criteria (availability, reliability, and estimated
response time). These clients gather runtime web service
information, evaluate the performance of the previously used
web services, and may share this information with other
clients. The selection decision is let to the clients, which
contain intelligent agents and therefore the complexity of
the clients increases. The inherent problem is that different
clients may decide to use the same web service, which would
eventually result in worsened performance e.g., due to the
overload of the targeted web service.

The framework proposed in [14] enables quality—driven
web service selection, based upon evaluation of the QoS
of a vast number of web services. The fair computation
and enforcing of QoS of web services takes place when
making the web service selection. In order to provide fair
computation the feedback from clients is gathered.

B. Performance of dispatching strategies

Performance of dispatching strategies in multi—server sys-
tems has been a topic that received a lot of attention within
the queueing theory research community. Specifically, a lot
of work has been done for systems with First Come First
Served (FCFS) scheduling at the queues, e.g., in [3] and [6].
In the most of the papers written for JSQ/FCFES, explicit
results for response times are given only for the case K = 2
servers, an exponential job size distribution and the mean
response time metric, [9]. The performance of the JSQ/FCFS
strategy for K > 2 servers has been analysed in [17]
where the approximation of the mean response time for K
homogeneous servers is given. In [18], an extension to this
approximation has been given, however, the approximation
is less accurate as the requests’ size variability increases.

Opposite to the JSQ/FCFS systems, JSQ/PS systems have
not received so much attention. The notable exceptions are
[2], and, more recently, [10] where approximate analysis
of JSQ in the PS server farm model for general job size
distributions is presented. The queue length of each queue
in the system is approximated by a one—dimensional Markov
chain, and based on this approximation the distribution
of the queue length at each queue is determined. In [1],
the authors investigate optimal dispatching strategies for a
multi—class multi-server PS systems with a Poisson input
stream, heterogeneous service rates, and a server-dependent
holding cost per unit time.

C. Performance of dispatching strategies with stale system
information or background traffic

In [16], the problem of dispatching with stale system
status information (server load) is analysed in case of FCFS.
Servers’ status information is periodically updated and three
strategies are compared: random selection, selection of the
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server with the least load (based on the stale system infor-
mation), and random selection of a small subset of servers
and then selecting the least loaded of the chosen servers
(based on up-to-date information about their loads). It is
shown that the latter strategy mostly outperforms the other
ones, even for a small randomly chosen subset of e.g.,
two servers, while the overhead (due to processing and
information retrieval) remains limited. In [5], the authors
present a strategy that routes the jobs to the server with
expected shortest FCFS queue. The decisions are made
based on stale information and elapsed time since the last
state update. This strategy works well, but does not always
minimise the average response time.

In [11], a dispatching policy based on splitting foreground
traffic according to a predefined rule described by a certain
parameter vector is analysed while background traffic is
modelled as independent Poisson processes with different
rates. Due to the assumptions made each of the IV servers in
isolation can be represented as a two—class M/G/1 PS queue.
The approximation of the response times is deduced for the
case of light foreground traffic and an optimal parameter
vector is found.

IV. PERFORMANCE ANALYSIS

In this section, we present and discuss simulation results
for the runtime service selection strategies described in
Section II in order to investigate their performance potential.
For some special scenarios we also present numerical results
obtained from analytical modelling.

The simulations were performed using the simulation tool
implemented in Java programming language, and using the
Java library for stochastic simulation (SSJ) [8]. In order to
make the simulations less sensitive to the startup transient,
the number of foreground traffic arrivals per simulation has
been set to at least 0.5 - 10%. Besides, in order to improve
the accuracy, we have trimmed simulation results for certain
number of foreground traffic arrivals at the end of the arrival
process.

We have considered four main categories of simulation
scenarios:

« Baseline scenarios — these simulations were performed
for the system without background traffic and with up-
to-date system state information. The simulation results
are given in subsection IV-A.

o Scenarios with stale system state information — these
simulations were performed for the system without
background traffic in which system state information
is only periodically updated i.e., the dispatching pro-
cess does not (always) use up-to-date information. The
results are presented in subsection IV-B.

o Scenarios with background traffic — these simulations
were performed for the system with up-to-date system
state information and different intensities of back-
ground traffic. In addition to the simulations we derived
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an analytical approach to study the performance for
these scenarios. The results are presented in subsection
IV-C.

¢ Scenarios with background traffic and stale system state
information. The simulation results are presented in
subsection IV-D.

A. Baseline scenarios

The goal of these simulation scenarios was to establish the
performance results in case when there is no background
traffic and system state information is up-to-date at the
dispatcher.

In Figure 3, we show mean response times for different
dispatching strategies (JSQ, RR, BL) as a function of the
number of concrete services, K and for different values
of utilization per service, piot. The utilization per service
is kept constant in order to have a fair assessment of the
impact of K; otherwise, an increase of K would simply be
interpreted as capacity add-on to the system. Since JSQ-RR
is identical to JSQ when up-to-date system state information
is available at the dispatcher, the results for JSQ-RR are
not shown. For pi oy = 0.8, the mean response time for
JSQ strategy with K = 4 services is around 66% of mean
response time for the same strategy when K = 2. Similarly,
in case of JSQ with K = 8 and K = 16 services, response
times are 49% and 40% of the response time for K = 2,
respectively. In case when one of the K services becomes
unavailable, the performance of the system (response time)
does not deteriorate dramatically, as long as the utilization
per queue remains (approximately) the same. The utilization
per queue can be kept the same when, e.g., K + 1 services
are pre—selected, of which given (fixed choice) K services
are used for dispatching. The remaining (K + 1th) service
is placed “on hold” and when one of the chosen K services
becomes unavailable, it is immediately replaced.

Figure 4 shows relative comparisons between JSQ and BL
(with BL as the baseline) and JSQ and RR strategies (with
RR as the baseline), respectively. Statefull strategy (JSQ) is
superior to either of the stateless strategies (BL, RR), which
confirms that more (and accurate) state information made
available to the dispatcher leads to better decision making.

The potential performance improvements in the first case
range from 28% to 46% for K = 2, depending upon the
utilization per queue, pyo and are in the range from 49% to
86% for K = 16. What is also of interest is when do the
gradient of the performance improvement is highest, taking
into account the increase of the number of services. From
Figure 4 we see that this is the case when the number
of services increases from 2 to 4. The gradient of the
gains is (significantly) smaller when the number of services
increases from 4 to 8 or 8 to 16, respectively. Based on these
simulation results, we can draw the following conclusions:

o Large performance improvements compared to the sta-
tic service selection are possible with relatively small
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values of K.

o The largest relative improvements of response time for
number of services, K > 1, are obtained when we
increase the number of services that are used from 2 to
4.

B. Scenarios with stale system state information

The goal of these simulations was to analyse the impact of
the stale system state information to the response time of the
system for different dispatching strategies. No background
traffic has been assumed. The simulations were performed
only for the statefull strategies, i.e., JSQ (see Figure 5) and
JSQ-RR, see Figure 6. The response times for stateless
strategies, RR and BL, are not affected by (stale) system
state information, and are shown for comparison as well.

From Figure 5 we see that, for relatively small values
of parameter D that determines the update interval, JSQ
still performs better than RR or BL dispatching strategy.
However, as expected, when parameter D increases perfor-
mance of JSQ deteriorates e.g., for D = 20 response time
for JSQ is worse than either RR or BL for almost complete
range of parameter py.¢. In case when D — oo, the system
state information is obtained just once, and then all arrivals
are “blindly” assigned to the queue which had the smallest
queue length when system state information was obtained.
In that case, the service composition in this case is static,
and the system model reduces to a M/M/1/PS queue with
arrival rate A and mean service time .

We have also investigated the behaviour of the JSQ-RR
strategy for systems with stale state information. Figure 6
shows that, as expected, JSQ-RR strategy is less sensitive
to stale information than “blind” JSQ strategy. For example,
when D = 10 and pyot = 0.7, response times for Bernoulli,
RR, JSQ and JSQ-RR are 2250 ms, 1515 ms, 3200 ms
(1 and 1350 ms, respectively. For comparison, the response
time for JSQ without stale information and the same pyq is
approximately 1020 ms.

Based on the simulations which results are presented at
Figure 5 and Figure 6 we can draw the following conclu-
sions:

e When D — 0 JSQ-RR is identical to JSQ and when
D — oo, JSQ-RR is identical to the common RR
strategy.

o With respect to the response time, the JSQ-RR strategy
is never worse than RR, regardless of the delay within
the system. This makes JSQ—-RR appealing strategy for
systems with delay without background traffic.

C. Scenarios with background traffic

In the previous simulation scenarios we have assumed that
the concrete services were used by the foreground traffic
clients only. In what follows we look into the situation when
background traffic is present as well, and the dispatcher has
up-to-date system state information.
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Our simulations and analysis are directed to answering
the question of the impact of the background traffic to
the response times. The simulations results are shown in
Figure 7 for K = 4 services and BL, RR, and JSQ
strategies. Since the system state information is assumed to
be instantaneously available, JSQ-RR is identical to JSQ,
and therefore not shown. We have recorded the response
times of the foreground requests only. For given utilization
per queue piot, and dispatching strategy, foreground traffic
percentage of pyo has been varied from as little as 10%
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Figure 7. Response times for BL, RR and JSQ strategies for scenario with
background traffic and no information delay. Utilization per queue piot is
0.7 or 0.9, and number of services K = 4.

(i.e., 90% background traffic) to 99% (i.e., 1% background
traffic). Apart from the case of the Bernoulli dispatching
strategy when response times are constant, as expected, from
Figure 7 it follows:

o In case of the Round-Robin strategy response times de-
crease as the percentage of foreground traffic increases.
It seems that response times dependency from the given
percentage is linear.

o In case of the JSQ strategy response times show linear
non-increasing dependency from the given percentage
of foreground traffic. The decrease of the response
time is limited by 15% for the considered cases. It
seems that the JSQ strategy is not much sensitive to
the background traffic.

The intuitive explanation for the decreasing nature of
response times in case of RR and JSQ strategies may be
given as the following — the response time in the case of
these two strategies is biggest for the smallest percentage
of foreground traffic, due to the fact that only foreground
traffic is “intelligently” assigned to one of the queues.

Response time for JSQ with low foreground traffic load:
Let us now consider the situation where the foreground traf-
fic constitutes only a small percentage of the total traffic. We
will analyse the mean response time of a tagged foreground
traffic arrival. According to the JSQ policy this arrival will
be dispatched to the queue (out of K queues) with the
smallest length. Since the foreground traffic is negligible
and the background traffic arrival processes are i.i.d., the
random processes representing the queue lengths are also
independent from each other and behave as the queue
length of an M/M/1 PS queueing model with load p;.
The queue length distribution for this model is geometric
with parameter p:»t, see [22]. Hence, the probability that
the queue selected for the tagged foreground job contains n
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(background) jobs is given by:
Pr{n jobs in selected queue} = (1 — pf%,) (pis,)™.

Once the tagged arrival is placed to a particular queue, that
queue further behaves as an “ordinary” M/M/1 PS queue
with utilization pior = ’\%T, as the foreground traffic is
negligibly small.

Now, let us denote by X,,(7) the random variable whose
distribution is that of the “delay” experienced by the tagged
arrival if it would have service requirement 7 and arrives
when there are n background jobs in the queue. The total
time spent in the system for the tagged arrival (i.e., response
time) is then X,,(7) + 7.

From the detailed analysis of the M/M/1 PS queue in [7],
it follows that (cf. Eq. (33) in [7]):

PtotT
F{X,(1)}=—""
{ ( )} 1 — prot ,U(l - ptot)2

Since the r.v. X, (7) is conditioned by n, the mean E{X (1)}
is given by the following equation

+[n(1 = prot) = Prot)-

o0
B{X(m)} =Y (1=p{) (plse)" - B{Xn()},
n=0
which leads to
K _ _ o~ (1=ptot)uT
PtotT Pto Prot 1—e
E{X(r)} = tot — Prot 2
1 — prot 1—pise ﬂ(l - ptot)

The overall mean response time for the tagged arrival is
given by

1 e}
m:f+/ B{X(1)}d(1 — e="7),
H 0
which finally gives

RT = l Ptot P{gt — Ptot 1 ) 1

poop(l _ptot) 1 —Pfgt N(l—Ptot) 2_ptot.
This equation gives a surprisingly simple relationship be-
tween the response time for the foreground traffic, the
number of services K, the utilization per queue pot and
the mean of the foreground job sizes *.

These formulae have been deduced under the assumption
that foreground traffic intensity is negligible compared to
background traffic. Inspired by the numerical results in
Figure 7 we investigated whether this response time formula
could be used as an approximation for larger values of
the percentage of the foreground traffic. A first comparison
between our approximate formula and simulations, taking
the simulations as the baseline, is given in Table 1. The
comparison indicates that:

o As expected, for a fixed number K of concrete ser-
vices, the difference between our analytical results and
simulation increases when the percentage of foreground
traffic becomes larger. This is because our formula has
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1 — e~ (I=prot)pT

been deduced under the assumption that there is only
one foreground traffic arrival.

« Roughly speaking, the error of our approximate formula
increases as the number of services K increases (and
all other parameters remain the same).

o The relative difference between our formula and sim-
ulation increases when pi,¢ increases and all other
parameters remain the same

TABLE I
RELATIVE COMPARISON BETWEEN THE RESPONSE TIMES OBTAINED BY
SIMULATIONS AND RESPONSE TIMES CALCULATED USING THE

FORMULA.
K=2 K=4 K =38
FG traffic (%) — 5 10 5 10 5 10
ptot = 0.5 0.1% | 0.19% | 0.5% | 1.6% | 1.8% 1.5%
ptot = 0.7 1.1% 1.7% 1% 1.3% | 24% | 82%
ptot = 0.9 1.7% | 4.6% | 52% | 8.6% | 5.0% | 13.5%

D. Scenarios with background traffic and stale system state
information

For these scenarios we have conducted simulations in
order to investigate which factor has more impact to the
response time: delayed system state information or back-
ground traffic.

The simulation results presented in Figure 8 for the JSQ-
RR strategy, apply to the case when pio is fixed at 0.7
and the number of services K = 4. Results are shown
for four different values of the parameter D representing
the system state information delay: D € {1,2,5,10}.
As for the case with up-to-date system state information
(D = 0) considered in the previous subsection, we see
that the response time as function of the percentage of
foreground traffic has a decreasing trend. Obviously, when
background traffic diminishes, the response time approaches
the values obtained for the scenarios without background
traffic considered in subsection IV-B. However, all together,
it is hard to determine from this figure which of the two
factors has predominant influence on the response time.

In order to investigate whether delayed system state
information or intensity of the background traffic has more
impact to the system performance, we compare results from
Figure 8 (RIBg+a) to results when only stale information
is present (RTA). The comparison is presented at Figure 9
and represents the ratio r = R%% for different values
of the system state information delay parameter D). The
ratio r is lower bounded by 1, and when » — 1 delay has
more influence on RTsc4+a than background traffic. The
following conclusions can be made from Figure 9:

o The larger D, the more influence has the background
traffic on RTpg . Suppose that the percentage of the
foreground (background) traffic in the system is fixed.
As D increases, the interval when state information is
collected becomes larger. The larger the interval, the
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Figure 8. Response times for JSQ-RR strategy in case of the scenario with
background traffic and stale information, with parameter D € {1, 2,5,10}.
Utilization per queue, ptot is 0.7, the number of services is K = 4.
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Figure 9. Ratio of response times between the system with background
traffic and stale information and the system with stale information only.
The dispatching strategy is JSQ-RR. Utilization per queue is pyoy = 0.7
and the number of services is K = 4.

more background traffic arrivals to a queue between
two state information updates. The response time of the
tagged foreground arrival will therefore be influenced
by more background arrivals.

o For smaller values of parameter D, the relative change
of ratio r is smaller. For example, when D = 1 the ratio
changes from 1.88 (30% foreground traffic) to 1.28
(90% foreground traffic), compared to change from
241 to 1.31 when D = 10, respectively. This means
that absolute influence of background traffic is smaller
for smaller values of D. The smaller the period of the
system state information update, less background traffic
arrivals are probable within one such period.
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V. CONCLUSION AND FUTURE WORK

In this paper, we have investigated the performance po-
tential of dynamic, run-time web service selection within
SOA, under various assumptions regarding the available
system state information and/or presence of background
traffic. Using simulation and analytical modelling it has been
shown that, compared to static (a—priori) service selection,
considerable performance improvements are possible, even
when the state information is stale and/or background traffic
is present. These improvements result from exploiting work-
load fluctuations that occur at relatively small time scales
mainly caused by the random behaviour of potential clients.

The main results of the paper could be summarized as the
following:

1) Quantification of the achievable gain versus the num-
ber K of pre-selected concrete services by a fair
comparison with respect to the base case of static
web service selection. For relatively small numbers
of K, eg., K =4 or K = 8§, significant response
time reductions are obtainable.

2) Quantification of the achievable gain in terms of
response times when background traffic is present at
the pre-selected concrete services for different dis-
patching strategies. We show that the response time
performance of JSQ is quite robust with respect to
the presence of background traffic. An insightful ap-
proximate formula for the response time under the
JSQ dispatching strategy is derived for cases where
the background traffic is dominant.

3) Quantification of the achievable gain in terms of
response times in case of delayed state information.
A stateless dispatching algorithm such as RR always
improves upon the base case. Statefull dispatching
algorithms such as JSQ should be carefully applied as
can potentially perform worse than the base case when
delay is present. However, a combination of RR and
JSQ, referred to as JSQ-RR, always improves on RR
and hence the base case, even if the delay of the system
status updates tends to infinity. In fact, the response
time performance of JSQ-RR is upper bounded by the
performance of RR, and lower bounded by JSQ.

Nevertheless, the promising results raise several research
questions still to be answered, e.g.:

« What is the performance under more general assump-
tions regarding the requests’ arrival processes and their
service requirements?

« What is, eventually, the impact of the resulting overhead
(due to making the required system state information
available) on the performance?

o What is the performance of alternative runtime dis-
patching strategies that don’t introduce additional over-
head, e.g. dispatching strategies based on response
times from previously assigned jobs instead of explicit
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(“stale”) system information?

o What is the performance of the observed dispatching
strategies when the service composition comprises mul-
tiple abstract services?
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The Strategic Role of IT: An Empirical Study of its Impact on
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Abstract — The business value of Internet and Web
applications for small- and medium-sized enterprises
(SMEs) is dependent upon how such applications “fit”
with the strategic orientation of these firms. Based on the
strategic alignment of information technology (IT), this
study uses a systemic approach to test the contribution of
three predictors of IT performance in an organization: the
strategic role of IT as well as the sophistication of the
management and the use of IT. A multivariate mediation
perspective is used to conceptualize alignment. The results
of an empirical investigation of 44 manufacturing SMEs
establish an important mediator effect of IT management
and IT usage sophistication between the strategic role of
IT and IT performance.

Keywords - IT sophistication; IT performance; SME;
strategic alignment; strategic role; e-business applications

. INTRODUCTION

The current economic context is marked by a
considerable expansion of electronic markets. The need
for information technology (IT) comes with the ever
increasing demand for digital information. The impact
on business is tremendous, especially for small- and
medium-sized enterprises (SMEs) who need to invest in
systems with the ability to store, process, and generate
data stemming from its dealings with various business
partners. For many small companies, the need for IT is
necessary to ensure their survival and competitiveness
[25], and to enable their innovation capabilities [15].
While it is evident, IT systems have substantially
improved the manufacturing process and productivity,
they have also allowed for more organizational
flexibility by transforming workers time and space, and
reinventing the internal and external mode of business
organization [14].

With the pervasive arrival of IT and the opening of
the global marketplace, SMEs have been subject to
rapid change and extreme instability. The SME is
obliged to integrate IT to ensure its competitiveness and
survival. IT can play an important role in a company’s
performance and its ability to respond effectively to the
changing needs of the market, therefore special
attention and research is needed [33].
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And given the inherent fragile nature of the SME, IT
plays an increasingly strategic role in creating new
challenges [11]. New online competitors easily enter
new or existing markets, customers are more informed
and more demanding because they can compare
features and prices of products through the Web; also,
the changing needs and wants of the market often
render recent IT investments obsolete [36]. As a result
of substantial investments by many SMEs into IT, it is
essential to foresee the threats and opportunities that are
inherent in the technology, to discover the mechanisms
that manage and drive these technologies, and to
analyze the impact in terms of cost-effectiveness and
profitability for these enterprises [22].

The increased strategic nature of the role of IT in the
organization may give rise to management problems
and IT use, not only at a technical level, but also at
strategic and organizational levels [5]. It is therefore
important for SMEs to better understand how their
investments in IT, coupled with an increased
understanding of their management practices and how
they use the technology, provides the most benefits
[16]. This research thus aims at better understanding the
impact of the strategic role of IT, IT management
sophistication, and IT usage sophistication upon IT
performance in manufacturing SMEs, by answering the
following research question: To what extent and in what
manner do the strategic role of IT, the sophistication of
IT management, and the sophistication of IT usage
contribute to the performance of IT in manufacturing
SMEs?

We first present the theoretical background of the
research, followed by the research model, and the
method by which 44 French manufacturing SMEs were
empirically studied in order to answer the research
question. Next, the results are presented and discussed.
We further identify the study’s implications and
limitations, and conclude with future research.

Il. THEORETICAL BACKGROUND
The study’s theoretical background is founded on the
concept of strategic alignment at the core of the
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strategic paradigm in information systems research. It
was first defined in terms of its impact on
organizational performance rather than on the
performance of IT. However, there is no doubt the
concept is still one of the most important fundamental
bases of our understanding of the strategic role of IT
and IT performance in organizations. According to
Henderson and Venkatraman [18], strategic alignment
is based on the assumption of a dynamic and coherent
IT (strategy and infrastructure), the company's business
strategy and process development, would have an
impact on performance and thus its competitiveness. An
enterprise should synchronize its business and its
technology sectors, as well as at the strategic and
operations levels. As presented in Fig. 1, Henderson
and Venkatraman’s [18] model is based on a systemic
approach, emphasizing the importance of aligning
internal and external business activities in order to
improve organizational performance and predetermined
strategic objectives.

[ [ Business Strategy

Business
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/ N le | / N\
Distinctive i Systemic IT
Comypetencies T Goverance
- 1 Strategic Fit
Administrative
Infrastructure

IT Strategy

Technology’
Scope

External

Architectures
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£
Processes > Processes hand
Organizational Infrastructure and Processes IT Infrastructure and Processes
L L
Business Information Technology

Figure 1. Adaptation of Henderson and Venkatraman’s [18] IT
alignment framework

This model of IT strategic alignment has been tested
in various ways over the past two decades, often by
exploring in more detail some aspects of each
dimension described above. However, few studies have
taken into account other factors such as organizational
context (business strategy, organizational structure), the
environmental context (industry, firm size), and the
technological context (technology solutions, IT
management) [39]. It has been highlighted that a close
link between business strategy and IT strategy
contributes to both IT performance and organizational
performance [8, 12]. Despite previous empirical studies
that have allowed us to better understand the contexts in
which the alignment of IT contributes or not to
organizational performance, many aspects remain
unexplored, including alignment at the technological
level [2].
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This study proposes a research model for
ascertaining in what manner IT “works” in SMEs,
specifically the strategic role of IT, and the
sophistication of IT management and IT usage. IT
performance is seen here as a result of direct or
"proximal” strategic alignment of IT [8], while
organizational performance would be considered rather
as an indirect consequence or "distal™ of this alignment.
Returning to Fig. 1, the shaded sections of Henderson
and Venkatraman’s [18] model are the basis of the
research model used for the current study.

A. Strategic Role of IT

According to Powell and Dent-Micallef [32], IT
human resources and the organizational structure of the
business must complement one other in a way that
creates intrinsic benefits that results in a significant and
distinctive performance compared to other sectors in
the company. Thus, more and more emphasis is needed
to optimize the use and management of IT based on the
internal characteristics of the company as well as its
strategic profile, size, in-house expertise, as well as its
managerial, technological, and functional capacity.

Certain researchers have explored the idea of the
evolution of IT usage, namely Ward, Taylor and Bond
[43] who observed that the strategic role of IT is
developed over three major periods in order to support
the business while throughout its growth: (1) The
period of developing data processing standards and
automating repetitive tasks, thereby improving
operational efficiency, (2) The period of managing
information systems, designed to improve management
efficiency by producing concrete information that will
be used to better manage and control the firm, (3) The
period of strategic information systems enabling the
company to better position itself in its market segment.

As per the model proposed by Philip and Booth [31],
each organization has its own expectations with regards
to IT that is dependent upon its skills and capabilities to
align the technology with its strategic objectives.
According to this model, information systems can play
five potential roles in the enterprise: (1) Survival is the
most important role played by IT in an organization.
The goal of IT is to achieve greater control over
management and can be used to understand day-to-day
administrative and production tasks in order to achieve
operational performance and cost reduction. (2)
Resources: this model compares the company to a
waterway, receiving a stream of resources such as
materials and services of other companies, and issuing
products and services that can be used by other third
parties. (3) Competitive advantage: IT moves from the
simple role as facilitator of obtaining resources to one
of fully exploiting potential of resources to gain a
competitive advantage. Creativity and innovation are
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essential ingredients to this approach. (4) Value
analysis service: rethinking business processes by
reengineering them to improve the company’s
competitiveness and flexibility, taking into account the
rapid changes in the environment. (5) Cyberspace: It is
in cyberspace that virtual organizations build
relationships with suppliers, consumers, and other
organizations. This type of structure is very flexible,
innovative, and provides very personalized service.

B. IT Sophistication

The evolution of the strategic role of IT is closely
linked to IT sophistication because it reflects the way
IT is managed and used by the company. IT
sophistication is explained by the way IT falls into line
with the firm’s strategic objectives [34]. The concept of
IT sophistication and its measurement were first
defined and validated by Raymond, Paré and Bergeron
[35], to be subsequently used by other researchers [10,
19, 29]. IT sophistication refers to the nature,
complexity, and interdependence of IT use and how it is
managed within the organization. IT sophistication
management includes managerial and functional
sophistication on the one hand, while the use of IT
sophistication includes informational and technological
sophistication on the other hand.

Managerial sophistication takes into account the
mechanisms used to plan, monitor, and assess current
and future applications. Within the context of the SME,
the sophistication of planning is demonstrated by the
degree of formalism of the company’s processes and
the level of alignment with the organizational goals.
The availability of written documents, standards, and
measures for purposes of security and confidentiality
clearly reveal a managerial sophistication. This
dimension may also contain aspects related to the
accomplishment of business objectives relating to the
adoption of IT, the degree of formalization of the
adoption process as well as managerial involvement in
this process. Also related to managerial sophistication
are the presence of external consultants, the initial
investment, and the annual budget allocated to develop
and operate IT applications.

Functional sophistication refers to the location and
functional autonomy of IT within the organization. The
number of internal specialists within IT function is an
indicator insofar as it refers to the number and nature of
the tasks to be completed by the IT function or by the
amount of persons responsible for IT within the
organization. Based on the hierarchical level of the
organization (operational, administrative, strategic),
sophistication can be characterized by the proportion of
IT applications at each of these decision-making levels.

Informational sophistication refers to the nature,
both transactional and managerial, of the applications
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portfolio [4]. Another aspect of informational
sophistication is the degree in which applications are
integrated in the SME; this element can be
characterized by the presence of a central database
shared by the implantation of a LAN, by a fluid
circulation of information and sharing of resources, and
by the implementation of an integrated management
software package (ERP). The importance of the ERP
system at this level would allow businesses to share
information with its partners in real-time [7].

Technological sophistication reflects the number or
variety of IT used by the SME in several areas such as
CAD/CAM, internal networking, and external
networking [23]. In each of these areas, the number of
hardware and software integrated into the system is
counted based on the degree of complexity and type of
technology used by the organization. The technological
dimension considers the nature of the hardware and
development tools used by the SME. The number of
workstations is a first indicator of IT sophistication in
addition to decentralized hardware within the
organization. A second indicator is the diversity of
programming languages and development tools used.
The sophistication of the man-machine interface can
also be considered as a criterion. Finally, dominant
treatment modes as well as the types of operation
preferred by the SME are added to the mass of
indicators of technological sophistication. The adoption
of an ERP system can be considered as a perfect
example of technological sophistication within the
SME, who are attempting to prevent the consequences
of technological obsolescence by more sophisticated
integrated applications such as FMS [40].

C. IT Performance

Assessing the performance of the IT function in an
organization is not a simple task [26]. In a process
evaluation of IT costs, Keen [21] proposed taking into
account various elements such as the technical
obsolescence of software, the declining cost of work
units and operating software, development flows, and
operating costs. IT takes the form of other assets and is
also subject to devaluation or replacement. These items
could be used to quantitatively assess the standard IT
budget including machines, applications, and services.
However none of them consider organizational
transition costs related to learning, reticence, stress,
fault, change internal reporting, information loss, and
additional migration costs.

Benefits gained from IT remain very complex to
identify specifically in relation to profitability studies.
In addition, quantifying benefits from organizational
change, improved customer follow-up, or even an
improvement of internal and external communication,
are a challenge for a number of enterprises. In fact,
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there is the dilemma of quantifying qualitative and
intangible inputs with indicators for legacy assets.
Some companies choose to go beyond this notion of IT
profitability, by categorizing them as machinery and
equipment for production, such as furniture, office or as
general operating costs resulting in a shortsighted view
on IT investment. Others use indicators to measure
operational performance (quality indicators, satisfaction
surveys), technical (referencing, application
availability, application evolution), or users (number of
users of a system, effective consultations frequency).
DeLone and McLean [13] developed a model that IT
success can be measured via six dimensions; quality of
the system, quality of the information, usage, user
satisfaction, individual impact, and organizational
impact. User satisfaction remains however one of the
most important measures of success and most
recognized in IT [37]. It has been demonstrated that the
quality of the system, the quality of the information and
the usefulness of applications point to, in large part, the
satisfaction of users.

I1l. RESEARCH MODEL

As presented in Fig. 2, the research model is based
upon a conceptualization of the strategic alignment of
IT proposed by Henderson and Venkatraman [18], more
specifically the alignment between the IT strategy and
the IT infrastructure and processes that is deemed to
have a positive impact upon the performance of IT in
manufacturing SMEs. The IT strategy is as the strategic
role attributed to IT by the SME’s leader, whereas the
IT infrastructure and processes are as the firm’s
sophistication in both managing and using IT. Testing
this model should help us answer the following research
question: To what extent and in what manner do the
strategic role of IT, the sophistication of IT
management, and the sophistication of IT usage
contribute to the performance of IT in manufacturing
SMEs?

As shown in the research model, the strategic role of
IT is an independent construct directly related to the
dependent construct, i.e. IT performance. The impact of
the strategic role of IT will also be felt by the
sophistication of IT management and IT usage. This
research model aims to explain IT performance in a
novel way by focusing on the strategic role of IT while
taking into account the sophistication level of IT
deployed in manufacturing SMEs. It is for this reason
that the IT sophistication concept [35] is mobilized
here, that is, IT management sophistication on one
hand, and IT usage sophistication on the other hand.
The first hypothesis is in line with the main proposition
found in previous conceptualizations of the strategic
alignment of IT on the basis of the evolution of
information technology’s role in organizations [31, 42].
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Its distinction and contribution however lie in the
choice of IT performance (or organizational IS
effectiveness) rather than organizational performance as
the outcome of such alignment.

IT Management
Sophistication
IT Usage
Sophistication

Figure 2.

IT Performance

Strategic Role
of IT

Research model

It had been previously noted that the strategic role
played by IT in organizations could only be ascertained
if one took into account their IT management and usage
characteristics. Now the notion of IT sophistication
effectively reflects how IT are managed and used
within organizations [43]. Hence the second hypothesis
assumes the more strategic the role played by
information technology in the organization, the greater
the presence of its IT function. Following Henderson
and Venkatraman [18], it is presumed that in
manufacturing SMEs, the strategic importance of IT
will be reflected in the IT resources and capabilities
developed by the IT function. The third hypothesis
reflects the premise that users will be more satisfied
with the applications implemented and with the quality
of information output if the SME’s leadership views IT
as a strategic necessity or as a source of competitive
advantage. Here, the notion of “top-management
support” as a determinant of IS success would take on
added importance in small business [37].

The fourth hypothesis assumes a certain hierarchy in
the evolution of IT, as previously indicated, i.e. this
technology must be effectively managed and deployed
in the SME if it is to be appropriated and effectively
used by employees. This is basically in line with
DeLone and McLean’s [13] updated IS success model
in which system usage and user satisfaction are
dependent upon the quality of the system, the
information output, and the service provided by the IT
function [30]. The fifth hypothesis proposes that the
performance of IT improves when the sophistication of
the management of IT increases [27]. As noted by
Philip and Booth [31], “sustainable advantage depends
on the ability to manage the IS resources effectively on
an ongoing basis”. The last hypothesis similarly
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proposes that IT performance improves with more

sophisticated usage of IT [35], this being in line again

with DeLone and Mclean’s [13] IS success model.

In summary, the following hypotheses are tested:

H1: The more strategic the role played by IT, the higher
the performance of IT.

H2: The more strategic the role played by IT, the
greater the IT management sophistication.

H3: The more strategic the role played by IT, the
greater the IT usage sophistication.

H4: The greater the IT management sophistication, the
greater the IT usage sophistication.

H5: The greater the IT management sophistication, the
higher the performance of IT.

H6: The greater the IT usage sophistication, the higher
the performance of IT.

IV. METHOD

Secondary data was provided by a database created
by a university research center for benchmarking
purposes and containing information of 44 French
manufacturing SMEs. For the study’s purpose, a SME
is defined as having between 10 and 299 employees, the
median size of the sampled firms being 38 employees.
The industrial sectors represented include metals
(27%), food and beverage (16%), wood (9%), plastics
(9%), textile (7%), minerals (5%), electronics (2%) and
others (25%).

A. Data Collection

This database was created in collaboration with
business owners that belong to chambers of commerce
in Midi-Pyrénées region, by asking the management
team and IT manager to answer a questionnaire on the
firm’s strategic orientation, practices, and performance
with regard to information technology and e-business,
broken down by the main business functions of the
SME, namely operations and production, sales and
marketing, and accounting, finance and HRM. In
exchange for this information, the firm was provided
with an overall diagnostic of its situation relative to the
management and performance of its information
technology.

B. Measures

In view of Henderson and Venkatraman’s [18]
framework on which this research is based, fit or
alignment between the strategic role of IT and the
sophistication of IT management and usage in the firm
is ascertained here from a “fit as mediation” perspective
[41]. First, the extent to which IT plays a strategic role
in the SME was measured through a self-typing
approach based on Venkatraman’s [42] and Philip and
Booth’s [31] stage models, by asking the chief
executive to answer the following question (statements
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were coded from 1 to 4 in order of increasing strategic
importance):

Indicate among the following statements the one that
best defines your understanding of the strategic role
that is assigned to information technology-based
applications (ITApps) in your firm (choose one
statement)?

1. ITApps should allow us to improve our managerial
control and our production monitoring.

2. ITApps should insure greater operational flexibility 0
and better response to our customers’ needs.

3. ITApps should facilitate and accelerate the
development of new products, and allow us to d
increase our market share.

4. ITApps should allow us to integrate our business
and production processes, and to improve exchanges | O
with our business partners.

The measures of IT management sophistication, in
terms of managerial and functional sophistication, and
of IT usage sophistication, in terms of informational
and technological sophistication, emanate from
constructs developed, validated, and used in previous
research [29, 35]. IT performance is measured by the
level of attainment of the benefits associated with four
types of IT-based applications (accounting-finance-
HRM, logistics-production-distribution, marketing-
sales-customer service, e-business-Internet-Web), thus
following a process-based approach wherein the
respondents evaluate the “business value” of IT for
their firm [38, 40]. A list of expected benefits specific
to each type of application (e.g. “increase flexibility”,
improve customer service”, “facilitate the recruitment
of personnel”) is presented to the manager (CEO or
CFO, operations manager, sales and marketing
manager, and IT manager) who must indicate on a 5-
point scale the extent to which the applications
implemented contribute to the attainment of these
benefits.

V. RESULTS

Structural equation modeling was used to validate
the research model. To this effect, the PLS technique
was chosen for its robustness, more precisely its
capacity to handle small samples and formative
measurement models in comparison to covariance
structure analysis techniques such as Lisrel, EQS and
Amos [17].

A.  Measurement Model

Given their composite and multidimensional nature,
the research constructs are modeled as being
“formative” rather than “reflective” [9]. Such a
construct is composed of many indicators that each
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captures a different aspect; hence changes in these
indicators bring or “cause” change in their underlying
construct [24]. IT management sophistication is thus
modeled as a second-order formative construct from
two sub-constructs, namely managerial sophistication
and functional sophistication. As presented in Table 1,
each of these sub-constructs is in turn composed of six
and two formative measures respectively, a functional
sophistication and managerial sophistication score
being obtained from the factor scores determined by a
principal components analysis. Given that this analysis
produced two components for  managerial
sophistication, a single score was obtained by averaging
the two factor scores.

The reliability of a formative construct, as opposed
to a reflective one, is confirmed by the absence of
multicollinearity between its measures or indicators
[28]. Formative indicator validity is confirmed by a
weight that is significant and not less than 0.1 [20], as
confirmed in Fig. 3. Discriminant validity of a
formative construct is confirmed by it sharing less than
50% variance with any other construct, whereas
nomological validity is confirmed when the construct’s
hypothesized links with  other constructs are
significantly greater than zero and in the expected
direction [1].

TABLE 1. PRINCIPAL COMPONENTS ANALYSIS OF IT
MANAGEMENT SOPHISTICATION
factor | Funct. | Man. Man.
indicator Soph. | Soph.? | Soph.”
Functional Sophistication
designated manager for IT 91 - -
org. level of the IT function 91 - -
Managerial Sophistication
IT development - .79 -
IT evaluation - .68 -
user participation - 75 -
external consultants - .58 -
IT resources&competencies - - .93
IT support & appropriation - - .95

8T management practices
®|T management capabilities

In similar fashion, IT usage sophistication is
modeled and measured from two sub-constructs,
namely informational sophistication and technological
sophistication. As presented in Table 2, each sub-
construct is in turn composed of six and three indicators
respectively. The reliability and validity of the IT usage
sophistication construct was similarly confirmed. As to
the IT performance construct, it is composed of four
measures, that is, the average benefits obtained from
each type of IT-based application. One may note again
that there is no multicollinearity among these last
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formative measures, the highest correlation among
them being equal to 0.19 (p > 0.1), with all four
regression weights being greater than 0.1 (Fig. 3), thus
showing adequate reliability and validity.

TABLE 2. PRINCIPAL COMPONENTS ANALYSIS OF IT
USAGE SOPHISTICATION
factor | Tech. Inf. Inf.

indicator Soph. | Soph.? | Soph.’
Technological Sophistication
uses of IT .90 - -
uses of e-bus/Internet/Web .81 - -
quality of IT security .50 - -
Informational Sophistication
accounting/fin./HRM apps - .78 -
logistics/prod./distrib. apps - .60 -
mark./sales/cust. serv. apps - 74 -
ERP system modules - .69 -
information output quality - - .93
user-system interaction qual. - - .95

%extensiveness of IT usage
Pquality of IT usage

B. Test of the Research Model

The research hypotheses were tested by evaluation
the direction, value, and level of significance of the
path coefficients estimated by PLS, as presented in Fig.
3.

managerial functional
sopt

1T Management
Sophistication
(R?=0.07)

IT "
Performance ¥
(R?=0.60)

-0.12

IT Usage
Sophistication
(R?=0.27)

A
e-business, Internet
and Web application

benefits

informational
opt on

technological ‘
of

Nota. Significance levels were obtained by bootstrapping. <01 *p<005 **p<001 ***:p<0.001

Figure 3. Results of testing the research model

A positive and significant path coefficient (y, = 0.32;
p < 0.05) confirms the first research hypothesis, that is,
the more strategic the role played by IT in the
manufacturing SME, the greater its IT performance.
Moreover, if one removes the effect of IT management
and IT usage sophistication upon IT performance, the
strategic role of IT still explains 25% of the variance in
this same performance. The benefits obtained from
marketing,  customer  service, and e-business
applications thus flow directly from a vision of IT as a
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mean for the SME to develop its products and markets,
to integrate its production processes, and to improve
exchanges with its business partners.

A positive and significant path coefficient (y, = 0.28;
p < 0.05) confirms the second hypothesis, that is, the
more strategic the role played by IT, the greater the IT
management sophistication of the SME. When IT
constitutes a strategic necessity or a competitive
weapon, when IT is of critical importance for “core”
business processes of small manufacturers, these
organizations act in a coherent manner by adopting
managerial practices that allow them to better manage
the development and use of these technologies. These
are practices such as planning, designing and evaluating
IT-based applications, sustaining and favoring user
participation and user appropriation of IT, preserving
and developing IT resources and competencies, and
seeking outside consultants to overcome internal lacks
in this regard. These firms show similar coherence
when they place the IT function at a high hierarchical
level in the organization and render IT autonomous
(with a designated manager), that is, not subordinated to
the financial or accounting function as is still often the
case in small business.

Due to a negative and non significant path
coefficient (y; = -0.12), the third hypothesis could not be
confirmed. It stated that the more strategic the role
played by IT, the greater the IT usage sophistication of
the SME. Thus it seems that the strategic role of IT
would be only indirect here, that is, through its effect on
IT management sophistication. For instance, seeking
internal and external integration of business processes
through IT would lead the firm to better plan its use of
IT and to dispose of better IT resources and
competencies; only then could a more advanced
technological infrastructure and applications such as
ERP and e-business be implemented.

The fourth research hypothesis is confirmed by a
positive and significant path coefficient (y, = 0.54; p <
0.001), relating the firm’s IT management
sophistication to its IT usage sophistication. This result
increases the relevance of a strategic perspective based
on IT resources and competencies, namely a resource-
based view [3] to explain the level of adoption and
assimilation of IT in manufacturing SMEs. Now, firms
that have sufficiently developed their IT function and
managerial competence and that have access to external
resources are those that have adopted and assimilated
the greatest number of advanced manufacturing
applications, and where system quality and security are
best.

Due to a non significant path coefficient (ys - 0.04),
the fifth hypothesis could not be confirmed. It stated
that the greater the IT management sophistication, the
greater the IT performance of the SME. In the absence
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of a direct effect, better management of IT has
nonetheless an indirect effect upon IT performance, that
is, through its positive effect on the use of TI (which in
turn has a direct effect on performance, as we shall see).
This last result is obtained with an estimation of this
indirect effect by the product of the two path
coefficients (y4~vs = 0.54 + 0.65 = 0.35; p < 0.05).

A strong path coefficient (ys = 0.65; p < 0.001)
confirms the sixth research hypothesis, that is, the
greater the small manufacturer’s IT  usage
sophistication, the greater the performance of its
information technology. Advanced applications such as
an ERP system, a transactional Web site,
videoconferencing, and mobile computing, to the extent
that they are effectively assimilated by SMEs, are those
that are the most strategic, that is, bring the greatest
“value” to these firms in the form of increased
competitiveness and competitive advantage. One may
recall moreover that this increased assimilation of IT is
the result of better management of these technologies.
In turn, this better management is the result of a more
strategic vision of the role played by IT in the
organization.

In total, these three factors combined explain 60%
of the variance in the performance of IT. One may note
here that the applications that are most affected in terms
of performance are the marketing and sales
applications, followed by the accounting, finance and
HRM applications, and the e-business, Internet and
Web applications. This last result tends to underline the
more operational rather than strategic nature of the
logistics, production, and distribution applications as
presently implemented in the sampled manufacturing
SMEs.

V1. DISCUSSION AND IMPLICATIONS

The results obtained from 44 SMEs show that IT
performance is influenced in two ways. First, IT
performance is directly affected by the strategic role of
IT. Second, IT performance is also influenced by the
indirect effect the strategic role of IT that passes first
through a greater IT management sophistication, which
in turn influences the IT usage sophistication, which
finally contributes to IT performance.

This dual contribution of the strategic role of IT on
IT performance suggests that the functional
sophistication of IT alone is not sufficient to increase IT
performance; it is also necessary that IT be well used by
the employees. Thus, to ensure that IT fully meets its
strategic role, it has to be well managed. Its
development and evaluation should take into account
the needs of users, involving them when conducting
process analysis to make the most effective use of
resources, all this being done within a structured IT
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function which reflects the reality of the organization
while using external resources when necessary.

The strategic role of IT has no direct influence on IT
usage sophistication, however it does via IT
management sophistication. It recalls that once IT is
deployed and well managed, it is possible for users to
enhance their strategic role. These results are in line
with Westerman’s [44] work on the evolution of IT. It
recalls the importance of ensuring that IT should
adequately support business operations, making certain
that information systems work as and when they are
supposed to, that their access is secure, that information
is accurate, complete and correct, and that all this is
done in time and within budget. Then users are able to
learn and adopt the various functional applications
available within the company, and to assess the quality
of information they find and the links that they may
develop to make better decisions.

The descriptive results indicate that for all SMEs, the
benefits of IT mainly come from accounting / finance /
HRM, and logistics / production / distribution
applications. Then come benefits accruing from
marketing / sales/ customer service applications, and to
a lesser extent e-business, Internet and Web
applications. This descending order of the benefits of
application is consistent with the increasing complexity
of IT strategic role. All companies do not cover the use
of IT for electronic integration of internal and external
functions, which is the most strategic role. The IT
applications that are easiest to implement are often the
first established, and therefore are the first to generate
profits. In this study, where the benefits are cumulative
by type of applications used, companies that have
established several types of applications are the ones
showing the highest performance from their IT. They
are also those who have the most comprehensive
strategic role, the more complex and more demanding.

In the context of this study, firms that gain the most
benefits from their IT are those that devote the more
strategic role to these technologies, manage them in a
sophisticated way, and use them extensively and
intensively.

VII. LIMITATIONS AND CONCLUSION

As in any empirical research, this study has some
limitations that should be mentioned. Given the nature
of the sample, its representativeness in relation to all
SMEs limits the scope of the results. The sample firms
have indeed participated in a broad diagnostic
performance survey, which may reveal distinctions with
the general population in terms of IT [6]. The use of
perceptual measures for assessing the strategic role and
performance of IT may also have induced some
respondent cognitive biases, although earlier studies
have also resorted to such measures [38].
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Notwithstanding its limitations, this study revealed
that a strategic vision of the role of IT is critical to the
managerial and technological skills developed by the
SME and the organizational impacts of the exploitation
of these capabilities. Based on a strategic alignment
perspective, however, future studies could extend the
research model by examining whether the role assigned
to IT depends on its fit with the SME’s business
strategy, structure, and environment. A formative
model for measuring a most complete performance of
IT such as that proposed by Gable, Sedera and Chan
[16] may also be used to include, in addition to the
organizational impact, individual impact, quality of IT-
based systems, and quality of information produced by
these systems.
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Abstract— Service applications for micropayment technology
have become increasingly accepted among consumers. Current
research on micropayment primarily discusses issues from
markets’ and users’ perspectives, but rarely from the
standpoints of enterprises’. This study examines the joint
development of micropayment platforms (MPP) by various
enterprises, asking: (1) why organizations develop MPP mobile
service applications, (2) how they position the MPP’s role, and
(3) how they form project alliances. Analyzing an example of
MPP development at a private Taiwanese university, this
paper adopts Actor-Network Theory (ANT) concepts such as
“translation” to explain not only how the different interests of
stakeholders influence MPP development, but also how the
identification of MPP solutions reversely conditions the
selection of collaborators. Finally, this study provides practical
and theoretical implications for understanding the mutually-
shaping complexity and dynamics between multiple
organizations and technology solutions.

Keywords: Micropayment, mobile payment, Actor Network
Theory, Near Field Communication

l. INTRODUCTION

Service applications for micropayment technology have
become increasingly accepted among consumers. In the US
annually, there are now more than four hundred billion
transactions under US five dollars, for a total as high as one
trillion US [1]. The economic effects of these micropayments
are impossible to ignore.

Micropayment platforms (MPP) are a standard inter-
organization information system, requiring the cooperation
of wvarious enterprises for their development and
implementation. They are subject to the interests and
intentions of the partnering institutions, whose preferences
are also conditioned by the group-selected MPP
technological solution. As a result, the MPP development
process is both highly complex and dynamic.

Current research on MPP primarily emphasizes
technological development[2, 3], consumer equality[4], and
the connection schemes of various payment systems[5].
Research on MPP is diverse however, and other studies
examine the use of electronic purse systems in different
countries[6, 7], offer economic analysis of micropayment
systems[8, 9], evaluate transaction costs[10, 11], explain
why MPP succeeds and fails[12-14], and identify new
mobile payment applications [8, 16, 17].
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All of this research however, starts from the perspective
of markets and users, and thus neglects the standpoint of
enterprises. In response, this study discusses the mechanisms
through which stakeholder participants in this technology
form partnerships, how their respective interests interrelate,
and how these interests influence the infrastructure and
functions of MPP. These issues are examined through a
special case study involving a three-year inter-organization
MPP that employs Near Field Communication (NFC) to
develop mobile service applications for a private Taiwanese
university. Specifically, this study answers the following
questions: (1) why the enterprise developed MPP mobile
service applications, (2) how it positioned the MPP’s role,
and (3) how it formed alliances for the project; i.e., how it
recruited and negotiated with other organizations to jointly
develop MPP.

Adopting Actor-Network Theory (ANT), we analyze the
project formation and choices of NFC and MPP in order to
understand why this university developed MPP techniques
for integrated campus services.

Il.  MICROPAYMENTS

A micropayment usually refers to a single transaction of
less than US five dollars [1]. The proportion of transaction
fees for micropayments is also much higher than other
payment channels like credit cards or checks. These
transaction costs are critical for the acceptance of
micropayments[10], although the following two features
transform micropayments into a real payment tool: (1) it
serves as a unit of accounting or a standard of value, (2) and
it can be used as an interchangeable medium or payment tool
to facilitate transactions and reduce redundant transaction
costs[15]. The current transaction fee for micropayment is
proportionally high, but the electronic payment system is
able to provide the advantages of lower transaction costs and
quicker transaction times. Micropayments would be more
likely to succeed through the linkage of electronic payment
system.

Current techniques for electronic payment processing can
be divided into three types:(1) credit-based solutions, (2)
account-based solutions, and (3) value-stored application[1].
These payment solutions comfortably fit into the
micropayment environment due to their cost, speed and
convenience. Micropayments are smoothly developed into
electronic payment systems through these three channels.
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In mobile commerce, micropayment is also an important
and interesting service for mobile financial applications. For
example, a payer can employ a mobile device through a local
wireless network to purchase desired goods or services.
Micropayments can also assist with telephone calls to
numbers where per-minute charges equal the cost of vending
items, or with pre-paid purchases from a service provider,
bank, or credit-card company[16]. Dahlberg et al. [17] note
that the majority of research on these applications for mobile
payment focuses on technological development and
consumer acceptance of technology; few consider the
perspective of payment service providers.

Within the current business environment, information
technology (IT) is a key tool for organizations to promote
their competitive advantages and differentiate themselves
from their competitors[18, 19]. The development of MPP
however, requires collaboration between various partners.
The intentions and interests of these involved organizations
increase the complexities of the MPP. Furthermore, the
social relationships of these organizations affect this
development process, as does the essential nature of MPP
technology. These factors prevent the evaluation of MPP
development by simply looking at the strategies and
intentions of the involved parties.

IIl.  ACTOR-NETWORK THEORY

In IT research fields, Actor-Network Theory (ANT) is a
widely accepted approach for understanding the complex
social interaction of technological changes[20] and
explaining the socialized processes of technology
development and introduction in different contexts[21]. ANT
was developed within the field of sociology of science and
technology[22, 23]. ANT scholars thought that researchers
should observe the fusion and relationships among science,
technology, and society by tracing science in action, i.e.,
boundlessly following the actions of actors[22]. A key
feature of ANT is that actors can be both human and
nonhuman, e.g., technological artifacts[20].

The purpose of ANT is to examine, through the actors in
a network, the actions and motivations of actors and the
heterogeneous network that links relationships and aligns
interests.  ANT can explain how actors (human and
technological) with different interests jointly create a
relatively stable arrangement of technology[23], so as to
express and understand the features and approaches of
information technology development. One notable example
of this approach is Michel Callon [23], who utilized the word
“translation” to refer to the creation of actor-networks. Here,
a focal actor is the key actor driving the process of recruiting
other actors into the actor-network, transferring its intention,
purpose, recognition and behavior to them so that they share
common behavior and viewpoints. In this way, an actor-
network is not just a simple combination of actors, but rather
the seed of a focal actor, who redefines and rearranges the
interests, roles, functions and positions of each partner into a
new actor-network. The process of translation consists of
four stages:

e Problematization: During the problem-formulating

stage, the focal actor defines the identification and

Copyright (c) IARIA, 2011.  ISBN: 978-1-61208-124-3

interests of the other actors who share initial
common interests. By defining problems and
solutions, concerned actors can be confirmed and
their roles identified.

e Interessement: The focal actor convinces the other
actors that the interests defined by the focal actor are
actually in line with their own interests.

e Enrollment: The focal actor persuades the other
actors to accept a set of strategies and the definition
of their roles in the developing actor-network.

e Mobilization: The focal actor, by using a set of
methods, ensures that the actor-network operates
according to mutual agreement so the network
remains stable.

During the network building process, the focal actor
aligns the interests of all actors according to the network’s
interest and recruits recognized actors to establish the actor-
network. Accordingly, the focal actor transforms itself into
an obligatory passage point (OPP) for all network actors.
This process of translation is a suitable model for
understanding the interaction of multiple social groups in the
development of MPP.

IV. RESEARCH METHOD

This study employs the case study research method. Case
studies allow the researcher to investigate the
interrelationships and dynamics of research phenomena and
contexts under a natural setting[24]. MPP involves various
organizations whose actions and interests influence and are
influenced by MPP development. Thus, MPP development is
not strictly predetermined, but rather emerges from
continuous party alignments and negotiations.

Data were collected from March, 2006 to December,
2008 through participant observation, semi-structured
interviews, meeting minutes, and project files, as depicted in
Table 1. These multiple sources helped ensure data
authenticity and validity.

TABLE I. THE TYPES AND ILLUSTRATIONS OF EMPIRICAL DATA
Data type Illustrations

- Observation period: 2006.3-2008.12
Participant

One of the authors works at CU, he participated in digital

observation .
campus projects

Semi- Eight single person interviews. Each interview lasted 90
structured to 120 minutes. Some interviewees were interviewed
interviews | twice depending on the situation.

. 99 recorded minutes, including discussions on the
Meeting - L .
. cooperation and negotiation of enterprises, technology,
minutes , ; i
managers’ meetings, and technology group meetings.
104 files , including project reports, proposals, technical
Documents | documents, memorandums, official documents,

presentations, and historical data.

V. CASE DESCRIPTION

CU (anonymous) was the first university to issue student
ID smartcards (UPass) in Taiwan. CU invests significant
resources on IT and aims to develop its digital campus as an
important characteristic and competing advantage. In 1998,
CU launched the contact IC card as a student ID smartcard,
and gradually integrated various campus services. In 2005,
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CU converted UPass into a RFID (radio-frequency
identification) stored value card, and integrated twelve
campus services in three major fields: building access control,
campus administration services, and payment tools. UPass
campus services develop in three periods:

A. The period of digital campus presentation

In April, 2006, CU held a press conference to
demonstrate the further development of its digital campus
vision with a joint program between a transportation
company(EZCard), local bank(Bank C), carbonated
beverages vendor(Vendor C), international software
company(SWHouse-1), and a system installation hardware
company(HWHouse-1). More than 40 schools, several high
technology companies, and related government organizations
participated in the press conference mentioned above.
Afterwards, several schools showed their own interest in
such programs, and asked CU and Bank C to help promote
the MPP of integrated campus services for their own schools.
The development team of UPass thus began considering the
possibility of promotion.

B. The period of MPP development

After the conference, CU discussed its goals for the next
stage of campus services and its new technology. The school
regarded MPP as the key development for future campus
services, and decided that future expansion of MPP was best
handled by other institutions such as EZCard rather than by
the university itself.

CU tried to convince Bank C to develop certain MPP (as
Solution-2) suitable for its campus. These efforts were
unsuccessful however, as the bank’s existing MPP features
(QPay, as Solution-3) were credit card based, which by law
face certain restrictions on school campuses. Bank C was
required to adjust its QPay mechanism and supply related
equipment to interested university campuses—measures the
Bank eventually abandoned despite university demand, due
to legal concerns regarding their credit card business.

Meanwhile, EZCard successfully issued student ID
smartcards for CU as part of value-stored application
(Solution-7) jointly supported by Bank C and three other
local banks. Here however, legal concerns still existed, as
transportation passes by law may not provide MPP functions.

Despite these setbacks, CU continued to seek new MPP
alternatives. It found that the technology scheme of online
MPP(as Solution-4) issued by local Bank S was quite similar
to current MPP (Solution-1). CU recruited Bank S as a
cooperating partner to help expand MPP. Coincidentally, at
the time a leading retail enterprise (Retail K) also intended to
seek the cooperation of a bank to promote its own MPP (as
Solution-5). As a result, Bank S ceased negotiations with CU
in order to actively focus on courting Retail K—a battle it
eventually lost to Bank C.

CU’s latest MPP partnering solution involved SmartPay,
an account-based system (Solution-8) promoted by a bank
association (Org-2). SmartPay serves as a account based
MPP system in collaboration with 22 banks. Its value can be
stored through ATM transfers, which is convenient for many
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campus applications. Currently however, Solution-8 is still
under incubation, and not yet officially released.

It should be noted that during its attempts to expand MPP
services, the university’s existing MPP system was still
operating smoothly without urgent need for replacement.
With the success of its press conference and subsequent
additional interactions with other enterprises and universities,
CU simply expected new possible projects to promote
campus services.

C. The emergence of a NFC solution

Through SWHouse-1, CU discovered the installation of a
NFC campus application solution at a university (AU) in
Austria. The IT department dean of CU visited AU in 2007,
and CU determined that the techniques of NFC were
compatible with the existing campus system. Encouraged by
SWHouse-1, CU formed an NFC mobile network and found
a new banking partner, Bank U. After explaining its existing
campus services as well as the consumer finance
opportunities combined in NFC cellular phones, Bank U was
deeply motivated and willing to offer its cooperation.

With the MPP-NFC solution (Solution-9) as its target,
CU and Bank U applied for a government technology project
encouraging mobile payments as a financial innovation
(PMPTFI). Bank U also recruited a systems integration
company, SWHouse-2, to jointly develop NFC
micropayment and clearing mechanisms for CU’s campus.
Still in need of a telecommunications partner, CU
demonstrated its campus services to Taiwan’s leading
telecom firm, Mobile K, which was willing to participate in
the project. CU then invited a professor from AU as a
consultant, and the NFC mobile payment platform was
officially established.

Overall, the 2006 press conference of the CU student ID
smartcard acted as a catalyst, leading to the involvement and
competition of as many as six banks, four universities, and
nine possible MPP solutions. Four groups were formed
during the process until finally, the governmental technology
project PMPTFI was established. Figure 1 and Table Il
display the thirty actors and nine MPP solutions involved
during this MPP development process.

TABLE II. CU MPP SOLOUTIONS
MPP | Focal actor Features
1 CuU Account-based, on-line and off-line dollars by CU
Account-based, on-line and off-line dollars by Bank
2 Ccu c
3 Bank C QPay, credit card based, off-line dollars
4 Bank S Ecoin, account-based, on-line dollars
5 Retail K ICash, value-stored application, off-line dollars
6 Bank C QPay |1, top-up solution, off-line dollars
EazyCard, transportation ticket, value-stored
7 EZCard application, off-line dollars. Since April 2010, used
for payment at over 10,000 locations in Taiwan.
8 Org-2 SmartPay, account-based, on-line dollars
9 Bank U Mobile NFC, value-stored application, on-line and
Mobile K | off-line dollars
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VI. ANALYSIS

From the point when CU successfully demonstrated the
integration of campus services with student 1D smartcards,
the process of seeking the next IT development solution can
be divided into three periods. Here, we demonstrate the
changes in relationships between CU and other actors
through the employment of ANT.

This study employs ANT as a theoretical lens, treating
the various MPP techniques as equal actors. Using ANT, we
can clearly understand the detailed process and dynamics of
the RFID solution to the NFC mobile payment project.
Adopting the analysis of the four elements of translation
proposed by Callon[23], we discuss the phenomena from the
following three aspects.

A. Problematization

After the press conference, CU defined the problem as
“innovation diffusion” to attract the participation of other
actors. However, other actors did not proactively seek a
partnership. This forced CU to redefine the problem in order
to find other actors. The recruitment of Bank S is a typical
example. CU redefined the problem as “MPP development in
campus” as a way to encourage and engage banks. Thus,
before the network successfully formed, CU had to redefine
the problem repeatedly in order to acquire partners. Table 111

presents the ways CU defined its problem at different periods.

TABLE III. PROBLEMATIZATIONS FOR CU

Time period Problematization

Digital campus
presentation

“Innovation diffusion” enables integration
between payment card and campus services

“MPP development in campus” implies the
increasing card volume for banks

Technology innovation of campus services
keeps CU leading IT in Taiwan

MPP development

Emergence of NFC
solution

B. Interessement and Enrollment

Under different contexts, CU defined different questions
in order to attract different actors in various domains. Even
the actors within the original network, e.g. Bank C, still
sought other opportunities for linking other actors to form
new network relationships. Issuing student ID smartcards
enabled banks to increase their card volume, although it did
not convince them of further participation. CU did not have
alternative strategies to attract banks for developing MPP.
Furthermore, an interesting new target (the MPP of Retail K)
opened for banks in the MPP market. These consequences
led to multiple actors and an unstable network relationship in
the period of MPP development. This situation was not
resolved until CU discovered its NFC mobile solution and
recruited partners in Bank U and SWHouse-2.

C. Mobilization

Bank U was enrolled into the network owing to the
interests defined by CU. SWHouse-2 was recruited as well.
These recruited actors formed a network through
mobilization through the alignment of their interests.
Meanwhile, MPP solutions act as an equal actor to filter and
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determine the formation of the actor-network. For example,
Solution-9 led to the enrollment of telecommunication
enterprise Mobile K, whereas Solution-3 and Solution-7
were unable to form stable networks due to legal constraints.

However, actors may also betray their original network in
favor of the appeal of other networks, or simply cease to
invest resources into the original network. For example,
Bank C escaped from their original network through its
attraction to Solution-5 with Retail K. This eventually led to
CU’s association with Bank U, SWHouse-2, and Mobil K in
the application of their governmental project, i.e. PMPTFI,
which becomes the OPP in order to form a stable
relationship of network. This action may prevent the betrayal
of other actors, help negotiate a precise goal, gain economic
support, and direct all the interests of actors toward a
common goal. When more resources are invested, this will
facilitate the participation of other actors as needed.

In ANT, CU MPP development is also a process of
“translation”. The actor’s interests are firstly translated into
specific needs which will be further translated into the
system solution. The system solution will then be adopted by
actors, who translate it into the context of their specific work
practices. Thus, CU recruits different actors for each specific
technology solution. After CU recruits actors, i.e. Bank U,
SWHouse-2, and Mobile K, into the actor-network in the last
stage, the technology scheme has to be changed in order to
include their requests. The change of technology scheme
stimulates the generation of mobile NFC solution which
turns into the core of MPP application developments.

VII. DISCUSSION

This study analyzes the development process of the MPP
NFC solution, elaborating on the complex relationship
between multiple organizations and technology. The case
study above demonstrates how CU MPP development differs
from the conventional development of information systems.
The processes of MPP development are emergent and
unexpected, support Orlikowski’s [25] arguments, and are
gradually clarified through the contact of various actors.
Each actor pursues its own interest as well as takes into
account the common interest of other actors. Through
interactions among actors, the cooperative relationship for
inter-organization is formed. Even under this cooperation
however, actors still seek other opportunities for linking

other actors to form more beneficial cooperative partnerships.

CU must continuously recruit other organizations, revise its
interests and its micropayment solution, and prevent actor
betrayal. Therefore, the goal of technology development, the
scheme of the MPP system, and the collaborative groupings
are not pre-planned but rather emergent and unexpected.
Through this process, a leading organization may form an
inter-organization cooperation network.

From the ANT perspective, MMP technology will have
some effects on selection and formation network. Therefore,
these effects trigger interaction among network actors. The
selecton of network also limited technology choices. Base
on history of developing NFC platform and the role of
participants, that can be understand more clearly the nature
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of this case. This study realizes that CU continuously
repositioned the direction of MPP development over a
period of three years. The complexities and dynamics
presented in the case can be summarized as follows.

A. MPP development as a process of redefining roles and
interests

Requiring multiple partners in the development of MPP
usually detracts from the original cooperative theme on
account of opposing thoughts and interests. The CU MPP
position shifted from original innovation diffusion, to the
development of MPP, then to the NFC solution. This
demonstrates that problematization is not a one-time activity
but a continuous ongoing process [26]. We found that CU
not only continued discussing possible developments of
campus services and innovation of their MPP scheme, but
also sought the cooperation of other actors and redefined
their actor-network. Thus, the IT developmental processes of
CU campus services are a mixture of changes and
eliminations. This process is based on a multi-directional
model, rather than a linear model. Technology can have
more than one developmental result.

B. Each actor as a latent actor-network

CU actively pursued cooperative organizations to
develop its campus services, but the final MPP solution
network was promoted by outside actor SWHouse-1. It
forced CU to reposition the MPP, i.e. consumers’ services on
NFC cellular phones. Moreover, the request by several
universities to Bank C for MPP made Bank C reconsider the
Solution-2 proposed by CU. To adapt Solution-2, Bank C
had to upgrade QPay (Solution-3) to QPay Il (Solution-6) for
campus needs.

Past studies of ANT discuss the development of
information systems focusing on the actor-network created
by focal actors [26, 27]. However, Monteiro[29] suggests
actors may be included into a new, more complete actor-
network. In other words, other actors in the network can also
play the role of focal actor. According to their own interests,
they will seek other outside opportunities or link other actors
to form a new actor-network. This latent actor-network
influences the interests and stability of the original network.

This implies that to understand the changing processes of
MPP development, researchers must not only observe the
network of CU recruitment, but also the networks of other
actors. We find that from a macro level (based on
micropayment markets), each actor can seek other resources
to form other latent actor-networks that may influence and
break the existing stable network relationship, and result in
changes to the MPP solutions.

C. Temporary actors as the catalyst of actions

Once CU can not align mutual actors’ interest, the
network will not be formed and the developments of MPP
development will not be carried out. In previous research on
ANT, temporary actors in unformed network are usually
neglected. Groothuis and Akbar[28] argue that temporary
actors act as a catalyst, and they can affect actor decisions
and actions within the network. In case of CU, these
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temporary actors, though not being part actor of the final
network, did have critical influences and trigger further
actions by CU.

For example, when School-2 consults with CU about the
development of campus smartcards, it stimulates CU to
actively think how to diffuse its results to other campuses.
Furthermore, with the contact of the NFC forum, CU is
inspired to realize the NFC technique, and finally promote
the NFC solution of MPP. Retail K’s issuance of its ICash
card quickly disrupts the negotiation and cooperation
between CU and Bank S. ANT scholars should consider how
to account for these influential temporary actors.

VIIl. CONCLUSION

This study applies the ANT perspective to the
development of an inter-organization system. We examine
the complex relationships between organizations and
technology under the research setting of the development of
MPP in CU. The characteristics of the technology solution
filter the choices of participant organizations when an
enterprise chooses that solution. Meanwhile, when recruiting
the participant organizations, the alignment of mutual
interests forces enterprises to continuously adapt the goals of
MPP and adjust the technology solution before the goal of
campus services can be set.

Current research on micropayment primarily discusses
issues from markets and user perspectives, but rarely from
the standpoints of enterprises. The main contributions of
this study are two fold. (1) In practice, the development of
an inter-organization information system, e.g. MPP, is
usually an emergent and unexpected process. The
organization must continuously redefine its own role and
technology scheme, and also align mutual actors’ interests
when searching for collaborative organizations. From an
ANT perspective, our study finds that problematization is
not a one-time activity but an on-going process. (2)
Theoretically, there are rare phenomena in previous ANT
literature. One is that each actor of a network represents
another latent actor-network, which affects and breaks
existing stable network relationships. The other is that
temporary actors do influence the focal actor to redefine the
problems and roles of other actors.

Our findings provide two main directions for future
research. Additional effort is needed to investigate the degree
of connectivity among various actor-networks. Furthermore,
given the results above, more information is needed on how
temporary actors influence changes in actor-networks.
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Abstract—Web prefetching is an effective technique to reduce
user-perceived latency. Most studies mainly focus on prediction
algorithm but they ignore selection strategy of training data which
is an important part of web prefetching. This paper presents a
decision method based on monitoring prediction precision. It
divides user access sequence into different data blocks and the
changing features of prediction precision among data blocks
indicate whether some training data is outdated. According to the
varying trend of prediction precision, some user access requests are
inserted into or deleted from training data. We use two real web
logs to examine this proposed method and the simulation shows

that our method can significantly improve prefetching performance.

Keywords-web prefetching; sliding window; training data

l. INTRODUCTION

Web prefetching technique is one of the primary
solutions used to reduce user-perceived latency. The spatial
locality shown by user accesses makes it possible to predict
future accesses from the previous ones [1][2]. Web
prefetching system makes use of these predictions to
preprocess user requests before they are actually demanded.
Part of the network latency can be hidden if prefetching
system perfetchs those pages which are very likely to be
demanded in subsequent requests.

To predict the user’s next request, a number of
prediction approaches were presented, which had achieved
an acceptable performance [3]. In the web prefetching
technique, part of user access sequence is used as training
samples to construct prediction model before user requests
are predicted. By training with samples, prediction model
includes user access patterns and some important
information, which provides a foundation for predicting the
user’s next request page. Thus training data is very
important to correctly predict user requests. However, few
studies focus on decision method of training data. Many
researchers random select one part of user access sequence
as training samples and another part is used as test samples.
Nanopoulos et al. used 75 percent of a week Clarknet log
available from the site http://ita.ee.Ibl.gov/html/traces.html
as training data and 25 percent as test data [4]. Sarukkai
presented that 40000 samples of the EPA-1995 server log
were used as training samples and the remaining as test
samples [5]. Shi and Gu used 80 percent of one month’s
NASA -1995 log to train prediction model and 20 percent
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as test data [6]. Only the papers slightly talked about
training data problem [7][8][9]. In order to verify client-
based web prefetching experiments, Lan and Ng [7]
obtained a proxy trace whose web pages were requested by
different users. Then, the log was partitioned into a number
of the single user’s access sequences. Finally, they
randomly selected continuous 14 days web accesses from
every user’s log to train prediction model and the fifteenth
day’s user requests were predicted according to the
constructed prediction model. During the experimental
period, they found that the web accesses of 14 days were
enough for describing user access patterns. So two-week log
was selected for every user as training samples. In order to
examine the web prefetching performance, Davison shown
the prediction model was not trained before predicting the
next user request [8]. He considered that this method was
better near to the real network environment. But the
prediction precision is very low if the prediction model is
seldom trained in the real prefetching system. In the low
precision’s condition, network resources such as network
bandwidth are wasted if predicted pages are prefetched.
Doménech and Sahuquillo studied how training data to
influence prefetching performance with two different
prediction models and 4 different logs [9]. They compared
prefetching performance using the old and current web log,
but they did not study how to decide training data.

This paper presents one decision approach of training
data based on our previous work [10]. It partitions the user
access sequence into different continous data blocks
according to the access time of every request. Based on the
changing trend of prediction precision among different data
blocks, our method decides whether web accesses are
deleted from or added into training data. As a result,
prediction model space is decreased and prefetching
performance is improved.

The rest of the paper is organized as follows. Section 2
presents the related background. Section 3 describes the
decision strategy of training data and its algorithm. Section
4 gives the details of our experiments and testing results.
Section 5 is the summary and conclusions.

Il.  RELATED WORK

There is an important set of research works concentrating
on prefetching techniques to reduce the user perceived
latency. Various prediction models have been proposed to
model and predict a user's browsing behavior on the web.
Markatos and Chronaki proposed a Top-10 approach which
combined the popular documents of the servers with client
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access characteristics [11]. Web servers regularly pushed
the most popular documents to web proxies, and then
proxies pushed those documents to the active clients. But
the approach only made use of page access frequency. In
order to solve the problem, the study in [12] presented a
prefetching algorithm based on prefetching in the context of
file systems [13]. The server built a dependency graph (DG)
where an arc from node A to B meant that B was likely to
be accessed within a short interval after an access to A.
Each arc was labeled the conditional probability. But the
DG model was not very accurate in predicting the user
browsing behavior because it only considered first-Order
dependency [4] and did not look far into the past to correctly
discriminate the different observed patterns. Thus, the
studies in [14][15] described the use of a kth-Order Markov
model for user request patterns. In a kth-Order Markov
model, each state represented the sequence of k previous
requests, and had conditional probabilities to each of the
next possible states. However, it is likely that there will be
instances in which the current context is not found in a kth-
Order Markov model if the context is shorter than the order
of the model. Therefore, the PPM (Prediction by Partial
Matching) model [16][17][18] which originates in the data
compression community, overcomes the problem. It trained
varying order Markov models and used all of them during
the prediction phase. Fan et al. studied how user access
latency could be reduced for low-bandwidth users by using
compression and PPM prediction model between clients and
proxies [17]. Bouras et al. studied prefetching’s potential in
the Wide Area by employing two prediction models [19].
These PPM models do not implement the online update and
timely reflect the changing user request patterns. An online
PPM with dynamic updating is presented [20]. But most of
them arbitrarily take a part of web log as training set and
another part as prediction set. Only the studies in [7][8][9]
slightly mention the training data problem. Lan and Ng
proposed a client-based web prefetching management
system, which was based on the caching schema of
Netscape Navigator [7]. In the experiments, users submitted
their web access requests throw their own machines to the
proxy server, and their prefetching system obtained each log
file that contained the log of each individual user’s web
access requests within a 2-week consecutive time period. A
2-week time period was chosen because it was sufficient to
show the web access pattern of each individual user based
on their observations during the experimental period. Thus,
they randomly chosen a 2-week consecutive time period for
each user to represent the access history of the user as long
as the user accessed the web on the fifteenth day, the day
after the 2-week consecutive time period. But Doménech
and Sahuquillo considered that the length of training period
may impact on prefetching performance, either improving
or degrading it [9]. In addition, this length may involve a
high amount of information and therefore important
computer resources are consumed. Thus, they analyzed that
how the training affects the prediction performance using
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current and old web traces. Their experimental results
showed that while in old traces the training, in general,
improves performance, when using recent traces this
training may degrade performance because users’ access
pattern had changed. Davison evaluated prediction
algorithms without previous training [8]. This procedure
was argued to be more realistic than freezing the learning
after a training period [9]. But all of them do not study how
to dynamically determine training data according to
different user access behaviors.

I1. DECISION APPROACH

In this section, we specify concept definition, and give
decision strategy and decision algorithm.

A. Concept definition

We firstly give some related concepts before decision
method is introduced.

Definition 1 User access sequence is an orderly
sequence composed of a series of two-tuples such as <Tj,
11>, <T,, I,>, <Tg, 13>, ..., where T;(i=1,2,3...) is the access
time, I; denotes the entity, T; is larger than T; if j is larger
than i.

The time of two-tuples has strong restriction and denotes
the absolute time of user request. The entity of two-tuples
represents every request’s attributes. Suppose the entity |
includes k attributes {Xq,X1, ..., X¢.1}, where the value range
of the attribute X;is d(X;), the attribute space of the entity |
is {d(Xo) ,d(Xy),...,d( Xi.1)}. In the server’s log, every <T,I>
corresponds to one user request record, where T represents
the user absolute request time and | mainly includes IP
address, the request page’s URL and so on.

Definition 2 Sliding window is defined a user access
sequence including h user requests, where h is the number
of user requests in the sliding window.

Figure 1 gives a sliding window’s sketch map with h
user requests. In order to describe simple, the two-tuples of
user request sequence is denoted as a;, where j is the relative
access time. In the sliding window, a; is the eldest user
request, aj.n.1 is the newest one and a;. is the user request
which will slide into the sliding window.

& I 31'-1| )

time

sliding window
Figure 1. Sliding window with h user requests

Definition 3 Data block refers to one user request
sequence and all requests are ranked according to the access
time from the eldest one to the newest one. Partition of data
blocks may take time segment or request number as
dimension. We choose the former because there may exist a
large number of requests in a short time. When the emergent
event happens, data block using fixed request number as
dimension can not represent user access behaviors while
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data block with the time dimension better reflects user
access features.

Definition 4 Window includes one user access
sequence during a period of time and is partitioned into n
data blocks according to the same time dimension. The label
of data blocks in one window varies from 0 to n-1. Figure 2
depicts a window’s sketch map with n data blocks. In the
window, the data block labeled 0 is the eldest and one
labeled n-1 is the newest. The user request number of every
data block may be different while the time periods are the
same.

ay &y access sequence

L L L L 1

DB, DB, DB,., DB,

window time

Figure 2. Window with n data blocks

B. Decision strategy

The right training data is important for constructing
prediction model and predicting the user next request page.
If training data includes too little access requests, the
relevant user requests may be forgotten so that some
correctly access features may be deleted. If training data
includes excessive user accesses, the prediction model do
not also represent the browsing characteristics of current
users because it may include some outdated user access
patterns and browsing infromation.

We use one sliding window SW and two windows (W5
and W) to dynamically adjust training data to reduce the
prediction model’s space and improve prefetching
performance. The sliding window SW includes the total
user access sequence in the prediction model. Ws is called
the small window which includes some continuous data
blocks. W, is called the large window which includes Wy
and other some continuous data blocks. Ws is a part of the
large window. The sliding window SW includes W, and the
newest user access requests which can not compose one data
block. In order to decide training data, the large window
size is adjusted according to prediction precision’s changing
features among data blocks of the small window so that the
sizes of the sliding window and Ws change.

Figure 3 gives the relation between the small window
and the large window. In Figure 3, the total user access
sequence is regarded as a series of user requests. It is
denoted ay, ay, as, ..., Where a; stand for usr request and i is
the relative access time of the ith user request. The user
access sequence is partitioned into some data blocks
according to the same time, where DB, is the eldest data
block and DB, is the newest one in the large window. The
large window W, includes n+1 continuous data blocks and
the small window Ws includes m continuous data blocks,
where m is smaller than n, and the m data blocks are the
newest in the large window.
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D

Figure 3. Relation between small window and large window

In order to specify the relation between data blocks of
the large window and the user access sequence used to train
prediction model, Figure 4 gives the relations among the
large window, the small window and the sliding window.
By the time dimension, the total user access sequence is
partitioned into some continuous data blocks and some
subsequent user requests which can not form one data block.
The sliding window represents the total user access
sequence which is used to construct prediction model. The
large window includes all of data blocks labeled from 0 to n.
The small window is a part of the large window, whose
data blocks are labeled from n-m+1to n.

axy Q.1 @idy access sequenc

1 1 1 1
DB, DB, 13} F— B, | |
time

Ws
W
sliding window —————
Figure 4.  Relations among W, Ws and sliding window

For the sake of choosing training data, the total user
access requests with access log and current user requests are
regarded as one user access sequence which is partitioned
into data blocks. W_ ,Ws and sliding window are
respectively set the original value. The original prediction
model is constructed with the user access sequence in the
sliding window according to certain prediction algorithm.
Then the sizes of W ,Wsand sliding window are adjusted
based on prediction precision’s changing. The essence of
adjusting strategy contains three aspects. First, the sliding
window slides ahead and the new user requests are
continuous inserted into the sliding window. Second, the
prediction model is updated in order to capture the changing
user request patterns in time. Third, if the new user access
request can compose one new data block, the sizes of
W, ,Ws increase one and these new user requests are
inserted into two windows. At the same time, some elder
data blocks may be deleted from prediction model according
to some rules and windows’ sizes will change. The concrete
adjusting rules are described as following.

1) If the small window’s precision is consistent decrease,
the sizes of W and Ws are shortened and some elder data
blocks are deleted from prediction model. The user access
requests in the deleted data blocks are obliterated from the
sliding window whose length is reduced accordingly.
Consistent decrease indicates that any difference between
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the prediction precision of the newest data block in the
small window and any other is negative. Consistent decrease
shows that the outdated access information reduces
prediction precision and the prediction model better
represents user access characteristics of the elder data
blocks which are not consistent with the new user browsing
behaviors. Thus the prediction precision of the newest data
block falls.

2) If the small window’s precision is consistent increase,
the width of W_and W5s is widened. The large window and
small window includes the newest data block and their sizes
are increased. Consistent increase indicates that any
difference between the prediction precision of the newest
data block in the small window and any other is plus.
Consistent increase denotes the newest user requests
enhance prediction capability of the original prediction
model so that training data increases.

3) If the small window’s precision is stability, the sizes
of W, and Ws are not changed. The precision stability is
defined that any difference is very smaller between the
prediction precision of the newest data block in the small
window and any other. It shows that the newest user
requests are consistent with the original model. Thus the
large window and the small window cover the newest data
block and the eldest data block are deleted from them. At
the same time, the corresponding browsing patterns are
deleted from the prediction model and the new user requests
are added.

4) The prediction model is in a conversion phase if any
instance above mentioned does not happen. In order to
avoid forgetting the elder training samples too earlier, the
wide of the large window is enlarged and the small
window’s one is kept.

C. Decision algorithm

Suppose that the length of W is n and the length of Ws
is m, where n is greater than m . The large window’s data
blocks from the eldest to the newest are respectively labeled
from 0 to n-1. When a new user request appears, the sliding
window goes forward and the new user request is added into
it while the bottom of the sliding window does not change.
If the new user requests of the sliding window form one new
data block n, the changing features of the small window’s
prediction precision are calculated and the sizes of W, and
Ws are changed according to adjusting rules. Then the
length of the sliding window changes and the prediction
model’s access patterns are updated. In the following
section, we specify concrete algorithm and make use of the
prediction model which is our previous work [19]. To make
this process clear, decision of training data is separated into
two steps. First step is the original values of W\, Ws and the
sliding window are respectively set. At the same time, the
original prediction model PM is constructed with the user
access sequence in the sliding window. Second step is to
change training data by adjusting the lengths of different
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windows. The following algorithm DecisionMethod gives
the adjusting strategy.
Algorithm DecisionMethod(W_, Ws, SW, PM, RS)
Input: W, is the large window ,W5 is the small window, SW
is the sliding window, PM is prediction model and RS is the
new user request sequence.
Output: PM, W, Ws, SW
BEGIN
For (every request A of RS)
BEGIN
Ais inserted into SW and PM
WHILE (one new data block appears)
BEGIN
n=n+1;
m=m-+1;//The sizes of W,_and W increases one.
IF (prediction precision of Wy is consistent decrease)
BEGIN
n=n-2,
/IThe eldest two data blocks are deleted from W,
m=n/2;// To change the size of Ws
Every request in the deleted data blocks is deleted
from SW and PM.
END
ELSE
IF (prediction precision of Wjis stable)
BEGIN
n=n-1; //The eldest data block is deleted from W,
m=m-1;//To keep the size of two windows
Every request in the deleted data blocks is deleted
from SW and PM.
END
ELSE
IF (prediction precision of Wsis consistent increase)
m=n/2;
ELSE m=m-1; //To increase the large window’s size
END
END
When a new user request appears, we make use of the
algorithm in the [20] and its data structure to insert the
request into the prediction model so that the changing user
behavior patterns are updated in time. When the large
windows is shorten, some data blocks are deleted from it
and the corresponding user access information is forgotten
so that prediction model reduces the outdated browsing
patterns and saves space.

IV. EXPERIMENTS

To evaluate our decision method called DM, we adopt
Microsoft Visual C++ 6.0 to develop a series of
experiments. To compare our method with other, we
simulate other system without any training data selection
strategy called Non-Selection. DM and Non-Selection both
makes use of the prediction model in the [20] during
experiments. We compare our approach’s performance with
Non-Selection from the log day number of training data,
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prediction model’s space, prediction precision, hit rate, and
traffic incremental rate.

A. Logs and parameters set

We do the trace-driven simulation using two real trace
files. One file is from Chinese certain medium-sized
education institution’s proxy server log, called CE log. This
trace file is collected by one proxy software from January 1,
2005 to January 26, 2005. Every record includes request

object’s access information such as IP ,URL and access time.

Another file is from American National Lab of Applied
Network Research (NLANR) which provides web access
logs continuous seven days in one ftp server. We download
one proxy server log by authorized username and password,
called NLANR_NY, which is composed of continuous user
accesses from June 3, 2007 to June 28, 2007.

We remove all dynamically generated files. These files
can be in types of “.asp”, “.php”, “.cgi” and so on. We also
filter out embedded image files such as “.gif” and “.jpg”
because we believe the image file is an embedded file in the
HTML file. Access request sequence of each log file is
partitioned into user sessions. One user session is one
orderly access sequence from the same user. If a user has
been idle for more than two hours, we assume that the next
request from the same user starts a new user session. We
recognize that the time interval of partitioning sessions may
introduce some inaccuracy in the simulator, but it will not
affect the evaluation of different models.

All of the models make the following configuration. A
global model is constructed for all users in each test. All
predictions are based on the model. Because of physical
systems limitation (e.g. network bandwidth), each model
predicts at most a request according to a user’s current
request every time. The prefetching cache size is formulated
in terms of number of web pages, rather than number of
bytes. The approach is more intuitive for interpretation of
the results, without altering their significance [16]. The
prefetching cache replacement algorithm is LRU. The size
of conditional probability threshold affects both hit rate and
the amount of traffic increment. A larger threshold allows
less data to be prefetched, which is beneficial to traffic, but
may decrease hit rate. We take into account a trade-off
probability  threshold. Thus, conditional probability
threshold is set to 0.1.

For our decision method, user access sequence is
partitioned into data blocks. Each data block includes one
day’s user requests so that CE and NLANR_NY both
includes 26 data blocks. Each data block is partitioned into
some user sessions according to IP address and time
threshold. The large window includes 7 data blocks and the
small window's length is 3 because people regularly browse
web every week.

B. Evaluation parameters

We employ the following four metrics [4][21] in the
experiments.
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Definition 5 Precision is the ratio of the number of
correct predictions to the number of total predictions. If
users in the subsequent requests access the predicted page
that is in the prefetching cache, the prediction is considered
to be correct, otherwise it is incorrect. The metric represents
the fraction of predicted pages that are actually used.

Definition 6 Hit rate refers to the percentage of user
access requests that are found in the prefetching cache.

Definition 7 space is the required memory allocation
measured by the number of nodes for building a prediction
model in the web server for prefetching.

Definition 8 Traffic incremental rate is the ratio of the
traffic from undesired pages to the traffic from the total user
requests. Some of the prefetched pages will not be actually
requested. Therefore, they increase the network traffic
overhead.

Web prefetching aims at maximizing the first three
metrics and minimizing the last one. It is obvious that these
metrics are conflicting. The more pages are prefetched, the
more probable it is for some of them to be accessed and the
hit rate increases. At the same time, precision decreases and
network traffic increment is high. Thus, it is a trade-off
among these objectives that the model should consider.

C. Decision of training data

In order to decide training data, we respectively choose a
part of CE and NLANR_NY to do a series of experiments.
Figure 5 depicts the changing process of training data,
where abscissa denotes the log’s day number and ordinate
is the log’s day number of training data. For example,
abscissa is 20, which denotes that 20 days’ log is provided
to train prediction model.

20

Training data days
=

8 11 14 17 20 23
Accumulated log days

(a) Training data versus accumulated log (CE)

Training log days

8 11 14 17 20 23

Accumulated log days

(b) Training data versus accumulated log (NLANR_NY)
Figure 5. Decision of training data
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As presented in Figure 5, DM respectively selects the
latest 15 days log and 12 days log to construct prediction
model for CE and NLANR_NY when the day number of
accumulated log is 22. We can conclude that the prediction
precision of the small window is consistent increase when
the day number of accumulated log varies from 14 to 22
from Figure 5(a) because training data is increasing. At the
same time, it also displays that training data decreases when
the changing trend of prediction precision is consistent
decrease that takes place between days 11 to 14 in Figure
5(a).

D. Comparision of two approaches’s training data

In the set of experiments, we display the simulation
results of training data comparison among two methods. In the
condition of the same day number of accumulated log, Figure 6
gives the log day number of training data with CE and
NLANR_NY.

30 * DM

& Non- Selectign

Training data days

20 21 2 23 24 2

Accumulated log days

(a) Comparison of training data days using CE log

30 —— DM

—— o Selection

Training data days

20 21 2 23 24 PA)
Accumulated log days

(a) Comparison of training data days using NLANR_NY log
Figure 6. Training data days versus accumulated log days using two logs

As presented in Figure 6, the day number of training
data with DM is less than Non-Selection’s when the day
number of accumulated log varies from 20 to 25. Because
the training data in our method is chosen by the changing
trend of the small window’s precision during constructing
prediction and the outdated user requests are deleted from
model and the log day number of training data is reduced.

E. Prefetching performance test

We compare the prefetching performance of DM and
Non-Selection with two logs in the condition of the same day
number of accumulated log. Figure 7 and Figure 8
respectively show different parameter’s comparison of
prefetching performance using CE and NLANR_NY. In the
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two figures, abscissa is the day number of accumulated log
and ordinate respectively represents precision, hit rate and
traffic incremental rate for (a), (b), (c) of every figure.

O B Non-Selection

Precision (%)

20 21 22 23 24 25

Accumulated log days

(a) Precision comparison

% o B Non-Selection

Hit rate (%)

20 21 22 2 2 2%
Accumulated log days

(b)Hit rate comparison

o DM B Non-Selection

20 21 22 23 24 25
Accumulated log days

(c) Comparison of traffic incremental rate
Figure 7. Prefetching performance comparison(CE Log)

In Figure 7, our method and Non-Selection respectively
adopt the corresponding result of training data which is
displayed in Figure 6 (a). According to the training data, one
prediction model is constructed and the succedent one day’s
user requests are predicted based on the model. For example,
DM and Non-Selection respectively use 14 days log and 20
days log to construct the prediction model when abscissa is
20. Then the 21th day’s requests are predicted. As presented
in Figure 7, the prefetching performance of DM exceeds
Non-Selection’s. The reason is the Non-Selection method
ignores the choosing problem of training data so that the
corresponding prediction model does not completely
represent the user browsing behaviors. At the same time,
DM adopts the technology of adjusting windows to change
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training data so that some outdated access requests are
deleted from the prediction model.
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Figure 8. Prefetching performance comparison(NLANR_NY Log)

In Figure 8, our method and Non-Selection respectively
adopt the corresponding result of training data which is
displayed in Figure 6(b). As presented from Figure 8(a) to
(c), precision of DM is average higher 0.77% than Non-
Selection’s and traffic incremental rate is average less
0.49% than Non-Selection’s. Although our approach does
not have better hit rate or in some cases even worse from the
experimental results, it is evident that DM prefetches more
web pages correctly than Non-Selection and this is achieved
with less cost in the network traffic that has less adverse
effect on other network applications. Thus, our algorithm
achieves the best performance.

F. Model’s space test

We compare prediction model’s space of DM with Non-
Selection’s using two logs in the condition of the same day
number of accumulated log. Figure 9 gives the test results
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using CE and NLANR_NY, where abscissa represents the
day number of accumulated log and ordinate denotes the
space reduction rate. It is calculated using the following
formula.

Non — Selection 's space — DM 's space
Non — Selection 's space

space reduction rate =

—m— NLANRNY

Space reduction rate (%)

20 21 22 23 24 25
Accumulated log days

Figure 9. Comparison of prediction model’s space using two logs

Figure 9 shows that prediction model’s space of DM is
always less than Non-Selection’s for different logs. The
space reduction rate is 25.97% for CE log and it is 41.96%
for NLANR_NY log when the day number of accumulated
log equals to 22. Figure 9 indicates that our method
effectively reduces the prediction model’s space.

V. CONCLUSION AND FUTURE WORK

In this paper, we consider the choosing problem of
training data and propose a decision method of training data,
which is developed according to monitor prediction
precision’s changing features. It is designed to partition user
access sequence into continuous data blocks and makes use
of one sliding window, a small window and a large window
to capture the precision’s characteristics among data blocks
so that training data is adjusted. We compare our method
with Non-Selection approach from model’s space and
prefetching performance using two real logs. The
experiments show that, for the different day number of
accumulated log, our method outperforms Non-Selection’s
and achieves higher prediction precision with quite low
traffic incremental rate and less model’s space.

The traces we use are from years ago and some users’
behaviors in web surfing could have changed. In the future,
we will try to obtain web data from different sources more
recent and test the performance of our algorithms.
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Abstract—Normalized Systems theory has recently been pro-
posed to engineer evolvable information systems. This theory
includes also a potential of improvement in control software for
the automation of production systems. In production control
systems, the end user has always the right to have a copy of
the source code. However, it is seldom manageable to fluently
add changes to these systems, due to the same problems
as information systems: couplings, side-effects, combinatorial
effects, etc. Finding solutions for these problems include several
aspects. Some standards like ISA 88 suggest the use of building
blocks on macro level. The OPC UA standard enables these
building blocks to communicate and interoperate over the
borders of the hosting controllers via local networks or the
internet. Consequently, production data collection, manual
interfaces and recipe driven production control systems become
web service based. Finally the Normalized Systems’ theory
suggests how these building blocks should be coded on micro
level. This paper introduces a control module, based on a
design pattern for flexible manufacturing and the principles
of Normalized Systems for evolvable software.

Keywords-Normalized Systems, Automation control software,
PLC, ISA 88, IEC 61131-3, OPC UA.

I. INTRODUCTION

Industrial communication has in the last 10 years become
a key point in modern industry. A continually growing num-
ber of manufacturing companies desire, even require, totally
integrated systems. This integration extends from electronic
automation field devices (PLC: Programmable Logical Con-
troller, PAC: Programmable Automation Controller, DCS:
Distributed Control System) to Human Machine Interfaces
(HMI) culminating into supervision, trending, and alarm
software applications (SCADA: Supervisory Control And
Data Acquisition and MES: Manufacturing Execution Sys-
tem). Industrial communication is implemented from field
management via process management to Enterprise Re-
source Planning (ERP) applications (business management).

Just like transaction support software and decision support
software systems, production automation systems have also
a tendency to evolve to integrated systems. Tracking and
tracing production data is not only improving the business, in
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some cases it is also required by law (e.g., sectors like food
and pharmacy). Because of the scope of totally integrated
systems (combination of information systems and production
systems) the amount of suitable single vendor systems is
low or even non-existing. Large vendor companies may
offer total integrated solutions, but mostly these solutions
are assembled with products with another history (merged
companies or SMEs - Small and Medium Enterprises -
bought by larger groups). For the engineer, this situation
is very similar to a multi-vendor environment.

Globalisation is bringing opportunities for companies who
are focussing their target market on small niches, which
make part of a totally integrated system. These products
can expand single-vendor systems, or can become part of a
multi-vendor system. Moreover, strictly single-vendor sys-
tems are rather rare in modern industry. Sometimes they are
built from scratch, but once improvements or expansions are
needed, products of multiple vendors might bring solutions.
Over time, single vendor systems often evolve to multi
vendor systems. Minor changes, often optimizations or im-
provements of the original concept, occur short after taking-
in-service. Major changes occur when new economical or
technological requirements are introduced over time. As
a consequence, software projects should not only satisfy
the current requirements, but should also support future
requirements [1].

The scope of changes in production control systems, or
the impact of changes to related modules in a multi-vendor
environment is typically smaller than in ERP systems and
large supply chain systems. However, there is a similarity of
the problem of evolvability [2]. Since the possibilities of in-
dustrial communication increases, we anticipate to encounter
similar problems like in business information systems. The
more the tendency of vertical integration (field devices up to
ERP systems) increases, the more the impact of changes on
production level can increase. Since OPC UA (interOpera-
bility Productivity and Collaboration - Unified Architecture)
enables web based communication between field controllers
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and all types of software platforms, over local networks
or the internet, the amount of combinatorial effects after a
change can rise significantly (change propagation). Based
on the systems theoretic concept of stability, a software
engineering theory is proposed to engineer evolvable in-
formation systems [1]. Although the theory was developed
towards business information systems, it has an abstract and
generic fundament. Consequently, it should be applicable for
production automation control systems too.

This paper introduces a proof of principle on how the
software of a production control module can be developed
following the principles of Normalized Systems. Some de-
velopers could recognize parts of this approach, because it
needs to be emphasized that each of the Normalized Systems
theorems is not completely new, and even relates to the
heuristic knowledge of developers. However, formulating
this knowledge as theorems that cause combinatorial effects,
supports systematic identification of these combinatorial ef-
fects so that systems can be built with minimal combinatorial
effects [1]. Normalized Systems allows the handling of a
business flow of entities like orders, parts or products. For
these process-oriented solutions 5 patterns for evolvable
software elements are defined [2]. In this paper however,
we focus on the control of a piece of physical equipment
in an automated production system. The code of an ISA 88
based control module is not process-oriented but equipment-
oriented. The focus of this code is not about how a product
has to be made, but about how the equipment has to be
controlled. Consequently, we need another type of design
patterns. Moreover, we need another type of programming
languages because of the nature of industrial controllers. In
Section II, we will give an overview of industrial standards
on which industrial production control modules can be
based. These standards include software modelling and de-
sign patterns, communication capabilities, and programming
languages. In Section III, an evolvable control module is
introduced, including a discussion of change drivers. In
Section IV, some changes are implemented. We tested in
our lab industrial automation the robustness of the control
module against these changes. In Section V we evaluated
the proof of principle against the principles of Normalized
Systems. During this evaluation, the Design Theorems for
Software Stability [2] are used as criteria.

II. INDUSTRIAL STANDARDS

Manufacturing operations can be generally classified into
one of three different processes: discrete, continuous, and
batch. On October 23, 1995, the SP88 committee released
the ANSI/ISA-S88.01-1995 standard [3] to guideline the
design, control and operation of batch manufacturing plants.
The demand of the users for production systems with a
high flexibility and a high potential of making product
variants, became important. Process engineers focus on how
to handle the material flow to meet the specs of the end-
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product. Control system experts focus on how to control
equipment. To improve the cooperation of both groups, the
SP88 committee had isolated equipment from recipes. This
provides the possibility of process engineers to make process
changes directly, without the help of a control system expert
(reducing the setup-costs). This provides also the ability of
producing many product-variants with the same installation
(increasing the target market). Expensive equipment can be
shared by different production units (enough reducing the
production costs). This approach opened the way to what has
been called “agile manufacturing”. The utilization of ISA 88
data models simplify the design process considerably [7].

Despite the useful ISA 88 terminology and models to
structure flexible manufacturing, different interpretations are
possible. The standard does not specify how the abstract
models should be applied in real applications. Implementers
sometimes develop recipes and procedures, which are far
more complex than necessary. Since 1995 there have been
many applications and a commonly accepted method for
implementing the standard has emerged. The S88 design
patterns [5] of Dennis Brandl (2007) address this. These
patterns might decrease the tension of implementers to make
their recipes and procedures more complex than neces-
sary. Unfortunately the part, which describes the connection
between computer network systems and control network
systems, is limited.

This is where the OPC interfaces come into play. OPC
UA is considered one of the most promising incarnations of
WS technology for automation. From the very beginning,
OPC UA was intended as system interface, aggregating and
propagating data through different application domains. Its
design, thus, takes into account that the field of application
for industrial communication differs from regular IT com-
munication: embedded automation devices such as PLCs,
PACs or DCSs provide another environment for web-based
communication than standard PCs.

The fundamental components of OPC UA are different
transport mechanisms and a unified data modelling [4]. The
transport mechanisms tackle platform independent commu-
nication with the possibility of optimization with regard
to the involved systems. While communication between
industrial controllers or embedded systems may require
high speed, business management applications may need
high data volumes and firewall friendly transport. As a
consequence, two data encoding schemes are defined, named
OPC UA Binary and OPC UA XML [9].

Data modelling defines the rules and base building blocks
necessary to expose an information model with OPC UA.
Rather than support data communication, it facilitates the
conversion of data to information. The OPC Foundation
avoids the introduction of unnecessary new formalisms.
Instead, definitions of complex data based on related in-
dustrial standards are encouraged. Examples are FDI (Field
Device Integration), EDDL (Electronic Device Description
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Language), IEC 61131-3 (PLC programming languages) and
ISA 88 (batch control). Basically, an OPC UA information
model has nodes and references between nodes. Nodes
can contain both online data (instances) and meta data
(classes). OPC UA clients can browse through the nodes of
an OPC UA server via the references, and gather semantic
information about the underlying industrial standards. For
clients, it is very powerful to program against these complex
data types, it brings a potential of code-reuse.

The lowest level of the ISA 88 control hierarchy is the
control module. Control modules perform two primary func-
tions: they provide an interface with the physical devices,
and they contain basic control algorithms. Control modules
encapsulate basic control algorithms and the I/O interface
to the actual physical devices. The most common method
of programming control modules is any of the IEC 61131-
3 programming languages [6]. This standard specifies the
syntax and semantics of a unified suite of programming
languages for programmable controllers. These consist of
two textual languages, IL (Instruction List, has some sim-
ilarity with assembler) and ST (Structured Text, has some
similarity with C or pascal), and two graphical languages,
LD (Ladder Diagram, has some similarity with electrical
schemes) and FBD (Function Block Diagram, is based
on boolean algebra). Industrial programmable controllers
are based on divers, often dedicated, operating systems
and vendor-dependent programming environments. Besides,
earlier days every controller had its own programming
language. The release of IEC 61131-3 addresses the pro-
blem of too many different programming languages for
similar solutions with controllers of different brands. The
code of the proof of principle of this paper is written in
these languages. However, we emphasize that using the
IEC 61131-3 languages is not enough for a ’best practice’
implementation. One of the available modelling concepts
to analyse the problem and structuring the solution will
considerable improve an implementation [11].

III. EVOLVABLE CONTROL MODULES

An invalid function call because the function meanwhile
has an updated parameter set is an issue what happens in
PLC programming as well as in IT software. Other prob-
lems on evolving software occur as well. One of the most
annoying problems an automation service engineer confronts
is the fear to cause side-effects with an intervention. They
have often no clear view on how many places they have
to adapt code to be consistent with the consequences of
a change. Some development environments provide tools
like cross references to address this, but the behaviour of
a development environment is vendor-dependent, although
the languages are typically based on IEC 61131-3.

In this section we introduce a control module for a motor.
We aim to make this motor control software module as
generic as possible. In stead of introducing new formalisms,
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we based our proof of principle on existing standards. For
the modelling, we used concepts of ISA 88 (IEC 61512),
for interfacing, we used OPC UA (IEC 62541), and for
coding we used IEC 61131-3. More specific, we used the
S88 design patterns [S] (derived from ISA 88) because
these patterns can be used not only in batch control, but
also for discrete and continue manufacturing. None of these
standards contain suggestions on how the internal code of
a control module should be structured. We introduce a
granular structure following the theorems of Normalized
Systems. Since the process-oriented approach of evolvable
elements for business software [2] is not applicable in
our equipment-oriented controller code, we neglect these
patterns and use design patterns based on ISA 88 [5]. Every
task (action), which must be done by the control module, is
coded in a separated POU (Program Organization Unit, sort
of subroutine [6]).

In the most elementary form control modules are de-
vice drivers, but they provide extra functions like man-
ual/automatic mode, interlocking (permissions), alarming,
simulation, etc. [8]. We used the design pattern of Figure
1. This state machine is very simple, when the control
systems powers on, the motor comes in the ’off’ state. It
can be started and stopped via the "on’ and ’off” commands.
Hardware failures can cause the motor to go to the ’failed’
state, from where a ‘reset’ command is needed to return to
the ’off” state. The concept of this ’failed’ state brings us a
very important benefit: process safety. Besides, it forms the
base for failure notification [10]. This functionality is im-
plemented in a function block we called ’StateAction’. This
function block has only one parameter we called 'Device’.
The datatype of this parameter is called *DeviceDataType’.
Only a part of this complex datatype is used in the function
block ’StateAction’. We called this part *StateType’ (Figure
2). For every other action like controlling the hardware or
handling the modes (see further), we have a similar datatype.
All action related datatypes are merged into one overall
datatype. Exchange of data between the actions can be done
via this DeviceDataType (stamp coupling), however without
crossing the borders of the control module.

It is obvious that both commands (arrows) and states
of Figure 1 are represented as a boolean value in this
datatype. One parameter is passing all the necessary data for
performing one task: the state action of the control module.

The primary function of our control module is not fulfilled
yet: controlling the physical device, in our example the
motor, or more general the device hardware. Controlling
the hardware is another task in another function block.
This function block is receiving the same single parameter
"Device’, but it uses another part. The content of the code
and the datatype is again very limited (Figure 3). This is
one of the key-points of normalized systems: building the
application starting from very small modules, performing
only one task.
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Figure 1: Example of a motor state model [5]

The complex datatype *DeviceDataType’ encapsulates the
datatypes ’StateType’ and ’HardwareType’. The resulting
building block, the Control Module, is connected to only
one parameter: an instance of DeviceDataType’. This block
contains only one action: DeviceAction. This complex action
contains two actions: StateAction and HardwareAction, each
performing one task. But what is a task? We propose that
the definition of tasks can be derived from change drivers.
Every interface to our control module can cause or have
influence of a change. In our case the change drivers are
exposed in Figure 4.

The change driver ’physical equipment’ forms the base
for the task 'HardwareAction’. The state commands and
states forms the base for the task ’StateAction’. Figure 4
suggest another change driver. If we allow low level HMI,
the operator becomes the incarnation of a change driver.
This means that we add a state machine (ModeAction)
to deal with manual/automatic modes, and a subroutine
(CommandAction) to separate the commands of the operator
(manual commands) and the commands of a higher entity
in the automation control project (automatic commands).
Following ISA 88 this should be an Equipment Module.

Change drivers have influence on the data structure. To
add the functionality above, we need a part "ModeType’ and
’CommandType’ in the complex datatype *DeviceDataType’.
So we end up in a Control Module with 4 datatypes
(StateType, HardwareType, ModeType, CommandType) en-
capsulated by the datatype DeviceDataType (Figure 5).

These datatypes are passing all actions, but have all one
corresponding action: StateAction, HardwareAction, Mode-
Action and CommandAction.

IV. ADDING CHANGES

A way to test evolvability is just adding changes and
evaluating the impact of these changes. We have 3 actors
on our control module: the operator (manual mode), the
hardware and the equipment module (automatic mode).
Every actor can change his behaviour or can have new
expectations or can do new requests. Moreover, one should
be able to debug without causing side-effects on other or
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Figure 2: Structure of the datatype ’StateType’

older features. In general, we start with a first version. Then
we maintain one or more running instances of the control
module with initial expected behaviour. Second, we consider
the addition of a change, and consequently a possible update
of the datatype, existing actions or introduction of a new
action. Finally, we make a new instance, check the new
functionality and the initial expected behaviour of the older
instances as well.

We considered the situation that manual operations could
harm automatic procedures. For instance, stopping our motor
manually could confuse an algorithm if it is happening
during a dosing action. To prevent this, we add the feature
manual lock. This means, we still support manual mode, but
we disable manual mode during the period a software entity
like an equipment module requires this.

Without removing the calls of instances, which dont need
this feature, we added a command ’ManLockcmd’ to the
datatype ’CommandType’. Consequently, this new command
becomes part of the overall ’DeviceDataType’, so it is
passing all actions, but only ModeAction is doing something
with this new command.

We considered the situation of a motor instance, which
must be able to run in two directions. Again, without
removing the calls of instances of single-direction motors,
we added a hardware tag ‘reverse’ to the HardwareType and
the commands *"ManReverseCmd’ and ’ AutoReverseCmd’ to
the CommandType. In the StateType the tags 'ReverseCmd’
and ’ReverseState’ were added. As expected, we had to
adapt some code in the function blocks "HardwareAction’,
’CommandAction’ and ’StateAction’.

On a similar way, we performed other changes like
the use of another fieldbus, which required mappings to
new hardware addresses. We also introduced a new action
SimAction, made (for software testing purposes) to neglect
the Fault command (FaultCmd) if no hardware is connected.
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Figure 3: HardwareAction and HardwareType

V. EVALUATION ACCORDING TO THE
PRINCIPLES OF NORMALIZED SYSTEMS

Since it is not possible to anticipate on all changes, we
cannot test all future change cases. Besides, we are aware
that our proof of principle is performed on lab scale, and
other, real life situations can occur in a real industrial au-
tomation project. In our evaluation we made the assumption
that code, following the principles of normalized systems
will evolve better than systems, which are not respecting
these principles. As a consequence, we checked whether the
code is respecting these rules.

First, we consider the separation of concerns. An action
entity can only contain a single task. In contrast with
industrial usage, where a control module is often just one
POU, we made 4 (or more) separate function blocks who
are encapsulated by one overall module. For the definition
of a task, we based the primary actions on change drivers.
Later on, we added the simulation action, which was not
directly related to a change driver and thus could be added.

Second, we looked at data version transparency. Data
entities that are received as input or produced as output by
action entities, need to exhibit version transparency. Only
one complex parameter is passed to the control module.
Obviously deleting or changing the name of the parameter
would destroy existing running connections. Whether adding
a parameter would destroy a running instance is vendor-
dependent. We stick to one parameter during all changes.
Four (later on five) structs are nested. All actions can see
the data passing, but every action just picks the data needed
for the specific task. We never changed tags, we only added
tags. Because of this, earlier instance calls were not affected
by data type conflicts.

Third, following the theorem of action version trans-
parency: action entities that are called by other action enti-
ties, need to exhibit version transparency. When we changed
code, we always bewared for not harming the original func-
tionality. For example, we never erased a state or transition in
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Low Level HMI

CONTROL MODULE
Mode /
Commands ﬁ Basic Control Hode
State q ‘l |> ) p[‘c] Status
Commands and State

t I/0 Interface

| PHYSICAL EQUIPMENT

Figure 4: Change drivers of a control module [5]

a state machine, we only added new states and/or transitions.
More specific, besides the new functionality, we checked the
initial behaviour of existing instances as well.

Fourth, separation of states: the calling of an action entity
by another entity needs to exhibit state keeping. It is obvious
that the StateAction is managing his state, and keeping it
in the related StateType instance. The CommandAction is
resulting in a command for the StateAction. The Hard-
wareAction is resulting in a command for the physical
hardware. Finally, similar with the StateAction it is obvious
that also the ModeAction is managing his state, and keeping
it in the related ModeType instance. Besides, the later
on added SimAction results in the tags *SimOnState’ and
’SimOffState’.

VI. CONCLUSION AND FUTURE WORK

Evolvability of software systems is important for IT
systems, but also a relevant quality value for industrial
automation systems. Function blocks of automation sys-
tems are programmed close to the processor capabilities.
For example, there is a similarity with the IEC 61131-3
language Instruction List (IL) and assembler. The key point
of Normalized Systems is a large granularity of software
modules, with a structure, which is strictly disciplined to
the related theorems. As a consequence, making a proof of
principle close to the processor is a very informative exercise
to concretize the principles of normalized systems. Besides,
this approach can be of great value for improving the quality
of industrial automation software projects.

It must be stated that implementing these concepts were
highly facilitated by the use of existing industrial standards.
They provide us methods to develop the macro-design of
software modules, while Normalized Systems provide us
guidelines for the micro-design of the actions and data struc-
tures encapsulated in these modules. Adding functionality
or even adding an action to a (macro) building block, in
our case the Control Module, can be done with a limited
impact (micro manageable) towards other (macro) entities
(bounded impact). To define the most basic actions (tasks)
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Hardware: Hardware Type:
Mode odsType:

Command CommandType:
=

0003
Stete:StateType:

Figure 5: Structure DeviceDatatype

and data structures, the identification of the change drivers of
the concerned entity, in our case represented by the different
interfaces to external entities, is essential. This confirms the
first theorem for software stability, separation of concerns.

Our future work will be focused on other (macro) ele-
ments of ISA 88, which contain other types of control. A
Control Module contains mainly basic control, together with
a limited coordination control (the mode). We will study on
elements with more advanced coordination control code and
procedural control, again developed and tested following the
principles of Normalized Systems.

Moreover, future work will also be focused on interfaces.
Since OPC UA is very generic, we wonder if constraints
should be added to the standard to let data communication
be compliant to the second theorem of software stability,
data version transparency. We wonder whether both currently
existing OPC UA transport types, UA binary and UA XML,
can be done in a data transparent way.
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Abstract— Almost every software system must include a
security module to authenticate users and to auth@are which
elements of the system can be accessed by each .uSdis
paper describes a reusable security software modul¢hat
follows the Role Based Access Control model (RBAChut
implementing fine grained roles and grouping them rto
“security profiles”. This leads to a great flexibility to configure
the security of an application by selecting the opations
allowed to each profile, and later, by registeringthe users in
one or several of these profiles. The security motkihas been
designed and developed to be the initial code bawse for the
development of any Use Cases oriented Java EE syste
offering from the beginning a flexible, extensible and
administrable access control to the elements of thapplication.

Keywords-Security; Access control; RBAC; Framework;
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integrating the CincoSecurity module: user autlvation,
registration in the application server of the finées derived
from the security profiles the user belongs to, dgdamic
construction of a personalized menu containing dhly
entries leading to the use cases allowed for ther.us
Additionally, CincoSecurity contributes to the apation
being constructed with use cases to administerséoarity
profiles, to manage user registration in these rigqurofiles
and to administer passwords. Additionally, CincaSitg
comes with use cases to register new modules, sewases
and new services, as they become available during a
development project, for their security to be adstiable.

In the following section, this paper presents tH2AR
security model on which the CincoSecurity modulbased,
and more specifically, the RBAC model applied te th
context of Java Application Servers. Then, addiion
concepts provided by the CincoSecurity module are
introduced, as well as its entities model. Latbere is a
description of the use cases coming with the CiecaBty

This paper summarizes the experience of the authoggodule (e.g., create a new user, create/edit aiseptofile,

designing and developing a reusable security modaléed
CincoSecurity, that has been used for several yearsntrol
access to the elements of web applications writtedava
Enterprise Edition (J2EE initially [8] and latervdaEE 5
[9]). Currently, the module CincoSecurity is avhia[17]
under the GPL license, and is used by some softh@uees
in Colombia.

add/delete users from a security profile, etc.)th&tend, the
paper provides a short summary and references ¢o th
detailed guidelines [18] for integrating the Cineo8rity
module to a Java EE application built with the Seam
framework [11]. Finally, there is a comparison witther
works, followed by the conclusion and a short desion of

our future work.

CincoSecurity implements a RBAC (Role-Based Access

Control) [6], providing high flexibility to controbccess to
the various elements of a Web application, suchthas
invocation of an operation of a business compontd,
access to a web page, and the access to eleméinits that
page. The innovation of CincoSecurity is the useeny fine
grained roles, each
associated with the invocation of an operation dluginess
component. From these fine roles —which can bectlyre
controlled by the application server— CincoSecualipws
to define “security profiles” as sets of fine gedroles. This
facility of security profiles gives a great flexiby for
configuring the security of an application by séleg the
operations allowed to each profile, and later, &gistering
the users in one or several of these profiles.

Any Java EE web application that is to be constaict
with the Seam framework [11] gets the following éfits by
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role having a single permissio

The RBAC model introduced the concept of “role” to
control the access to computing resources. The RBXA@
was first proposed by Ferraiolo and Kuhn [2], based

revious works of Baldwin [1]. The initial proposal this

odel creates a role for each type of job within an
organization (cashier, customer service personjceoff
director, ...). Then, each role is assigned with Het of
access permissions that are required for this tfpgob.
Finally, each user is enrolled into one or moresdlrather
than to specific permissions). This model simpdifsecurity
management because the roles (with their associated
permissions) tend to be stable, and users can tedaor
retired easily from roles. The RBAC model allows
reinforcing the “least privilege” principle by givj each user

EvoLuTION OF THERBAC SECURITY MODEL
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the minimum set of permissions required to perfdrim
work, by enrolling him only in the appropriate rel@].

From the initial RBAC model (called Core RBAC) the
work of Sandhu and colleagues [3] defined extendedels,
such as the hierarchical RBAC (to include role dniehny
with inheritance of permissions), and constrain&AR (to
prevent, for example, to assign a user to 2 cdinficroles,
or to restrict the time slot in which a user care uke
permissions of one of its roles).

The main applications of the RBAC model have been i
Data Base management Systems,

application servers [5][6][7].

The wide spread of RBAC models, implemented in

numerous products from many providers, led to @etim
ANSI standard [4] in 2004, aiming to standardize
terminology, promote its adoption and improve pieiolity.
However, the current RBAC ANSI standard (consistif@
reference model and a functional specification) base
limitations and gaps as indicated in the work oftide and
colleagues [7].

I1l.  THE RBAC MODEL APPLIED TOJAVA EE

APPLICATION SERVERS

Since the late 90's, the emergence of Applicatenves
brought a new way to build web applications (baththe
enterprise Java platform and in Microsoft .NET),thwi
business components managed by containers thaidpsov

enterprise security e
management systems, and Web applications that run o

author is Gavin King [11][13]. Seam allows to difgc
expose and use in the Web layer the entities asthdss
components of the application. This simplifies enously
the development by eliminating the intermediariesd a
conversions between the layers of the applicatt@am has
been widely accepted and has been incorporatémtiretent
Java EE 6 standard, under the name of “Web Beans”.

To control access to resources in a Java EE afiplica
that uses the Seam framework, the following stiategre
required [12]:

An annotation is used to protect each method of the
session EJB3. This annotation indicates which roles
are authorized to invoke the method.

The url of each JSF (JavaServer Faces) web page
can be protected in the navigation flow descriptor
(pages.xml) so that it can be accessed only bysuser
belonging to one of the specified roles.

Each button or element of a JSF web page can be
protected so that it is rendered only to users
belonging to one of the specified roles.

C. User authentication

In a Java EE application that uses Seam,
authentication service must be specified in thecrig®r
components.xml. This service shall be a methodaéss of
the application, and must implement a query in JRGlva
Persistence Query Language) [10] to verify the 'sser
password (alternatively this process can also Iréoimeed

the

added services for security, transaction managemenwith a LDAP server).

parallelism, pool of connections, logging, etc. [8]

Additionally, the authentication service must atdmiain

Regarding security, Java EE Application Servers [9}the roles of the authenticated user. With the Seam

implement the Core RBAC model [6] to control theess to
resources based on the roles the user belongs tvdér to
take advantage of these security services (andonutrite
code in the application to internally control acce®
resources), it is necessary to specify the rolesthef
application, the association of resources to rotes] the
association of users to roles.

A. Enrolling usersin roles

In a Java EE application that uses a databasert® thte
authentication and authorization information, tlodofving
entities EJB3 (Enterprise Java Beans - version 18) a
required [10]:

corresponding support table in the database)pte st

users and passwords.

Entities shall be implemented (with its supporieab

in the database) to specify the association of eac

user with one or more roles.

A “User management” use case shall

implemented to enroll a user in one or more roles.
These facilities are included in CincoSecurity. i&ny,

it is also possible to manage users, passwordscdesl in a

LDAP (Lightweight Directory Access Protocol) server

be

B. Controlling accessto resources

Seam is a framework to develop Java EE applications n. A U
useful and indivisible result to the user.

that is being developed by JBoss since 2005, wposeipal
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component called “Identity” these roles can be ddethe
session and informed to the application server.

D. Controlling accessto a JSF page

The application server verifies if the user belongsa
role allowed to access the requested JSF pagdf andthe
page is displayed. Similarly, inside the page otthe
elements that the user is authorized to see arevnsho
(elements such as buttons and text boxes can gpétif the
attribute “rendered” what roles can see them).

E. Authorizing an action froma JSF page
In a JSF page a button’s action is typically astedi

An entity “User” shall be implemented (with its with the invocation of a method of an session EJB3%

server verifies that the user roles allow him teoke the
associated method (assuming that the method isgteat by
an annotation indicating the roles that can invigke

h IV. ADDITIONAL CONCEPTS IMPLEMENTED BY THE

CINCOSECURITY MODULE
In addition to the security concepts of Java EE

applications that use the Seam framework [11][itBE

CincoSecurity module implements additional concefots
provide greater flexibility to define the permisssofor user.

A. Usecase and services

Definition: A use case is a system’s capacity tivdea
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- — « Each service (method) of the session EJB3 is
page fields are pageP page Q page R

protected by an annotation indicating the role

associated to 4 — g [ A e
enﬁggg:;g; | — AT — associated Wlth. the service. The name of this [E()Ie
Sisgesmne 218 ,'- the concatenation of the use case name with the
i ? i name of the service (with “ " between). For

L example, theupdate method of the session EJB3
invoke EJB that supports the use cgsmfileGestion will have

services

the following annotation:
@Restrict("#{s:hasRole('profileGestion_update")}")

session EJB

j CEeerdianny, » Access to each JSF page of a use case is protacted
entities shared the navigation flow descriptor by the role for
Snes naliuse entering to the use case. For example, the page

Figure 1: Elements of a Use Case implemented ia E&/with Seam profiles.xhtml of the use casprofileGestion has a
o o o _ navigation flow descriptor callegrofiles.page.xml
Definition in terms of its implementation in Javi Bith which contains the following restriction:
Seam (see Figure 1): a use case consists of oned®) <restrict>#{s:hasRole(‘profileGestion’)} </restrict
business entities and a group _of services (actithres) act «  Each button in a JSF page should be displayed only
upon them. These actions are implemented as metifoals to users with the role associated to invoke thmact
session EJB3. One or more JSF pages display aétsitmf of the button, which corresponds to an EJB3 service
the entities involved in the use case, and atembuwif the (method). For example, tharofiles.xhtml page of
session EJB3 controlling it. In those JSF pagesetlage profileGestion use case contains a button whose
actions that invoke the services of the session3EJBese associated action is to invoke thpdate method of
EJB3 methods are programmed in terms of queries and the session EJB3 that supports the use case.
modifications to the persistent business entitidhe Consequently the button tag indicates that onlg it
navigation flow descriptor contains rules to dedide next showed to the rolprofileGestion_update
page to display. <h:commandButton id="update"
B. Module value="Update" styleClass="button

action="#{profileGestion.update}"

Definition: A module is a set of related use caSdwe rendered="#{s:hasRole('profileGestion_update¥}
CincoSecurity module comes with the following usses, E Security profile
that will be explained below: security profiles ragement, ' url y_p ' - ) _
users management, change of password, basic gecurit A security profile is a set of fine roles, eachefirole
reports, registration of menu entries, and regismaof  €xpressing the right to invoke a service belongm@ use

modules, use cases and services. case. Unlike the role, the concept of security ifgdé not
) _ supported directly by application servers and niestuilt
C. Finegrainedroles with additional entities.
The CincoSecurity module works with fine grained The use cases of the CincoSecurity module allow the
security roles: association of users to roles via security prafiles
» A role for entering to each use case. The name * A user can be enrolled in one or more security
assigned to this role is the same name of thease ¢ profiles, so he/she will have the set of fine roles
(which is also the Seam name of the session EJB3 allowed by the union of these profiles.
that supports the use case). e There is amany-to-many relationship between users
» Avrole to invoke each service within a use case,(i. and security profiles.
each of the methods of the session EJB3 that ¢« There is a many-to-many relationship between
supports the use case). The name assigned to this security profiles and roles.

role is “use case name”_"name of the method”.

F. Actionsafter a user authentication

D. Protection of resources After a user is authenticated, CincoSecurity cals all
« Each session EJB3 that supports a use case ftige fine grained roles from the security profilée tuser
protected with an annotation indicating the role fo belongs to, and informs them to the applicatiorvese(by
entering to the use case. For example, the&ssigning these roles to a Seam component called
profileGestion use case is supported by the sessidfidentity”). Additionally, the following actions ar
EJB3 ProfileGestionAction.java (which implements performed by a EJB3 Login:

the interface ProfileGestion.java); this EJB3 Has t e The session timeout is set, according to the
Seam name “profileGestion”. Consequently, the role parameters stored in the database.

for entering to this use case is called < The user's menu is built, containing only the eri
“profileGestion” and the EJB3 class will have the leading to use cases allowed to the user.

following annotation: e The security information of the user is added ® th
@Restrict("#{s:hasRole('profileGestion’)}") session context, should the application logic néteds
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It is important to remark that the access to usesaot
authorized to a user by any profile is preventetiim ways.
From one side, not authorized use cases do noaappée
user’s menu. From the other side —even if the tygers in
the url of a not authorized use case— the apjgitaerver
throws a security exception because the fine miefitering
to this use case was not included in the list o fioles that
was informed to the application server.

CincoSOFT skeleton MENU:  Home  Main Security actions
| () Sec Change Password [ N R c—

(O sec.Login r "
& Sec. Profiles gestion m
=" -

0
{ Sec.Users gestion .
{ Sec.Menu gestion
« Welcome, sysadmin! 0 Sec. Parameters
0 Stucture » ) Sec.Modules
0 Reports v ) Sec.Usecases

.3;;,'; O sec.Services

T, T

Figure 2:User menu allowing access to all use cases of Giemarity

The screen snapshot of Figure 2 shows the menu of a

user that is enrolled in security profiles allowiaccess to all
the use cases of the CincoSecurity module.

CincoSOFT skeleton MENU:

Security actions
@ Sec. Change Password e N T -

Home

Main
@ Sec.Login

O Sec. Menu gestion r—,;m

p——y

e Yeicome, nuevo!

The screen snapshot of Figure 3 shows the menu of e

another user that is enrolled in security profil®wing
access to just a few use cases of the CincoSecuoidyle.

V. ENTITIES MODEL OF THECINCOSECURITY MODULE

The entities model shown in Figure 4 illustrate the

relationship one-to-many from Module to Usecase, faom
Usecase to Service.

parent [ 0z 1
1 N
Module e *

module
<<PK>>id:int 1 1| <<PK>>id:int
name: String \_\*> Usecase 0:1 e | titulo: String
Module useg, e e icon:String
ases| <<PK>>id:int  [;gec® actio.n-String
name: String 5
display: String 1 status: Status
""Cas, .
Sery:
Profile * MVicey Service
*
<<PK>>id: int profiles services | <<PK>>id:int
name: String 1 name: String
version:long lProfilg * Userprofile display: String
Userprofiisd| <<PK>>id: int
*_
User \es
‘,serv“’“ Parameter
<<PK>> username: String |yser
name: String <<PK>>id:int
password: String name: String
value: String
description: String

Figure 4:Model of entities of the CincoSecurity module
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Figure 4 also illustrates the relationship manyrany
between Profile (security profile) and Service, veall as
between Profile and User (via the intermediate tenti
Userprofile).Each menu entry may have submenusy (onl
terminal menu entries have an action for goingh® entry
page of a use case).

The system parameters are arbitrary. They can ée, us
for example, to record the session timeout, thé pétthe
directory to store reports, the address of pringis

VI. USE CASES OFFERED BY THEINCOSECURITY
MODULE

The following are the use cases offered by the
CincoSecurity module:

A. CRUD Usecases

The CincoSecurity module offers:

e A use case to list/add/edit and rem@arameters
of the application.

« A use case to list/add/edit and remawedules of
the application.

* A use case to list/add/edit and remove ke cases
of a module.

« A use case to list/add/edit and remove $kevices
of an application’s use case.

* A use case to list/add/edit and remowenu entries

Gestion of menus of the system

arch parameters

id | moduleid | parentid | usecaseid titul icon action action

355 92 345 94 playOrange jpg password Select

1152 92 345 1145 playOrange.jng profiles Select

11792 345 1308 playOrange jpg users Select

6 92 345 95 playOrange.jng #login lagouty Select

M5 92 Security actions playBlue jog Select

1386 92 6514 1384 playorange.jng usersProles Select

1330 92 6514 1337 playOrange.jng profilesUsers Select

6457 82 6513 6446 playorange.jng moduleList Select

6456 92 6513 6447 playOrange.jng usecaselist Select

6459 92 6513 6448 playOrange.jng senviceList Select

6455 92 45 64d4 playOrange.jog menuList Select

6456 92 345 6445 playorange.jog parameterL ist Select

6513 92 345 Structure playBlue jog Select

Figure 5: Use case to list/add/edit or remove neities.

It can be easily specified which menu entries have
submenu, as well as the use case associated wétimanal
entry (see Figure 5).

B. Management of security profiles

This use case allows to add/edit/remove securitfilps.
Initially, the existing security profiles are listeWhen a
security profile is selected, the modules, use scamed
allowed services are shown, so that the user cankcbr
uncheck services (see Figure 6 in the next page).

Similarly, the user can create a new security [@ofn
this case, the system displays all modules, ankimwit, the
use cases and services, for the user to seleet #tiosved by
the new profile.
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Selected profile:

securily viewer

Update

permissions of profile
maodule use case

security

]

enter
Sec, Change Password

]

change

®

enter

&

Sec. Login get menu

&

login

]

enter

create maenu

oo

Sec. Menu gestion delete menu

&

select menu

]

update menu

Figure 6: Use case to manage security profiles

C. Management of users

This use case allows to add users of the applitatio
indicating its name, login and password. It alsloved to
enroll the new user in one or more security prefile
D. Password change

This use case allows a user to change his passwo
Passwords are stored encrypted.
E. Report of security profiles vs users

This use case reports, for each security profilbickv
users are enrolled.
F. Report of usersvs security profiles

This use case reports, for each user, in whichriggcu
profiles is enrolled.

VII. HOWw TO INTEGRATE THECINCOSECURITY MODULE

TO AJAVA EE SEAM APPLICATION

The CincoSecurity module is open source with GPL

License [16]. It can be downloaded from SourceFdigg
in the form of an Eclipse project [15]. It comesdg to be
deployed on the application server JBoss [14], dart be
installed in any other Java EE application server

module explains in detail how to deploy and exedhi
module, and how to integrate it with a Java EE iapfibn
built with Seam. In particular, detailed explanatioare
included for registering application’s use cased services
in the security module. An earlier publication abdhe
CincoSecurity module, oriented to programmers, $eduon
these technical details [18].

It is important to emphasize that to incorporatel an
manage the security of an application, the modofethe
application, the use cases contained in such medahel the
services offered by these use cases must be megisteo
the CincoSecurity module (by using CincoSecurity'se
cases provided for this). This way, the fine radssociated
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cations and Services

with these services can be included in the secpribyiles,
and the access to these use cases will appedrs menu of
authorized users.

VIlIl. COMPARISONWITH OTHERWORKS

There are other security modules proposed for dva J
EE technology. Currently, in the SourceForge pdttate is
a dozen of software projects related with sectioityyava EE
5 [9] applications, but most of them are proposeithout
implementation (i.e., they are in planning statuSyo
relevant projects with implementation and good ptaece
from users are the following:

JPA Security [19] is an Access Control Solution for
the Java Persistence API (JPA) [10] with suppart fo
role-based access control, access control lists
(ACLs) and domain-driven access control.
Compared with CincoSecurity, this project does not
offer access control to web pages as CincoSecurity
does. JPA Security uses access rules in terms of
database operations, which provides a differere typ
of flexibility from CincoSecurity, where security
profiles are defined in terms of the services effier
by the use cases of the application.

[fleXive] [20] is a Java EE 5 open-source framework
for the development of complex and evolving web
applications. It offers an administration modulatth
manages users and security. It implements an access
control list based approach, combined with roles.
Compared with CincoSecurity, this project uses 10
coarse roles with predefined permissions related to
the administration module, while CincoSecurity lets
to define any number of security profiles, each one
as a set of fine roles related to the serviceshef t
application (not only to the security services). We
believe it is more intuitive to associate the ugers
these security profiles and not to the [fleXive]
Access control lists (ACL), that define lists of
permissions attached to arbitrary objects. [fleXive
does not offer access control to elements of web
pages, as CincoSecurity does.

With respect to recent proposals for extendingRBAC
model, some research works as [21][22] try to chdii
validate the correctness of roles usage in an egifln, for
solving what they call the fragility of traditionalynamic
checks. CincoSecurity does not implement staticks$ebut
Ats strategy of fine grained roles enables to aatenthe
correct incorporation of security in a web appliwat In
effect, by following the names discipline explainiedthis
paper it is possible to automatically add annotegtito each
method of the session EJB3 controlling a use daseder
to permit its access only to users having the as®utfine
role; it is also possible to automatically modifytton tags of
JSF pages for rendering it only to users having the
corresponding fine role.

On the other hand, it is important to note thanSe#ers
a complete security module [13], that is based aarse)
roles, permissions and rules, that achieves a flerble
control of resources. The CincoSecurity module gake
advantage of the Seam security by using some &datkties

rd.
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related with authentication, restriction annotagidar roles,
and tags of JSF pages for rendering only for theapiate [1]
role. However, we believe that for an administratds more
difficult to write rules for granting fine permissis to roles
(as is done in the Seam module), than to configetirity
profiles by checking the services of the applicatto be [2]
granted (as is done in the CincoSecurity moduldsoA
given that CincoSecurity does not use permissiangules
(only fine grained roles), the incorporation of ety to a [3]
web application can be automated, as it was exain [4]
above; with the Seam module it seems more diffitolt
automate the incorporation of security. [5]

IX. CONCLUSION AND FUTURE WORK

Needless to say that developing a secure Java HE
application is a difficult job, where dozens of saldetails
must be handled coherently. The CincoSecurity nmedull’]
provides a complete code baseline to develop a Ekva
application with the Seam framework, incorporatiingm (8]
the beginning full and flexible access controltie tise cases
and services of the application being developede Th[g]
CincoSecurity module also provides the use caspsresl to
administer the users and their access permissiotisetuse [10]
cases and services of the application being degdlop

With respect to the Core RBAC model [6], an access$ii]
permission is materialized in CincoSecurity as tight to
invoke a method (service) of a business comporfeine  [12]
grained roles are defined and implemented, eacthavieg  [13]
just one permission to invoke a single method (sejwof a
business component (session EJB3). There is alfinea [14]
grained role to allow entrance to each applicaarse case,
as well as a fine grained role to grant accessaoh ene of  [1°]
the services provided by the use case. The coneEpt
“security profile” is defined and implemented ased of fine [16]
grained roles. 17]

The CincoSecurity module takes advantage of the IO\X/
level access control principle implemented by anyg
application server, by feeding the application sewith the
fine grained roles included in the security prcfil¢the
authenticated user belongs to. Additionally, the
CincoSecurity module dynamically builds a custordize
menu containing only the entries leading to thelieption’s
use cases authorized for the user. (20]

The CincoSecurity module is a Java EE 5 application
built using the Seam framework [11][12]. It is distted
under the GPL license and can be freely downlodosd
http://sourceforge.net/projects/cincosecurity. ©Becurity  [21]
is used by several software houses in Colombia.

As future work, CincoSecurity will be extended to
automate the incorporation of security to a webliegfion
(business components and web pages), as welliasltmle
other capabilities of the Seam security modules likentity
management, in a compatible way with our approach.

(22]
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Abstract— This paper points out that achievements in the field
of multimedia analysis and retrieval represent an important

opportunity for improvement of recommender system
mechanisms.  Online  shopping systems use various
recommender systems; however a study of different

approaches has shown that they do not exploit the potential of
information carried by multimedia product data for product
recommendations. We demonstrate how this can be
accomplished by a personalized recommender system model
that is based on analysis of colour features of product images.
We present an approach for extraction of colour-properties of
images in order to represent impressions related to the human
perception of images. Colour-properties are based on image
colour histograms, psychological properties of colours and a
learning mechanism. Based on the extracted colour-properties,
the method retrieves and ranks the images corresponding to
the desired impressions. The architectural framework of the
model is based on service-oriented architecture in order to
promote its flexibility and reuse, which is important when
applying the model to existing recommender system
environments. An experimental study was performed for
decorative photography domain.

Keywords- product recommendation; image retrieval; E-
business; service-oriented architecture.

. INTRODUCTION

Online shops provide different Web-based services for
customer-product matching and product data representation
in order to support customers at their decisions when buying
the products. Customer-product matching mechanisms differ
greatly based on the amount of effort the customer has to
invest in order to find the desired product. The most basic
approach that requires the most effort from the customer is
catalogue browsing. As customers are often unable to
evaluate all available alternatives in great depth, they tend to
use two-stage processes to reach their purchase decisions
using product catalogues: firstly they screen a large set of
available products and identify a subset of the most
promising alternatives; secondly they evaluate the latter in
more depth, perform relative comparisons across products on
important attributes, and make a purchase decision [1]. Other

Copyright (c) IARIA, 2011.  ISBN: 978-1-61208-124-3

Yasushi Kiyoki,
Shuichi Kurabayashi,
Faculty of Environment and
Information Studies,
Keio University
Fujisawa, Kanagawa Japan
{kiyoki,
kurabaya}@sfc.keio.ac.jp

Xing Chen
Department of Information &
Computer Sciences
Kanagawa Institute of
Technology
Atsugi, Kanagawa
chen@ic.kanagawa-it.ac.jp

types of approaches are known as recommender systems.
Recommender systems help customers find the products they
would like to purchase by producing a list of recommended
products for each given customer [2]. Schafer et al. have
developed a taxonomy of e-commerce recommender systems
[3]1[4] based on two key dimensions: a) the degree of
automation, which depends on the effort the customer has to
invest in order to get the recommendation, and b) the degree
of persistence in recommendations, which depends on
whether the recommendations are based on data regarding
previous customer sessions with the system or not. One of
the most common partially automated recommender systems
are product search services where customers enter desired
product attributes (search query) and search results comprise
those products that correspond to the search query or are the
closest match for the search query. An example of a
completely automated recommender system is an implicit
customer-product matching system. They do not require
explicit customer actions, and autonomously recommend
selected products to individual customers, for example in the
side frame of the Web page.

There are many research contributions in the field of
recommendation techniques; examples are [2][5][6][71[8][9]
[10][11]. They range from very basic, such as presentation of
the most popular products, to more advanced, such as web
mining techniques [5], collaborative filtering [12], decision
tree induction [2], association rule mining [13], etc.
However, a study of different recommendation techniques
([2],[5-11],[14-21]) that existing recommender systems
techniques do not take into consideration information
contained in the multimedia product data. The multimedia
product data is used mainly to present the product to the
customer after the products to be presented have been
selected. We observe that there is an important potential to
improve the customer-product matching mechanisms using
not only text-based data about the products, but also product
multimedia data. In the recent years, advances in the field of
multimedia have provided several important results and the
potential is there to improve existing customer-product
matching mechanisms.
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In this paper we present an innovative model for
improvement of recommender systems, using product image
data. We have applied the colour-impression-based image

retrieval and ranking method [25] to the design of this model.

In [25], the colour-impression-based image retrieval method
and its system architecture have been proposed for realizing
image-colour processing dealing with emotion-aspects of
human senses to images. The purpose of our model is not to
replace the existing recommender system techniques, but to
enhance them by utilizing image based information about
products. The presented model uses a method for product
image analysis which can automatically determine colour-
properties of product images. The extracted colour-properties
are used in order to improve the product search results and
product recommendations. Colour-properties are extracted
based on image colour histograms, psychological properties
of colours and a learning mechanism. The method that
implements this behaviour has been presented as the colour-
impression-based image retrieval and ranking method in [24]
and [25]. As far as we know, there is no other product
recommendation system that exploits colour-impressions
contained within product images in order to improve
recommendation results. An important characteristic of this
approach is that colour-impressions based on image
perception are subjective and pertain to individual customers.
Therefore, one of the requirements of this approach is to take
into consideration different perceptions of different
individuals. The proposed model can be valuable for
different companies, especially for those where colour and
subjective properties of their products play an important role
in product selection for the customer, for example fashion
and art domains. We show an example implementation of the
model for decorative photography domain.

The remainder of the paper is structured as follows. In
section two, we briefly review the colour-impression-based
image retrieval and ranking method [24] [25]. In section
three, we discuss the image-based recommender system
model and how the colour-impression-based image retrieval
and ranking method is applied to a recommender system. In
section four, we represent an experimental study from the
domain of decorative photography. In section five, we give
concluding remarks.

Il.  COLOUR-IMPRESSION-BASED IMAGE RETRIEVAL AND
RANKING METHOD [24][25]

In this section, as an image retrieval method for realizing
our personalized recommender system model, we briefly
review the colour-impression-based image retrieval and
ranking method which has been proposed in [24][25]. In this
paper, we apply this method to the design of our
recommendation system model with product image data. The
main feature of the colour-impression-based image retrieval
and ranking method is how to deal with the colour features in
products. A knowledge base is used to compute the
relevance between a specific colour and a set of impression
concepts, such as “sharp” and “cool”, by using a dictionary
that defines abstract semantics of colours [24][25]. A colour-
impression association knowledge base provides a matrix
(colour impression definition matrix; CID matrix) that
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defines colour features of colour schemas related to 130
colour variations (Figure 1). Each colour schema
corresponds to a specific impression in human’s perception
[26]. In [25], the colour-impression space has been created,
using 120 chromatic colours and 10 monochrome colours
defined in the “Colour Image Scale” [27], which is based on
the Munsell colour system [28], as shown in Figure 2. Figure
1 shows several examples of the colour-emotions defined in
“Colour Image Scale” [27]. The colour-emotions are
expressed in 120 chromatic colours and 10 monochrome
colours which are based on the Munsell colour system. Each
colour schema, which corresponds to a specific emotional
perception of humans, is described by using a combination
of several colours from the 130 basic colour set. Each
colour-emotion, such as vivid(cs2) and sweet(cs5), defines
colour features in 182 sets of colour schema related to 130
colour variations. Each colour schema corresponds to a
specific emotion in human’s perception.

vigorous(csl) fascinating(cs4) steady(cs7) sunshiny(csi10) Japanese(cs180)

joyful(es11) warm(cs181)

folksy(cs12) cool{cs182)

vivid(cs2) sweet(cs5) stylish(cs8)

tasteful(cs3) sweet-sour(cs6) innocent(cs9)

Figure 1. Colour-impression association for defining colour features in
182 sets of colour schema related to 130 colour variations defined in
“Colour Image Scale” [27]. Each colour-impression definition, such as
“vigorous (cs1)” defines a set of weight for colours

I D

Y GYNV

)
|wa HGWB Hma ||BG¢E ||BB ||PBIB Hwa ”nwa ||wa
YiP GY/P GIP BG/P B/P PB/P PP RP/P

BGNp RPNp

Figure 2. 130 Munsell Basic Colour Variations defined in “Colour Image
Scale” [27].

The system converts RGB colour values to HSV colour
values per pixel of each image. HSV is a widely adopted
space in image and video retrieval because it describes
perceptual and scalable colour relationships. The system
clusters HSV pixels into the closest colour of the predefined
130 Munsell basic colours [1], and calculates the percentage
of each colour to all pixels of the image. And then the
system creates 130 HSV colour histogram. The image
metadata generation function fimage_metadata(D) is
defined as follows:

fimagefmetadata(D)_> I = {I[0]1' "N I[129]}
where D denotes an image data, and iy, denotes a i-th colour
feature value. The method analyzes images to generate a
colour-impression based metadata vector. The method
extracts the colour-impression features of the image and

125



ICIW 2011 : The Sixth International Conference on Internet and Web Applications and Services

inserts them into the metadata cache database. The system

analyzes the colour-impression features by performing the

following four steps as described in Figure 3:

®  (Step-1) The system decodes an input image file such
as JPEG and PNG.

®  (Step-2) The system converts RGB colour values to
HSV colour values per pixel of each image. HSV is a
widely adopted space in image and video retrieval
because it describes perceptual and scalable colour
relationships.

® (Step-3) The system clusters HSV pixels into the
closest colour of the predefined 130 Munsell basic
colours[1], and calculates the percentage of each colour
to all pixels of the image. And then the system creates
130 HSV colour histogram.

® (Step-4) The system extracts the colour-impression
for the image by correlation calculations between 182
colour schemas (182 impression word sets) and 130
basic HSV colours.

ra Hsv 130 color ™

! images histogram ]

1 1

! 180 Color | !

i gash\;r 130 Color| | Scheme | | Impression

! Histogram Frequency | | °| Metadata Vector
E Converter 9 Analysis i

1 1

i I_A i

1

[ Color Impression Matrix ],"
4

'~ p—

\,
.

Figure 3. The process of colour-impression based metadata extraction
[24][25].

I1l.  ARCHITECTURAL FRAMEWORK OF THE
PERSONALIZED RECOMMENDER SYSTEM MODEL USING
COLOUR-IMPRESSION-BASED IMAGE  RETRIEVAL  AND
RANKING METHOD

Figure 4 illustrates the architectural framework overview
of our personalized recommender system model. It is based
on service-oriented architecture (SOA) due to several
important SOA characteristics, especially flexibility and
reuse. These allow for easier adaptations of the model to
different environments. To address the service orchestration
principles of SOA [34][35][36][37], the key business process
of the online shopping domain (i.e., the Online purchase
process), is implemented with the Web Service Business
Process Execution Language (BPEL) [38].

A high level overview of the process and its main
subprocesses is given in Figure 4 using the standard Business
Process Model and Notation 2.0 (BPMN) [39]. The
recommender model concerns its Product search and
selection subprocess, as shown in Figure 5. It is important to
note that the model is generic and that the proposed SOA
framework allows that BPEL processes are extended with
existing recommender system services. Figure 6
demonstrates the BPMN model of the Product search and
selection subprocess and how the architectural components
relate with the colour-impression-based image retrieval and
ranking method.
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Figure 5. Online purchase process overview

Swimlanes are used to show which services are invoked
by the BPEL process for execution of the corresponding
process tasks and which tasks are performed by the user. For
clarity and understanding of our work, the process models do
not show details that are irrelevant for the research presented
in this paper. One can observe that the model is based on
interactivity with the user and that the presentation of the
products to the user is updated for every main user action
(interactivity loop). There are three main types of user
activities when searching for desired products:
® The customer may select impression words
appertaining to the desired products. In this case the
colour-impression-based image retrieval and ranking
function returns products that are the most relevant for
the given impression words based on the product
images. The presentation of the products for the
customer changes and shows the resulting products.

® The customer may select a product, for example to see
more details about it. In this case, the colour-
impression-based image retrieval and ranking is
performed based on the images of the selected product.
Products with similar-impression images are returned
and are presented to the customer in the side frame.

®  The model also allows for the standard product attribute
selection, such as type of the product, colour, size,
material etc. In case the customer changes the attributes
and if the customer has already chosen the impression
words, products are first filtered in order to retrieve the
products that correspond to the selected attributes. Then
the colour-impression-based image retrieval and
ranking function performs the search based on the
filtered product images. The presentation of the
products for the customer changes and the resulting
products are shown.
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Figure 6. Product search and selection process overview

The colour-impression-based image retrieval and ranking
function is integrated in all interactivity loops. However, the
process differs if the customer is logged or not. If the
customer is logged in, their personal CID matrix is used.
Otherwise, the common domain CID matrix is used as the
basis.

Colour-impression-based learning is performed every
time a user selects the product and every time the user
confirms a product for purchase. Based on the impression
words specified by the customer and the selected/confirmed
products, product image analysis is performed to obtain the
colour features of the images. The corresponding CID matrix
is adjusted in order to give a stronger association between the
impression words and selected product images. If the
customer is not logged in and the common domain CID
matrix is used, the adjustments are performed on a copy of
the common domain CID matrix. If the customer later logs
in, the adjustment is applied to the adjusted CID matrix.
Thus the CID matrix implements the personalization based
for specific customers. Otherwise, the matrix is used only
during the customer session.

IV. EXPERIMENTAL STUDY

We have performed an experimental study of the model
for the decorative photography domain. The corresponding
online purchase business process was implemented based on
the architectural framework discussed in the previous
section. For the use cases examples presented in the
remainder of this section, the selected product attributes
were: category: scenery, landscapes, places; size: 4:3 and
16:9. 205 images corresponded to this attribute selection.
Table | demonstrates photograph images of three result sets
of the colour-impression-based image retrieval and ranking:
first for the impression word “earnest”, second for the word
“exact”, and third for the words “earnest, exact”. The
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@
Product selected | J‘Product confirmed

Perform colour- |
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—— X “

impression word query “earnest, exact” returns those images
that are semantically the closest to both impression words.
Correlation values are given for the resulting product images.

TABLE I. PRODUCT IMAGES PRESENTED TO THE CUSTOMER BASED
ON AN AJUSTED CID MATRIX AND THREE EXAMPLE IMPRESSION WORD
SETS

Impression words Five resulting images with the highest correlation values

Earnest
Corresponding colour
histogram:

Exact
Corresponding colour
histogram:

Earnest, exact

0,121

0,118

Table Il demonstrates two image result sets for the
impression word “crystalline”. Table II (A) represents the
results based on the common domain CID matrix. Let us
consider the example where after the customer is presented
with the resulting 10 photographs. The customer then selects
the product with the last image in the result set (image with
the correlation 0,035 in Table Il (A)). When the product is
selected, colour-impression-based learning is performed.
Besides the product details for this photograph, the customer
is presented the image result set of the Table Il (B) without
the first photograph (as it is the same as the selected
photograph). One can easily notice the difference in the
results and the adaptation to the customer’s perceptions.
Furthermore, next time the customer performs the search for
the word “crystalline”, the resulting photographs would be
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refined and adjusted to the customer. For the same input set
of images the result would be as presented by Table I1 (B).

TABLE Il

EXAMPLE IMAGE RESULT SETS FOR THE IMPRESSION WORD
"CRYSTALLINE"

(A) Before learning

2 A —
0,262 0,253 0,238 0,159 0,097
— T S
.-.*:u!ﬂd -
I —I ~— E
0,0967 0,095 0,094 0, 092

(B) After learning

V. CONCLUSION AND FUTURE WORK

This paper has presented a recommender system model
based on the colour-impression-based image retrieval and
ranking method in [24][25]. This paper has demonstrated
how the colour-impression-based image retrieval and
ranking method can be applied to recommender systems for
online shopping. The method is based on extraction of
colour-impression features from images based on images’
colour features. The presented model is very useful,
especially for domains where colour-based impressions play
an important role in customer decisions for product selection
and purchase, for example fashion and decoration domains.
It is based on service-oriented architecture for greater
flexibility and easier adaptation to different environments.

Other important multimedia and image analysis methods
exist that can be applied to recommender systems, such as
[40][41]. In our further work we shall extend the model with
some of these methods in order to improve the model and
extend the target domains by taking into consideration other
information carried by images, such as combination of
colour, shape and structure features, and other types of
multimedia, such as video and sound.
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Abstract—In this study, we present a generic model to
exchange emotional states information between heterogeneous
multi-modal applications. Our proposal is composed of three
distinct layers: the psychological layer, the formal computa-
tional layer and the language layer. The first layer represents
the psychological theory adopted in our approach, The second
layer is based on a formal multidimensional model. It matches
with the psychological approach of the previous layer. The
final layer uses XML to generate the final emotional data to
be transferred through the network. The remainder of this
article describes each layer of our model. The proposed model
enables the exchange of the emotional states regardless to the
modalities and sensors used in the detection step. Moreover our
model permits to model not only the basic emotions (e.g., anger,
sadness, fear) but also different types of complex emotions like
simulated and masked emotions.

Keywords-emotion, multimodality, three layers model,
Plutchik model, emotional exchanges, multidimensional spaces.

I. INTRODUCTION

The use of emotion in computers is becoming an increas-
ingly important field for human-computer interaction. In-
deed, affective computing is becoming a focus in interactive
technological systems and more essential for communica-
tion, decision-making and behavior. There is a rising need
for emotional state recognition in several domains, such
as health monitoring, video games and human-computer
interaction. The emotional information exchange between
applications entails many problems such as application het-
erogeneity, complexity of emotional states, diversification
of capture tools and dependence between treatment and
physical sensors. The lack of a standard in human emotions
modeling hinders the sharing of affective information be-
tween applications. As part of the research project Emotica,
we define a generic model facilitating communication be-
tween heterogeneous multi-modal applications. Our proposal
is composed of three distinct layers: the psychological layer,
the formal computational layer and the language layer. This
generic model is designed to be usable in a wide range of use
cases, including modeling and representation of Emotional
States. In this paper, we explain the role of each layer of
our generic model. The remainder of this paper is organized
as follows. In Section 2, we present the problem statement.
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In Section 3, we describe the different parts of our model.
Finally, we conclude in Section 4.

II. PROBLEM STATEMENT

Emotions are an important key component of human
social interaction. Today there is a need for computers to un-
derstand this component in order to facilitate communication
between users and to improves the credibility of interactions
human-computer. Sharing emotional states becomes more
and more important in human-machine interactive systems.
Nevertheless, it entails many problems due to complexity
of emotional states, diversification of capture tools and de-
pendence between treatment and physical sensors. Emotion
is a complex concept. Indeed there is no agreed model
for the representation of emotional states. Many theories
focused only on basic emotions [1]. Another ones introduced
some complex emotions [2] but does not encompass all the
emotional states. Moreover, in a natural setting, emotions
can be manifested in many ways and, expressed and per-
ceived through multiple modalities, such as facial expression
,gesture, speech, or physiological variation. Each modality
need a specific processing and use special techniques for
the recognition step. The difficulty of sharing emotional
information between many applications which use different
modalities coming from the dependance between treatment
and physical sensors and the lack of a standard human
emotions modeling.

Current works on modeling and annotation of emotional
states like Emotion Markup Language (EmotionML) [3] or
Emotion Annotation and Representation Language (EARL)
[4] aim to provide a standard for emotion exchange between
applications, but they use natural languages to define emo-
tions. They use words instead of concepts. For example, in
EARL, joy would be represented by the following string
”<emotion category="joy” />, which is the English word
for the concept of joy and not the concept itself, which could
be expressed in all languages (e.g., joie, farah, gioia). In this
article, we propose a generic model, which can model any
kind of complex emotion, and permits the exchange of emo-
tional states between heterogeneous applications regardless
to the modalities and sensors used in the detection step.
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Figure 1. The Three-layer model

III. THE PROPOSED MODEL

Our approach is based on a hierarchical representation
model composed by three distinct layers which are interde-
pendent to ensure a maintenance of coherence of the model.
Figure 1 shows a global schema of our proposed model. It
is composed of three distinct layers: the psychological layer,
the formal representation layer and the language layer.

A. The psychological layer

The psychological layer is the first layer of our model
and it represents the psychological model that we chosen to
represent the emotional state of users. Emotion is a com-
plex concept. There is no consensus among psychological
and linguistic theories on emotions. According to research
in psychology, three major approaches to affect model-
ing can be distinguished [5]: dimensional, categorical, and
appraisal-based approach. The dimensional approach mod-
els emotional properties in terms of emotion dimensions.
It decomposes emotions over two orthogonal dimensions,
namely arousal (from calm to excitement) and valence (from
positive to negative) [6]. In the Appraisal theory, emotions
are obtained from the subjective evaluations (appraisals)
of events/stimulus that cause specific reactions in different
people. Finally, categorical approach focus on identifying a
small number of primary and distinct emotions. the number
of basic emotions varies from one theory to the next: for
instance, there are 6 basic emotions in the Fridja’s theory
[71, 9 in the Tomkins’s theory [8] and 10 in the Izard’s the-
ory [9]. Plutchik proposed a three-dimensional circumplex
model (Figure 2) which describes the relationships between
emotions. His model is very intuitive and easy including the
idea that complex emotions are obtained by mixing primary
ones. We opted for his approach as the basis of our model
and will thus describe it in details.

1) Plutchik model: Robert Plutchik adopted a color
metaphor for the combination of basic emotions [10]. He
proposed a three-dimensional “circumplex model” (Figure
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2), which describes the relationships between emotions. He
argued for eight primary emotion arranged as four pairs of
opposites: (Joy-Sadness, Fear-Anger, Surprise-Anticipation,
Disgust-Trust) [10]. The vertical dimension represents in-
tensity or level of arousal, and the circle represents degrees
of similarity among the emotions. He suggested that non-
basic emotions are obtained through the addition of basic
emotions (color analogy, Plutchik, 1962) [11]. In his model,
for instance, Love = Joy + trust and Delight = Surprise +
Joy. Plutchik defined rules for building complex emotions
out of basic ones. In practice, combination of emotions
follows the method “dyads and triads” [12]. He defined the
primary dyads emotions as the mixtures of two adjacent
basic emotions. Secondary dyad includes emotions that are
one step apart on the “emotion wheel”, for instance Fear
+ Sadness = Despair. A tertiary emotion is generated from
a mix of emotions that are two steps apart on the wheel
(Surprise + Anger = Outrage).

In our work, we chose the Plutchik model to represent
the psychological layer because it verifies many important
conditions for the elaboration of our model and it explains
emotions in terms of formulas that can be universally applied
to all human beings [13]. First, the Plutchik model is based
on 8 basic emotions encompassing the common five basic
emotions. Then, it takes into account the intensity of emotion
i.e., the level of arousal or the feeling degree of each basic
emotion for example (terror, fear, apprehension). Finally,
the Plutchik model is intuitive, very rich and it is the
most complete model in literature because it permits to
model complex emotions by using basic ones. Indeed, as we
have seen, Plutchik defined the dyads and the triads which
are combinations of basic emotions describing complex
emotions which are regarded as emotions in usual life.

B. The formal computational layer

The formal computational layer is the second layer of
our model. It matches the psychological approach of the
first layer. It is the formal representation of Plutchik’s
model and it is based on an algebraic representation using
multidimensional vectors. In this layer, we represent every
emotion as a vector in a space of 8 dimensions where every
axis represents a basic emotion defined on the Plutchik
theory .

First, we define our Base by (B) = (joy, sadness, trust,
disgust, fear, anger, surprise, anticipation), which are the
basic emotions on the Plutchik theory. So every emotion (e)
can be expressed as a finite sum (called linear combination)
of the basic elements.

8
(€) =Y (B ui)u, 1)
i=1
Thus, (e) = ai1Joy + assadness + astrust + .. +
arsurprise + aganticipation
where «; are scalars and u;(i = 1..8) elements of the basis
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Plutchiks three-dimensional circumplex model

Figure 2.

(B). Typically, the coordinates are represented as elements
of a column vector E
aq
Qi
E =

Qg B

where «; € [0,1] represent the intensity of the respective
basic emotion. More the value of «; gets nearer to 1, more
the emotion is felt.

The proposed model takes into account the property of
the intensity of the emotion. Indeed, each emotion can
exist in varying degrees of intensity. The coefficients ay;
determine the emotion intensity. According to the value of
the coefficients «; we can make the difference between
annoyance, anger and rage or pleasure, joy and ecstasy. So,
rage is the basic emotion anger with high intensity. The
multidimensional representation of the formal computational
layer provides the representation of an infinity of emotions
and provides also a powerful mathematical tools for the
analysis and the processing of these emotions. Indeed we
can apply the usual basic algebraic operations on vectors like
the addition, the scalar multiplication, the projection and the
distance in an Euclidean space. We are going to detail only
the addition, and the Euclidean distance. for more detail you
can see [14].

1) Vector addition: We have seen in the previous
paragraphs that the mixture of pairs of basic emotions
resulted of complex emotion. Joy and trust for example
produce the complex emotion “love”. In this part we define
the combination between emotions as the sum of two
emotion vectors. This addition is defined as the maximum
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Combinations & Opposites
»A mixture of any two primary emotions may be called a dyad.”
[often felt]

[sometimes felt] [seldom felt]

PRIMARY DYADS SECONDARY DYADS TERTIARY DYADS OPPOSITES
love guilt delight conflict
2 - I - R I - |
submission curiosity sentimentality conflict
e
alarm despair shame conffict
Lovie e B8
disappointment ? outrage conflict
e - B
remorse envy pessimism
O e B3 -
contempt cynism morbidness
- -
aggression pride dominance
anticipation  joy anticipation  trust annmm
optimism fatalism anxiety
Figure 3. Combination and opposites on the Plutchik’s model

value of coefficients (term by term) [14]. Let Ej, and
Es,, be two emotional vectors expressed in the basis (B)
respectively by (A1, A2,..,As) and (A}, Ay, .., Ag). The
addition of these two vectors is defined as:

E = B @ Bau = max(A, X)) for0 <i <8 (2)

In this sense, the vector representing the emotion love, which
is mixture of joy and trust, is defined as:

Eiove = EJoy @ Etrust

D

Eiove =

coococococof
cocoocoof oo
cocoococof of

B B

where a1 # 0 et az # 0

In the same way we can obtain the “vector form” of the
other complex emotions states defined by Plutchik. These
emotions combinations are shown on Figure 3. Figure 4
shows an example of the using of the add operation on appli-
cation of emotion detection. On this example the detection is
done using two modalities. Each modality gives an emotion
vector. The vector V; is given by the facial modality and
the vector V5 is given by the physiological modality. The
final emotion vector V is given by the addition of this two
vectors using equation 2.

il
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Figure 4. Multi-modality emotion recognition system

2) Euclidean distance (2-norm distance):

n

AEY) = > (4 — ) 3)
i=1
X U1
T2 Y2
with E and Y are two vectors.
Tn B Yn B

The proposed model is a continuous model providing the
representation of infinity of emotions. Thus, to analyse a
given vector and determine the nearest emotion from the
known ones we need a tool to calculate the similitude
from the vector and the known emotions. For this, we
propose to use the Euclidean distance (2-norm distance)
defined by equation 3. First, we have to generate a data
base of emotions composed by the vectors of all emotions
proposed by Plutchik given by Figure 2 and Figure 3. So,
our emotion data base is composed by approximately 50
emotions and can be extended by others emotions. Then we
have to compute for a given vector V1 the Euclidean distance
between it and all the vectors of the data base. Finally we
keep the vector of the data base minimizing this distance.
This vector represents the nearest emotion of V1 and the
computed distance gives an idea of the precision of this
interpretation. For example, we can found that the nearest
emotion for the vector V1 is "love” with a distance equals
to zeros. We can affirm without doubts that V1 represents
the emotion “love”. More the distance from the nearest
vector is important, less the interpretation is accurate. So
the proposed method, using the Euclidean distance, permits
to analyse automatically a given vector and provides the best
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interpretation of this vector.

C. The language layer

The third layer of our model is the language layer.
This layer provides encoding emotional information. We
propose to use the eXtensible Mark-Up Language (XML)
developed by the World Wide Web Consortium to annotate
and represent emotional states of users.

XML, is a method for describing and encoding data.
It is used for representation and transmission of data be-
tween application and organization. It is a text-based system
meaning that both humans and machines can understand
it directly, and is self-describing in so much as each data
element can be traced to a definition [15]. For example,
annotating a complex emotion detected using the voice
modality (microphone) give the following XML structure:

<emotion>
<modality set= "basic-modality” >
<vector mode="voice”>
<intensity axis="joy”>0.8</intensity >
<intensity axis="sadness”>0.0</intensity >
<intensity axis="trust”’>0.6</intensity >
<intensity axis="disgust”>0.0</intensity >
<intensity axis="fear”>0.0</intensity >
<intensity axis="anger”>0.0</intensity >
<intensity axis="surprise”>0.0</intensity >
<intensity axis="anticipation”>0.0</intensity >
</vector>
</emotion>
The numeric values for the tag “intensity ~ indicate the
intensity of the respective basic emotion going on, on a scale
from O (emotion is not felt) to 1 (more the emotion is felt).
Using the computational layer we can conclude that the felt
emotion is a complex one because there is more than one
axis with a value different from zeros. Moreover, using our
algorithm based on the Euclidean distance, defined on the
formal computational layer, we can conclude that the felt
emotion is “love”.

The next example was generated using two modalities:
the heart rate modality and the facial expression modality.
Each modality will give a vector with different coefficients.

[l

<emotion>

<modality set= "multi-modality” count="2">
<vector mode="heart-rate” >

<in