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Foreword

The Eighth International Multi-Conference on Computing in the Global Information Technology
(ICCGI 2013), held between July 21 and July 26, 2013 in Nice, France, continued a series of international
events covering a large spectrum of topics related to global knowledge concerning computation,
technologies, mechanisms, cognitive patterns, thinking, communications, user-centric approaches,
nanotechnologies, and advanced networking and systems. The conference topics focused on challenging
aspects in the next generation of information technology and communications related to the computing
paradigms (mobile computing, database computing, GRID computing, multi-agent computing,
autonomic computing, evolutionary computation) and communication and networking and
telecommunications technologies (mobility, networking, bio-technologies, autonomous systems, image
processing, Internet and web technologies), towards secure, self-defendable, autonomous, privacy-safe,
and context-aware scalable systems.

We take here the opportunity to warmly thank all the members of the ICCGI 2013 Technical
Program Committee, as well as the numerous reviewers. The creation of such a broad and high quality
conference program would not have been possible without their involvement. We also kindly thank all
the authors who dedicated much of their time and efforts to contribute to ICCGI 2013. We truly believe
that, thanks to all these efforts, the final conference program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the ICCGI 2013 organizing committee
for their help in handling the logistics and for their work to make this professional meeting a success.

We hope that ICCGI 2013 was a successful international forum for the exchange of ideas and
results between academia and industry and for the promotion of progress in the field of computing in
the global information technology.

We are convinced that the participants found the event useful and communications very open.
We hope that Nice, France provided a pleasant environment during the conference and everyone saved
some time to enjoy the charm of this city.
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Restoring Information Needed for Social
Internetworking Analysis from Anonymized Data

Francesco Buccafurri, Daniele Caridi, Gianluca Lax, Antonino Nocera and Domenico Ursino
Dept. of Information, Infrastructure and Sustainable Energy Engineering
University “Mediterranea” of Reggio Calabria
Reggio Calabria, Italy
Email: {bucca,daniele.caridi,lax,a.nocera,ursino } @unirc.it

Abstract—The interaction among distinct social networks is
the basis of a new emergent internetworking scenario (called
Social Internetworking Scenario or, simply, SIS), enabling a lot
of strategic applications whose main strength will be just the
integration of possibly different communities yet preserving their
diversity and autonomy. As a consequence, studying this new sce-
nario from a Social-Network-Analysis perspective is certainly an
important and topical issue, also for the possibility of discovering
a lot of relevant knowledge about multiple aspects of people life.
However, not always the analyst is able to deal with the hard
problem of collecting data through the execution of a crawler.
In this case, she could exploit graph-based social data, collected
by another party, and usually anonymized for privacy reasons.
Unfortunately, even the most frequent and trivial anonymization
(i.e., the elimination of URLs associated to nodes), handicaps a
lot of SIS-oriented investigations, due to the lack of some relevant
explicit information. In this paper, we deal with this problem, by
proposing and by experimentally validating a clustering-based
technique able to restore part of the missing explicit information,
thus allowing the profitable analysis of anonymized multi-social-
network data.

Keywords-Social Network; Social Network Analysis; So-
cial Internetworking System; Anonymized Data; Clustering

I. INTRODUCTION

In the last years, (on line) social networks have become one
of the main actors not only of the Cyberspace but also of real
life. Indeed, an always increasing number of persons joins one
or more social networks, and large areas of economy, politics,
communication and, more in general, of all the aspects of real
life, make a large use of this innovative tool. The extraordinary
development of this phenomenon has led to the presence of
several different social networks, whose number is expected to
increase, each incorporating peculiar features making it more
or less attractive for the market. Thus, a user joins Facebook
to talk to her friends, YouTube to share her videos, Flickr to
store her photos, LinkedIn to look for a job, and so on. The
resulting scenario is not the one of single, isolated, independent
social networks, but a universe composed of a constellation
of several social networks, each forming a community with
specific connotations, but strongly interconnected with each
other.

It is a matter of fact that, despite the inherent underlying
heterogeneity, the interaction among distinct social networks is
the basis of a new emergent internetworking scenario enabling
a lot of strategic applications, whose main strength will be
just the integration of possibly different communities yet

Copyright (c) IARIA, 2013.  ISBN: 978-1-61208-283-7

preserving their diversity and autonomy. Clearly, social mining
and analysis approaches should not miss this huge multi-
network source of information, which also reflects multiple
aspects of people personal life [19], thus enabling a lot
of powerful discovering activities. As a matter of fact, this
scenario represents the natural substrate for the development
of multi-social-network applications, following a process that
is already started (for instance, think of Google Open Social
[4], Power.com [5], Gathera [3] and Friendfeed [2]), and will
lead to increasingly powerful and innovative systems, thus
increasing the importance of the so called field of social
internetworking systems [28], [14], and determining the raising
attraction of both research and industry.

Classical social networks have been studied since several
years, initially by sociologists and, then, with the advent of
on line social networks, by computer science researchers [20].
Studying Social Internetworking Scenarios (SIS’s, for short)
[9], [11] means analyzing specific aspects (mainly concerning
the interconnection among different social networks [10]) and
adopting investigation methodologies which cannot be trivially
derived from single-social-network analyses. However, the
starting point is always the same.

In order to carry out meaningful analyses, we must have
the availability of sufficiently large social dataset, extracted
from real-life social networks, including as much information
as possible. However, not always the analyst is able to deal
with the hard problem of collecting data through the execution
of a crawler. In fact, this is a very time-consuming activity
also requiring highly performing hardware. In this (frequent)
case, she could exploit data made available on the Internet
by researchers who collected them in the past. For instance,
Mislove at al. [26] make available a set of 11 millions users
and 328 millions links among them referred to four different
social networks. As it typically happens also in the context of
data mining, the party that conducts the analysis on data is
different from the party that collects them.

Hence, the party that exports data has also to deal with
privacy issues, by purifying data from information which can
be related to individuals. In the context of social network
analysis, this means that collected graph-data, which represent
friendships among different users, do not allow a node of the
graph to be related with a real user of the social network [27].
Thus, URLs associated to nodes cannot be given.

Observe that an anonymization based on an alphabetic
substitution encryption done on URLs is not secure, because
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it is well known that alphabetic substitution is vulnerable
w.r.t. frequency-analysis attacks. Therefore, in privacy-aware
contexts, anonymized social data simply consist in a graph,
with no information about the URLSs associated to nodes.
However, in a SIS context, working with such anonymized
data results in the lost of relevant explicit information. As
a matter of fact, the evidence of the existence of different
social networks and their interconnections is lost. Clearly, this
problem does not occur whenever a single social network is
investigated.

In this paper, we deal with the issue of restoring part of the
missing explicit information, crucial for SIS-oriented analysis,
by partitioning the whole graph in subgraphs, each correspond-
ing as much as possible to an original social network, and, as
difference, by discovering the interconnections among social
networks. Once this task has been done, the analyst will be
able to conduct most of the SIS-oriented investigations in a
direct way, starting from the basic information concerning the
membership of two or more users either to the same or to
distinct social networks.

In order to carry our investigation, it appears reasonable to
apply clustering techniques. Clustering represents one of the
most important sectors of Data Mining. It aims at grouping
a set of objects into homogeneous groups called clusters.
In the Data Mining context, clustering has been exploited
in a very large number of application contexts, and often
extremely important results have been obtained. Despite the
seemingly high execution time, clustering has been extensively
exploited to analyze single social networks [34], [15], [12],
[30], [22], [18], [31], [35]. Indeed, there exists a great number
of clustering techniques specifically conceived to operate on
large datasets. However, to the best of our knowledge, it was
never adopted to investigate SIS’s. Nevertheless, the intrinsic
nature of a SIS makes it well suited to be investigated by
means of clustering. As a matter of fact, a SIS can be seen
as a set of social networks which cooperate each other. Each
social network can be seen as a cluster. Therefore, the analysis
of the features of a cluster can contribute to define the features
of the corresponding social network.

In this paper, we verify the effectiveness of this idea. For
this purpose, first we applied a crawling technique (namely,
BFS [23]) on the SIS to extract a sample of data. The
considered SIS consists of 5 social networks, namely Twitter,
YouTube, Flickr, MySpace, LiveJournal. We chose these social
networks because they are compliant with FOAF [8] and XFN
[7] standards. These allow a crawler to access some not private
information stored in the corresponding social networks. Then,
we anonymized these data and we applied different clustering
techniques on them. Finally, we compared obtained clusters
with the original social networks to test the accuracy of
clustering techniques in finding clusters coincident with the
original social networks. In this activity, we did not exploit
anonymized data available on the Web since they did not report
the social network associated to each anonymized node and,
hence, they were not able to allow us to measure the accuracy
of the clustering techniques.

This paper is organized as follows: in Section II, we
examine related literature. In Section III, we illustrate in
detail the experimental analysis aimed at testing the capability
of some clustering techniques to obtain clusters coincident
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with the original social networks of a SIS when data are
anonymized. Finally, in Section IV, we draw our conclusions.

II. RELATED WORK

In the context of Social Network Analysis [12], many of the
approaches follow techniques based on clustering, analogously
to what we propose in this paper. As a matter of fact,
despite the seemingly high execution time, clustering has been
extensively exploited to analyze single social networks. In
this section, we survey the main contributions that clustering
techniques have given to the investigation of social networks.

In [34], social network users and their relationships are
modeled by means of weighted graphs, and a suitable measure
of the density of a sub-graph, which is an index of user
correlation, is defined. The proposed density measure is used
to decide whether adding a node to a cluster. The clustering
task of this approach aims at detecting community structures
in a social network.

The authors of [15] use a genetic algorithm as a heuristic
search technique to cluster social networks. This algorithm
allows the social network graph to be represented in a succinct
way, thus increasing the efficiency of the clustering algorithm.
In order to identify clusters, it adopts a distance measure based
on random walks. The results of the experimental evaluation
show that the adoption of random-walk-based distances, in-
stead of the Euclidean ones, returns more accurate clusters.
[12] proposes a methodology to discover possible aggregations
of nodes covering specific positions in a graph (e.g., central
nodes), as well as very relevant clusters.

In [30], the authors carry out a study of temporal relation
co-clustering on directional social network and author-topic
evolution. Interestingly enough, the corresponding approach
includes the time dimension typically ignored by the other
related approaches. The analysis performed by these authors
obtains meaningful results about evolution patterns, the evolu-
tion of publication topics and the evolution of e-mail commu-
nication patterns over time.

The authors of [22] developed a model and a Bayesian
technique to infer four features in a social network. These
features are: (i) transitivity - if A relates to B and B to C,
then A is more likely to relate to C; (ii) homophily - nodes
with similar characteristics are more likely to be related; (iii)
clustering into groups - ties are more dense within groups
than between them; - (iv) degree heterogeneity - the tendency
of some actors to send and/or receive links more than others.

The authors of [18] compare three approaches devoted to
engineer a hierarchical ontology on the basis of user interests
in a social network. The first approach uses Wikipedia to
find interest definitions, the latent semantic analysis technique
to measure the similarity between interests based on their
definitions, and an agglomerative clustering algorithm to group
similar interests into higher level concepts. The second one
uses the Wikipedia Category Graph to extract relationships
between interests. The third one uses Directory Mozilla to
extract relationships between interests. The results of the
authors’ investigations show that, although the third approach
is the simplest one, it is the most effective in building a
hierarchy of user interests.
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In [31], the authors investigate the use of data mining
techniques to identify intra- and inter-organization clusters
of people with similar profiles that could have relationships
among them. The proposed approach exploits a clustering
method, along with a link mining-based technique that uses
the minimum spanning tree to construct group hierarchies. The
authors performed their analyses on a scientific social network
in Brazil; in this network two scientists are connected if they
have co-authored a paper. As a result of their investigation, the
authors show that it is possible to derive relationships between
educational intuitions by analyzing the relationships among the
scientists working in them.

The authors of [35] propose the use of automatic text
analysis for clustering a social network. They applied their
technique to the values contained in the Enron e-mail dataset
[1] and obtained the following results: (i) individuals commu-
nicate more frequently with individuals sharing similar value
patterns than with individuals having different value patterns;
(ii) people who communicate more frequently with each other
do not necessarily all fit into a particular value type.

All the above techniques discovering social communities,
despite their relationship with our approach, are not compara-
ble with it, because they need a number of information we do
not assume available in anonymized data.

III. DERIVING SOCIAL NETWORKS FROM ANONYMIZED
DATA

In this section, we describe in detail our research efforts
devoted to verify the effectiveness of applying clustering tech-
niques to derive social networks from anonymized data. This
section is organized as follows: first, we describe the testbed.
Then, we discuss the issues concerning the construction of
the Dissimilarity Matrix, which plays a key role in clustering
techniques. Finally, we compare several clustering techniques
against their capability of supporting our goal.

A. Experimental settings

As pointed out in the introduction, in order to perform our
analyses, we had to extract some samples from a SIS. This
last one contained social networks compliant with XFN and
FOAF, which are two standards encoding human relationships
in social networks. XFN [7] simply uses an attribute, called
rel, to specify the kind of relationship between two users.
Some possible values of rel are me, friend, contact,
co-worker, parent, and so on. In particular, rel set to me
denotes the presence of a me edge, which is an edge exploited
to link two accounts of the same user in two different social
networks. A (presumably) more complex alternative to XFN is
FOAF (Friend-Of-A-Friend) [8]. A FOAF profile is essentially
an XML file describing a person, her links with other people
and the links to the objects created by her. It is worth pointing
out that the technicalities concerning these two standards are
not to be handled manually by the user. As a matter of fact,
each social network has suitable mechanisms to automatically
manage them in a way transparent to the user, who has just to
specify her relationships in a user-friendly fashion.

The social networks of the SIS into consideration were five,
namely Twitter, YouTube, Flickr, MySpace and LiveJournal.
We choose these five social networks because they have been
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largely analyzed in the past in Social Network Analysis papers
devoted to study a single social network or to compare different
social networks [21], [25], [13], [33].

The crawling technique we adopted was Breadth First
Search (BFS, for short). It is the most popular and widely
used strategy for performing topology measurements at several
levels, including sampling large networks, and is preferred with
respect to other graph traversal techniques, like Depth-First
Search, Forest Fire and Snowball Sampling [23]. The crawled
samples presented both connections between the accounts of
different users of the same social network and connections
between the accounts of the same users in different social
networks. They can be represented by a direct graph whose
nodes correspond to user accounts and whose edges correspond
to the connections between these accounts.

Once samples were obtained, they were anonymized by
replacing each URL with a numeric identifier unique for all
the SIS. After this, several clustering techniques were applied
on anonymized samples and the clusters obtained by these
techniques were compared with the original social networks.
As for the adopted clustering techniques, three of them (i.e.,
SimpleKMeans, EM and Hierarchical) are classical and well
known in literature [17]. The fourth one, called Sequential
Information Bottleneck (SIB, for short) integrates an agglom-
erative procedure in a sequential clustering algorithm [29]. In
our experiments, we set the number of clusters to be found
to 5, i.e., to the number of the social networks of the SIS.
Observe that this fact does not represent a real limitation since,
even when the data of a SIS are anonymized, it is always
specified which are the social networks composing the SIS
even if the membership of a node to a certain social network
has been lost during the anonymization process. We adopted
the implementations of the considered clustering techniques
provided by WEKA [6].

For our experiments, we exploited a server equipped with
a 2 Quad-Core E5440 processor and 16 GB of RAM with
the CentOS 6.0 Server operating system. We performed the
crawling tasks from February 5, 2012 to March 20, 2012. After
this task, we performed the other activities described above.

We considered 10 samples for this analysis; each sample
referred to 5000 visited nodes.

As a first quantitative index to evaluate the effectiveness of
applying clustering techniques to derive social networks from
anonymized data, we adopted the Jaccard coefficient, which
is a statistical index used to measure the similarity and the
diversity of two sets. Given two sets A and B, the Jaccard

coefficient is defined as .J(A4, B) = 4551 [24].

As a second quantitative index, we adopted an index called
Average Cluster Partitioning (ACP) which operates at a higher
abstraction level w.rt. the Jaccard coefficient. Specifically,
ACP is computed by averaging the maximum Jaccard Coeffi-
cient of each obtained cluster.

Both indexes range in the real interval [0, 1]. The higher
their value, the better the performance of the corresponding
clustering technique.
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B. Dissimilarity Matrix construction

In order to apply the clustering techniques, we had to
construct the Dissimilarity Matrix. In fact, it is the structure
which most of the clustering techniques operate on. This
matrix is n X n, where n is the number of the graph nodes.
Its generic element (7, ;) represents the dissimilarity degree
between the nodes ¢ and j. As for the dissimilarity measure
to exploit for the construction of the Dissimilarity Matrix,
we chose the minimum distance between the corresponding
nodes of the graph. This distance was computed by fixing
the weight of each edge equal to 1 and by exploiting the
Dijkstra Algorithm for the computation of the minimum paths
in the graph. If it did not exist a path between two nodes, the
corresponding distance was set equal to oo.

As for this matrix, two important decisions must be made,
namely: (i) it must be symmetric or asymmetric? (ii) how to
normalize it in such a way that its elements range in the real
interval [0,1] (i.e., in the form taken in input by clustering
techniques)?

In order to answer the first question, we made the following
reasoning: four of the five social networks belonging to our
SIS have asymmetrical links; this makes it natural to adopt an
asymmetric Dissimilarity Matrix.

In order to answer the second question, we considered three
different normalization strategies which weight the absence of
a path between two nodes in a different way.

In the first one, we computed the maximum among the
lengths of the minimum paths between the pairs of the nodes
of the graph and we divided each matrix element by this
maximum incremented of 1 (this length ranged from 15 to
20 in the various samples). When the distance between two
nodes was oo, the corresponding matrix element was set to
1. This way, the normalized coefficients of the Dissimilarity
Matrix for a pair of nodes not linked by a path is comparable
with the normalized coefficients of the pair of nodes linked by
the path with the maximum length. This choice aimed at not
excessively penalizing the nodes not linked by any path. It was
motivated by the idea that, actually, two nodes whose minimum
path has a high length were not in a situation very different
from the one of two nodes not linked by any path. This idea
is also substantiated by sociological theories (see, for instance,
the six-degree of separation and the small-world theories [32])
As for this normalization strategy, the ACP values obtained
by applying SimpleKMeans, EM, Hierarchical and SIB were
0.762, 0.812, 0.622 and 0.760, respectively.

In the second normalization strategy, we divided the coeffi-
cients corresponding to nodes linked by paths by 100 (i.e., by a
value much higher than the length of the maximum path, which
ranged from 15 to 20), whereas we set to 1 the coefficients
corresponding to nodes not linked by a path. In this way, we
established a significant difference between the coefficients
associated with the nodes linked by the maximum path and
those ones corresponding to nodes not linked by a path. At the
end of this experiment, the ACP values obtained by applying
SimpleKMeans, EM, Hierarchical and SIB were 0.652, 0.812,
0.582 and 0.654, respectively. From the analysis of these values
we obtained that this new normalization strategy negatively
influenced the results of SimpleKMeans, Hierarchical and SIB,
whereas the results produced by EM were identical to the
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ones obtained with the previous normalization strategy. As a
consequence, on the whole, this last normalization strategy
appears worse than the previous one.

In the third normalization strategy, we repeated this experi-
ment by dividing the coefficients corresponding to nodes linked
by a path by 250, instead of by 100, in such a way as to obtain a
more significant difference between the coefficients associated
with nodes linked by the maximum path and the coefficients
corresponding to nodes not linked by a path. Obtained ACP
values for SimpleKMeans, EM, Hierarchical and SIB were
0.621, 0.812, 0.567 and 0.622, respectively. At the end of this
experiment we observed that SimpleKMeans, Hierarchical and
SIB produced worse results with respect to the corresponding
ones returned by the first two strategies. EM, instead, obtained
the same results as the ones of the previous cases; this implies
that it is not influenced by the normalization strategy.

At the end of this experiment, we concluded that the best
normalization strategy was the first one.

In order to verify if our conjecture about the decision (i)
was correct, we applied the symmetric Dijkstra algorithm,
instead of the classical one, in order to obtain a symmetric
Dissimilarity Matrix, as it generally happens for the input of
clustering techniques. In particular, for each pair of nodes
ng and ny, we computed the corresponding value of the
Dissimilarity Matrix by taking the minimum between the
distance from n, to n; and the one from n; to n,. Clearly, in
order to normalize the Dissimilarity Matrix, we chose the first
strategy. Once the Dissimilarity Matrix was constructed, we
applied the four clustering techniques. Finally, we computed
the corresponding ACP values and we obtained 0.382 for
SimpleKMeans, 0.700 for EM, 0.486 for Hierarchical and
0.498 for SIB. From the analysis of these values it is possible
to conclude that the adoption of a symmetric Dissimilarity
Matrix produces worse results than the ones returned by the
adoption of an asymmetrical Dissimilarity Matrix. Interestingly
enough, choosing an asymmetric Dissimilarity Matrix is not
the standard choice to adopt in clustering. As a matter of
fact, Dissimilarity Matrixes provided in input to clustering
techniques are generally symmetric. Our reasoning about the
characteristics of the involved social networks allowed us to
make the right decision.

C. Clustering technique comparison

The first clustering technique we applied was SimpleK-
Means. For each sample, we computed the Jaccard coefficient
between each cluster generated by SimpleKMeans and each
social network of the SIS. Obtained results, averaged across
all samples, are reported in Table I. From the analysis of
this table, we can observe a correlation between clusters and
social networks. In fact, clusters are capable of identifying
the involved social networks. In particular, Cluster 3 perfectly
corresponds to MySpace since the associated Jaccard coeffi-
cient is 1. In other three clusters, namely Clusters 1, 2 and 4,
only nodes belonging to a single social network are contained.
Only Cluster 0 contains all the nodes of YouTube but also
nodes of Twitter, LiveJournal and Flickr. At the end of this
analysis, we may conclude that SimpleKMeans finds quite a
good correspondence between social networks and clusters.
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TABLE 1. JACCARD COEFFICIENTS REGARDING THE CLUSTERS TABLE III. JACCARD COEFFICIENTS REGARDING THE CLUSTERS
OBTAINED BY SIMPLEKMEANS. OBTAINED BY HIERARCHICAL.

Flickr | YouTube | MySpace | LiveJournal | Twitter Flickr | YouTube | MySpace | LiveJournal | Twitter
Cluster 0 0.01 0.55 0.00 0.21 0.10 Cluster 0 0.01 0.31 0.00 0.16 0.45
Cluster 1 0.00 0.00 0.00 0.00 0.76 Cluster 1 0.96 0.00 0.00 0.00 0.00
Cluster 2 0.00 0.00 0.00 0.54 0.00 Cluster 2 0.00 0.00 0.00 0.54 0.00
Cluster 3 0.00 0.00 1.00 0.00 0.00 Cluster 3 0.00 0.00 1.00 0.00 0.00
Cluster 4 0.96 0.00 0.00 0.00 0.00 Cluster 4 0.00 0.16 0.00 0.00 0.00
TABLE II. JACCARD COEFFICIENTS REGARDING THE CLUSTERS TABLE IV. JACCARD COEFFICIENTS REGARDING THE CLUSTERS

OBTAINED BY EM. OBTAINED BY SIB.

Flickr | YouTube | MySpace | LiveJournal | Twitter Flickr | YouTube | MySpace | LiveJournal | Twitter
Cluster 0 0.96 0.00 0.00 0.00 0.00 Cluster 0 0.01 0.54 0.00 0.21 0.10
Cluster 1 0.01 0.80 0.00 0.01 0.05 Cluster 1 0.00 0.00 0.00 0.00 0.76
Cluster 2 0.00 0.00 0.00 0.00 0.76 Cluster 2 0.00 0.00 0.00 0.54 0.00
Cluster 3 0.00 0.00 1.00 0.00 0.00 Cluster 3 0.00 0.00 1.00 0.00 0.00
Cluster 4 0.00 0.00 0.00 0.54 0.00 Cluster 4 0.96 0.00 0.00 0.00 0.00

We have then applied EM to the same samples and we
have computed the Jaccard coefficient between each returned
cluster and each social network. Obtained results are reported
in Table II. From the analysis of this table, it is possible to see
that the results returned by EM are better than the ones returned
by SimpleKMeans. Indeed, there is an optimal correspondence
between clusters and social networks.

When we applied Hierarchical to the same samples we
obtained worse results than the ones returned by SimpleK-
Means and EM. The corresponding Jaccard coefficients are
shown in Table III. This algorithm behaves as the previous
ones as far as MySpace, Flickr and LiveJournal are concerned,
whereas it shows a worse behavior for the other two social
networks. In particular, in Cluster 4, only nodes of YouTube
occur, but the Jaccard coefficient between YouTube and Cluster
4 is significantly lower than the one between YouTube and
Cluster 0. Hierarchical tends to put the nodes of YouTube
and Twitter in the same cluster. We may conclude that the
clusters generated by this algorithm reflect the structure of
the SIS in a less precise way than the clusters returned by
SimpleKMeans and EM. It seems that Hierarchical is incapable
of distinguishing clusters in presence of a certain number of
me edges (see below). This can be explained by considering
that Hierarchical is well suited when it is necessary to con-
struct cluster hierarchies by proceeding in an agglomerative
fashion. In our scenario, we would have a one-level hierarchy.
Furthermore, the presence of me edges would make it very
difficult to proceed in an agglomerative fashion because the
corresponding aggregation process would be quite irregular
with frequent hops from a social network to another.

The last clustering technique we applied is SIB. In Table
IV, we report the Jaccard coefficients between the social
networks of the SIS and the clusters returned by this algorithm.
We may observe that obtained clusters are equivalent to the
ones returned by SimpleKMeans.

At the end of this analysis, it emerged that the best
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clustering technique is EM. This is also confirmed by all the
values of ACP obtained in the experiments shown in Section
III-B. However, the analysis above was useful because, with
respect to ACP values, Tables I - IV provide more detailed
results.

IV. CONCLUSION AND FUTURE WORK

In this paper, we have studied the effectiveness of deriving
social networks from anonymized data. We have explained that
this problem is very important when data exploited for the
analysis are taken from publicly available repositories. In this
case, a lot of data are available but they have been anonymized
in order to protect user privacy. The motivation of the work is
that the derivation of social networks from anonymized data
is needed for Social Internetworking Analysis.

As a future work, we plan to extend our research efforts in
several directions. First of all, we observe that this paper is the
first attempt of reconstructing information from anonymized
SIS data. In order to facilitate our tasks we considered not
very large samples, even though in line with those exploited
by clustering techniques applied to Social Network scenarios
in the past literature. We plan to analyze much larger samples
in the future also considering clustering techniques specifically
conceived for large datasets [16] as well as incremental clus-
tering techniques [17]. Finally, we plan to define approaches
for SIS analysis based on other Data Mining tasks (association
rule extraction, classification and, above all, outlier analysis).
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Abstract—The advent of the Internet and the World Wide Web
has changed the face of technology especially in the way we
communicate and interact. The increasing use of this
technology especially in teaching and learning has attracted
enormous research efforts particularly in the development of
distance and collaborative learning. Even though much gain
have been recorded in this direction, there still remains a gap
as to how well these highly proliferating web technologies have
impacted on the collaboration between students and teachers,
students and students, and its overall contribution to distance
learning. This paper considered how these web-based
technologies contribute to collaborative learning by enabling
people to interact with each other from different locations. It
identified the factors necessary to optimise the impact of web-
based technologies in distance and collaborative learning and
concludes by proposing a best-practice guideline that will
enhance the impact of the Internet and the World Wide Web
for effective distance and collaborative learning.

Keywords-Internet; World Wide Web; distance learning; e-
learning; collaborative learning.

l. INTRODUCTION

The last decade has witnessed two major trends in the
world of education: the transformation of the Web from a
repository of hyper textual documents to a highly interactive
communication media, and a shift in learning theory from
the traditional educational theory of behaviourism to that of
cognitivism and constructivism [1][2]. With this trend, web
applications have become important candidates for
educational activities, which often include collaborative
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sessions. The traditional emphasis on print in the educational
system is constantly threatened by technology enhanced
learning (TEL) [3]. Over the years, the use of technology in
education has witnessed a tremendous growth not only in
size, but also in the innovative way it is used.

Distance learning is a way of delivering instructional and
educational materials to learners in different places and at
different or the same time, on an individual basis [4]. The
use of technology in teaching brought about a
transformational change in education, especially in distance
learning. Distance education has come a long way, but it
witnessed a rapid growth in popularity and use with the
advent of more advanced technologies. From a humble
beginning in 1728, when Caleb Philip taught his students
new method of Short Hand through weekly mailed lessons
[5], through 1840s, when Isaac Pitman used correspondence
to teach shorthand in Great Britain [6], the introduction of
technology to education introduced online learning programs
at the K-12 level in 2008 [7]. Today, more impact of
adopting Internet and web-based technologies have
completely transformed the way we learn, play and work.
Web applications are now considered very useful in
enhancing  educational  activities, particularly  for
collaborative sessions [8][9]. A peoples wealth and
competitiveness, human  competency and  social
development, is highly dependent on the importance it
attaches to education. With the current trend of globalization
and rapid technological advancement, there is a need to
adopt new methods of teaching and learning in training the
population into a knowledge based society through the
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adoption of more robust and collaborative web-based
groupware technologies such as e-learning.

These new mode of learning (e-learning) has the
potential of meeting present day challenges in the acquisition
and dissemination of knowledge and skill. The problem
however is not in the adoption of the technology, but in its
use to achieve the student’s learning outcomes. Unlike in the
era of audiovisuals where the television played a lasting and
remarkable role in distance learning (e.g., Telekolleg in
Germany 1967, the Open University in Milton Keynes in
Great Britain 1971, and the FernUniversitdt in Hagen
Germany 1975), e-learning tools are yet to record a
remarkable impact on learning as these tools are mostly
underutilised for the benefit of distance and collaborative
learning. This study is therefore convinced that if fully
utilized, the Internet and web-based technologies can be used
to address these challenges as e-learning is perceived to be a
viable resource for teaching and collaborative learning either
by synchronous or asynchronous methods.

Section 2 takes a look at the background of the study
from two perspectives: historical and educational
perspectives. In Section 3, we discuss the role of technology
in distance and collaborative learning. In Section 4, we
discuss the impact of these technologies on teaching and
learning based from the findings of our study and propose a
guideline of best practice that will enhance the impact of the
Internet and the WWW for effective distance and
collaborative learning. Section 5 concludes the paper.

Il.  BACKGROUND OF THE STUDY

Recent times have seen a tremendous increase in the
application of information and communication technologies
(ICT) for educational purposes, resulting to a proliferation of
networked technologies and evolution of e-learning methods
[10]. As technology advanced, particularly Internet and web-
based technologies, the mode and method of delivering
educational and instructional materials, otherwise known as
distance learning evolved from distance education to e-
learning.

Historically, the use of technology was first noted when
the University of Illinois (in 1960) employed computer
terminals to enable students access recorded lectures using
remote audio or television devices [11]. From 1963 to date,
educational institutions have been taking advantage of these
new opportunities as they witnessed these technologies
evolve in different and innovative ways. Early e-learning
systems began to emerge such as Computer-Based
Learning/Training (CBT) in the 1970s and 1980s [12], and
Computer Supported Collaborative Learning (CSCL) in the
1980s [13]. The introduction of CSCL coupled with the
advance in technology from large low processing and
expensive computers to today’s handheld computing devices
changed the face of learning and gave birth to the first Open
University in Britain and University of British Colombia
[13][14], which also saw the development of the first Web
CT (Blackboard Inc.), thus facilitating the use of Internet to
deliver education [15], giving birth to web-based training
and online distance learning, and online discussions between
students at different locations [16]. The birth of the WWW in
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the early 1990s gave rise to the use of hypertext materials
and online course websites — virtual learning [17]. Other
advances in this regard are mentioned in [18][19][20].

From an educational perspective, the adoption of Internet
and web-based technologies in education delivery has led to
overthrow of more traditional methods of teaching and
learning. From a simple and casual application of ICT to
facilitate face-to-face classroom teaching and learning to the
intensive use of ICT for educational purpose as in the case of
virtual or online learning, e-learning, an end product of this
evolution process has brought to light a completely different
method of learning [21][22][23][24].

In a simple form, E-learning is the application of
information and communication technologies (ICT) and
electronic media in education, inclusive of multimedia
learning, technology-enhanced learning (TEL), computer-
based instruction (CBI), computer-based training (CBT),
computer-assisted instruction or computer-aided instruction
(CAI), internet-based training (IBT), web-based training
(WBT), online education, virtual education, virtual learning
environments (VLE) (which are also called learning
platforms), m-learning, and digital educational collaboration,
and can take place within or outside a conventional
classroom, in synchronous or asynchronous ways [25]. E-
learning is best tailored for distance and collaborative
learning but can also be applied in face-to-face teaching
(blended learning).

Il.  THE ROLE OF TECHNOLOGY

Various Internet and web-based technologies exist, most
of which are used to facilitate distance and collaborative
learning, also referred to as e-learning. Today, we have terms
like instructional technology, learning technology, Computer
Aided Instruction or computer-based training. Online
learning or education is however, specific to web-based
learning. For learning through mobile applications, M-
learning is used. E-learning, which is our focus in this paper,
goes beyond the application of technology in learning but
also encompasses the actual learning activities enabled by
the use of these systems.

A. Aligning Educational Theories and Pedagogical
Designs With E-Learning Technologies

Distance learning has witnessed three major pedagogical
evolution and many technological changes, yet, no single
educational theory has been able to solely provide all the
solutions demanded by e-learning designs as each has
extended the work of others instead of developing a new
prototype (Ireland, 2007). Each evolution demands a
different approach to learning, different type of knowledge
and contextual application, thereby requiring expertise on the
mix of technology and pedagogy to be employed. In all three
generations, the major players of teachers, learners, and
content remain constant, however, the way in which these
three relates vary; increasing from a learner-content
interaction for cognitive-behaviourist models to learner-
learner interaction in constructivism, and then to the deeply
networked learner-content-teacher interrelationship
propagated in connectivist pedagogies. In connectivist
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theory, the student plays the role of teachers and the teacher
plays the role of students through a mediated digital artefact
interaction created by all. The scenario is more of where the
teacher’s role changes from being a guide to a co-passenger
or a role model, but no more as the sole creator or guide in
the learning activity.

However, learning management systems (LMS)
providers’ tend to focus more on technology without any
pedagogical integration and this leaves most of these e-
learning tools unusable or being used in a way contrary to
pedagogical principles, which negatively affects the learning
process let alone the waste of resources used in
implementing these e-learning systems. Previous researches
reveal that most e-learning solutions lack pedagogical
background and present some serious deficiencies regarding
teaching strategies [26]. With the evolution of technology, e-
learning interfaces get more complex and overloaded with
excess information and eye-catching graphics. This most
times, has an adverse effect as the learner attention is
distracted away from the content to technology. This can be
avoided if the design interface is anchored on pedagogical
principles, which will improve learner’s efficiency while
making the learning activity more flexible. Though many
learning theories abound, it is advisable to employ a
combination of more than one learning theory in the design
of e-learning systems as no one theory is specially tailored to
support e-learning environments. Table | below shows a
summary of learning theories principles.

From the findings of Mayes and de Freitas [27], we can
cluster these pedagogical theories into three broad
perspectives from the assumptions they make about learning:
the associationist/empiricist perspective  (learning as
activity), the cognitive perspective (learning as achieving
understanding), and the situative perspective (learning as
social practice), as presented in Table Il.

TABLE I. SUMMARY OF LEARNING THEORY PRINCIPLES

TABLE II. MAPPING LEARNING THEORIES TO LEARNING OUTCOMES,
ADOPTED FROM [27]
Learning .
Theory Learning Outcome
emphasises task analysis, defining sequences of
Associative component-to-composite skills. It provides a highly

perspective focused set of objectives, described as learning

competencies.

emphasises conceptual development, stressing the
importance of achieving understanding of the broad
unifying principles of a domain. This view also
encourages us to frame learning outcomes in meta-
cognitive terms, with the educational aim of achieving
learning how to learn, and encouraging the
development of autonomous learners.

Cognitive
perspective

encourages the definition of learning objectives in
terms of the development of disciplinary practices of
discourse and representation. It also focuses on
learning outcomes that are dependent upon the
establishment of collaborative learning outcomes, and
on learning relationships with peers. This perspective
also encourages us to formulate learning outcomes in
terms of authentic practices of formulating and solving
realistic problems.

Situative
perspective

Learning Theories | Core Principles

Behaviourism Brain is a black box

External stimuli provoke reaction

Observation of behaviours

Cognitive Involvement of different kinds of memories

Learning is an internal process

Use of node patterns

Constructivism Attribution of a personal meaning to information

Building of personal understanding

Active process of information

Active Learning Active involvement

Combining previous involvement and dialogue
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B. Internet and Web-Based Groupware Technologies

The first generation of complex groupware technologies
was based on private networks and proprietary
communication protocols and clients. Such technologies
provided users within a limited area with rich user interfaces
and customized functions. With the advent of the Internet,
access to these groupware systems was extended to users in
different areas, countries or even continents. The WWW in a
weak sense can be regarded as a collaborative technology
[28][29]. Actually, the Web provides a global platform for
information sharing across what looks like a unique large file
system [30]. This distinguishing feature of the WWW
encouraged an increasing use of web-based collaborative
tools especially in the field of project teams support [31].
Other reasons for this fast proliferation of the web-based
technologies are the open network client standards
characterizing Internet and the WWW [32][29]. Such
standards enable any-place-any-time interaction, and make it
possible to use standard browsers as clients (in the case of
Web-based tools), freeing new users from the necessity to
install new software. This interoperability is very useful to
widely dispersed working groups, where the localization of
people in different organizations and countries used to make
deploying existing groupware technologies very hard [33].
Other positive consequences to the use of standard browsers
are a reduction in the users’ need for training and set-up
costs, and the Web’s suitability to be used as an interface as
it combines platform independence and rapid distribution,
two factors that are highly appreciated as interface
characteristics. Despite all these assets, Internet-based and
Web-based groupware tools also encounter a series of new
problems and challenges. Among the disadvantages
associated with Internet-based and Web-based groupware
tools are slowness and unreliability, uncertainty and
perceived insecurity. Advanced Web-based groupware has
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now partially overcome these last limitations, thanks to
relatively new technologies such as Java, XML and CORBA
[34].

C. The Future of Distance and Collaborative Learning

E-learning is being increasingly viewed as an important
activity in the field of distance and continuing education.
Web-based courses offer obvious advantages for learners by
making access to educational resource very fast, just-in-time
and relevant, at any time or place. Increasingly, the WWW is
used to support and facilitate the delivery of teaching and
learning materials. This use has progressed from the
augmentation of conventional courses through web-based
training and distance learning to the web-based and e-
learning education. E-learning is not just concerned with
providing easy access to learning resources, anytime,
anywhere, via a repository of learning resources, but is also
concerned with supporting such features as the personal
definition of learning goals and the synchronous and
asynchronous communication and collaboration, between
learners and between learners and instructors. One of the
hottest topics in recent years in the Artificial Intelligence
(Al) community, as well as in the Internet community, is the
semantic web. It is about making the web more
understandable by machines. It is also about building an
appropriate infrastructure for intelligent agents to run around
the web performing complex actions for their users.
Furthermore, semantic web is about explicitly declaring the
knowledge embedded in many web-based applications,
integrating information in an intelligent way, providing
semantic-based access to the Internet and extracting
information from texts [35]. Figure 1 presents a simple
knowledge-based e-learning system architectural framework,
Figure 2 shows a wider integrated view of the learning
model, while Figure 3 shows a typical e-learning system.

Learning System

Follow the
academic
rules?

Widespread
knowledge
is available?

Knowledge based

Rating
information
is available?

Ontology is

Hybrid filtering lable?
available?

Content filtering
Collaborative filtering

Ontology based
T R«

Figure 1. A simple Knowledge based e-learning systems framework.
Adapted from [36]
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From Figure 1 above, the learning system serves as the
input to the system and its output is communicated to the
learner through the user interface which may be in a blended
learning, distance learning or traditional learning
environments respectively (as shown in Figure 2). What the
knowledge-based e-learning system in Figure 1 simply does
is to extract user-specific information from a vast collection
of available information in the learning system by subjecting
the content to a set of decision rules. The output from the
ontology based and content/collaborative filtering processes
are then streamlined and recommended to the user based on
those criteria. This process ensures that only user-specific
content reaches the learner. Ultimately, semantic web is
about how to implement reliable, large-scale interoperation
of web services, to make such services computer
interpretable — to create a web of machine-understandable
and interoperable services that intelligent agents can
discover, execute and compose automatically. The problem
is that the web is huge, but not smart enough to easily
integrate all of those numerous pieces of information from
the web that a user really needs. Such integration at a high,
user-oriented level is desirable in nearly all uses of the web.
Unfortunately, the web was built for human consumption,
not for machine consumption - although everything on the
web is machine-readable, it is not machine-understandable.

Distance
Learning

Traditional
Learning

Figure 2. A Typical E-learning Model

D. Connecting for Lifelong Learning

Several studies abound in the field of Web-based
technology application in learning [37][36]. Rokou et al. [38]
distinguished three basic levels in every web-based
application: the Web character of the program, the
pedagogical background and the personalized management
of the learning material. They defined a web-based program
as an information system that contains a Web server, a
network, HTTP and a browser in which data supplied by
users act on the system’s status and cause changes. The
pedagogical background means the educational model that is

10



ICCGI 2013 : The Eighth International Multi-Conference on Computing in the Global Information Technology

used in combination with pedagogical goals set by the
instructor. The personalized management of the learning
materials means the set of rules and mechanisms that are
used to select learning materials based on the student’s
characteristics, the educational objectives, the teaching
model and the available media.

Many works have combined and integrated these three
factors in e-learning systems, leading to several
standardization projects [39][9]. Some projects have focused
on determining the standard architecture and format for
learning environments, such as IEEE Learning Technology
Systems Architecture (LTSC), Instructional Management
Systems (IMS) and Sharable Content Object Reference
Model (SCORM). IMS and SCORM define and deliver
XML-based interoperable specifications for exchanging and
sequencing learning contents, i.e., learning objects, among
many heterogeneous e-learning systems. They mainly focus
on the standardization of learning and teaching methods as
well as on the modelling of how the systems manage
interoperating educational data relevant to the educational
process. IMS and SCORM have announced their content
packaging model and sequencing model, respectively. The
key technologies behind these models are the content
package, activity tree, learning activities, sequencing rules
and navigation model.

Their sequencing models define a method for
representing the intended behaviour of an authored learning
experience and their navigation models describe how the
learner and system initiated navigation events can be
triggered and processed. Quemanda and Simon [40] have
also presented a model for educational activities and
educational materials. Their model for educational activities
denotes educational events that identify the instructor(s)
involved and take place in a virtual meeting according to a
specific schedule. Also [38] described the introduction of
stereotypes to the pedagogical design of educational systems
and appropriate modifications of the existing package
diagrams of UML (Unified Modelling Language). The IMS
and SCORM models describe well the educational activities
and system implementation, but not the educational contents
knowledge in educational activities. Most e-learning models
add more pedagogical background by emphasizing
educational contents and sequences using the taxonomy of
learning resources and stereotypes of teaching models. But
the educational contents and their sequencing in these
models are dependent on the system and lack standardization
and reusability. Thus, we believe that if an educational
contents frame of learning resources can be introduced into
an e-learning system, including ontology-based properties
and hierarchical semantic associations, then this e-learning
system will have the capabilities of providing adaptable and
intelligent learning to learners.
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Figure 3. A Typical E-learning System

IV.  THE IMPACT OF INTERNET AND WEB-BASED
TECHNOLOGIES ON LEARNING

With the increasing importance of education for social
development and improvement of human competencies,
especially in the face of a rapidly changing technological
advanced world that affects the living and working
environment, the demands posed by e-learning on
educational institutions, teachers and students is new and
different from the traditional. This calls for new means of
knowledge dissemination and skills acquisition, especially
for the socially challenged and people with disabilities. The
traditional way of learning has come short of meeting the
needs of a society as new media and communication services
and the ever busy demands placed by working, learning and
family life schedules poses new challenges. To properly
harness the impact of these Internet and web-based
technological tools on distance and collaborative learning,
we have decided to look at it from four perspectives:
Applications of e-learning.

Implications of e-learning.
Benefits of e-learning.
Guidelines for best practices of e-learning.

A. Applications

Positive effects have been recorded in all major subject
areas, from preschool to higher learning, and for both regular
students and those with special needs through the application
of e-learning in education. Educational institutions must
adopt new ways of disseminating information and acquiring
skills and knowledge via e-learning in order to meet these
challenges faced by today’s advanced and knowledge-based
society. Some of the ways in which e-learning is applied to
impact on education are mentioned below.

1) Preschool: Different types of learning now take place
among pupils even before they enroll into formal education.
[41] posits that the impact of such e-learning is yet to be
ascertained, however, parents are of the opinion exposing
children to handheld devices or computers at an early age is
a positive experience for the kids as it exposes them to
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information that aids them when they enroll into schools.
This claim is in agreement with [42][43].

2) K-12: Virtual schools, which make use of
synchronous or asynchronous learning are e-learning
applications adopted by public K-12 school. Classes can be
attended either in conventional classrooms or from home or
both. Students are provided computers and printers and
other technological tools while in the school and reimbursed
for home use. These cyber schools enable learners study at
their own pace, select their courses, and create their
schedules, thereby making learning very flexible and
convenient. K-12 schools often make use of with innovative
course delivery technology and administrative models [44].

3) Higher Education: In most developed and
developing country, the application of e-learning in post-
secondary education is predominantly on the increase [45].
With an inrease in online education, some research
universities now offer online doctoral programs [46]. Even
though some of the massively-open online courses have
limitations, research institutions like MTT, Stanford and
Princeton University now offer non-credit courses to a wide
range of global audience [46]. University course programs
and a wide variety of courses can also be found on
YouTube. Other such online higher education courses
embarked by Universities include Udacity (which offers free
computer classes), Coursera (an online-enrollment platforms
that offers education for millions around the world) and
several free online course websites in almost every field and
discipline.

4) Coorporate and Professional: The shift toward a
Knowledge (K-economy) has affected the work setting, and
created a need for knowledge workers with high intuition
and ability to solve detailed and genuine problems
confronted in the work environment. E-learning can
adequately meet these requirement because employees can
take advantage of online learning and online training, from
their homes or offices, and at their pace and convenience. E-
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learning has been adopted and used by various corporations
and companies to overcome this challenge.

B. Implications

The difficulty in understanding the future implication of
new technologies in society is seen in the growth of the
Internet throughout the world, and in particular, in
educational institutions. Despite the achievements recorded
by e-learning systems and its considerable impact on
education and training, it is still not presently utilised to its
full capacity for the benefit of distance and collaborative
learning. The high hopes raised by the application of these
Internet and web-based technologies in learning are yet to be
fulfilled.

1) Misappropriation of Use: The existence of any
technological artefact is no guarantee that it will be used for
its intended purpose, and even if computers are found in
classrooms, they may not be used to their full potential [47].
To this effect, a survey of five selected faculties in different
Nigerian Universities was conducted to show the readiness
for new computerized functions and total integration of ICT
in education. The survey reveals that the purpose for which
these computers are being used were primarily for word
processing, spread sheet, and power point presentations
outside the leading role of using computers for e-learning.
While all the universities investigated had Internet access,
only a few percent of them use the Internet for the primary
purpose of e-learning as most use the Internet mostly for
emails and which has no direct impact on learning or
teaching. Figure 4 below depict the findings of the survey.
Such results are not surprising. [48][49] argued that
previous classroom technologies such as television have not
been widely adopted because teachers need to be convinced
that challenges to the rituals of everyday classroom life are
in their interests. Educational systems are inherently
conservative and resistant to change. Departure from
conventional practices and continuity are justified only if
the intended innovation is simple, durable and reliable.

(b)
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2) Lack of timely access to user tailored information:
Nowadays, emphasis is not laid on accessibility to
knowledge, but on it timeliness, relevance and usefulness to
the user. Most e-learning systems tend to overload users
with irrelevant information without giving attention to the
user’s specific needs. The true measure of e-learning is not
in training and accessibility, but its ability to use this feature
to train the right individual to obtain the required
knowledge/skill when needed.

3) Lack of Standards: There is a need for users, vendors
and developers of e-learning systems to adopt standards in
order to facilitate interoperability and increase information
sharing between different e-learning platforms. This can be
achieved through an international body comprising of major
stakeholders in the field of e-learning, by obtaining
information on user requirements and drawing
specifications from these collected data for standard
definition and e-learning content architecture and protocol
development. Coorpeation among the e-learning community
is beginning to be witnessed as user requirements are being
validated and the approved specifications converted into
standards.

4) Lack of Interoperability Among E-learning Systems:
Another divergent problem arising from lack of standards is
the lack of interoperability among various e-learning
systems as noted by [50]. Whole and parts of different e-
learning systems must co-operate and interoperate to
facilitate full integration and wider accessibility. Institutions
of learning should adopt the use of standards that cover
every area of learning. Developers of e-learning tools must
incorporate standards in their design, and any customised
protocol or standards should be resisted in order to forstall
the chaos presently witnessed by multimedia technologies.
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C. Benefits of E-learning

The use of Internet and web-based technology tools in
learning enables disabled people carry out tasks, which prior
to e-learning, was seen as difficult or impossible. These
include the use of chat programs for the deaf, text-to-speech
software for the blind, and diction software for the armless
who cannot write [51]. Online courses are not limited by
distance, location, or time as they can be easily accessed by
learners from anywhere and at anytime.

Technology allows real-time modifications, accreditation
of a continuously updated tool in accordance with the
research literature. Foremost, the WWW can be used to
dynamically transfer knowledge in real time around the
globe. This will lead to higher-education opportunities for
foreign students. Countries without "mass" university
education can access universities in other countries through
the Web. Finally, this technology is able to track use and
activity, provide reports, and record information about every
learner’s performance. This feedback could be included in
continuing education courses. Demand for individualized
services, tools, interactive experiences, and open access to
knowledge is growing. Learning is no longer expected to be
paced so much by the teacher as it is by the student’s
capacity to grasp the material (student-focused learning). The
speed at which students can progress through a course of
instruction varies by factors of three to seven, even in classes
of carefully selected students. In traditional training models,
it is impossible to deliver individually customized learning
solutions because of cost. The capacity of e-learning for real-
time, on-demand adaptation can provide individualized
learning at affordable cost. Technologies that allow
collaboration, interactivity, simulation, and self-testing can
help students acquire the skills being taught effectively and
efficiently. It is thus possible to create a learning
environment in which students become active participants,
fully engaged in the learning process. Additionally, the
educational topic selection can cater to a student’s particular
needs. Any given student may be studying any given topic at
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any time, and progressing through that material at a pace
appropriate to his or her learning ability.
These benefits mentioned above can be summarized into
five key points in agreement with past research findings in
this field:
e  Wider access to education [52].
e Increased integration for disabled, part-time, and
working students, especially in continuing education
[52].

e Enhanced student-student and
interaction and collaboration [53].

e Promotes self-paced learning and
problem solving by learners [53].

e Promotes the acquisition of ICT knowledge and
development of ICT skills through usage of
computers and web-based tools [43].

student-teacher

independent

D. Guidelines for Best Practices

We have discussed in this paper the various evolution
that has taken place in learning, particularly, distant and
collaborative learning, in the face of changing technologies.
It is clear that we are in a stage of rapid technological
development and profound new discoveries of life and
learning in connected contexts. The emergence of collective
understanding formed by the selective use and analysis of the
networks, sets, behaviours and activities within which we
engage promises much deeper understanding of our
knowledge construction and application.

However, to achieve an educational semantic web, and
maximize the potentials of Internet and web-based
technologies in distance and collaborative learning, two main
issues must be addressed: interoperability among different e-
learning systems, and the use of learning objects for content
generation. While the earlier is subject to the standardization
of these e-learning tools, the later can be achieved by using
structured, unified and automated authoring tools to generate
content. Thus in realizing the Semantic Web dream, it is
necessary to consider the use of common standards in
communication syntax, semantic concepts and ontologies,
full integration/unification of educational content and
authoring tools.

Below is a summarized set of best-practice guideline,
which this paper proposes:

1) Identify the current processes involved in designing
an e-learning system.

2) Provide a proper definition of learners’ competency.

3) Integrate the different design components.

4) ldentify the nature of interaction among the various
components of the e-learning framework:

a) the collaboration between student-student and
student-teacher,

b) the physical components of the e-learning system,
¢) the pedagogical framework, and

d) the educational setting; learning (activity, tasks,
outcome, environment, and relationships).

Copyright (c) IARIA, 2013.  ISBN: 978-1-61208-283-7

V. CONCLUSION

The Information and communication technologies act as
a catalyst for innovation in learning, providing access to
contextualized high-quality content. With the development
of e-learning and its ability to provide rich animated content
rapidly to a wide audience, new methods for teaching have
evolved. The authors of e-learning material can use multiple
media to present ideas and concepts, combining traditional
educational content (text, images, graphs, and diagrams) with
interactive  computer-based resources (sound, video,
animation, image series) and over an inter-networked
environment made possible by web-based technologies.
Among all the "e" movements in computer sciences, e-
learning is one of the fastest growing. However, its full
impact is yet to be felt. Therefore, this paper has attempted to
present a guideline for best practice which it believes will
help enhance the efficiency and impact of these Internet and
web-based technologies employed in distance and
collaborative learning.
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Abstract—The ACI project (from the Italian acronym
Antropentropia Comuni Italiani, i.e., Italian Municipality
Anthropentropy) is a collaborative social media based project
whose main goal is to measure the impact of invasive presence
of human settlements on the environment. The novelty of this
approach is to propose a new indicator, which considers not
only the area of regions which are occupied by human
settlements (buildings, roads, recreational areas), but also their
relative shape and contiguity, in order to include in the metric
the negative effect of territory fragmentation. Land use and
fragmentation is expressed by the Anthropentropy Factor
(AF); it is computed by classical computer vision operators
(morphological dilation). The paper describes the theory of the
new metric, its application to the Italian territory and the
involvement of social network and crowdsourcing for
generating open data on the current state of land use. One of
the aims of this contribution is to show how well known
computer vision algorithms, applied to open data collected by
the User Generated Content paradigm, can be useful to map
the state of degradation of the Italian territory.

Keywords- Land use,
anthropentropy  crowdsourcing,
morphological operators.

territory
social

fragmentation,
network, UGC,

l. INTRODUCTION

There are plenty of aspects of the effects of human
activities on environment, and one of the most important is
preserving land use form the threat of an inappropriate urban
expansion; this is a great challenge of European Community
in the field of environmental protection, as documented by
several studies and data sheets: the European Environment
Agency stated [1] that annual land take in 36 European
countries was 111 788 ha/year in the period 2000-2006. In
the most urbanized countries, the annual land take increased
by 9 % in the last years. One of the consequences of land use
is soil sealing, a modification of the soil which prevents it
from performing vital functions for the ecosystems. The
phenomenon of soil sealing is particularly evident near urban
and rural areas and along main road axes. Urbanization is
not the only cause of these negative effects: intensive
farming and touristic activities (especially for coastlines)
contribute to a relevant increase of land use, as reported by
the European Environment Agency.
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In the case of Italy, the situation is dramatic: land take
and soil sealing assessments have been reported by ISPRA
[2], showing a rapid medium growth of the sealed surface
areas of 6.3% for the period 1956-2006. The main effort of
researchers is twofold: to search new indicators to express
the land use, and to recall or update data on the current state
of the soil. In this paper, both these problems are addressed.

In Section II, the motivations of our approach are
explained, in particular with reference to the current state of
the art, and the definition of the Anthropentropy Factor (AF)
is given. In Section 11, the proposed metric is explained and
discussed, and the experimental results are reported for some
significant cases of Italian territory. In Section 1V,
conclusions and considerations about future work are given.

A. Related work

In literature, very few contributions are related to new
indicators for land use and their automatic or semi-automatic
computation. For example, indicators of land quality [3] and
bio indicators, such as populations of ants [4] and bryophytes
[5], have been investigated. The main limitation of these
indicators is that they take into consideration not only land
use, but also other aspects of environmental preservation,
such as agro-biodiversity, water quality and land
contamination/pollution. In fact, these complex indicators
consider not only soil use and degradation, but also
combined aspects of water, terrain, and biotic resources.
Sometimes, these indicators show a week correlation with
land use, as they are more sensitive to other features of
ecosystem degradation; for example, the maps of bio
indicator lichens [6], which seem very similar to our
anthropentropy maps (see Section Ill), are very sensitive to
pollution and presence and directions of winds, rather than
urbanization; even if the negative effects of the two facts can
be correlated, it is difficult to find indicators which isolate
the dependence on each single aspect of environmental
degradation.

The second problem is to compute land use in a
completely automatic way, for example by using image
processing primitives: several contributions refer to the use
of remote sensing [7], but the most significant results are
obtained after a post processing of supervised classification,
which requires prior knowledge of the ground cover in the
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study area. Besides, the two main problems of these systems
are the coarse map resolution and a limited number of
classes. A manual supervised classification is the most
effective method, as in Corine Cover Project [8], with 400
classes of land cover, whose data have been used in our
approach.

In conclusion, contributions in literature underline that
the problems of finding significant indicators for land use
and their supervised or unsupervised computation are still an
open challenge, with dramatic consequences on environment
preservation.

Il. A NEW INDICATOR FOR LAND USE

In this research, the first step to measure the impact of
human settlement on environment is the computation of a
new two-dimensional global metric. The metric is based on
the concept of anthropentropy: this term is a neologism [9]
derived from the Greek term Anthropos (4vpwmog) = man,
and entropy. As entropy is the well-known measure of
disorder of a system, the term anthropentropy refers to the
“disorder” introduced in a virgin environment by the
presence/penetration of human beings. The basic idea is to
associate to a limited geographic area a new indicator, called
Anthropentropy Factor (AF in the following), which
expresses the degree of penetration of human settlement in
the environment. This is not only based on classical well-
known indicators, such as the percentage of soil occupied by
human activities and urban expansion, but it takes into
consideration also the shape of the areas subtracted to nature.
For this reason, we have chosen the term two-dimensional
metric, where the two dimensions refer to a two-dimensional
plan description of the areas of human settlements and their
relative shapes and spatial relationships, in particular their
contiguity. This choice is supported by the results of several
studies in ecology: many researches highlight that the shape
of the land is important for wild animal species that inhabit it
and that the fragmentation of the territory contributes greatly
to limit some environmental key treats, for example
biodiversity. In fact, the UN Convention on Biological
Diversity [10] considers fragmentation as a major threat to
habitats and species populations, because it has a direct
impact (due to proximity and disturbance) in creating
barriers to the wandering and spreading of animals. One of
the most important causes of fragmentation of territory is a
disordered urban expansion where the incremental areas (due
to new human settlements) are distributed in the territory in
such a way that new settlements are not contiguous to
existing ones. This is potentially a great drawback, because it
increases greatly fragmentation. To illustrate this concept
with a simple schematic example, suppose that the initial
situation of an area of 16 square km is that of a single urban
settlement of square shape of 1 km (Fig. 1a): as a
consequence of the urban expansion, this area gets wider, by
rising the measure of the side to 2 km (Fig. 2b). The increase
of the use of soil passes from 0.0625 to 0.25. Now let us
suppose instead of switching to a new situation in which
there are three other new settlement squares of 1 km each
(Fig. 1c). The new occupation of the land use remains the
same (0.25), because cases (b) and (c) have the same relative
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Figure 1.
continuity and consequent territory fragmentation. (a) original situation; (b)
contiguous incremental areas (c) non contiguous incremental areas.

sprawl of urban settlements causes a loss of

land take increment (+25%), but the situation, regarding the
fragmentation of territory, is clearly more dramatic. Despite
the calculated indicators are the same, the first scenario (b) is
definitely preferable than the second (c) from the ecological
point of view. A simple qualitative example is the
construction of a road in the countryside: the impact on
wildlife is not just due to the simple loss of land, most likely
because the animals of the area will not only reduced their
amplitude territory occupied by concrete and asphalt, but it is
slightly larger, due to other aspects of environmental
pollution (noise, vibration, impossibility to cross the road).
For this reason, by considering the increment of
urbanized areas, it is important to notice that the relative
numeric increment of land use is not a sufficient indicator to
take into account. In [11] the problem of land fragmentation
is analyzed in full details, but with two great limitations: data
refers to 2000 and have no longer updated and (2) the
fragmentation taken into consideration is the only one
induced by great communication roads. However, if you
want to measure the quality of life of individuals, the use of
such macroscopic level data may not be sufficient. In order
to overcome the limitations of the classical approaches of
previous studies, and to improve our knowledge about
environment preservation, it is mandatory (a) to update data
to a more recent situation and (b) to take into consideration
several urban settlements, both from the point of view of
considering all their possible typologies, and also their
spatial distribution, in order to minimize fragmentation.
How you can put all this logic in an indicator that: a) takes
into account the relative positions of the urbanized areas and
b) is easy to compute and to be updated? The solution
proposed here is the metric based on anthropentropy and the
consequent definition and computation of indicator AF on a
given geographic area in a collaborative environment, using
the paradigm of User-Generated Content (UGC). The metric
and the AF definitions answer challenge (a), while to answer
the challenge (b), the second novelty of our research is
adopted: social crowdsourcing, by involving in the project a
social networking community in order to generate open data.
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Figure 2. Example of anthropentropy mapping for municipality of
Verbania (Italy): in red the anthropic places, in yellow the neutral area.

A. The AF definition

The solution consists in considering an urbanized area
and then "enlarge" of a security zone by expanding it shape
in the two dimensions and, consequently, by increasing its
size. The extension has the purpose of taking into account
the negative effects (due to noise and pollution) in the
immediate vicinity of human urbanized areas; moreover, if
the urbanized areas are sufficiently close each other, the
enlargement causes an effect of dilation (where contiguous
“holes” can be filled), which defines wider areas of
individual settlements. The indicator must take into account
these enlarged areas, instead of the original ones.

In order to investigate the human presence as the
occupation of land by human resources that are not
compatible with nature, the whole set of anthropic places
are defined by four typologies (in the following, referred as
List 1): buildings of any kind (housing, workplaces, schools,
hospitals, if there is the actual presence of human activity,
also in occasional mode, for example a settlement of voltaic
solar panels), paved roads, railways, and places of intensive
agriculture (such as greenhouses, nurseries, where the
human presence is fairly continuous and has effectively
ousted the wild).

In order to compute the AF, some considerations and
definitions are necessary. Let us consider a generic
geographic region bounded by recognized borders (e.g., a
municipality, a county or a state) and let define S the area (in
squared Kkilometers) of the region (assuming you have an
appropriate two-dimensional scaled map and the numeric
value of S). Within the region, we proceed to the
identification of all the sub-regions occupied by the
anthropic places of List 1. Sub-regions can be disjoint. Each
sub-region contains at least one of the anthropic places listed
in List 1. We define a neutral sub-region as a part of
territory containing at least these two kinds of elements: (a)
stretches of inland water (lakes, lagoons etc.) extending more
than two squared kilometers (this choice is to be consistent
with the coastline, which is normally considered as
administrative boundary of the coastal municipalities) and
(b) the land located more than 3,000 m above sea level. For
the given region, the union of all the neutral sub-regions (if
present), correspond to the Neutral Zone. Let define NA as
the area (in squared kilometers) of the Neutral Zone.
Obviously, not all the geographic region necessary contain a
neutral zone, in that case NA is set to 0. In Fig. 2, an
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example of anthropentropy mapping of the municipality of
Verbania is shown. The portion of the lake is the yellow
area, the red area are the anthropic places (for clarity, the
territory outside the municipality is blackened). Each area
occupied by anthropic places is enlarged (along the two
Cartesian dimensions X and Y) with a factor of "charging" of
50 meters, to give rise to anthropic sub-regions; for example,
suppose a generic sub-region is a square of side 1000 meters,
then the correspoding anthropic sub-region will be a square
of side 1100 meters. The choice of a “buffering” of 50
meters is based on the principle of reciprocity: in Italian
laws, most particularly intrusive activities, e.g., hunting, shall
be allowed only at a distance greater than 50 m from urban
settlements. This distance then seems a good compromise
between the two extremes of a too restrictive and a too
permissive limit. We define the union of all the anthrophic
sub-regions as Death Zone of the region. Let define DA as
the area (in squared Kkilometers) of the Death Zone. We
define the Anthropentropic Factor AF as the ratio:

AF = DA/ (S—NA) (1)

The AF is a fractional number between 0 (completely
uninhabited regions without human active settlements) and 1
(fully populated regions). In (1) the special case of NA =S is
not considered, as it would mean that the entire geographic
area is occupied by water or it is located above 3,000 m
above the sea, thus it is not suitable to urban settlements and
the computation of FA is meaningless.

B. Critical issues in the AF computation and their
solutions

The main purpose of the ACI project is to map the
complete Italian territory in such a way that, for each
municipality, the AF factor (1) is computed according to the
procedure described in Section II.A. The first problem is the
availability of a description of land use in terms of anthropic
places (see List 1), possibly with an accuracy of scale
comparable with the size of the dilation (50 m) accomplished
by the algorithm. At this purpose, the ACI project refer to
the data-set created by the Corine Land Cover (CLC) project
[8]; it was born in Europe specifically for the detection and
monitoring of the characteristics of cover and land use,
especially for environmental protection. The first realization
of the CLC data-set refer to 1990 (CLC90) and subsequent
updates refer to the year 2000 through the project Image &
Corine Land Cover 2000. In 2000, 33 countries adhered to
the project, including Italy.

Unfortunately, the first critical issue of the project is that
Corine data set is not available for all the Italian territory, but
only for 7 regions (over a total of 20 regions), namely for the
40,9% of municipalities (3311 over 8092). For the remaining
municipalities, data of land use are not available at all, or
they are not available free of charges. To fill the gap of data,
an UGC approach has been use (see Section II.C). As our
project stresses the importance of open data for society
growth, we had to face this problem and we solved it by
proposing a solution based on User Generated Content and
social networking. Therefore, the results of the ACI project
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derive from two distinct procedures: (a) the AF mapping
based on Corine Land cover data set (due to the avalibility of
Corine data set, this part can be developed for a total
percentage of 40.9% of Italian municipalities), and (b) the
AF mapping based on UGC and social networking open
data.

In Section 11, results for the two cases are described.
First, the procedure for UCG and open data generation of our
collaborative project has to be described.

C. UGC and collaborative social networking for AF
computation

The ACI project can count on a social network consisting
of 7000 users [12]. All of them are potentially involved in
the project of UGC. Collaborative users are asked to generate
a map (UGC map) on Google Earth environment in which
the limits of anthropic sub-regions and neutral zones (if any)
are plotted. Obviously, each user will produce the map for
the municipality in which he/she actually lives: in this way
the knowledge of one’s own territory, provided by everyday
user experience, is coded in the map. A procedure for the
generation of the UGC map of the territory is given to the
users of the social network. The procedure must have the
following characteristics: (a) it requires a low level of
expertise in informatics: the only required skills are to be
able to open files and do some basic operations such as
selecting and tracking area boundaries filled with different
colors (red for anthropic sub-regions and yellow for neutral
zones), and (b) it is based on open software and open data
(Google Earth maps and Gimp). The user is given a detailed
procedure to download the Google Earth map and to fill
areas with the proper set up of Gimp tools (types, fillings,
colors). In Fig. 3a, an example of UGC map for the
municipality of San Martino Siccomario (Pavia, ltaly) is
shown: red areas refer to the anthropic places, in black the
limits of the municipality are shown. After the user has
generated the UGC map of his/her own municipality, we
received the map and processed it according to a simple
computer vision algorithm, implemented in Matlab. It is
composed of four steps. The first one is a calibration step,
which is necessary to discover the scale of the UGC map. At
this purpose a couple of points are select on Google earth
original map and their distance is measures in Google Earth
with the Ruler tool. The same two reference points are
selected in matlab interactive environment and the Euclidean
distance is computed (see Fig. 3b, the green line is drawn for
euclidean distance and computation of pixel dimensions).
This gives the effective area represented by one pixel, which
is assumed to be squared. In the second step, the red areas
are enlarged by the well-known morphological operator of
dilation [13], in X and Y dimensions, assuming a radius of
dilation of 50 meters (see Fig. 3c). This step creates the
Death Zone. By comparing Fig. 3b and Fig. 3c, it can be
noticed that areas are enlarged and, in some points, “holes”
are partially or completely filled (further examples are
reported in Experimental results, see Fig. 6). In the third step,
the areas of dilated zones and neutral zone (if any) are
computed by simply counting the number of pixels of the
Death Zone and of the Neutral zone (if any) and by
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multiplying these numbers for the effective area of a pixel
computed in the calibration step. This step gives rise to the
values of DA and NA in (1). In the last step, the area of the
entire municipality is read form official on line Istat database
[14] and AF factor is computed according to (1).

D. Discussion on applicability, merits and limitations

The first important question is: is AF a significant factor?
This indicator gives, in an absolute scale (from 0 to 1), the
degree of land use and it is very intuitive to understand.
Consider the paradox of cement: if every Italian citizen
occupied with his/her business (home, work, communication
routes) an area of 70 X 70 meters, the whole Italian
peninsula (including mountains!) would be populated and the
factor AF would be equal to 1 everywhere. The distance
from value 1 indicates how far we are from this tragic limit
situation. The second important question is: in which aspects
can the AF help in environment preservation? As the metric
is based on an objective, scientific indicator and it is very
simple to understand, it can be a very powerful tool to help
legislators and local administrators to evaluate the present
situation and to impose limits to urbanization.

Some limitations of the approach have to be underlined,
especially in the part of UGC data set, in particular: (a) the
precision of Death Zone and Neutral Zone definition varies
from map to map, as it is related to the manual skill of
selection by mouse of the user (this precision cannot be
estimated in advance in a quantitative way), and (b) the
knowledge of the land use of the territory varies from map to
map, because it is related to the awareness of land use of the
user. For the first limitation, several tests have been done to
assure that the precision of manual selection by the mouse of
the two reference points does not affect the computation of
FA. Even with a simulated error of selection up to five
pixels, the variation of the indicator AF is less than 0.01%.
For the second limitation, a preliminary check on the quality
of the UGC map is performed manually, by a strict
cooperation with the social network users, in order to verify
the level of their expertise. Obviously, the UGC values of AF
cannot replace the same precision the computation based on
Corine data set, but as the main goal is not replacing but
filling the gap of open data, this method can be a valid
solution: besides, the method based on UGC maps have three
main advantages. First of all, it increases the awareness of
the citizens on the state of the environment where they lives.
Map reading and, above all, participation to complete them
makes us more aware of the environmental richness that we
are losing. And it is, after all, the ethical purpose of ACI
project, to show that crowdsourcing and social technologies
can help to improve society. Besides, the procedure for AF
computation can be used as a simulation to study future
urban expansions in a scenario of What if?. This suggests a
possible very useful application of our system: to help local
government in planning the annual Territory Government
Plan where new urban expansions are decided. Finally, it can
react rapidly to the local changes for land use, as the main
source of knowledge is the citizen (a typical bottom-up
knowledge). For what concern the comparison to a fully
automatic image processing approach, as we pointed out in
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Section LA (Related work), a fully automatic method to
recognize anthropic places is not possible, because general
image processing characteristics, such as multispectral
information, color and texture are not sufficient to code in a
map the level of knowledge necessary to differentiate a
nursery for intensive agriculture from a field of sorghum
(extensive agriculture), a golf course from a simple lawn, or
a complex of abandoned and inhabited houses from an
habited one.

I1l.  THE METRIC AND EXPERIMENTAL RESULTS

A. The metric

After the computation of AF index, a simple numeric
(and the corresponding visual representation) metric is
proposed here: if AF is between 0 and 0.2, the area is
considered a very low “anthrophized area” (the ideal
condition for the environment). This condition is represented
visually on the map by coloring the area into varying levels
of green. If AF is between 0.2 and 0.4, the area is considered
with a limited but worrying level of anthropentropy. This
condition is represented visually on the map by coloring the
area into varying levels of yellow. This type of area have to
be monitored in time to control its evolution potentially to
undesired higher level of anthropentropy. If AF is between
0.4 and 0.6, the area is considered with a serious level of
anthropentropy. This condition is represented visually on the
map by coloring the area into varying levels of red. In these
areas, the presence of humans greatly impact negatively on
environment. If AF is between 0.6 and 1, the area is
considered with a very serious level of anthropentropy, in an
irreversible environmental degradation. This condition is
represented visually on the map by coloring the area into
varying levels from violet to black. In these areas, the
presence of humans has completely compromised the
situation. Following the metric and the visual convention on
visual mapping, for a given area of the Italian territory (a
group of municipalities, i.e., region), it is now possible to
generate an Anthropentropy Map. In Section IlI.B,
significant results are shown and commented.

B. Experimental results

In Fig. 4, an example of Anthropentropy Map for region
Trentino (Italy) is shown. The most compromised areas are
near big cities, and this is, to a certain extent, a predictable
result, however, the situation is quite good because no black
areas are present even on the cities, and red areas are limited
both in extension and dispersion. This can be quantitatively
expressed by the statistics: the minimum value of AF is 0.01,
the average is 0.14, and the standard deviation is 0.11. From
the anthropentropy map, a low level of fragmentation of
green territory is evident. In Fig. 5, the most compromised
situation is shown. The black spot refers to the high
urbanized area of Milan. The map shows clearly however
that the worrying situation is also far off the big cities, in
countryside, due to local uncontrolled urban settlement
growth. In Fig. 6, some examples of UCG maps are
presented, and the corresponding Death Zone computed by
the computer vision algorithm based on morphological
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Figure 3.
Italy): (a) original UGC map (b) calibration step (c) Death Zone.

AF computation for the municipality of San Martino (Pavia,

dilation. The maps refer to the municipalities of Erice
(Sicily) and Scarperia (Tuscany), with AF of 0.214 and
0.1637, respectively.

IV CONCLUSIONS AND FUTURE WORK

In this paper, an innovative indicator to evaluate land use
is proposed, basing upon the concept of anthropentropy.
According to the definition, a method to compute the
Antropentropy Factor for a given territory is described, both
on open data and on collaborative UGC maps. On the time of
writing of the present paper, the ACI project covers a
percentage of generation of Anthropentropy Maps for the
whole set of Italian municipality (8092) equal to 36,7%, and
new results are constantly being collected, both from the
social collaborative approach  and on new, recently
available, open data. Future work includes the mapping of
the entire Italian territory and the presentation of results to
local and governmental administrations, in order to put in
practice an innovative policy of environment preservation
based upon a sustainable land use and to measure with some
metric the efficacy of the method on real cases of
environmental degradation.
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Abstract—We present an analysis of how the spreading phe-
nomena, which includes the spread of information, innovations,
ideas, trends, etc. is influenced by the structure of the underlying
(social) network. We conducted spreading simulations using the
SIR (Susceptible-Infected-Recovered) model on a large number
of real-world and artificially generated network datasets. The
results show that the network characteristics have a significant
effect on the SIR diffusion. The results reveal that the network
structure affects the diffusion in terms of the achieved diffusion,
the course of the diffusion and the predictability of the diffusion.
We could also show that the effect of other parameters, such
as the impact of seeding (network targeting), significantly differs
in relationship to the underlying network structure. With these
findings, we are able to provide a more differentiated picture on
previous contradictory findings, especially in the field of seeding
strategies. We further provide useful recommendations for future
research to make results more generalizable and comparable.

Keywords—online social networks, information diffusion

I. INTRODUCTION

The diffusion phenomena in social networks, such as the
Internet or the World Wide Web, has attracted much attention
in recent years, both in the research and the industrial sector.
Developments like the Web 2.0 and subsequent technologies
facilitated a peer-to-peer spread of information besides the
traditional one-to-many broadcasters like TV or radio stations.
The emergence of virtual social networks on the Internet offers
new data and insights into this phenomenon, since it has
been challenging to access detailed and large-scale data in
the past. New forms of marketing emerged, such as “viral
marketing” as first coined by Steve Jurvetson in 1996 [1].
The metaphorical term viral directly leads the origin of the
phenomenon in the research on the spread of epidemic diseases
[2]. Although research helped to understand the spreading
behavior of diseases like HIN1 [3], Severe acute respiratory
syndrome (SARS) [4] and influenza A [5], the diffusion of
violent topics in social media [6], or the success of product
innovations [7], there are still unresolved issues regarding the
influencing factors of a diffusion.

In an information diffusion or viral marketing scenario,
three main components determine the (viral) process: (1) the
behavioral characteristics of the members of the network, (2)
the seeding strategy, and (3) the structure of the social network
[8]. Since the seeding strategy, in other words the selection of
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the first network nodes, is largely under the control of the
marketer, this issue received a lot of attention. In particular,
the computer science and marketing community addressed this
issue [9][10][11][12][13]. Kempe, Kleinberg, and Tardos, for
instance, formulated the theoretical approach of the diffusion
maximization problem [9]. Still, questions about the impact of
seeding and the best seeding strategy exist [10][14]. Due to the
previous focus on this issue the third aspect, the structure of the
underlying network, only recently received consideration. One
reason could be the progress made in social network analysis in
the last years. Nevertheless, although efforts have been made,
many questions remain open.

The majority of the research is based on investigations on
only very few network datasets [9][12][15] and it is unclear
if the findings are applicable to any other network. Watts and
Strogatz further showed that some types of networks facilitate
an epidemic spread [16]. Hence, a deeper understanding is
needed, what characteristics of a network influence a diffusion.

In this paper, we examine an information diffusion process
based on diffusion simulations using the SIR diffusion model
on a large number of both real-world and artificially gener-
ated networks. We will introduce several metrics to describe
network characteristics and evaluate the relation between the
metrics and the diffusion results. This also includes the relation
between several possible seeding methods to answer the ques-
tion whether and how seeding methods interact with different
types of networks. The paper is organized as follows. The next
sections describes the latest state of research and highlights
important research gaps. Section III explains the simulation
analysis including the datasets and network characteristics used
in this paper. Section IV presents the analysis and the results.
Finally, the paper is closed with our conclusion in Section V.

II. DIFFUSION IN ONLINE NETWORKS

The research on the diffusion of information in online
networks has mainly derived from the studies of infectious dis-
eases and epidemics [2][17]. Although there has been research
on product growth models prior to the groundbreaking work
made in the field of epidemics [18], the knowledge gained in
the field of information diffusion has enriched research in other
contexts, such as the diffusion of (product) innovations [19][7].
Especially the boost of computer networks, the progress made
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in social network analysis and the success of the Internet have
caused a large spread of research on diffusion in networks in
various contexts. Of particular interest is the research on elec-
tronic word-of-mouth marketing or viral marketing [20][21]
and the the research on the effect and the optimization of
seeding strategies [22][9][10][23]. The seeding strategy deter-
mines an initial set of (network) nodes, usually to maximize the
spread of information or to boost the effect of word-of-mouth.
However, in the past, contradictory findings have been made in
terms of the effectiveness of seeding [10][9][12][14][24]. Aral,
Muchnik, and Sundararajan recently argued that conventional
wisdom about seeding strategies should be questioned as the
effectiveness of seeding might be overestimated if other factors
like network characteristics or node similarities (homophily)
are not taken into account [24].

In the past, different models have been introduced to
theoretically describe the spreading of diseases or information.
Beside approaches like threshold models [25] based on the
idea of adoption or cascade models [21], the SIR model, and
in particular, the network SIR model can be considered as a
reference model in terms of information diffusion due to its
numerous successful applications [26][27]. The SIR acronym
is derived from the three states or conditions a network node
can occupy: susceptible, infected or recovered. In the context
of information diffusion the susceptible state would reflect
nodes that have not received a circulating information artifact.
The infected nodes are nodes which have already received the
artifact and are able to spread it further to neighbor nodes, and
recovered nodes (sometimes also referred to as removed or
inactive) may unsuccessfully receive the circulating informa-
tion without any consequences. Due to the dichotomous nature
of the possession of an information artifact, the peer-to-peer
transmission, in other words an infection, can be modeled as
a Bernoulli game. The outcome is 1 if the transmission was
successful an O if not. Hence, there is an expected infection
probability p of a single node reflecting the likelihood to infect
other nodes.

Past research showed that the characteristics of many
(social) networks facilitate an epidemic spread, which also
accounts for information diffusion and viral marketing [16].
Bampo, Ewing, Mather, Stewart, and Wallace compared a
real-world spreading in a large peer-to-peer network with
a simulated SIR modeled spreading on generated random
networks [8]. They created random graphs comprising the
same topological properties like density and degree distribution
as the real observed network. Their findings showed that the
social network had a significant impact on the performance of
a viral marketing campaign. They further stated that clustered
networks are not very efficient and that small-world networks
generally temper the spread of messages. Shakarian and Paulo
investigated on viral marketing diffusion simulations in numer-
ous networks and observed three different types of networks,
each type showing a very distinct diffusion pattern [13]. They
grouped the networks based on the diffusion results into the
groups highly susceptible, susceptible, and diffusion hamper.
The results did, however, not provide an explanation what
characteristics relate to a higher diffusion susceptibility. A
more detailed examination was conducted by Opuszko and
Ruhland [28], who investigated independent cascade and linear
threshold diffusion simulation and showed that the diffusion
strongly depends on the underlying network. They found that
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the seeding impact is not present in every network, especially
not for cascade-like diffusions.

III. METHOD

To address the questions mentioned in the introduction, a
simulation analysis was conducted using a set of 35 different
network datasets (see next subsection for details). For every
network dataset 200 runs of simulations with randomly chosen
start parameters were conducted. For every run the following
parameters were set randomly: the number of start nodes was
set at random in the interval [1,50], the seeding criterion for
choosing the start nodes (based on several network centralities,
see below) was selected randomly and the nodes have been
selected accordingly by calculating the metrics for all network
nodes, the infection probability for all nodes was set randomly
in the interval [0,1]. Every simulation run comprised 50 single
simulations with the prior set parameters. This was done in
order to assess the variation of a spreading under identical
preconditions. We measured three simulation outcomes, the
average number of infected nodes, in other words the achieved
network diffusion, the average number of circulations and the
standard deviation of the diffusion of one simulation run. The
number of circulations reflects the discrete time steps a virus or
a diffusion was present and circulating before it died out. The
results of one simulation run were stored including all used
parameters and the network metrics as one single case. All in
all, 350,000 simulations were conducted. The resulting dataset
comprised 7,000 cases for each simulation run including the
network characteristics (see next subsections), the simulation
parameters and the results.

A. Network Datasets

TABLE 1. NETWORKS USED IN THE ANALYSIS
Name Nodes Edges
Dolphin social network [29] 62 159
Les Miserables character network [30] 77 254
Power grid network [16] 4,941 6,594
Student Network 471 926
Gnutella 2008 peer-to-peer network [31] 6,301 20,777
OCLinks social network [32] 1,899 20,297
NetScience coauthorship network [33] 1,461 2,742
Internet snapshot [34] 22,963 48,436
Hep-th coauthorship network [35] 7,610 15,751
Cond-mat 2003 coauthorship network [35] 30,460 120,029
Erdos collaboration graph [36] 6,927 11,850
Astrophysics coauthorship network [35] 16,046 121,251
Email messages network [37] 1,133 5,451
Jazz musician network [38] 198 2,742
PGP users giant component [39] 10,680 24,316
Barabasi-Albert 1 [40] 60 177
Barabdsi Albert 2 [40] 80 237
Barabdsi Albert 3 [40] 1025 1024
Barabdsi Albert 4 [40] 1,400 2,798
Barabasi Albert 5 [40] 5,241 15,714
Barabasi Albert 6 [40] 20,000 39,998
Barabdsi Albert 7 [40] 30,000 119,996
Erdos-Rényi 1 [41] 868 1,040
Erdos-Rényi 2 [41] 914 12,683
Erdos-Rényi 3 [41] 1,000 14,902
Erdos-Rényi 4 [41] 1,000 25,362
Erdos-Rényi 5 [41] 6,290 19,996
Erdos-Rényi 6 [41] 6,917 23,767
Watts-Strogatz 1 [16] 60 177
Watts-Strogatz 2 [16] 80 240
Watts-Strogatz 3 [16] 60 177
Watts-Strogatz 4 [16] 1,400 2,800
Watts-Strogatz 5 [16] 6,927 14,994
Watts-Strogatz 6 [16] 20,000 40,000
Watts-Strogatz 7 [16] 30,000 120,000
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Both real-world and artificially generated networks have
been used as a source for the simulations. Table I shows the
network datasets used for the SIR simulations. The real-world
networks include some of the most common datasets used in
social network analysis. One exception is the dataset Student
Network. This network has been extracted in a former analysis.
It comprises a Facebook friendship network of university
freshmen after their first semester of study. It should be noted
that prior to the analysis, all isolated nodes have been deleted
from the graphs.

Three state-of-the-art algorithms have been used to gen-
erate the artificial networks: Erdos-Renyi game [41], Watts-
Strogatz game [16] and Barabdasi-Albert game [40]. The arti-
ficial networks have been generated in order to represent the
characteristics of the real-world datasets in terms of node and
edge count. All calculations have been done using the igraph
[42] package in the R software [43].

B. Network Characteristics

To describe a network’s structure and characteristics and
to later evaluate diffusion predictors, we calculated several
metrics to describe a network.

o Number of network nodes, usually the number of
users.

e Number of network edges, the number of connections
between the nodes.

e  Network density, the relation between existing and
possible edges.

e  Connected graph (yes, no), a graph is connected if
all nodes belong to one (giant) component and no
individual clusters exist.

e Average path length, the average of all shortest paths
between any two nodes of the network.

o  Number of components/clusters, number of isolated
components comprising at least two nodes.

o Network/Graph diameter, the diameter of a network
is the length of the longest shortest path between two
arbitrary nodes in the network.

e Average node degree, a normalized ([0,1]) metric of
the degree centrality of all nodes.

e Average node betweenness, a normalized ([0,1]) metric
of the betweenness centrality of all nodes.

e Average node closeness, a normalized ([0,1]) metric
of the closeness centrality of all nodes.

e Average node eigenvector, a normalized ([0,1]) metric
of the eigenvector centrality of all nodes.

e Average clustering coefficient, a normalized ([0,1])
coefficient of the clustering coefficient of all nodes.

e Number of network communities, communities are sub
graphs or dense groups of nodes within a network that
are sparsely connected to other groups. In contrast to
components, these groups are not isolated from each
other. We used the leading eigenvector community
detection algorithm according to Newman [36].
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o  Degree distribution power law fit, since the degree
distributions of network nodes often show a power
law distribution, we fitted a power-law distribution
with maximum likelihood methods as recommended
by Newman [44] against the degree distribution of
each network.

C. Seeding Criteria for the Selection the Seeding Nodes

There are several criteria for selecting the initial infected
nodes. The most simple is by randomly activating a set of
nodes. A common method is to evaluate the centrality of every
node in the network based on different centrality measures
and to choose the most central nodes as those are supposed
to be most influential [45]. Kempe et al. initially formalized
this problem as the influence maximization problem [9]. We
will evaluate the following centrality measures as a criterion
for the selection of the seeding nodes. All centrality metrics
have been calculated according to Wasserman and Faust [46]
as well as Newman [47]. We refer to those publications for
further details on the calculations. It should be mentioned that
the presented list of seeding criteria is far from complete. The
methods used are based on network centralities and cannot
reflect node behavioral aspects like adoption propensities or
node homophily.

o Degree Centrality, one of the most common centrality
measures. Degree centrality reflects the number of ties
(also known as neighbors or friends in the context of
online social networks) of a node.

o  Betweenness Centrality, this centrality reflects the
probability of a node to lie on a shortest path between
two randomly chosen nodes.

o  (loseness Centrality, this reflects the inverse farness
of a node to any other node in the network.

e  FEigenvector Centrality, a natural extension of the de-
gree centrality. The difference is that nodes also award
“points” for the degree centrality of their neighbors.
A node is central if it is connected to other important
nodes.

e Node Clustering Coefficient, sometimes also referred
to as transitivity. The clustering coefficient of a node
is the relation of the number of pairs of neighbors that
are connected to the number of pairs of neighbors. In
online social networks this reflects to the connection
among a users’ friends.

e PageRank Coefficient, extension of the eigenvector
centrality used by Google to rank the centrality of
web pages [40]. The difference is that the centrality
of a node is further divided by the out-degree of a
node.

e  Random, the initial start nodes are chosen randomly.

IV. ANALYSIS
A. Descriptive analysis

Fig. 1 shows the resulting SIR diffusion means of all net-
works in relation to the infection probability and boxplots for
five different infection probability intervals. The plot highlights
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Fig. 1. Left Plot: Simulated diffusion of all networks depending on the
infection probability of the network nodes. The figure includes a regression
line (solid line). Right Plot: Boxplots of the network diffusion of different
infection probability intervals

a high variance in the diffusion depending on the underlying
network. Interestingly, the standard deviation of the network
diffusion for all simulation runs (comprising 50 individual
simulations using a fixed parameter setting) is only 0.022,
showing that within a similar parameter setting, the diffusion
is quite foreseeable.

Aside from very high values of the infection probability,
we can observe that the diffusion percentage spreads over
the whole range from almost no diffusion to nearly total
diffusion, especially in the middle and lower area of the
infection probability. The boxplots in Fig. 1 depict the high
variation and uncertainty in the diffusion. In the node infection
probability interval of [0.2,0.4) the standard deviation is 0.306
having a mean of 0.543. When the networks are examined
separately, the picture becomes more clear as seen in Fig.
2. Here we plotted the diffusion results and the number
of circulations versus the node infection probability of four
exemplary networks. As we can see, the curves significantly
differ. As some diffusion curves seem to follow the typical S-
shape (power network), some networks show an almost linear
relation to the node infection probability (Erdds Coauthorship
Network). We can further state a dramatic difference between
some networks, especially in the node infection probability
interval from 0.4 to 0.5. Comparing the power and the jazz
network at a node infection probability of 0.4, we can observe
a difference in the diffusion of almost 80%, having network
diffusions around the mean of 0.08 for the power network and
diffusions around the mean of 0.95 for the jazz network. This
means that for identical SIR model settings, one network will
usually reach diffusions of not even 10% of its network nodes,
having other networks where almost the whole population
(95%) is reached.

Similar results are highlighted by the graph showing the
distribution of the number of circulations taken by a simula-
tion. We can see characteristic differences for different net-
works, showing that some networks never reach the maximum
number of circulations of 14 (Erdos Coauthorship Network),
whereas other networks show a more than nine times higher
maximum diffusion circulations of 127 (Watt-Strogatz Network
7). Moreover the plot shows that the maximum number of
circulations is reached for totally different values of the node
infection probability. The Watt-Strogatz Network 7 reaches the
maximum at avlues around 0.2 and the power network reaches
the highest values at a node infection probability at around
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Fig. 2. Diffusion (left) and number of circulations (right) curves of four real-
world networks given the infection probability. The figure includes smoothed
regression lines.

0.75.

A first conclusion to draw from the figures is that the
networks show tremendous variation in their diffusion behav-
ior, both in terms of achieved diffusion (infected nodes) and
the circulation time. To evaluate the influence of the network
parameters on the diffusions we calculated the correlation
between those parameters and the mean diffusion. The results
revealed several significant correlations. It should be noted
that all correlations reported hereinafter showed a p-Value of
< 0.001, if not stated otherwise. Obviously, the infection prob-
ability plays an important role (r = 0.644). Furthermore, the
average closeness (r = 0.323) had a moderate significant ef-
fect. The network density (r = 0.264), the average eigenvector
(r = 0.263) and the average degree (r = 0.230) of a network
correlated significantly with the network diffusion showing
weak relationships. On the other hand, the network diameter
(r = —0.342) and the average path length (r = —0.302) of
the network showed moderate negative relationships.

The picture is similar regarding the number of circula-
tions of a diffusion. We can identify various strong positive
relationships. The average path length (r = 0.588) and the
diameter (r = 0.561) of a network correlated with the number
of circulations. The average closeness (r = —0.421) showed
a strong, the density (r = —0.317) a moderate, the average
eigenvector (r = —0.260) and the average betweenness
(r = —0.226) showed weak negative relationships with the
number of circulations.

When evaluating how strong the diffusion varies within
one simulation run, represented by a diffusion run’s standard
deviation, we can observe moderate relationships with the
average betweenness (r = 0.343) and the density (r = 0.315)
of a network. This indicates that networks with high values
for these metrics are usually less predictable in terms of the
network diffusion for a given fixed parameter setting.

Interestingly, the network size and the number of edges
did not have a great effect on the diffusion. Highly connected
and dense networks seem to lead to higher diffusion rates
at comparable diffusion parameters. Another important factor
appears to be the spatial dimension, represented by the average
path length between two arbitrary nodes of the network and the
network diameter. This directly relates to the small world prop-
erty of networks, first discovered by Watts and Strogatz [16].
Small world networks are characterized by highly clustered
nodes having small average path lengths. Many contemporary
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online social networks like Facebook show very small average
path lengths and a small diameter. This is interesting as
these networks may contain hundreds of millions of nodes.
Since Milgram’s first estimate of 6 degrees (edges) between
any two people in the world [48], this number is estimated
to be 3.74 in the Facebook online social network in 2011,
comprising, at that time, over 721 million users [49]. We can
expect shorter path lengths and shorter spatial dimensions of
networks in the future. According to the results presented, we
can expect higher diffusions under the same preconditions for
future networks.

B. Effect of generated random networks

When conducting experiments, researchers or marketing
campaigners sometimes make use of generated random net-
works to examine different spreading scenarios. We were
interested whether these networks might show a significant
difference in the diffusion compared to real-world networks.
An ANOVA on the effect of the mean diffusion regarding
an underlying real-world or generated network was con-
ducted. The ANOVA revealed a significant mean difference:
F(1,6998) = 28.28,p < .001,w? = .003,d = 0.12) for
the groups real-world (i = 0.62,0 = 0.32) and random
generated (u = 0.67, sd = 0.35) networks. Another ANOVA
of the effect on the circulation length in real-world and gener-
ated networks showed a significant difference: F'(1,6998) =
10.712,p < .001,w? = .001,d = 0.07) for the groups
real-world (n = 9.28,0 = 6.38) and random generated
(= 10.19,sd = 14.14) networks. Although the difference
is significant, the effect according to w? [50] or Cohen’s d
[51] effect size is rather minor. We can conclude that random
networks tend to a slight overestimation in the diffusion and
a small overestimation in the circulation length.

C. Influence of the Number of Seeding Nodes

To show whether the number of seeding nodes has a sig-
nificant influence on the resulting diffusion we calculated the
overall correlation between the mean diffusion of a simulation
run and the number of seeding nodes used. We can state that,
although significant (p < .001), there is no overall effect
(r = 0.07) of the number of seeding nodes on the diffusion.

When calculating the correlation for every network sep-
arately, the picture changes dramatically. We can observe
networks that show a strong effect regarding the number of
start nodes: dolphins network (r = 0.45,p < .001), Watts-
Strogatz network 1 (r = 0.34,p < .001). A first interpretation
would be that small networks, in terms of the number of nodes,
show a high correlation, as would be expected. Interestingly,
there are other networks with only a few number of nodes that
do not show this effect, e.g. the jazz network (r = —0.03). On
the other hand, there are also quite big networks that show an
effect like the netscience network (r = 0.29,p < .001).

Since the effect differs so strongly from network to net-
work, we were interested if there might be a metric that
could explain this behavior. Therefore we calculated several
regressions of the effect with the network metrics. We could
identify two significant relationships. The average betweenness
(p < 0.001,8 = 0.78, R2 = 0.59) and the network density
(p < 0.01, 8 = 0.52, R? = 0.25) of a network showed a strong
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Fig. 3.  Estimated densities of the mean diffusion and the number of
circulations grouped by the seeding criterion

relationship with the effect of the number of seeding nodes.
Hence, if the network is characterized by bridging nodes with
a high betweenness and a high density, this parameter is of
higher importance.

D. Influence of Seeding Criterion

Fig. 3 shows the estimated density from a kernel density
estimator for the achieved diffusion and the number of cir-
culations grouped by the seeding criterion. Interestingly, the
figure highlights a rather minor effect of this parameter on
the diffusion and the number of circulations. Surprisingly, an
ANOVA showed that there was no significant overall effect
of the seeding criterion. We should recall at this point that
the seeding methods used in this paper are not a complete
list of possible metrics. The results, however, confirm some
previous findings, for instance Opuszko and Ruhland [28]
who found that diffusions based on cascades show a rather
minor sensitivity to the seeding method. Nevertheless, we were
interested if the effect is network specific so we conducted an
ANOVA for each network separately. The results showed that
there are in fact some differences among the networks. The
netscience network (p < 0.001,w? = 0.103), the Barabasi-
Albert network 3 (p < 0.01,w? = 0.066), the hep-th network
(p < 0.01,w? = 0.062) showed a medium effect. Six other
networks showed a weak effect. Still the number is quite low.
We further conducted regressions to investigate if the effect is
related to a network metric. Only the number of components
showed a weak significant relationship (p < 0.05, R? = 0.107)
with the effect.

When evaluating the effect of seeding on the number of
circulations the overall results are similar as there was no
significant relationship. The picture changes, however, if the
relationship is calculated for each network separately. ANOVA
calculations for every network showed a diverse picture. 19
networks showed at least a weak relationship. Some networks
showed a very strong relationship with the effect: Barabdsi-
Albert 2 network (p < 0.001,w?> = 0.303), Barabdsi-
Albert 1 network (p < 0.001,w? = 0.201), jazz network
(p < 0.001,w? = 0.184). We can state that seeding has a
much higher effect on the number of circulations than it had
on the diffusion. Again we conducted several regressions to
evaluate possible relationships of the effect to network metrics.
The results reveal positive significant weak relationships with
the network density (p < 0.01, R? = 0.206), the average
clustering coefficient (p < 0.05, R? = 0.152) and the average
closeness (p < 0.05, R? = 0.106). We can conclude that dense
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clustered and fragmented networks show a higher sensitivity
to seeding in terms of the circulation time.

V. CONCLUSION

The results presented in this paper lead to two main
outcomes: First, we have shown that the underlying network
has a tremendous effect on the simulated SIR spreading. We
have seen that networks show significantly different behavior
under comparable parameters. This also includes the variation
of the diffusion. Some networks show significantly more
variation and uncertainty in the diffusion than others. As a
consequence, we question if results based on one specific
network are transferable to any other network. Therefore
we recommend for future investigations that authors either
present further network characteristics other than the network
size, since we have seen that the size is not a profound
network metric, or they make the dataset publicly available.
In this way other researchers are able to assess the network
characteristics. If that is not possible, perhaps due to copyright
or secrecy issues, the researchers might present parameters
to generate a random network reflecting the examined real-
world network’s characteristics. As we have shown, the use of
random generated networks is suitable for analyses.

The second main insight is that seeding must be seen on a
differentiated basis. Besides the fact that the overall effect in
the SIR diffusion was rather minor, we could identify signifi-
cant differences among the networks. This could possibly ex-
plain some of the previous contradictory findings [24][10][20].
We can further state that seeding might not affect cascade-
like diffusions as much as it effects adoption-like diffusions.
Opuszko and Ruhland [28] found in their experiments with
linear-threshold models that the effect of seeding is higher in
adoption models. However, we have to emphasize the fact that
the seeding methods used in this paper are based on network
centralities and might omit other node specific factors not
related to a centrality metric. Aral and colleagues [24] argued
that the omission of these characteristics is a factor in the on-
going disagreement about the effect of seeding. Based on our
results we can state that even with a state-of-the-art simulation
analysis, the picture is diverse and the results are related to the
underlying network characteristics.

The results presented are not tied to the research in
information diffusion. They relate to numerous research fields
like viral marketing, the research on epidemics, the flow of
innovations and ideas in collaboration networks etc.
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Abstract— This paper will present an ongoing project to
encourage student interaction during lectures through the use
of Quick Response (QR) codes and Google forms to generate
rapid response polls and quizzes. The use of Google
applications (Apps) software and the students’ own mobile
phone presents a free alternative to the current clicker systems.
The pedagogical issues associated with such a project will be
investigated and an attempt made to incorporate these into the
student experience. The overall process from the creation of
the software to the roll out and use of the software in an
interactive lecture, the issues encountered and participant
feedback will also be described.

Keywords- QR Codes; Student Interaction; Feedback.

l. INTRODUCTION

Smartphones in the UK, and elsewhere, have seen a surge
in popularity over the last few years evidenced by recent
figures showing "Over half of the British population (50.3%)
now owns a smartphone” [1]. Edinburgh University recently
conducted a survey of their student population determining
that 67% had ownership of a smartphone "an increase of
seventeen percent from those students surveyed seven
months earlier" [2]. This uptake in smartphone ownership
within the student population opens a new dimension for
interaction.

A tangible increase and use of Quick Response (QR)
codes by many companies as a form of marketing has ensued
on the back of this increase in smartphone popularity. This
has allowed many companies to develop new and engaging
ways for their customer base to interact with products in situ
reinforcing brand presence. This potential has already been
harnessed by Education to extend learning materials through
the use of QR codes. Learning materials have been enhanced
by providing "just in time support materials" [3] such as
videos, explanatory text, Uniform Resource Indicators (URI)
and staff details.

Using this as a platform to build from the next logical
step is to combine the technologies to allow students to
interact during lectures through quick multiple choice based
questions. The students’ responses can be compiled to show
the result in a timely manner [4].

The remainder of this paper is organized as follows:
Section Il gives information about pedagogical issues related
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to interactive lectures, Section Il introduces the technology
used for implementing interactive lectures; this covers both
hardware and software. Section IV discusses the authors
experience of implementing interactive lectures, while
Section V discusses issues encountered during the interactive
lectures. Section VI offers a summary of our experience of
interactive lectures, and concludes the paper giving proposals
for future work.

Il. PEDAGOGICAL ISSUES

Take a typical lecture; what does this encompass?
Information is imparted upon the student in a relatively one
way passive communication format. This traditional didactic
approach is a format that has been used for centuries. This
research intends to explore the possibility of improving and
enhancing the lecture experience through the use of
technology, and in particular, Audience Response Systems
(ARS). The ability of such systems to encourage active
learning through student participation and engagement
provides an opportunity for enhancing the passive lecture
format by introducing two way interactions with the student
audience [7].

Murphy and Sharma further suggest that the research
literature available for the topic of interactive lectures and
the related pedagogical issues are “almost non-existent, with
major issues waiting to be examined... inadequate research
on the pedagogical implications of the emerging interactive
forms of learning” [7]. With this in mind there appears to be
an opportunity to examine and suggest how ARS technology
could be used to not only enhance lecturer-student
interactions, but also develop the underlying pedagogical
issues inherent with lectures.

ARS technology provides a means for the lecturer to
engage and interact with the students using the responses to
offer the student audience feedback. This should lead to
further discussion and the opportunity for student reflection.
Other research, reported in Murphy and Sharma [7],
identifies two pedagogical aspects of interactive lecturing:
dialogic form of learning and active learning.

The project intends to examine these issues and the
resultant effects that they have on the student audience. The
primary concern is that the interactive lecture will stimulate
engagement and interaction with the student audience and
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the lecturer through the use of instant feedback. This
feedback will engender in both the student audience and the
lecturer the need for reflection on many aspects of the
material delivered and possibly the module in general.
Through the use of relevant and targeted questions the
students can be cajoled into discussions that will help expand
their understanding of the topic area. Through these
discussions both the students and the lecturer will be able to
better understand the level of the students understanding of
the subject area.

Gannon-Leary et al. [5] reported a number of other
positive aspects to arise from interactive lectures including
improved concentration, greater enjoyment and improved
attendance. Simpson et al. [8] also noted that the anonymity
provided by ARS technology played an important part in
encouraging students to contribute to answering questions
but suggests, as does Gannon-Leary et al. [5], that the design
of the questions is very important to the process.

Saravani and Clayton [9] have developed a conceptual
framework referred to as A.C.E. This framework is
composed of the three A’s: Awareness, Action, and
Accomplishment; three C’s: Context, Content, and
Capability; and the three E’s: Enabled, Engaged, and
Empowered. The three E’s aspect of the framework fits the
concept driving interactive lectures as the use of mobile
technology enables, engages and empowers both the student
body and the lecturer.

Ramsden [3] suggests, amongst other things, that Quick
Response (QR) codes can be used for “just in time
information in a face to face lecture”; drawing on this point
allows for the expansion of the concept to include feedback
for both the student and the lecturer. Mooted by Law and So
[11] is the idea that QR codes can facilitate a “trinity of
"location independence,” "time independence” and
"meaningful content"”. Of interest in this “trinity” is the idea
of “location independence”; being able to deliver and receive
feedback to and from the students in the lecture hall.

I1l.  TECHNOLOGY

ARS systems are available in many forms and price
points. A typical classroom package can cost $1000 or more
for software, receiver and 12 clickers [12]. Some systems
require the student to purchase a clicker and vyearly
registration at a cost of $20/$15, respectively [12]. This
project developed a “no cost in-house” system that was
based on three key components: smartphones, QR codes and
a Google spreadsheet. No proprietary software for the phone
is required simply a standard browser and bar code reader.
The “back-end” is relatively simple to create as the
implementation interface is supplied by Google.

A. Hardware

The student participants referred to in Section IV were
surveyed to determine the spread of handset manufacturers
and phone operating systems. Around 50 students were
surveyed.

Figure 1 shows the spread of handset manufacturers and
Figure 2 shows the spread of phone operating systems with
the surveyed population.
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With such a range of manufacturers and operating
systems an “app” based solution would be time consuming
and prohibitive. With further investigation, it was discovered
that third party barcode reading software was available for
all the platforms, thus allowing the students to use their own
phones for participation in the lectures.

M Blackberry
M Nokia
Sony Erricsson
M ~pple
W HTC
HLG

[l Samsung

M Biackberry
W Symbian
Android
W ios
W Windows Phone 7

Figure 2. Spread of operating systems

B. Software

The software can be split into three categories: third
party barcode reading software, third party browser software
and the development of the interactive engine software
using Google spreadsheets. It was up to the students
themselves to decide on a suitable third party barcode
reading software, although some phones did have such
software preinstalled.

Three components of Google spreadsheets were used in
the creation of the software application: the spreadsheet, the
form and Google Script.

The spreadsheet itself is used as a repository for the
student responses and also to house a summary sheet which
keeps a running total of the number of responses for each
possible answer to the question. The work horse of the
system is the form and the scripts generated to process the
responses at the back end. When a spreadsheet is created
using Google Drive, a unique identifier is generated to
identify the spreadsheet. When the subsequent form is
created for the spreadsheet, another unique identifier is
generated.

Although Google forms can handle a number of
different inputs, the decision was taken to keep the question
to a simple multiple choice style question, thus presenting
the student with two or three QR codes per question. To
create the QR codes requires the compilation of an http
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request based on the URI for the Google spreadsheet and the
data to be sent to the spreadsheet. Once the http request was
constructed and tested an online QR code generator was
used to generate the required QR codes. These QR codes
were subsequently saved as image files for insertion into the
lecture slides.

Google script was used to create code that processed the
student responses as they were received to generate a
response summary that was visible to the student audience.

C. Process

The students used their smartphones to scan the QR code
of their choice, submitting the data request via their phones
browser. This, in turn, populated the spreadsheet with the
students’ choices, activating the script, allowing the results
to be observed in near real time.

This is an example of which type of culling? ‘

Timestamp at
3612012 82141 test
3/15/2012 9:38:17 Backface
3/15/2012 9:38:27 Backface
3/15/2012 9:38:57 View
315/20129.39.06 Backiace
31672012 93907 View
315/20129:3921 Backiace
3/16/2012 9:39:37 Backface
3/15/2012 9:39:44 Backface
315/2012 9.4026 Backiace

N S

Hznzasizaza
i

Figure 3. The interactive process

The QR Code is an encoded representation of the Google
URI and data that will be sent to the spreadsheet when
student scans it. As can be seen in Figure 3 above, once
scanned, the information encoded in the QR code is
decrypted and becomes visible to the phone’s user. At this
point, the participant has the ability to accept or decline the
invite to send the data request. When the participant accepts
the request to send the data, the next step is to invoke the
phone’s browser (this can work in different ways, depending
on the phone/operating system) which will send the http
request to Google for processing. Once processed, a “thank
you” message is displayed in the browser indicating the data
request has been received.

Once the data request has been received, the data is
placed in the spreadsheet; the data will be based on the URI
encoded in the QR Code. An example is shown below in
Figure 4.

It is noticeable from Figure 4 that the spreadsheet date
and time stamps the entries as it receives them. The only data
that the spreadsheet records is the data encoded in the QR
Code and the date and time stamp it generates on receipt of
the data. Hence, all entries are anonymous.
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= e w B - T $ % 123 -
=
- B
1 WWhich one is
Timestamp true?
2 IF22/2012 9:-:25-08 DAG
3 I22/2012 9:26:13 DAG
4 IF22/2012 92617 DAG
=] 3222012 9:26:20 DAG
g 3222012 92625 DAG
¥ 222012 9:-26:33 BST
&8 I22/2012 9:27:01 DAG
=] IF22/2012 9:28:00 DAG
10 32202012 9:28:01 DAG
11 3222012 9:29:-18 DAG
12 222012 9:33:01 DAG
13 IZ2/2012 9:34:50 Octree
14 3222012 9:35:43 Two
15 32202012 9:35:47 Two
15 3222012 9:-35:53 Quadtreea
17 222012 93715 Two
18 IZ2/2012 9:42:17 Two
Figure 4. Data sent to the spreadsheet
= Rast
A B
1 |Rast | 13
2 Geo B
3 Verex 0
& Stencil 12

Figure 5. Summary sheet

Backtacn Wiew

Figure 6. Generated bar chart

As each entry is received, a script is triggered, which
counts the entries based on the predefined data set and
populates a summary sheet which is used to generate the
“near real time” bar charts.

An example of a summary sheet is shown in Figure 5 and
an example of the bar chart displayed to the students is
shown in Figure 6.

IV. EXPERIENCE

A set of initial tests were developed to examine the
viability of the technology and gauge the reaction of the
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students to the use of this technology within the lecture
environment. The aim of the tests was to introduce the
interaction concept in a gradual staged manner that wouldn't
over burden the student or detract from the lecture.

A. Test Setup

The process used to create this interactive lecture was
based on designing a set of suitable questions that could be
used to strategically punctuate the lecture to gain maximum
benefit for the students [13].

The desired effect was to integrate the technology within
the lecture while stimulating interaction with the students
[13]. As such, the first set of tests was built to increase in a
systematic manner the number of questions within the
lecture and the number of QR codes within the questions.

The structure of the first set of tests was designed to build
from one question with one QR code in the lecture to four
questions with three codes per question in the lecture.
Suitable points within the lecture were identified such that
the questions could be inserted to maximise their impact. An
attempt was made to define suitable points through natural
break points within the lecture e.g. end of a topic, end of the
lecture, worked example. Using this principal, questions
could be deployed with the aim of giving both the student
and the lecturer instant feedback on the comprehension of
the material delivered.

B. Participants

Both sets of participants were studying on the Games
Software Development Degree. The first group to undertake
the interactive lectures was a second year cohort of around
30 students and the second group to undertake the interactive
lectures was a final year cohort of around 20 students.

The second year cohort had three consecutive lectures.
The first of the three lectures had one question with two QR
codes positioned at the end of the Lecture. The second
Lecture had three questions, each with two QR codes
positioned at appropriate points within the Lecture and the
final Lecture had four questions, each with three QR codes
again positioned at appropriate points within the Lecture.

The final year cohort had two lectures which were non-
consecutive. The first of the two lectures had two questions
each with three QR codes positioned at appropriate points
within the Lecture and the second Lecture had two questions
each with three QR codes positioned at appropriate points
within the Lecture.

At the appropriate point in the lecture, the slide would be
displayed. To help minimize issues with scanning, paper
copies of the slide were also distributed. This allowed for the
difference within the quality of phone cameras to focus on
the projected QR codes. It was fully explained to the students
the nature of the experiment and the procedure which should
be followed to correctly participate in the experiment.

C. Feedback

Initial feedback from both test groups has been positive
and very informative. Feedback ranged from the ease of
operation of the process to the size of the QR codes. In
general a “buzz” was created within the participant groups
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generating a positive reaction from the students. This
reaction must be tempered by the fact that the students are
open to the “Hawthorne effect” [14] and, as such, more trials
will need to be run to assess and define a clearer picture of
the students reaction.

V. ISSUES

Although the overall outcome of the experiments was
positive, a number of issues were highlighted that require
further polishing prior to subsequent use.

Currently, the whole process required to create and
integrate the QR codes into a lecture are quite cumbersome
and may prove challenging for a non-computing subject
specialist. An ongoing project has been put in place to
integrate and automate the creation of the QR codes through
a Web based Google spreadsheet application.

An issue flagged up by the participants centered on the
size and positioning of the QR codes as this can have an
impact on the accuracy of the scanning process.

The student participants indicated that the size of the QR
codes on a projected slide proved difficult to scan directly.
Not all students were able to scan it directly. This had been
anticipated and paper based copies of the slides were issued
to counter that problem. The issue appears to lie with the
quality of the camera supplied with the phone.

Positioning of the QR Codes on the slide raised debate
with the participants as some indicated that the barcode
scanner software could find it difficult to focus on the
required code. This seemed to be more prevalent when the
codes were positioned side by side horizontally rather than
stacked vertically. The number of QR codes on the slide also
influenced the ease of scanning, with three codes per slide
proving more challenging for the phone’s barcode scanner.
This was not insurmountable, but merely added a small time
overhead as the participants positioned their camera phone to
optimize the scan.

During one trial, a small number of participants
encountered an issue with the barcode scanner software they
were using. One student managed to automatically scan and
send the same QR Code a number of times which did skew
the graph for that particular question. On the lighter side, it
did add a slice of humor, as the graph seemed to be growing
by more than there were participants! On investigation, the
student concerned indicated that the problem had arisen due
to a setting in the third party barcode scanner software.

An intermittent issue, which arose on one occasion, was
the apparent delay/failure of the chart to update itself as the
data was received. This led to the chart being manually
refreshed which did have an effect on the desired impact of
the interactivity of the lecture.

Time management of both the interactions and the
subsequent discussions should be built into the lecture
timings allowing for leeway should anything go awry with
the technology.

This approach relies on all the students in the lecture
having a smartphone and it is conceivable that a small
percentage of the student audience may in fact not have a
smartphone or even a mobile phone. The perception would
be that this student would be disadvantaged by not being
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able to take part in the interaction. This would be, of course,
true. However, it could be mooted that the student is still
engaged in the wider discussion that will come from viewing
the generated graph. Another possibility is to rely on the
goodwill of a fellow student to share access to their phone.

VI. CONCLUSION AND FUTURE WORK

The overall trials were generally well received by the
students serving the purpose of generating positive
interaction between the lecturer and the students.

Students appeared to enjoy the break in the lecture and
the feedback and discussion generated by the visual charting
of their responses. It also created a focus point for the
students to reflect on their understanding of the material
taught and to apply that understanding. By the same token, it
proved to be beneficial to the lecturer indicating the level of
understanding of the delivered material to the students.

The anonymity of the whole process was cited by a
number of students as positive. They felt comfortable with
the fact that they could answer the questions freely, getting
them wrong and not feeling awkward in front of their peers.

The project is ongoing and the positive feedback received
from the students indicates that it is a worthwhile pursuit for
both the lecturer and the students.

With regard to performance, this prototype system works
well, producing the column chart of responses in near real
time. More evaluation of the systems performance against
other ARS systems is required. Initial use suggests promise
with this cloud based system. Advantages this system offers
is the fact it is free, flexible, easily tailored to suit the
lecturer’s needs and platform independent.

A further avenue for investigation will be the correct
utilization and positioning of the interactive lectures within
the overall module lecture delivery schedule. Over or under
use will have an impact on their effectiveness.

Further investigation will be made with regard to the
sizing, positioning and visibility of QR Codes from projected
and paper based slides.

The use of the technique within the tutorial/seminar
setting to encourage more debate on theoretical and social
subjects is path that will be followed.

Further investigation will be undertaken into the relative
pros and cons of storing complex responses in the
spreadsheet, as evidenced in figure 4, and simplistic
responses in the form A, B, C, etc. The outcome of this
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investigation will have an impact on the future development
of the software.

A significant proportion of future work will be involved
in developing a user friendly interface to the software to
allow cross discipline use. The script code will be hidden
from the user allowing them to concentrate on the
development of their question bank.
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Abstract—This paper is devoted to administration of students'
knowledge assessment at the Faculty of Computer Science and
Information Technology of Riga Technical University. The
faculty uses a number of computer-based software systems for
this purpose. The goal of the research is to evaluate them from
the perspective of their usefulness for administration of
students’ knowledge assessment. This paper provides
description of each system and the results of the analysis made
on the basis of the experts’ survey.
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l. INTRODUCTION

Due to the rising speed of scientific and technical
progress, the volume of knowledge and skills needed by
contemporary specialists is continuously growing. This
substantially increases requirements in relation to
organization of the study process in educational institutions
and especially to selection of an appropriate knowledge
assessment strategy. Nowadays, computer-based knowledge
assessment is of special interest because it allows
administration of knowledge assessment activities at all
stages of the study process, it substantially reduces both
workload of teachers and time spent for preparation and
evaluation of students’ assignments, as well as it assures the
objectivity of assessment process.

The Faculty of Computer Science and Information
Technology of Riga Technical University (RTU) is not an
exception. Its staff is making research in the field of
computer-based learning already for 40 years. Today, both
traditional methods of knowledge assessment and computer-
based software systems (electronic textbooks, the learning
management  system, the Moodle-based e-learning
environment, and the concept map based intelligent
knowledge assessment system) developed for this purpose
are used in the educational process.

The goal of the research presented in this paper is to
evaluate the developed computer-based software systems
from the perspective of their usefulness for administration of
students’ knowledge assessment. This paper contains
description of the mentioned systems, as well as results of
their analysis and comparison.

This paper is organized as follows. Section Il presents a
brief overview of related works. Section Il contains
descriptions of the software systems used in the study
process at the faculty. Section IV presents research
methodology and results of the analysis made. Conclusions
are given at the end of this paper.
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Il.  RELATED WORK

Many international scientific conferences (such as IEEE
ICALT, IADIS e-Learning, IASTED CATE, etc.) and e-
journals [5][6][7] are dedicated to research in the field of
computer-based learning and knowledge assessment.

Researchers in this field are developing and
implementing new methods of knowledge assessment
[11[2][3][4]. The implementation of these methods can be
found in modern e-learning systems. Latest research
indicates that the use of such systems has a positive effect on
students’ progress in studies, it increases their motivation,
and they appreciate this kind of approach to learning process
[16][17][18].

However, the evaluation of e-learning systems from the
perspective of students’ benefits doesn’t let to evaluate the
usefulness of these systems for students’ knowledge
assessment. That’s why this paper aims to compare e-
learning systems that are used in RTU and to determine
whether they are close to the benchmark — the model of an
ideal system, which is based on the features chosen by
experts.

Ill.  SOFTWARE SYSTEMS USED IN THE STUDY PROCESS

A. The Electronic Textbook for HTML Language

The electronic textbook “Learn HTML from scratch” is a
computer-based learning program, which includes eight
topics on HTML language: structure of a document, text,
graphics, references, tables, frames, styles, and dynamic
HTML [8]. Each topic contains theoretical material
supplemented by several examples and a series of
assessment questions. Fig. 1 displays the structure of the
electronic textbook.

Three modes of operation (self-assessment, testing, and
reference mode) and a variety of knowledge assessment
methods and models [9] are implemented in the electronic
textbook. Two types of questions (multiple choice questions
and text/numerical input) are available for assessment
activities.

A method called “Strict sequence” is used in the mode of
self-assessment. It means that a set of assessment tasks is
prepared prior to the test and tasks are offered to all students
in the form of the same fixed set. In this mode, students
answer questions and receive a short overview of their
performance (number of correct answers, time for
completing a specific task, and average score).
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Topic 1 T1
Topic 2 5 T2 \
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Topic 7 T7
Topic 8 T8
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Figure 1. Structure of the electronic textbook.

In the testing mode, a method called “Random selection”
is used for creating and issuing a set of assessment tasks.
Therefore, the set contains n tasks, which are selected in a
random fashion from a task pool.

A test for final examination is implemented in the
textbook. It is composed of questions from all eight topics.
Therefore, it allows assessing of students' knowledge in
relation to the whole course. A set of assessment tasks is
formed suing the method “Strict sequence”.

Student’s score is the average score obtained taking into
account the student's number of correct answers and
completion time of assessment tasks.

The electronic textbook ,,Learn HTML from scratch”
was applied as a learning tool in the course "Development of
Web Applications for Internet”. Results of the research made
in 2003 showed that students actively used the textbook both
for learning and for knowledge assessment [10]. However,
the electronic textbook had a number of significant
drawbacks: a) it could be used only for one study course, b)
learning materials (content of topics, sections, examples, and
a set of assessment tasks) were embedded into the book,
thus, making difficult their modifications and changing, and
c) the electronic textbook was available for use only from
RTU local network. However, the major disadvantage was
related to usage of inappropriate methods (,,Strict sequence”
and ,,Random selection™) for forming a set of assessment
tasks for continuous and final assessment [11].

B. The Universal Electronic Textbook

The universal electronic textbook was developed in 2005.
The drawbacks of the previous book were eliminated and its
functionality was extended [12]. Fig. 2 shows the structure of
the universal electronic textbook.

The textbook allows the teacher a) to develop new
courses by determining their structure - number of sections
and topics, b) to change and/or to add learning materials of a
course, ¢) to create a set of assessment tasks, d) to choose a
topic or topics for knowledge assessment, and €) to obtain
assessment results of a student or a group of students. The
main advantage of the universal electronic textbook is a
teacher's possibility to administer different types of
knowledge assessment: prior, continuous, and final
assessment.
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In assessment of prior knowledge, the methods “Strict
order” and “Random selection” are used for creating and
issuing a set of assessment tasks. They were selected on the
basis of recommendations concerning usage of different
methods for creation of a set of assessment tasks in different
types of knowledge assessment. Recommendations were
acquired through the experts’ survey presented in [11]. In
the universal electronic textbook, the teacher can perform
continuous and final knowledge assessment according to the
sequence, in which learning material was mastered by
preparing a test from assessment tasks related to one or

more topics.

Knowledge base Student’s interface Diatabaze
Teaching $ Diata ahout
materials students

<> Electronic teztbock |€—2
Tasks for Results of
knowledge I lmowledge
aggessment - assessment
k= Teacher’s interface |<—|

Figure 2. Structure of the universal electronic textbook.

With the help of the universal electronic textbook a
student can master a chosen study course (learning mode),
as well as he/she can assess knowledge in a particular topic
or in the entire course (testing mode). Two types of
questions are used: multiple choice questions and
text/numerical input. However, comparing with the first
electronic textbook, this book allows the teacher to specify
the difficulty level of an assessment task (minimal, average,
or maximal).

The mentioned textbook was used in the study course
,Development of Web Applications for Internet” from 2005
till 2007.

C. The Learning Management System

Learning Management System (LMS) [13] includes two
modes of operation that are directly related to knowledge
assessment: random selection of tasks and/or questions for
assessment and training mode (Fig. 3). Both modes can be
used for knowledge self-assessment as well.

The mode of the random selection uses the non-adaptive
assessment method. In this case the number of questions for
knowledge assessment in a group of students is defined by
the teacher, who also determines the number of tasks of
different difficulty level (maximal, average, or minimal),
which should be included in each set of assessment
questions. Moreover, the teacher specifies type of comments,
which will be provided as a reaction to student’s answers:
short (right, partly right, or wrong) or detailed with
explanation of a mistake made. In case of self-assessment,
the student chooses and sets these parameters by him/herself.
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Figure 3. Structure of the LMS

Depending on the choice, the training mode performs
non-adaptive assessment, when the student completes either
all or a selected number of assessment tasks, or partly
adapted assessment (taking into account student’s answers),
when the number of tasks provided to the student depends on
his/her overall success. In this mode, type of comments,
which will be provided by the system, can also be chosen.

After completion of the test, the student gets a grade,
which takes into account both correctness of answers and
difficulty level of questions.

At present, the LMS includes 9 e-courses related to the
study courses ,,Software Engineering”, “Software Metrology
and Planning”, “Software Development Tools and
Environments”, and “Programming Languages”. During the
period from 2004 till 2006, students had possibility to use the
courses included in the system for self-assessment, training,
and/or learning. Since 2007, students’ knowledge assessment
in the mentioned courses is compulsory and is usually
performed during practical assignments in class. Usually,
each student receives from 8 to 10 assessment tasks. At the
same time, in order to improve the grade in a test, students
are allowed to take the test repeatedly in 2 days’ time. In this
case the grade is determined by the teacher. Students can
also use other modes of system’s operation at any time.

D. ORTUS Portal

RTU has developed the portal ORTUS, which provides
administrative, scientific, and educational support for
students and university staff. One part of this portal is a
Moodle-based e-learning environment that allows creation of
e-learning courses starting from uploading of different
learning materials and finishing with developing tests and
administering knowledge assessment activities.

ORTUS portal has been used in the study process since
2008. In relation to knowledge assessment, the teacher can
create a test, set the time for its completion and the number
of attempts. The test can be completed in class (one attempt)
or at a distance (more than one attempt). It is possible to
create tests from different categories and types of questions.
All together, 10 types of questions are available. The teacher
has possibility to assign number of points for each question
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taking into account its difficulty level. Comments for all
kinds of questions are envisaged. The only drawback of the
ORTUS e-learning environment is availability of only one
method of knowledge assessment, namely, “Random
selection”.

E. IKAS system

IKAS is a web-based intelligent knowledge assessment
system, which is intended for assessment of students’
structural knowledge through the use of concept maps [14].
It has been developed since 2005 and, therefore, the system
is described in many publications, for example [3][15][16].
As a result below only the general overview of the system is
given.

The main goals of the system are the following: a) to
promote students’ structural knowledge self-assessment and
b) to support teachers in improvement of study courses
through systematic assessment and analysis of students’
knowledge structures. Knowledge self-assessment is
supported by automatic evaluation of students’ concept
maps and provision of informative and tutoring feedback.
Systematic knowledge assessment is based on the
possibility to extend an initially created concept map for
other assessment stages. Statistics on differences between
students’ and teacher’s concept maps allow teachers to
improve their courses.

IKAS supports three categories of wusers: a) an
administrator, b) a teacher, and c) a student. The
administrator prepares the system for use by other users and
manages its default parameters and data related to
knowledge assessment process and its participants.
Activities directly related to knowledge assessment are split
between the teacher, the student, and the system and they
include: 1) creation of a concept map by the teacher; 2)
reproduction of the teacher’s concept map by the student
during completion of concept map based tasks; 3)
comparison of the teacher’s and student’s concept maps by
the system; 4) generation of feedback by the system.

Six tasks of different degrees of difficulty are
implemented. Four of them are ‘fill-in-the-map’ tasks where
an obligatory component is the structure of a concept map,
which must be filled-in by students using available concepts
and/or linking phrases. Last two tasks are ‘construct-the-
map’ tasks where the student constructs a concept map from
provided concepts and/or linking phrases. Ten transitions
between tasks are realized: five of them increase the degree
of task difficulty and another five reduce it.

The system provides rich student’s support and includes
a number of adaptive, adaptable, and intelligent features.
Student’s support is comprised of possibility to change the
degree of task difficulty, to insert in automatic way some
concepts into the provided structure of the concept map, to
explain a concept, to check a created proposition, as well as
quantitative data (like score received, time spent, number of
help used, etc.) and qualitative data (concept mastering
degrees, individual study plan). The main task of the system

36



ICCGI 2013 : The Eighth International Multi-Conference on Computing in the Global Information Technology

is to perform automatic evaluation of students’ concept
maps. This is done in intelligent way by using the teacher’s
concept map as a reference map and a comparison algorithm
that is based not only on the isomorphism of both graphs
representing concept maps, but which is sensitive to the
arrangement and coherence of concepts in students’ concept
maps and is capable to recognize partly correct patterns of a
student’s solution. Operation of the IKAS is based on
interpretation of values of parameters available in a student
model. The student model supports four adaptation
operations in the IKAS: selection of the initial degree of
task difficulty at the first assessment stage and its changing
at next assessment stages, as well as setting and changing
priorities of types of concept explanation. Adaptable
features of the system available to students include the
following ones: 1) adjusting the degree of task difficulty by
directly changing the knowledge level of the course in the
student model or reducing the degree of task difficulty
during the completion of CM based tasks; 2) adjusting
settings of the user interface such as language, theme, etc.;
3) changing approach for receiving of explanations and
priorities for different types of concept explanation.

Since 2005, IKAS has been evaluated in more than 20
courses. Typically the system is used in content-rich
courses, which include a lot of closely interrelated concepts,
for example, “Fundamentals of Artificial Intelligence”,
“Methods of Systems Theory”, ‘“Discrete Structures in
Computer Science”. As a rule, a teacher prepares a concept
map for a logically completed part of a course (module or
topic block) and gives it to students at the end of this part.
After completion of concept map based tasks by students,
the teacher examines statistical data about students’
incorrect or missing relationships and makes corrections in
further curriculum of the course. Therefore, during the
course students work with concept maps 3-4 times.

F. Summary of the Described Systems

Table 1 specifies the main characteristics of the
previously described software systems. These systems are
successfully used at the Faculty of Computer Science and
Information Technology of RTU for knowledge assessment
and self-assessment in the following study courses: “Data
Structures”,  ”Programming  Languages”, ,Software
Engineering”, “Software Metrology and Planning”,
“Fundamentals of Artificial Intelligence”, “Methods of
Systems Theory”, “Discrete Structures in Computer
Science”, etc. Results of the research presented in
[16][17][18] show how use of the systems improves
progress of students, motivates students, and increases
quality of their knowledge at a stage of the final knowledge
assessment (examination).

IV. ANALYSIS OF THE SYSTEMS

The next sections discuss the methodology and results of
the research.
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A. Research Methodology

During the research presented in this paper the experts’
survey was performed with aim to determine features of e-
learning systems, which are most significant for knowledge
assessment. The group of experts was selected by studying
literature in the field of e-learning and through direct
communication between the authors of this paper and
experts at international workshops and conferences devoted
to problems of computer-based knowledge assessment. As a
result, nine experts participated in the survey.

The questionnaire used in the survey asked experts to
evaluate importance of different features of e-learning
systems, e.g. the processing of student’s answer given in
natural language, the management of knowledge assessment
on the bases of mathematical models, etc., in relation to
administration of students’ knowledge assessment in such
systems. Thirty features were included. Authors offered the
following scale for evaluation of importance of each feature:

10 - an important and useful feature, but it is
possible that it cannot be implemented at the
moment (such features should not be in a
large number);
8+6 - a feature, which can be implemented and
should be implemented in the system;
4 — a useful, but not so important feature
(moreover, it can be easily implemented);
1+2 - a feature, without which the quality of the
system will not suffer significantly;
0 - auseless feature.

Data acquired through the questionnaire were processed
in 2 stages. First of all, the coefficient of concordance W
characterizing agreement between experts was calculated
taking into account the methodology presented in [19].

After that, importance (Sj) of each feature of e-learning
systems was identified and the list of features in the
decreasing order (the most important feature has the
smallest Sj value) was created.

At the end, the ordered list of features was used for
evaluation of software systems described in this paper. For
this purpose the following indicator was introduced:

Z-¥s.C,
=1

where S; — importance of j—th feature; C; — the coefficient
characterizing extent of implementation of the feature in a
system under evaluation, the value of this coefficient is
determined by the reviewer of the system and depends on
the level of feature implementation, but the range of values
is permanent: C; = [0..1].
The authors of this paper determined the following
levels of feature implementation:
o if a feature is fully implemented in the system, then
Ci=1;
. ifJ a feature is implemented, but it has some
shortcomings, then C; = 0.8;
e if afeature is under implementation, then C; = 0.4;

M)
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o if afeature is not implemented, then C; = 0.
Further an indicator of relativity z was calculated:

z )

Zbenchmark

It characterizes the degree of compliance of a system
under evaluation to a benchmark. The benchmark is
calculated when values of the coefficient for all features are
equal to 1. The value of the coefficient z is in the range from
0 to 1. The closer this coefficient is to 1, the closer the
system is to the ideal system.

7=

B. Results of the survey

The range of values for the coefficient of concordance
W can vary from 0 to 1. In our case W = 0.64, so we can
conclude that the agreement between experts is high. The
involved experts considered the following features as the
most important ones:
e Management of the knowledge assessment process
on the basis of mathematical models;
e Possibility to analyze different types of answers
(word, phrase, hotspot on an image, etc.);
e System’s openness for further improvements and

development;
TABLE I. SUMMARY OF SYSTEMS
Electronic Textbook Universal Electronic LMS ORTUS IKAS
ectronic Textboo Textbook
. Student; Teacher; . Student; Teacher;
Users Student Student; Teacher Author: Administrator Student; Teacher Administrator
Courses HTML language Any course Any course Any course Any course
Random selection of Knowledge
. . tasks and/or questions N assessment;
Testing; Reference; - - . Training;
Mode Learning; Testing for assessment; Knowledge self-
Self-assessment N Knowledge assessment .
Training; Self- assessment with
assessment tutoring component
The student starts with
teacher’s specified
Fixed sequence; Fixed sequence; degree of task
Fixed sequence quence, guence, Random selection difficulty. Further the
Methods Random selection Random selection
degree can be changed
on the basis on
student’s request or in
adaptive manner
Adaptive
knowledge No No No Yes Yes
assessment
Description; Essay;
e e | MU G
Multiple choice Multiple choice questions; Multiple 4 ’ up ” “Fill-in-th
Task type questions; questions; response questions; I\;espr?_nse c_]ruest/l'gnls, . Fill-in-t e';map
Text/numerical input | Text/numerical input Matching; atching; True/False; Construct-the-map
S Text/numerical input;
Text/numerical input O )
Equation input;
Sentence input

e Possibility of using data from a domain model
during knowledge assessment;
e Possibility of performing adaptive knowledge
assessment;
e Support of different types of users (student, author,
teacher, administrator, etc.).
As the most unimportant features the experts mentioned
the following ones:
e System’s functioning in a network (Internet, a local
network, etc.);
e Provision of the certain response time to users’
actions;
e Possibility of using of probabilistic assessment
models.
Table Il presents results of evaluation of the software
systems taking into account the coefficients Z and z.
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TABLE II. RESULTS OF EVALUATION
Electronic Universa}l
Textbook Electronic LMS | ORTUS IKAS | Benchmark
Textbook
64.8 136.4 209.6 298.4 242.6 465
z 0.14 0.29 0.45 0.64 0.52 1

The systems “Electronic Textbook” and “Universal
Electronic Textbook” received the smallest evaluation
(z=0.14 and z=0.29 accordingly), but ORTUS portal is
closest to the benchmark (z=0.64).

CONCLUSION

Taking into account experts' opinion about the most
important features of e-learning systems for students’
knowledge assessment, the methodology for the usefulness
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evaluation of such systems were developed. This
methodology can be used in a combination with other
methodologies for the evaluation of any e-learning system,
as well as for comparison of this kind of systems between
themselves. Five systems for administering students'
knowledge assessment were evaluated using the developed
methodology. Evaluation results showed that ORTUS and
IKAS are the closest to the benchmark. These systems
implements methods of adaptive assessment of students'
knowledge, and they are open for further improvement and
development. Therefore, the further work will be related to
the improvement of ORTUS and IKAS considering the list
of the most important features for knowledge assessment,
determined by experts.
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Abstract— As constant changes become a commonplace of
everyday life, the clearly perceptible processes by which
learning spaces are expanding are releasing new teaching and
learning potentials and creating the opportunity to build
knowledge networks. The symptoms of this development can
be seen in the behaviour of learners, the formation of e-
learning habits and the spread of community-based forms of
communication. The effect of these changes can be perceived in
the transformation of the roles of both teachers and students,
and of the learning environment. The results of the survey
conducted on a micro-scale in connection with the performance
appraisal of the new elements may be relevant to the new
educational and graduation requirements for technical
teachers currently being formulated, and may help to guide
future syllabus design and teaching material development. The
results of the survey informs future teachers on how the new
benchmark analysis is implemented in micro environment and
can help appoint future training requirements and develop the
appropriate curriculum.

Keywords-ICT; learning network; Web 2.0 communication;
e-portfolio.

I INTRODUCTION

If the development of the learning environment is
analysed in terms of changes in human behaviour, it can be
seen that a new generation is developing whose members
are devotees of online education. This generation moves
more easily in the info-communication space than previous
generations and it is becoming ever more informed and
organized. With these competencies, the members of this
generation get more information and support from each
other than from the various institutions.

Forecasts predict that the role of learner communities
will grow. These new communities are characterised
primarily by their common areas of interest, where the
learners interact with each other, learn together and amass
shared reserves of information sources [1].

This nascent practice does not, however, preclude
learning opportunities in a system of higher education in a
period of transition. In this dynamized “learning space”, the
classic roles (teacher-student) are scarcely perceptible, as
thanks to the altered architecture of the net, an architecture
which is based on collective knowledge sharing and content
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generation with simple user interfaces, “every downloader
will potentially become an uploader” [2].

First, the paper presents the items in the digital learning,
then the E-portfolio support system, and, finally, shows an
empirical research.

II.  ICT IN LEARNING ENVIRONMENTS

A. Items in the Digital Learning

ICT (Information and Communications Technology) and
the development of forms of e-learning is characterised by
ubiquitous computing, in which it is necessary to take into
consideration the technical and societal qualities of a
learning space shaped by virtual reality. In this space, an
organic learning environment, an educational theoretical
basis may be provided by e-learning. In this learning
paradigm the key differentiating features are interactivity,
the ability to manage time and space and asynchronous
learning. All this is understandably in tension with
traditional forms of education and instruction—teaching and
learning which in some cases has remained unchanged for
decades, cloistered in a closed world of classrooms. The
forms of learning, which are taking shape under the
influence of new technology are characterised by a focus on
devices for individual use, alongside constant striving for
interactivity and the application of networks.

The learning network is not merely a pedagogical
theory, but an environment where the application of a new
pedagogical theory of learning effectively supports the
acquisition and generation of knowledge. Currently, the
main features of the interaction between education and
information are:
= Developed forms of human-machine interaction
= Spatial and temporal independence
= The ubiquity of mobile telephony
= The opportunity to create a complex multi-media

“learning space”

The Web 2.0 [4] concept does not only refer to new
forms of websites and services, but also to the technologies
they are based on which allow community content
development, and to the ability of these social networks to
democratically locate the individual. Pedagogically
speaking, the Web 2.0 implies openness to constructive
forms of communication, which include free or low-cost
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services with well-developed ICT support. Currently, such
services can be said to include (and this list is far from
complete) social networking services (Facebook, iWiW),
photograph sharing sites (Flickr), video sharing sites
(YouTube, Videa) and various types of blogs. Wikipedia
and other open freely editable information resources have
significant potential for content development, and auction
websites (Vatera, eBay) can also be counted as part of Web
2.0, Twitter, various social bookmarking sites (delicious),
forums, online office suites (Google Docs), web
(news)feeds (RSS) and file hosting services (Dropbox,
Google Drive). In the Web 2.0 environment, the
fundamental orientation is towards community participation
and creative application of methods which are based on
community content development. From a pedagogical
standpoint, it is particularly important to recognize that in
the Web 2.0 space the users jointly create the content and
share the knowledge thus generated with each other [2]. It
is, however, typical of web 2.0 services—and in this the
progressive institutions of higher education are pioneers—
for the institution to provide a technological framework and
organizational structure where the users upload and develop
content themselves, and where the system facilitates the
further development of knowledge, knowledge sharing and
the expression of opinions. All this requires the
establishment of technical and ethical norms, which will
have a defining role in the development of these systems.

The technical criteria of individual-oriented learning are
also changing in step with the spread of information
technology, broad-band internet access and access to mobile
networks. The greatest challenge for traditional pedagogical
thinking in the coming years will come in the shape of the
spread of nonformal learning. It is becoming a universal
tendency in developed countries for this form of learning to
play an ever more important role in comparison with
institutional study. This is also the case when this form of
learning is not typified by formal qualifications or degrees,
although learning goals and content are still important in
their absence. Mobile learning is growing in significance for
learners/students in initial training, as well as in later
periods of study.

Beyond those learning forms which function outside of
formal education (in the school system): informal learning,
atypical learning encompasses all the methods (distance
learning, open learning), which exercise an influence on the
intellectual and physical development of the individual [2].

Digital pedagogy has arisen as a response to the
questions raised by the interplay of new technology and
education described above. Its aim is to make as wide
reaching a study as possible of all related challenges and
opportunities which affect active participants in the teaching
and learning process. As the media environment has
transformed, the teaching objectives and roles need to be
reformulated too. It is worth considering the ways and
means in which interactive solutions and online and mobile
support can be incorporated when planning courses in
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various contexts. The aspects of the latest incarnation of the
Web (wikis, blogs) make ICT device based education usable
on an everyday level.

Grouped from a pedagogical perspective, work on the
following content types, activities and processes is
especially applicable to Web 2.0 communication:
=  Varying levels of education, competence and

knowledge. Raising awareness, boosting motivation.

Communication management implementation in
learning

= Computer literacy; development of required abilities
and attitudes. Giving recognition of an individual’s
level of knowledge

= Formation of learning communities. Collaborative and
co-operative learning

= E-learning as the application of distance learning in a
virtual educational environment

= The use of blogs in education: course-blog, podcast,
videoblog as (homework) assignments [4].

B. E-portfolio support system—Mahara

Portfolio is a word of Italian origin meaning a dossier or
folder of documents, or an expert’s dossier, or in more
prosaic terms it refers to a collection of a student’s work.
Many definitions have been proposed, the one used here is
that cited by Ivan Falus and Magdolna Kimmel: “The
portfolio is a purposeful, systematic collection of works
completed by a student on one or more courses”. It has two
objectives: on the one hand it is for assessment purposes, on
the other hand to aid in learning [5].

Three basic types of portfolios can be distinguished:
[6][7]:

. The Working portfolio (progress documenting
collection): The student collects all documents pertaining to
a particular learning process in this portfolio. This type of
portfolio fulfils the role of demonstrating the presence and
level of development of teaching competences. The student
can then receive regular feedback on the basis of these
documents, and evaluate her own progress.

. Showcase (Best works) Portfolio: Only the best
work of the student is included in the showcase portfolio.
This work is selected by the student himself from among the
documents in the working portfolio which in his opinion
best reflect him and his achievements. Naturally in order to
do this the student must be able to judge which his best
pieces of work are, and it is necessary for the student to
have access to a clear evaluative framework.

. Assessment portfolio (evaluation of results): this is
a type of alternative assessment, measured against external
assessment criteria. Every document has to meet a certain
standard of achievement, and so the assessment criteria are
the boundary lines for this type of portfolio. The main aim is
for the teacher to evaluate the student’s achievement not by
means of traditional grades but holistically, with the help of
representative samples of the student’s work.
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Portfolios have a long history in Hungarian public
education, as when, for instance, portfolio-based methods
were tested in a number of primary schools as part of the
Hungarian Institute for Educational Research and
Development’s “MAG” (“seed”) project. The results of this
initiative are presented in the OKI (National Institute of
Public Education)’s publication “Magtir—Otletek tanitéknak
a fejlesztd értékeléshez és az adaptiv tanuldsszervezéshez”
(Seed-store—Ideas for educators towards formative
evaluation and adaptive learning management) [8]. The
goals of the portfolios which were created in this project
were decided upon by the teachers involved, and
consequently the aims and content of the portfolios were
extremely varied. Some educators set out to assess all of the
students” work over a school year, while others focused on
the students’ progress in a single subject or course. Some
teachers focused on the achievements of only one student,
while others dealt with whole classes or larger groups.

In 2009, the BME Department of Technical Education
and the BME Institute for Applied Pedagogy and.
Psychology (APPI), recognising the difficulties of
implementing a traditional portfolio system drawing on
experience garnered from the final examinations of the first
graduating year, while bearing in mind environmental
protection, and the growing power of electronic forms of
learning, introduced an electronic portfolio framework
employing the Mahara electronic environment integrated
into the Moodle system, which has been in use since 2006
[9]. The applications of a electronic learning environment
and computer based learning have become widespread in
Hungarian higher education [10][11].

The e-portfolio, that is, an electronically-based portfolio,
aims to face the challenges of the constantly and rapidly
evolving ICT environment and fulfil the learning needs of
the digitally savvy “generation Z” as well as the need to
optimize the process of gathering work for assessment. The
e-portfolio is especially suitable for the following tasks:

e Management of multifaceted complex dossiers

¢ Handling large quantities of documents in a single
system

e Continuous preparation and monitoring (by mentor
teachers)

* Gaining experience in the use of current technology-
centred theories of learning

e  Excellent ICT support
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Figure 1. E-portfolio in the BME Moodle.

The Mahara system can be directly accessed at the [12].
It can also be reached through the Moodle system via a link
in the bottom right hand corner of the page (See Figure 1.).

The figure below shows the main options page
(“dashboard”) after logging on:

&mahaka o
LRl cortert | Portols | Kapesalaok |

ie learing commites. be

i Gybrgy Molnar E’
elcome
R p— |

Alkotss és gyités Szervezés Hozziférés és kapcsolatok
edon, csatiakazon csoportokhaz

Bejelentkeze

felhasznalok

Legutébbi Nézetek Inbox

Figure 2. The Mahara interface after logging on.

Using this interface is relatively simple for users, and the
“drag and drop” technique can be used to edit the user
profiles. Uploading files and blog posts is also
straightforward, by means of the browser function and text
box editing (See Figure 3.) [13].

Tartalom szerkesztése | Cim és liras szerkesztése | EdtLayout  Displaypages Sharepage

jeleniteni a nézetében. Ragadja meq az egérel a blokkokatés hiza a nézet megfelel

Vilasszaaz blokkok kozol zokat, amelyeket meg szere helyére! Tovibbi
2 (kérad

7 (kén

Blogok _Extemal content _Profil_ Allominyok képek ésvideok _Altalinos Osszefoglalo

e e
A L\
Biog  Blog bejegyzés
Bemutatkozds @O Publikiciok @8
Dr. Molndr Gyérgy B Faillok) letsitése 1%

" Figure 3. Editing a Mahara profile.

The e-portfolio system facilitates the creation of
community forums and groups, and it even has an instant
messaging function. Employing this model, for example, the
BME Department of Technical Education established a
group for mentor teachers and students pursuing engineering
teacher training, for which all participants had to register
and create their own profiles. The members of the groups
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could thus directly contact each other through the system, as
well as the mentor teacher and a maximum of 4-5 trainee
teachers assigned to him. The interface also facilitated the
tracking, monitoring and evaluation of work added to the
portfolios over the course of the semester.

The uploading of documents takes place by means of the
file management interface on the first page of the site.
Trainee teachers belonging to the group are able to edit the
folders containing work they have already uploaded, which
they can then share to make them accessible to university
students and mentor teachers. The structure of the portfolio,
in accordance with the theoretical elements of the relevant
legislation, is organized into 3 main folders. A student’s e-
portfolio created in this way is shown in the following
screen capture image (See Figure 4.)[14].

§mahara oxoccecees

Eportélio by ————]

1. Szaktargy tanitasaval kapcsolatos tevékeny Il. Szaktérgy tanitésan kiviili tevékenységek Il Szakképzd intézmény, mint szervezet és ta
ségek mogats rendszereinek megismerése

Tartalom:

Tartalom: Nev Leiris

Nev Leiris

Tartalom:
Nev Leiris

LA11..semények

]
Figure 4. A Trainee Teacher’s portfolio in Mahara.

C. Description of the research

The main hypothesis of the research is that, in order to
provide high quality education, there is just as much of a
need for future teaching professionals who are well-versed
in methodology, learning technology and their own subject
area at school and vocational college level as there is in
higher education. At the same time, the recent changes
present student teachers with significant challenges along
with the increased burdens related to admission and
graduation requirements and new types of tasks.

The numbers of university students graduating and
beginning courses under the Bologna system were initially
rather modest. The figures obtained retrospectively after 4
years were:

e st generation—6 students (2009)
e  2nd generation—18 students (2010)
® 3rd generation41 students (2011)
e  4th generation57 students (2012)

A cross-sectional performance appraisal was conducted in
autumn 2012 to gauge participants’ impressions of and
satisfaction with the new education format. The
investigation employed a well-established approach in
pedagogical practice: the online questionnaire. This
comprised 24 closed-ended multiple choice questions or
Likert-scale type items. Number of the answers are N=116.

Copyright (c) IARIA, 2013.  ISBN: 978-1-61208-283-7

The survey used a closed-ended type survey engine to
collect the respondents’ answers [15].

The figure below shows the distributions of several typical
results of the survey.

The area where students had the greatest difficulty in
creating their teacher portfolios was assembling and
organizing suitable documents to include.

M it is important for me to
know all functions
M sometimes need help

I did not use the system

mother

Figure 5. Competencies in using Mahara.

53% of the respondents were satisfied with their ability to
use the Mahara system, and only rarely required assistance
with it (See Figure 5.).

M the e-portfolio system
support

M | find very useful

Plus | only mandatory
element

m unnecessary to consider

M no answer

Figure 6. The role of Mahara in preparing teacher portfolios.

41% of the respondents rated the Mahara system as very
useful for preparing the e-portfolio (See Figure 6.).

2

O kR W B s

Figure 7. Further reasons for using Mahara.
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More than half of the respondents required assistance
connected to editing their portfolios, and a quarter needed
help to use the system at all (See Figure 7.).

III. CONCLUSION

The evaluation indicates that 35% of those asked found
the preparation of the portfolio the most difficult part of the
assessment, while 28% found teaching practice the hardest,
and the final examination was considered to be the least
challenging of the tasks they faced. This may be explained
by the need for students to familiarize themselves with
elements of the course which were new to them, and to
gradually learn the necessary skills by the time they took the
final examination. The majority of respondents rated the
Mahara portfolio management system as very useful, and
only occasionally required minor assistance in using it, and
would willingly use it in the future for other applications. In
addition the respondents wished to learn more about other
portfolios created by the community, and would welcome
reinforcement of the system’s approach. The majority would
support the incorporation of material regarding the e-
portfolio into one of the course modules. According to one
written opinion, “Wide-scale use of (the system) becomes
increasingly essential as the pedagogical work progresses.”
[15].

The new, currently still evolving teacher training model
raises numerous important questions and will replace
current courses by 2016 at the latest. The road to that
destination is a long and rather winding one. The results of
the survey conducted on a micro-scale in connection with
the performance appraisal of the new elements may be
relevant to the new educational and graduation requirements
for technical teachers currently being formulated, and may
help to guide future syllabus design and teaching material
development.
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Abstract— In a previous case study, we presented data
demonstrating the impact that a well-written and well-
reviewed set of requirements had on software defects and other
quality indicators between two generations of an Intel product.
Quality indicators for the second software product all
improved dramatically even with the increased complexity of
the newer product. This paper will recap that study and then
present data from a subsequent Intel case study revealing that
quality enhancements continued on the third generation of the
product. Key product differentiators included changes to
operate with a new Intel processor, the introduction of new
hardware platforms and the addition of approximately fifty
new features. Software development methodologies were
nearly identical, with only the change to a continuous build
process for source code check-in added. Despite the enhanced
functionality and complexity in the third generation software,
requirements defects, software defects, software sightings,
feature commit vs. delivery (feature variance), defect closure
efficiency rates, and number of days from project commit to
customer release all improved from the second to the third
generation of the software.

Keywords-requirements specification; requirements defects;
reviews; software defects; software quality; multi-generational
software products.

L INTRODUCTION

This paper is a continuation of an earlier short paper [1]
that presented quality indicator data from a case study of two
generations of an Intel software product. The prior case
study compared the quality metrics for a first generation
software product (“Gen 17) developed without a
requirements  specification (e.g., Product Requirements
Document or Software Requirements Specification) versus a
second generation product (“Gen 2”) developed with one as
its foundation. This paper includes the background and
validation results from a third generation product (“Gen 3”)
that was designed and coded utilizing the set of requirements
for the Gen 2 product as its basis. All three products were

developed wusing traditional (i.e., waterfall) software
development methodologies.
This paper is organized into eight sections. Section I

provides an introduction. Section II gives the backgrounds
on the three product generations. Section III presents the
requirements defect rates in the three product requirements
documents by revision. Section IV analyzes the predicted
defect potential for the three products. Section V presents
the test results for the first versus the second generation
products. Section VI presents the test results for the second

Copyright (c) IARIA and Intel, 2013. ISBN: 978-1-61208-283-7

versus the third generation products. Section VII describes
conclusions based on the data. Section VIII discusses
possible future work.

II. PRODUCT BACKGROUNDS

The requirements for Gen 1 that existed were scattered
across a variety of documents, spreadsheets, emails and web
sites and lacked a consistent syntax. They were under lax
revision and change control, which made determining the
most current set of requirements challenging. There was no
overall requirements specification; hence reviews were
sporadic and unstructured. Many of the legacy features were
not documented. As a result, testing had many gaps due to
missing and incorrect information.

The Gen 1 product was targeted to run on both desktop
and laptop platforms running on an Intel processor (CPU).
Code was developed across multiple sites in the United
States and other countries. Integration of the code bases and
testing occurred in the U.S. The Software Development
Lifecycle (SDLC) was approximately two years.

After analyzing the software defect data from the Gen 1
release, the Gen 2 team identified requirements as a key
improvement area. A requirements Subject Matter Expert
(SME) was assigned to assist the team in the elicitation,
analysis, writing, review and management of the
requirements for the second generation product. The SME
developed a plan to address three critical requirements areas:
a central repository, training, and reviews. A commercial
Requirements Management Tool (RMT) was used to store
all product requirements in a database. The data model for
the requirements was based on the Planguage keywords
created by Tom Gilb [2]. The RMT was configured to
generate a formatted Product Requirements Document
(PRD) under revision control. Architecture specifications,
design documents and test cases were developed from this
PRD. The SME provided training on best practices for
writing requirements, including a standardized syntax,
attributes of well written requirements and Planguage to the
primary authors (who were all located in United States).
Once the training was complete, the primary author
submitted early samples of his requirements to the SME for
review and constructive feedback. The requirements were
then rigorously reviewed by both technical content experts
and the SME at each major revision of the PRD.

The Gen 2 software product shared many of the same
characteristics of the first product: it ran on similar
platforms, was developed across multiple sites and had a two
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year SDLC. However, it was far more complex than the first
in that the software had to run with and implement
functionality for a next generation Intel processor with a new
microarchitecture. In addition, the multiple code bases were
combined into a single release.

The Gen 3 software utilized the final set of requirements
for Gen 2 as a basis for the initial PRD. The requirements
SME remained with the team and worked with a new
primary requirements author and later with four additional
authors, who were located outside of the United States. No
other requirements methods or practices changes were made.
With the exception of adding support for a new CPU and the
functionality it enabled (approximately 50 new software
features), the basic attributes of the Gen 3 software were
similar to those of Gen 2. The software development process
did change slightly; the team switched to a continuous build
for source code check-ins.

III. REQUIREMENTS DEFECT RATES

As mentioned previously, requirements for the first
generation product were spread across documents, emails
and web sites. Since the reviews were infrequent and
informal, no data was captured to quantify the requirements
defect levels. Furthermore, there was no one on the team
able to objectively assess and measure defect levels.

For the second generation product, the SME reviewed
each revision of the PRD, logged the defects and calculated
the defect rate (measured in defects/page or DPP) for each
revision.  Requirements were evaluated using various
checklists including the ten attributes of a well written
requirement (complete, correct, concise, feasible, necessary,
prioritized, unambiguous, verifiable, consistent and
traceable), an ambiguity checklist (including vagueness,
subjectivity, passive voice, and weak words) and a checklist
to determine if a non-functional requirement is verifiable.
Non-conformance to any of the checklist items constituted a
requirement defect.

Initial requirements defect levels were high as this was
the first formal set of requirements written by the author.
However, with mentoring, peer reviews and stakeholder
feedback, the requirements defect density for the PRD was
reduced from about 10 DPP in an initial revision (0.3) to less
than 1 DPP in the final revision (1.0), a reduction of
approximately 98%.  The results, published initially in
another short paper [3], appear in Table I below.

TABLE I: GEN 2 REQUIREMENTS DEFECT DENSITY

PRD # of # of Defects/ %
Revision | Defects | Pages | Page (DPP) | Change
in DPP
0.3 312 31 10.06 -
0.5 209 44 4.75 -53%
0.6 247 60 4.12 -13%
0.7 114 33 3.45 -16%
0.8 45 38 1.18 -66%
1.0 10 45 0.22 -81%
Overall % change in DPP revision 0.3 to 1.0: -98%
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The defect rate for each revision of the third generation
software PRD was also assessed and recorded by the SME.
In addition to a new primary author, four other authors
contributed after the initial revision. Their impact can be
observed at the release of revision 0.5, which shows an
increase of 20% in the number of defects per page. Due to
budgetary restrictions, these new authors had not been
previously trained in writing requirements like the U.S.
based author. They were mentored via phone by the SME
for subsequent revisions. From initial to final revision, there
was an approximate 80% decrease in the document defect
levels. The details are presented in Table II that follows.

TABLE II: GEN 3 REQUIREMENTS DEFECT DENSITY

PRD # of # of Defects/ %
Revision | Defects | Pages Page Change
(DPP) in DPP
0.3 275 60 4.58 -
0.4 350 78 4.49 -2%
0.5 675 125 5.40 +20%
0.7 421 116 3.63 -33%
0.75 357 119 3.00 -17%
1.0 115 122 0.94 -69%
Overall % change in DPP revision 0.3 to 1.0: -79%

Defect prevention practices involved early inspections of
requirements and a cross-functional review process. For
both Gen 2 and Gen 3, the primary authors submitted initial
samples of the requirements to the SME for inspection. The
SME provided detailed feedback on the requirements defects
and then mentored the authors on how to rewrite them so that
they have a clear, common and coherent understanding
amongst all stakeholders. Next, requirements were reviewed
by peers for technical correctness, completeness and
technical feasibility. Once the peer review was complete and
the changes incorporated, the PRD was circulated for cross-
functional feedback. To ensure better response rates, a
“differences” document was circulated (generated from the
RMT) that listed the changes between revisions. Also,
several review meetings were held to discuss key sections of
the PRD and obtain direct feedback on any issues.

This emphasis on minimizing requirements defects was
driven by industry data linking requirements defects to
software defects. Depending on the study [4], [5], [6],
requirements defects are responsible for between 50% and
75% of the total number of software defects. The Chaos
Reports by the Standish Group, including the one from 2009
[7], have identified requirements as one of the leading causes
of project failures. Also, there is industry data from multiple
sources [8], [9] indicating that the cost to fix a defect is at
least 100 times more expensive in production than in the
requirements definition phase. Consequently, there was
considerable effort expended on the Gen 2 and Gen 3
products to focus on defect prevention rather than the
traditional defect detection done by testing teams.

From a requirements perspective, the primary author for
the Gen 2 product would have continued to create
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requirements at a rate of about 10 DPP (or higher based on
the defects the initial samples) without mentoring from the
SME. Hence, the final revision of the PRD would have had
approximately 450 defects as opposed to the 10 defects
actually identified. Many of these defects would eventually
have been coded into the product. Similarly, the Gen 3
author would have potentially introduced about 560 defects
into the software without mentoring (vs. the 115 defects in
the final revision of the PRD). The key question became
whether this focused effort on requirements defect
prevention would have any impact on software defects and
other quality indicators.

IV. PREDICTING DEFECT POTENTIAL

To predict the defect potential [10] across the three
generations of the software, we must analyze the various
factors that impact the number and severity of software
defects including: maturity of the team (development and
validation), number of new features, the complexity of the
new features, test coverage and stability of the code base at
the start of the project. Comparing the three software
development efforts, the teams were of about equal size and
maturity and their development methodology was identical,
specifically traditional waterfall. The validation teams were
also of similar size and maturity. There was some overlap of
personnel between projects. Overall, team maturity was
consistent and thus should not influence software defect
levels.

From a feature perspective, each new generation added
features upon the base set of requirements from the previous
generation. These new features were more complex, as they
had to enable functionality in the newer Intel CPU that the
software ran on. The number of requirements continued to
grow since no requirements were removed for subsequent
versions of the product. Test coverage of the software
increased due to the introduction of formalized requirements
starting with Gen 2. These factors would normally
contribute to a rise in software defect rates.

The final factor to analyze is the stability of the code
bases. The first version of the software consisted of multiple
code bases with differing source code control systems
(SCCS) and build processes. Code stability across each of
the components was good. These code bases were merged
into a single, unified software release at the start of the
second project. After an initial period of instability due to
integration issues associated with the move to a common
SCCS and build process, the software should have reached
the same stability as the original components since the code
itself did not change. The impact of the continuous build
process introduced in the third generation project also needs
to be assessed. The smaller, incremental builds are likely to
improve factors such as defect closure efficiency, feature
variance and time from commit to product delivery since the
team is able to get new builds in a much more timely manner
(hours vs. days). As a result, issues can be resolved faster
and this could enhance code stability. However, the more
frequent build cycles can also lead to a higher number of
sightings and defects because the test team can perform more
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testing. Thus, from a code stability perspective, software
defect and sighting rates should be relatively unaffected by
the code merge in Gen 2 and the continuous build process in
Gen 3.

When all factors are taken into consideration, the defect
potential should be higher for the second generation than the
first and for the third generation versus the second. The key
driver is number of features. Each of the subsequent
products has many more features than its predecessor, those
features are much more complex and the software runs on a
more advanced version Intel CPU. The other factors are
neutral relative to the defect potential.

V. TESTRESULTS: GEN1 VS. GEN 2

The following data presents a comparison of the number
of software defects at release, requirements volatility at
major milestones, feature variance at major milestones, and
defect closure efficiency at release between the first
generation and second generation software products. One
additional set of data is now available: time from
committed product release date to actual product release
date. Note that all of this data was collected for the products
on two similarly configured mobile platforms only. The
primary difference between them was the generation of the
processor.

The most impressive set of test results is presented in
Table III: the total number of software defects by type per
product at the end of validation testing. SW defects rates
impact not only development times and efficiency, but also
customer satisfaction levels and brand reputation. The
results are dramatic: each severity of software defect
demonstrated a very precipitous decrease between
generations. Of particular note are the 86% reduction in
critical defects and over 50% drop in total defects. These
results are extraordinary given the increased complexity of
newer software.

TABLE III: NUMBER OF SW DEFECTS BY TYPE

Defect Type | Gen 1 Gen 2 Delta
Critical 21 3 -86%
High 137 69 -50%
Medium 111 62 -44%
Low 24 6 -75%

Totals: | 293 140 -52%

Table IV compares the requirements volatility (1) per
product at key milestones during development.
Requirements volatility is a measure of how much the
requirements are changing due to additions, modifications
or deletions. A stable product will have a lower volatility
index. At release, the second generation product had almost
half the volatility of the first. An analysis of the Gen 1
requirements volatility by the development team revealed
that most of it was due to changes needed to resolve
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customer reported defects. Customer-driven change is
evident from the tripling in the requirements volatility index
from Alpha to Beta and the more than fourfold increase
from Alpha to Release. For the Gen 2 product, customer
defect levels were much lower and hence the volatility index
increase from Alpha to Release was slightly over double.

TABLE IV: REQUIREMENTS VOLATILITY

Milestone Gen 1 Gen 2 Delta
Alpha 0.4 0.4 0%

Beta 1.2 0.7 -42%
Release 1.7 0.9 -47%

Volatility = # of added+changed+deleted requirements (1)
Total # of requirements

Feature variance (2) per product at key milestones during
development is displayed in Table V. This metric shows
how well the features delivered in final product matched
what was committed by the team to be delivered. At each
milestone, the second generation product team was able to
deliver between 1.67 times and 3 times as many
supplementary features as the first generation product team.
This is likely due to the efficiency gain of the Gen 2 team by
not having to debug as many defects as the Gen 1 team
(Table III).

TABLE V: FEATURE VARIANCE

Milestone Gen 1 Gen 2 Delta

Alpha 0.05 0.15 +3.00x
Beta 0.15 0.25 +1.67x
Release 0.15 0.35 +2.33x

Feature Variance = (Current - Planned Features) (2)
Planned Features

Table VI shows the software Defect Closure Efficiency
(DCE) (3) at the end of validation testing for the first
software release versus the second. DCE is measured by
dividing the number of SW defects closed by the number of
SW defects submitted. The goal is to have this percentage
approach 100% (all defects closed) by release. A lower DCE
is an indication that the development and validation teams
are spending more time identifying, researching and
correcting software defects (likely due to high defect levels).
In this table, DCE at product release increased from about
69% in Gen 1 to about 87% in Gen 2, an improvement of
over 25%.
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TABLE VI: SW DEFECT CLOSURE EFFICIENCY

Milestone Gen 1 Gen 2 Delta
Release 69% 87% +26%
DCE = Cumulative SW defects closed (3)

Cumulative SW defects submitted

Finally, Table VII provides a comparison of the number
of days between the official project commit date and the
actual customer release date for the two products. As part of
project planning, the development team submits a full plan
consisting of the features, resources, schedule (including
release date), costs and risks. Once this project plan is
approved, the project is committed. Factors such as
inaccurate estimates, changing customer requirements, and
technical problems can cause the actual delivery date to slip.
The data shows that the second generation product was
released 123 days earlier (or about 22% faster) than the first
generation. The cost savings are substantial given the size of
the project team (in excess of 100 people).

TABLE VII: PROJECT COMMIT TO RELEASE TIMES

Milestone Gen 1 Gen 2 Delta
Project Commit | 564 days 441 days -22%
to Release

In summary, all five quality indicators displayed
substantial improvements at release to customer from Gen 1
to Gen 2 of the software:

Total software defects: -52%
Requirements volatility: -47%

Feature variance: +2.33x

Software DCE: +26%

Time from project commit to release: -22%

VI. TESTRESULTS: GEN 2 VS. GEN 3

The next set of data compares the total number of
software defects, total number of sightings, feature variance
at release, defect closure efficiency and the number of days
from project commit to product release between the second
and third generation software products. This data was
gathered from testing for the two products on all mobile and
desktop platforms. This is different from the data presented
in Section V, which was for the Gen 1 and Gen 2 products
on two specific mobile platforms. Unfortunately, there is no
way to extract the data for mobile platforms only from the
Gen 3 data as only the combined results for all mobile and
desktop platforms were available for that product. Access to
this would have allowed a direct comparison among the Gen
1, Gen 2, and Gen 3 products. However, the findings that
follow do demonstrate continued improvements on similarly
configured hardware.

The total number of software defects and total number of
sightings (open issues reported by the test team, not all are

48



ICCGI 2013 : The Eighth International Multi-Conference on Computing in the Global Information Technology

defects) at release for the second and third generation
software are shown in Table VII. The reduction in overall
defects that started from Gen 1 to Gen 2 continued from Gen
2 to Gen 3, with a decrease of 35%. Total sightings dropped
by 31% between releases. These figures are noteworthy due
to the increased functionality in the Gen 3 product. Despite
an almost tripling in the revision 1.0 PRD length (122 pages
vs. 45 pages), total software defects and sighting still
declined by sizable percentages.

TABLE VII: TOTAL # SW DEFECTS AND SIGHTINGS

AT RELEASE
Milestone Gen 2 Gen 3 Delta
Total Defects 1,060 690 -35%
Total Sightings 3,800 2,640 -31%

Table VIII displays the feature variance per product at
release. The Gen 3 product team was able to deliver about
1.23 times as many supplementary features as the Gen 2
product team at release. Some of this gain is attributable to
the continuous build process (and being able to respond to
and fix defects faster), but a good percentage is due to the
stability of the initial set of requirements. The Gen 3 team
could spend more time on newly arriving customer
requirements requests.

TABLE VIII: FEATURE VARIANCE AT RELEASE

Gen 2
0.35

Gen 3
0.43

Delta
+1.23x

Milestone
Release

Table IX presents the software Defect Closure Efficiency
at first customer shipment for the second generation in
comparison to the third generation software. In this table,
DCE increased from slightly (about 7%) from 87% in Gen 2
to about 93% in Gen 3. This small gain is not totally
unexpected given already high DCE for the second
generation product. The quality of the requirements and
continuous build process both appear to be positively
affecting these figures.

TABLE IX: SW DEFECT CLOSURE EFFICIENCY

Gen 2
87%

Gen 3
93%

Delta
+7%

Milestone
Release

The next set of data in Table X provides a comparison of
the number of days between the project commit date to
delivery of the released product to the customer. Again,
improvements were made from the second to the third
generation as 84 days were removed from the schedule (a
reduction of about 19%). If the data from the first generation
product is included, there is a 207 day or an overall 37%
decrease in time from commit date to customer delivery from
Gen 1 to Gen 3. Again, this contributed to considerable cost
savings based on the team size.
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TABLE X: PROJECT COMMIT TO RELEASE TIMES

Milestone Gen 2 Gen 3 Delta
Project Commit | 441 days 357 days -19%
to Release

One final set of data involved customer satisfaction
levels. Within the first six months of release, customers
were asked to rate the quality of the software delivered
according to a four point scale: poor (0), fair (1), good (2)
and very good (3). Scores for Gen 1 software averaged
between the “fair” to “good” range. For the Gen 2 product,
they had moved into the “good” to “very good” range. The
Gen 3 product was also in this range, slightly higher than
Gen 2.

To summarize, five key quality indicators displayed
continued improvements at customer release from Gen 2 to
Gen 3 of the software:

e Total software defects: -35%
Total sightings: -31%
Feature variance: +1.23x
Software DCE: +7%
Time from commit to delivery: -19%

VII. CONCLUSIONS

The key quality result from this extended case study is
that the dramatic reductions in total software defects
observed from the first to the second generation software on
mobile platforms (-52%) continued for the second to the
third generation software on the combined mobile and
desktop platforms (-35%). A number of factors could have
had some impact in these results. They include applying
lessons learned from one project to the next, augmented
developer experience and maturity, enhanced code review
practices and more rigorous unit testing prior to the start of
validation. No doubt these factors had some influence on
improving software defect levels. However, given the
increased complexity of the second and third generation
products, these factors should have had a minimal effect on
total software defect density levels. Some other factor was
playing a dominant role in these extraordinary quality
results.

Based on these observations, the improved requirements
were the major contributing factor to these reductions in
software defects. The project participants noted that the
focus on requirements defect prevention appreciably
minimized requirements ambiguity, subjectivity and
misinterpretation. In addition, non-functional requirements
(quality and performance) were written to be more verifiable.
The net result was fewer requirement defects propagating to
downstream work products like architecture specifications,
design documents, code, and test cases. As a result, the
development team was able to release code to the test team
with fewer defects despite considerable increases in
functionality and complexity for the newer versions of the
software.
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The focus on requirements defect prevention also
dramatically impacted other quality indicators including
feature variance, defect closure efficiency and project
duration. Since less time was spent fixing defects, the
developers could spend more time adding feature requests
arriving late in the software lifecycle. This is reflected in the
increases of feature variance from the first to the second
generation (2.33 times) and from the second to the third
generation (1.23 times). These late feature additions allowed
the teams to be more responsive to changing market
conditions, competitive pressures and customer requests.

Defect closure efficiency increased by 26% and 7%
respectively from Gen 1 to Gen 2 and from Gen 2 to Gen 3.
There are likely three dynamics here: having requirements
in a searchable database, better requirements quality and the
continuous build process. Determining the source of the
defect (e.g., requirement, code, or test case) was facilitated
by these good requirements engineering practices.

Another important quality measure improvement was
time from project commit to product delivery. From Gen 1
to Gen 3, a total of 207 days were removed from the
schedule. Several factors probably influenced these numbers
including the quality of the requirements, the requirements
database, the merge of the code bases and the continuous
build process. For a development team size of over a 100
people, the cost savings are measured in the millions of
dollars.

While more subjective, customer satisfaction levels
improved from Gen 1 to Gen 3. Scores for Gen 1 software
averaged between the “fair” to “good” range. For both the
Gen 2 and Gen 3 products, they had moved into to the
“good” to “very good” range. This increase in customer
satisfaction levels indicates that the focus on requirements
produced a software product that more closely met the
customer needs and expectations.

An analysis of the data presented in this paper confirms
that a well-written and well-reviewed set of requirements is a
major factor in overall software quality. They decrease the
total number of software defects, minimize rework, reduce
wasted effort, improve schedule predictability, and increase
team velocity and efficiency. Since test and development
teams are spending less time identifying and correcting
defects in the code, they can focus more time on productive
tasks such as adding functionality and being more responsive
to changing customer needs.

VIIIL

A fourth generation product is currently in development.
The number and complexity of the new features continues to
grow and almost none of the existing Gen 3 functionality
will be removed. It will run on both desktop and mobile
platforms (including the new Ultrabook ™ products)
incorporating a more advanced Intel processor. Software
development methodologies remain essentially unchanged,
although the team is currently in the process of investigating
Scrum.

Similar to its predecessors, this project will leverage the
final set of requirements from the previous software (Gen 3).
The requirements engineering process is basically

FUTURE WORK
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unchanged: the requirements SME is still assigned to the
team, a requirements management tool is being utilized and
the PRD will undergo frequent and comprehensive reviews.
The largest variation in methods for this project is in the
number of contributors to the PRD. The Gen 3 product had
five primary authors, while this product already has over
twenty authors. These additional authors are scattered across
different sites and countries, making training and mentoring
more complicated. To date, the length of the PRD has
already tripled. How these requirements changes influence
the overall software quality will provide good data for a
subsequent paper.
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Abstract—Domain-specific modeling is an approach of using
customized, domain-specific languages tailored for the domain
as a basis for modeling the target system. The intent is to
provide a means for domain experts to work with tools and a
language closer to their domain knowledge, while abstracting
away excess detail. This should provide more effective
communication and ease the work done by providing a higher
abstraction level. In the test automation domain, this means
providing the domain experts with means to effectively create
test cases based on their domain knowledge, and to
communicate with the test automation experts. Despite the
potential benefits and its applications, this viewpoint domain-
specific modeling has received little consideration so far in test
automation research. This paper reviews different approaches
to applying concepts from domain specific modeling to test
automation to provide a basis for further work in the area.

Keywords-domain-specific modelling; software testing; test
automation

l. INTRODUCTION

Testing is generally considered to be one of the biggest
cost factors in software development. The testing process
requires collaboration between several stakeholders, large
investments in test infrastructure and continuous efforts in
maintenance and evolution. The test infrastructure needs to
be built to be able to address verifying both low-level details
and high-level requirements. Domain experts need to be able
to effectively communicate with the testers to ensure what
needs to be implemented is implemented and is implemented
correctly. Optimally, this means test automation needs to be
built in layers to enable test engineers and software
developers to verify the low level details, while providing
domain experts the means to work and understand what is
implemented and verify it, while working together to
improve the resulting product.

When discussing concepts at a local level, where only a
single team at a single organization is involved, having a
common understanding becomes quite naturally. The people
can sit down at common face-to-face meetings and quickly
reach a common understanding. When teams become
geographically and organizationally distributed, more
difficulties arise. Different backgrounds and limited
communications contribute to long delays in reaching a
common basis for discussion between the different parties.

This applies to all works, not just software testing.
Reaching a common understanding and maintaining that
understanding requires that people can communicate using a
shared terminology. Agreeing such a domain terminology is
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an obvious requirement for applying domain specific
modeling and creating domain specific languages. A less
obvious requirement is the need to first agree on what the
different parties mean when they talk about domain specific
languages and modeling in general.

A domain-specific model (DSM) is expressed in terms of
a domain-specific language (DSL). These languages can be
hugely diverse and take completely different representations,
typically with “domain specific” referring to the language
being specific to a company and its application(s), each
language being highly customized to a specific purpose [1].
A domain specific language works best in a domain that has
a lot of variation that can be expressed by the language,
leading to possibilities for cost-effective application vs. the
initial language design costs. In software testing, test cases
describe the behavior of a system, through a common base
language while each test case can be seen as a variant
expressed over that language. This makes testing a great
domain for application of DSM.

Domain specific languages in the context of test
automation can take different forms. In our experience, some
people prefer shell scripts as their domain-specific
languages. Others prefer to create their own textual scripting
languages, such as keywords over test frameworks. Some
prefer to create graphical modeling languages, such as those
presented in [2] and [3]. This can be influenced by different
factors such as the expert background, test requirements, and
the target domain. Often there is no clear understanding of
the involvement of a domain-specific language design
process, which leads to less optimal results.

In our experience the language choice and design is
heavily influenced by the people’s background. Someone
with a strong background in Unix scripting wants to write
everything in shell scripts (e.g., termed previously as “little
languages” [4]). Someone with a strong background in
graphical modeling languages will only consider those when
talking about domain-specific languages. While all these
different factors contribute to what is a suitable solution for
test modeling in different contexts, a better understanding of
domain specific language concepts in the testing domain, and
knowledge of different options provide a basis for making
more informed decisions. This paper contributes to this basis
by reviewing current work and approaches for domain-
specific modeling and test automation.

The following section 1l presents different types of
domain specific languages we have observed in our work on
building and applying test automation systems. Section |11
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presents examples of these using an example of a calendar
application. Finally, conclusions end the paper.

Il.  LANGUAGES FOR TEST AUTOMATION

Various tools exist specifically intended for designing
domain-specific languages. In this paper the MetaEdit+ [5] is
mainly used to illustrate the concepts but various others are
also available. These tools can provide good mechanisms for
defining language concepts and transforming these into
different types of artefacts (e.g., test scripts). The tools
intended to create these languages are in general not intended
to build languages with features required to express all the
low-level details of the systems in the domain-specific
models. They work best when the transformations for them
can be written to target higher level abstractions.

For these reasons, it is typically a useful approach to
build the support for the domain-specific test languages in
different layers. Figure 1 illustrates these different layers.
Test frameworks (TF) are in essence programs written using
general purpose programming languages (GPPL) such as
Java and Python. General purpose programming languages
allow for freely expressing different computational concepts,
providing good support and existing libraries for writing a
test platform that allow one to express the required test
concepts at different levels. The test framework takes care of
connecting to the actual system under test and executing the
concrete test cases.

WB

dsl

TF

Figure 1. DSL layers.

On top of this test framework, the higher level
representations and test languages can be created. In the
terminology of domain-specific languages the tools used to
create these languages are often called DSL workbenches
(WB). Depending on the tools used and the type of test
language targeted, this top layer can also be integrated with
the test framework layers in a form such as a keyword driven
test framework, where the keywords form the test DSL.

It is our experience that a domain specific test solution is
often best build from bottom up. That is, having a good test
platform available first to create and execute test cases, and
using this to create the required support for testing in
general. Once this support is in place it makes sense to start
designing and providing the higher level DSL support on top
of this existing platform. This also lends itself well to
support cost-effective decision making when the extension of
the support towards the top layers can be made when
requirements and needs are identified.

A. Common Language Elements

While there are different approaches to building domain
specific test languages, and using those to model test cases,
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these share a number of common language elements. The
target domain needs to be expressed in terms of the domain
terminology and as such a set of domain objects needs to be
defined for the language. In the test automation domain, we
are typically interested in expressing the various ways that
the different actors involved in the system behavior can
interact, and how the results of these actions should be
considered (correct or failed).

Testing can be seen to represent a number of different
concepts. However, in general testing is about exercising the
different relevant aspects of system behavior in different
ways and evaluating the results. A basic element of the test
models is then the ability to explore the flow of execution in
the system. In some cases, such as textual scripting
languages this can take the form of implicit expression
through the ordering of the script elements. In graphical
notations the tools may allow one to connect the different
elements as best seen fit. In test generation modeling
languages this may take the form of expressing constraints
over the possible combinations of the different test elements.
The following subsections will discuss each of these types of
test expressions.

B. Scripting Languages

A typical approach to test automation is to have a
scripting language that the user can use to write regression
test cases. These scripting languages can take different forms
and abstraction levels.

An example of a low-level test scripting language is the
TTCN-3 (testing and test control notation version 3 [6]),
which is a scripting language intended for testing
communication systems. While it is a low-level language
requiring a lot of effort and expertise in its use to write test
cases, it is something designed for testing of systems in a
particular (communications) domain. For example, it has
specific support for features such as ports and messages. The
benefit of this type of a standardized industry domain
language is also the ability to exchange information between
different partners in an executable format, in a well-defined
and formalized terminology.

Examples of higher level scripting languages are those
defining a set of keywords for writing test cases. This is
supported by keyword-driven test frameworks such as Robot
Framework [7]. These keyword-based languages provide
textual domain-specific testing language. Examples of their
application include telecommunication systems [8] and
enterprise systems [9]. These are very domain-specific and
different in each case.

C. Graphical Languages

As noted, in the domain-specific modeling community,
various approaches exist for creating the domain-specific
languages. Besides using general tools to build textual
scripting languages, there are also tools specifically intended
for creating graphical modeling languages. These are
typically used to build a graphical notation on top of a
framework that is implemented using a general purpose
programming language, or a lower level scripting language.
For example, in the test automation domain, we can build a
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graphical modeling language on top of a specific test
scripting or keyword-based language.

For example, a graphical test modeling language built on
top of TTCN-3 was presented in [2]. Highlighting the typical
benefits to application of domain-specific modeling,
significant benefits were reported in allowing a domain
expert to create relevant test cases at a high level,
communicate results and test intents with different
stakeholders such as management, and in providing cost
savings in focusing the variation modeling at a high-level on
the most important aspects. At the same time, lower-level
details could still be expressed in the underlying scripting
language where required.

Other application examples of graphical domain-specific
test languages include digital libraries and information
systems [10]. Sometimes the distinction is also not so clear,
for examples, with a focus on textual elements and
formalisms with some graphical elements (an example of
safety-critical systems in the railway domain) [11].

D. Model Based Testing

A related concept to domain-specific modeling in the
software testing domain is model-based testing (MBT). In
our experience, model-based testing for different people can
be defined in many ways, such as using a mental model as a
basis to manually write test cases, or using test stubs to
model the system environment. However, a commonly used
definition that we use here is from [12] as “generation of test
cases with oracles from a behavioral model”.

The models in model-based testing are typically different
forms of state-machines, defining the potential test steps of
interest and their possible combinations. The models in MBT
are traditionally not considered from a viewpoint of a
domain-specific language as they are hand-crafted model-
programs (term used, e.g. in [13]) used to generate test cases,
not to manually model test cases. However, as shown in [14],
the act of modeling the potential test steps and their possible
orderings also provides a basis for the definition of domain-
specific test modeling language. That is, the potential test
steps in the model program define the model elements (along
with the state variables of the model), and the guard
statements defining the possible ordering of the test steps for
the generator provide a definition of the possible execution
flows that can be created from these elements.

Model-based testing approaches by their nature lead to
creating test models for specific domains. Examples of these
application domains include smartphones user interface
testing [15], automotive systems [16], and healthcare
systems [17]. These approaches typically report good results
when applied in a suitable context (i.e., choice of right
abstraction level, addressing of high variability, and so on).
However, only a few works discuss these in relation to
domain-specific modeling concepts (for smartphones in [15]
and generally in [14]). As widespread adoption of model-
based testing has long been an elusive goal in practice,
providing more synergies in this area to make it more
approachable to domain experts while also making it more
cost-effective to tie into other different testing techniques
holds a lot of potential.
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Ill.  CALENDAR EXAMPLE

This section illustrates the principles discussed above
with an example of applying them on a calendar example.
This example is available online on the OSMO Tester MBT
tool website [18]. The calendar is an example application
where the user can create meetings and invite other people to
those meetings. The user can also create tasks that are only
visible to himself. Several users each have their own
calendar instance.

The following subsections show an example of defining a
domain-specific modeling language for this application. It
starts with examples presented using a graphical notation
built with the MetaEdit+ domain-specific modeling
workbench [5], and proceeds to show different ways to
create the underlying implementations of the test frameworks
including the use of a keyword-driven framework and a
model-based test tool. Possibilities for combining these
different options are also discussed.

A. Terminology

Any process of applying DSM needs to begin with a
definition of a common terminology. Sometimes this can be
the biggest step in getting started and producing a useful and
accepted solution. One might expect this to be simple for a
calendar application, which is a widely used tool and
concept. Yet domain-specific models are commonly defined
for internal use at a company, where over time custom terms
will have been adopted for effective communication between
workers.

Here we use the calendar as an example for the readers of
this paper, who can only be assumed to have a varying
background. In a global context, many people will not be
native English speakers, while the language commonly used
to communicate in this context is English. Thus different
mappings from the organization and personal language have
an effect on how to approach building the basic blocks of a
DSL. This makes it much more difficult to stay in line with
the target audience and intended use of the language, as the
terminology should be generally understandable and not just
for the (paper) author(s).

A calendar is a very general entity and the base
functionality of a calendar application as discussed in this
paper is to add and remove events. As this example was
originally devised it was influenced by the background of the
author(s), which led to simply using the names “event” and
“task” for the calendar entries involving several or just one
person respectively. Yet, an event is an overloaded term in
the English language, and using it in this way easily leads to
confusion on what type of an event it is. Thus “event” was
later renamed “meeting”, while the underlying platform(s)
use the terms varyingly. This simple example shows how the
language design needs to consider many factors.

Besides calendar entries, we also need to fix the
terminology related to the actors using the calendars. The
users are people, who have certain roles in the system
(organizers, participants), and perform certain actions on the
different elements (create, remove, invite).
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B. Defining the Language Elements

From the terminology, we can already pick a set of
language elements as a starting point. We need to be able to
model the properties of calendar users (people), meetings
and tasks. We also need to be able to model actions of
creating and removing meetings and tasks, as well as inviting
people to the meetings. We start with these elements and the
basic sequential test flow. Figure 2 shows an example of a
test case where a user named “bob” creates and removes a
task for the date first of January, 2012.

Figure 2. Two-step test flow.

Figure 3 shows the same scenario but with error
notification where a second user (“john”) has been added and
a test case is created where he tries to delete a task created by
“bob”. However, as he is not in the “owner” role for the
referenced task, he is not allowed to delete it. This also
illustrates a design choice that needs to be made in
considering a test language in general. In this case the choice
has been made to allow using the language to model only the
“correct” behavior of the system, and notifying when errors
in the test models are observed by the modeling tool.

In other cases, it can be meaningful to allow for also the
creation of test cases that exercise invalid flows of operation
on the target system to test error handling behavior. This,
however, requires creating different language elements as a
different type of a test oracle needs to be bound to the test
flow in this case (to define the correct expected response
from the system). In our experience, the use of test cases and
the creation of the language also serves a very useful purpose
in facilitating communication between the different parties
working on the system, where defining what is allowed
explicitly also helps communicate the different expectations
over the system behavior.

(+]

w
i -+ Ly

john
Rembve not
01.01.2012 Task n lowed
A

Figure 3. Embedded error checking.

N

Figure 4 shows examples of some of the other elements in
our test language. The meetings are represented by the
people shapes in three different colors (red, green, blue).
Actions for working with the meetings are shown similar to
how the user would interact with the task objects. The action
of inviting people to meetings is not explicitly visible here,
but is shown by the different types of lines used to connect
the people to the meeting object(s). The organizer is
connected by a solid line (the main actor on the top of the
sequence flow line), whereas the participants are connected
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with a dashed line along the sequence path. Several
concurrent flows of users working on their calendars are
shown as parallel flows.

01.01.2012

02022012

5

02022012

01012012

Figure 4. Parallel test flows.

Figure 5 shows an example of defining a set of model
building blocks and using those as templates for building test
models for the calendar application. In this snippet, we have
the actions for creating and removing tasks and meetings
shown. Although not shown here, similar approaches can be
used to model the calendar users as well, by creating
templates for the person objects and allowing copying and
modifying these as required.

Property | Valug

+ + Object type| Meeting action
Action Add
\\ Constraint | >=
® | Count 100
. A
N
Property | Value +
Object type| Meeting action N
Action Remove N

Count 10

Figure 5. Model building blocks.

Finally, Figure 6 shows an example of creating a test
generator configuration for a MBT tool using these same
model elements. In this case, we have configured the test
generator to produce test cases where four different people
are involved in different roles for performing actions on
creating and removing meetings.

TR |

ohn  may  teemu

Property  Vake Propety  Vake
Object typ  Meeting action Objecttyp Meeting action
Action Add | Action Remove
Constraint > [ Constraint <=
Count 10 | Count 5

\\ \\

/
/ /
__\,
+ )
‘
Figure 6. Generator configuration.

C. Scoping the Language

To scope the calendar test language, we need to consider
who it is intended for and what the users (domain experts)
are intended to use it for. In this case, the main purpose of
the language is to allow the users (who are expected to be
familiar with calendar concepts) to use it to model their basic
interactions and functionality of the calendar.
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They do not need to be able to model boundary
conditions over the possible characters and strings used to
express names, dates and other variables for the model
elements. These types of low-level details are best handled
by test experts who have more direct access to the low-level
test platform functionality. The domain experts in this case
just need an easy and effective way to express the different
objects, fill in valid values and compose them to express
their ideas of how the calendar should work, and how the
different elements can relate to each other. The test cases
generated from their test models and executed against the
target system can then be used to validate how well these
assumptions hold.

Thus the scope of the language in this case is defined to
be exactly what is shown in the example figures in the
previous subsection. There is no need to create any more
complex properties or model hierarchies for the elements to
achieve the set goals.

D. Test Platforms

The test platform for the calendar as described here and
provided at [18] is based on different layers as discussed
before. The bottom layer is based on a general purpose
programming language. It is used to create a basis for the
keyword driven layer, which is based on the Robot
Framework (RF) test platform. This layer already allows
writing test cases using a keyword based language for the
calendar application, as shown in Figure 7. It allows one to
manually compose test cases using such terms as “Add
Event” and “Remove Event”. However, composing all these
elements together manually is still error prone and not an
intuitive approach that a domain-expert with no
programming background is typically interested to use.

18.08.2007 at
21:03:10 EOT

19.08.2007 at

00:57:28 EDT tocationt

Testl | S{Eventi}= Add Event | ${bob}

eventl

Remove

Event Sfach

S{Event1}

7.04.
salicey | 21042002t 1

S(Taski}= 02:48:35 EDT

Add Task

Remove

Task Sfalice}

S{Task1}

26.06.20035 at
S{alice} 2 rasa

SlTaskz)= 04:16:20 EDT

add Task

Figure 7. Calendar script in RF.

A snippet of a test model for the calendar as implemented
on top of the OSMO Tester MBT tool is shown in Figure 8.

@Guard(*"RemoveTask")
public boolean allowRemove() {
return tasks.size() >0;

}

@TestStep(*'RemoveTask'")

public void doRemove() {
ModelTask task = tasks.next();
state.remove(task);
scripter.removeTask(task);

3

Figure 8. OSMO MBT model snippet.

This shows the part for generating a “Remove Task” test
step, basically stating that this step is allowed when some
tasks exist to be removed, and when it is taken, an existing
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task is chosen and removed both from the model state and
the system under test state (through the scripter). As
described in [14], the names given to these test steps in this
type of a test model typically represent domain concepts in
domain terminology, and as such provide a basis for a
domain-specific test language. In this case, the scripter also
generates scripts for the robot framework similar to those
shown in Figure 7.

The final layer to provide on top of this is the graphical
language described in the previous subsections. It can make
use of both the model-based testing tool and directly the
keyword based language, according to what is available and
what is preferred. The main point to take away is that these
different layers can be created as required and as seen cost-
effective and useful. Different experts with different
backgrounds can then use the different layers as they best see
fit for their purposes.

IV. DISCUSSION

In general, it is our experience that it typically makes
sense to create test languages at different abstraction levels
using the different techniques described here when best seen
useful. In some cases, it may be enough to just stay at the
lowest level and only write unit tests using a general purpose
programming language, augmented with some manual
testing at the highest level. For example, this is the approach
applied with the OSMO Tester MBT tool also mentioned
before. It is mainly tested with extensive unit tests and by
building a set of test models and test cases manually on top
of it. This is possible when domain experts are also technical
experts and comfortable with programming tools and
techniques. However, this is different in large organizations
and with a large number of different stakeholders (managers,
customers, domain experts,..) who have a close interest to
see and understand and work with the test artifacts.

In some cases, it can be enough to create a simple
keyword driven test language to test the applications when it
allows expressing all the test cases needed in sufficient
detail. Finally, a model-based testing layer can be used on
top of the keyword driven layer to provide variation in the
generated test cases. However, creating a model-based
testing layer or a domain-specific language layer rarely
makes sense directly on top of low-level test support such as
provided directly by general purpose programming
languages (or even general purpose testing languages such as
TTCN-3). These modeling tools generate test cases using
specific transformations from a source model to a target
model. These transformations are made much simpler when
built on top of a higher abstraction such as that provided by a
keyword driven test framework. By having a layer in
between that allows generating test cases as a form or
configuration for this (i.e., keyword combinations) makes it
much simpler to generate these from the models, simplifies
the required transformations, and makes for much better
maintenance of the modeling infrastructure. Having a
working middle layer (such as keywords based) also allows
for writing manual test cases directly on this layer where
desired.
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For the final part of the domain-specific test languages, it
can be built either on top of the model-based testing tools
and their test models, or on its own. The model-based testing
tools typically do not offer much added abstraction for the
domain-specific tools but rather provide a lot of added power
in expressing domain variance and generating higher test
coverage automatically. When model-based testing tools are
used with domain-specific models, it is useful to include
them in the loop when possible in order to reduce the costs of
maintaining and evolving several different models. That is,
using the domain-specific workbench to generate a
configuration for the model-based testing tool, which can
then generate the actual test scripts from this configuration.
This of course depends on having the required support
available in the different tools for this type of functionality.
Better understanding their relations in a domain-specific
context as presented in this paper helps achieve these goals.

V. CONCLUSIONS

This paper presented an overview of domain-specific
modeling in the context of software testing. While various
approaches for applying test automation in different domains
exist, few explicitly consider these two concepts together and
aim for most benefit. The overview presented here provides
a basis for building better support for making these concepts
benefit from each other.

The graphical modeling language definition for the
calendar example is available as a MetaEdit+ project on the
OSMO Tester MBT tool website [18]. The test platform
code can also be accessed as part of the OSMO Tester MBT
tool examples code repository at [18].

Overall, although different definitions and approaches are
presented here for both domain-specific modeling and test
automation, as noted, many different interpretations for these
terms exist, and any definition should suffice, as long as it
helps the people involved perform the task at hand and the
stakeholders are able share the common definition(s). In our
experience, being more explicit in the domain terminology
and building the test frameworks based on this helps achieve
this.

In the future we look forward to more extensive case
studies on applying different DSM approach to testing, and
how it affects and benefits the different stakeholders.
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Abstract—Bioinformatics is a growing field in the software
industry. However there is very little evidence that sound
software engineering practices are being applied to bioinfor-
matics software development. As bioinformatics is a merging
of the disciplines of biology and computer science, it would
appear very odd that this, particularly important aspect of
the computer science field would be absent, however that is
the case. This paper will attempt to go into the reasons for
this, as well as propositions that others have put forward to
remedy this issue. We finally propose an approach towards
resolving the software / requirement engineering challenges by
comparing four methodologies Agile, SSADM, UP and Domain
Engineering, and select the best approach that can help resolve
the software / requirement engineering issues while developing
bioinformatics software.
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I. INTRODUCTION

The field of bioinformatics is a relatively recent; how-
ever, rapidly growing field, and one that spans both com-
puter science and biology. It is focused on making cutting-
edge scientific discoveries through sophisticated analysis
of biomolecular data such as DNA, RNA, and protein
sequences. It is an interdisciplinary field in which com-
puter technology and computer science techniques, including
software, hardware and algorithms, are applied to solving
problems arising in biology. The primary stakeholders are bi-
ologists rather than computer scientists. As such, it presents
a unique situation for the field of software engineering,
as it presents challenges and opportunities that are not
typically present during the normal engineering process [1].
For instance, stakeholders may be more inclined to sacrifice
program structure to get something that works. While the
field itself is indeed very different from the typical software
engineering situation, with generally much tighter restraints
on budget and timetables, as well as less time allotted for
verifying and testing, the end goal of creating accurate and
reliable scientific software is no less critical since incorrect
results would greatly compromise the validity of the dis-
covery. Furthermore, developing an easily maintainable and
functional, as well as well-documented piece of software
is still ever-present. Just as in the more general field of
computer science, the practices of requirements and software
engineering should be introduced in the academic lives of
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those involved. As this field is part of computer science, and
is included in the computer science departments of many
universities, requirements engineering would be assumed to
be part of the curriculum that these students would enroll in;
however, as Umarji, et al. [1] discuss, this is not the case at
all. In their studies of the syllabi of over 50 universities and
colleges across the United States, Umarji et al. found that,
while the students were always well instructed in general
computer science topics, such as “design and analysis of
algorithms, databases and programming languages in all the
bioinformatics programs, however little or no training given
to these students on basic software engineering principles.”
[1]. Part of this may stem from the fact that “only recently
have studies on end-user programming and information
activities in bioinformatics started to emerge; there is still a
large gap in our understanding problems in bioinformatics
software development” [2]. Their particular study into this
lack of application of the software engineering discipline
is particularly compelling, as it includes roughly 50% of
persons from the computer science discipline, and 50% from
the molecular biology and biochemistry disciplines, so that
it shows the influences that both sides have had on each
other in this process of discovery.

A. Problem Statement

Bioinformatics, as a field is almost unique in regards
to how requirements engineering is concerned. As Umarji,
et al. [3] point out, within this field, unlike most others,
there is a relatively large percentage of the practitioners
of the field (i.e., bioinformaticians) who are doing the
programming themselves, and have been left to their own de-
vices in terms of software development and documentation.
While science itself, and the experimental model teaches
that documentation of every detail is important, this would
appear to stop when it comes to the development of the
tools that these scientists would use, and documentation
is very limited, if it exists at all. This would appear to
match up with their findings that, when asked about where
these scientists learned what they knew about the software
development process, “84% of [126] respondents indicated
that they had learned through self-teaching alone, or that
self-teaching was one of their main modes of learning.”
[1]. This statistic in itself shows a considerable void in the
formal training of the scientists involved with bioinformatics
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or computational biology, let alone the formal training in
software engineering.

II. LITERATURE SURVEY

The study from Umarji, et al. [1] clearly suggests a lack
in implementation of software engineering and requirements
engineering methodologies in the development of bioin-
formatics tools. It would fit in with their earlier findings
in regards to the number of university programs where
bioinformatics students who had taken software engineering
or requirements engineering as part of their degree program,
and this also would make sense given that “70% [of those
same respondents] responded that they had taken some com-
puter science courses. Ten percent of the respondents com-
pleted certification programs to gain proficiency in software
development.” The fact that so few of these respondents have
any formal training in requirements engineering is indeed a
disquieting figure: the implications are that there is a lot of
software that is developed by an individual, and that once
that particular individual is gone, the maintenance and effi-
ciency of that software, even just the simple understanding of
its function, will also be lost. While, unlike in a traditional
business setting, this loss may not be financial in nature,
the loss still could have far-reaching repercussions on the
advancement or understanding of a particular experiment.
In addition, the majority of these same respondents also
identified themselves as bioinformatics specialists with some
programming ability (57%), as opposed to programmers first
(35%). Finally, most of these respondents indicated that they
worked on mid-sized projects of about 5-20 KLOC, and that
there was a broad range of team sizes. In short, this is clearly
a discipline that covers a very broad range of experience
in terms of programming ability, but which shows a very
inconsistent level of education in the merged field, and one
which is primarily graduate-level. This would indicate that
though they completed many years of advanced computer
science courses, in addition to those in biology, one of
the most fundamental of these graduate courses, software
engineering, requirements engineering or architecture were
never covered.

To address this, Umarji, et al. propose a curriculum that
fits both the demands of the field, and which emphasizes
proper software engineering disciplinary techniques. Instead
of adding a new class or requirement, their approach spreads
the importance of disciplined software engineering in current
classes, avoiding adding time to an already lengthy train-
ing process. Chilana, et al. [2] also bring up the lack of
standardization since bioinformatics is such a new field. As
software engineering is in a similar state when compared to
other engineering disciplines, this should be a problem that
software engineers themselves are familiar with.

Another problem pointed out by Chilana, et al. is that
while bioinformatics is a cross-disciplinary field, it is one
in which the two disciplines do not even speak remotely
the same language. For example, they discuss how the two
groups in their study, the computer science-oriented and the
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molecular biology and biochemistry-oriented, do not even
approach the problems in the same manner: the computer
science group “often used command-line interfaces and
programming languages that they were comfortable with
and did not find it challenging to locate any related techni-
cal information.” [2]. Meanwhile, the more bioinformatics-
oriented group, developed applications which “were simple
at the beginning to match their research purposes the partici-
pants in this category had primarily self-taught programming
skills and often sought information ... or obtain additional
help from colleagues in implementing a solution.”

Most bioinformaticians and computational biologists be-
lieve that good bioinformaticians build up their own toolbox,
and are aware of and use existing tools to do more powerful
work. The software development practices mostly surround
the notion of “Don’t reinvent the wheel” which essentially
refers to the use of existing frameworks and to take ad-
vantage of large existing projects like BioPython [4], which
contains a lot of ready to go code for practically everything.

This would indicate that while those in the bioinformatics
background are less likely to have a software engineering or
requirements engineering course to teach them the necessity
of requirements specification, software maintenance and
development, they are more willing to branch out than those
who were educated in a far more rigid, single discipline
environment. An ideal solution would, therefore, include a
cross-over: better training of those in bioinformatics with
regards to requirements engineering, and a cross-discipline
research course in the computer science field.

III. SOFTWARE AND REQUIREMENTS ENGINEERING

CHALLENGES

The term bioinformatics has a range of interpretations,
but the core activities of bioinformatics are widely ac-
knowledged: storage, organization, retrieval, and analysis of
biological data. A bioinformatician works to provide services
to the scientic community in the form of databases and
analytical tools. The serious challenges facing bioinformatics
over the next decade include integration and presentation of
the enormous and ever expanding size data. In order to make
use of the relatively weak signals present in a single data
source, it is necessary to integrate data from different views
of the same system. Of course, integrated data is still just
a mountain of data. Researchers need tools that present the
data in a comprehensible fashion, annotated with context,
estimates of accuracy and explanation. Another challenge
that bioinformaticians face while developing bioinformatics
software is that in most cases the tool or collection of
tools was written in an ad hoc manner to be used for an
experiment. If the experiment is successful, this tool evolves
into a large scale project and sometimes even considered to
be commercialized. In such situations, little emphasis is paid
on the organization and requirement gathering process in
the early stages of the software. A bioinformatician gathers
information from the biologists and takes an evolutionary
approach towards building the software and in most cases the
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approach is so raw in the sense that absolutely no importance
is given to the software and requirement engineering process
simply because the main objective is to create a tool/software
“quickly”, that only a selective set of users who are involved
in the research can use [5].

We put forward an approach to resolve the aforemen-
tioned challenges. We considered four different method-
ologies, Agile [6], SSADM (Structured Systems Analysis
and Design Method) [7], UP (Unified Process) [8] and
DE (Domain Engineering) [9]. Table I compares the four
methodologies in terms of how they address the technical
challenges of bioinformatics software engineering. After an
exhaustive study of the pros and cons of each methodology
for software development in the field of bioinformatics we
came to the conclusion that an integrative methodology
of UP, SSADM and DE would be the best candidate for
software development in the field of bioinformatics. The
following section explains the reasons why.

IV. EVALUATION OF METHODOLOGIES
A. Evaluation: Agile methodology

One of the fundamentals of agile methodology is user
involvement. However, in our case, user involvement was
expected to be low for the following reasons:

e  Most of the projects are research oriented, the users
are mainly the biologists of the research group and
they are usually unavailable due to scheduling con-
straints and only play a small part in the knowledge
transfer of the domain to the development team.

e The development team members are mostly them-
selves part of the research group, so they perceive
(correctly or not) that they understand the system
requirements and do not feel the critical need to
involve the users.

Requirements although expected to change along with
the changes in research objectives for this system, they are
still stable for a phase due to the following reasons:

e  There are not many stakeholders involved (only the
research group).

e  Existing work process is to be automated

e  User stories are not that complex since most bioin-
formatics tools developed are for analytics and
hence it is the algorithm that takes preference.

e  Existing process/work-cycle can be demonstrated
easily in short span of time thereby giving us enough
insight into how the system should work and create
plan. On an average, it takes bioinformaticians about
3-4 hours to obtain a small subset of results using
theoretical methods/algorithms.

In practice, the lightweight nature of agile methods
affords a lot of flexibility to the development process, but
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makes agile methods difficult to implement in a disciplined
manner without coaching [10]. An undisciplined application
of agile methods leads to a “patch and go” attitude. Agile
methods are commonly used in the development of scientific
software (e.g., [11], [12]). However, the use of agile methods
by programmers with no formal training in software engi-
neering increases the likelihood of undisciplined application
of the process, leading to lack of documentation, and code
that is difficult to maintain or reuse. Moreover, the common
quality assurance practice employed in agile processes, test-
driven development, is very difficult to apply to scientific
software, where it is not always clear what the expected
output should be. In addition, the fact that the stakeholders,
developers and users are generally all the same person does
not help in this regard, as they are less likely to seek outside
help, and to view documentation as a waste of time, as they
are the only persons involved. For these reasons, agile is not
a good fit for creating maintainable scientific software.

B. Evaluation: Unified Process

Unified Process (UP) [8] views software development as
consisting of four iterative phases:

1)  Inception: the need for the software is justified and
cost-benefit and risk analyses are conducted.

2)  Elaboration: this is where requirements are elabo-
rated and the software architecture is created.

3)  Construction: the design is further detailed and the
software is incrementally built.

4)  Transition: the developed software is delivered to
the client.

UP provides an extensible framework to manage soft-
ware development: one of its major features is that it consid-
ers software development to be an iterative and incremental
process whereby each stage has a specific area of focus,
which is just the kind of approach required in a research-
oriented field of bioinformatics.

The iterative and incremental process divides the project
into smaller chunk called increment and each increment
refines the functionality of intended system by undergoing
several iterations, following the complete process of tradi-
tional waterfall method [6]. In UP, the system development
starts with little knowledge about the objective and as
projects continues the knowledge about the system increases,
which is exactly the kind of needs a research project calls
for. While agile processes have a similar iterative devel-
opment cycle, a key distinction is the discipline imposed
by the heavyweight process associated with UP, particularly
the explicit requirements engineering activities carried out
during the elaboration phase.

Unified Process handles risk well throughout the de-
velopment process. With deliverables at each stage of the
development there is a go/no-go decision to be made ana-
lyzing each deliverables. [13]. This helps in identifying and
analyzing the risk at early stage making it possible to decide
the steps to be taken in course of time.
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TABLE 1. COMPARISON OF METHODOLOGIES
Challenges
Methods Explosion in Data Sources User Centric Design Other
Agile Lack of documentation makes it difficult to ~ Requires more customer participation time  Advantage in dealing with rapid change is
understand how code deals with data formats.  than users (biologists) can commit to. not applicable due to relatively stable require-
Lack of upfront design modeling makes it ments.
harder to adapt to unanticipated formats.
up Well-documented incremental development  Risk management process facilitates review at
makes it easier for users to add more feature  every stage of development.
requests over time.
SSADM Strong data modeling emphasis fits well with ~ Too rigid for incremental development.
managing diverse data needs.
DE Domain analysis provides understanding of the ~ Reduces dependency on domain expert in later ~ Develops infrastructure, generic architecture
commonalities and variabilities of the various  phases of project or future similar projects. and common “assets”. Facilitates development
data formats. of taxonomy and ontologies.

C. Evaluation: SSADM

We consider SSADM [7] to be an important candidate for
software development in the field of bioinformatics because
of the three most important techniques used in SSADM:

e Logical data modeling: the process of identifying,
modeling and documenting the data requirements of
the system being designed; the data are separated
into entities (data required to record information)
and relationships (the associations between the en-
tities).

e Data Flow Modeling: the process of identifying,
modeling and documenting how data moves around
a system; this process examines processes (activities
that transform data from one form to another), data
stores (the holding areas for data), external entities
(what sends data into a system or receives data from
a system), and data flows (routes by which data can
flow).

e Entity Behavior Modeling: the process of identi-
fying, modeling and documenting the events that
affect each entity and the sequence in which these
events occur.

Since dealing with huge amount of data is the major part
of the problem in bioinformatics, the explicit data modeling
techniques inherent in SSADM are suitable for the problems
bioinformaticians deal with the most.

While the overall SSADM process is too rigid [14] for
the incremental user-centered design approach that is ideal
for development of bioinformatics software, there are certain
aspects that are still applicable. Of the different stages
involved, we select the ones that are essential for software
development in the field of bioinformatics. These stages are:

1)  Feasibility study: A feasibility study is effectively
a condensed version of a fully blown systems
analysis and design, to investigate the goals and
implications of a research project before commit-
ting resources to it.

2)  Investigation of the current environment: This is
one of the most important stages in the software
development methodology; although the new envi-
ronment may be radically different, the concepts
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3)

4)

5)

6)

underlying bioinformatics software will remain the
same and hence it is critical to investigate some
form of the current system.

Requirement Specification: This is probably the
most complex stage in the methodology. Using the
requirements developed in stage 2 and working
within the framework of the selected module, the
analyst must develop a full logical specification of
what the new system must do.

Technical system options: This is the first stage to-
wards a physical implementation of the system and
a large number of options for the implementation
are generated such as the hardware architecture,
software to use, cost of implementation, staffing
required, physical limitations and constraints such
as a space occupied by the system, the distribution
including any network which that may require and
the overall format of the human computer interface.
Logical design: This level concentrates on the
requirements for the human computer interface,
which is something important when it comes to
research projects having potential of being widely
used, such as a Genome Browser or an interface
for querying a disease database. The logical design
specifies the main methods of interaction in terms
of menu and command structures.

Physical design: This is the final stage where all the
logical specifications of the system are converted to
descriptions of the system in terms of real hardware
and software.

D. Evaluation: Domain Engineering

Domain engineering [9] provides a systematic process
for analyzing a family of similar applications in order to
produce a common extensible framework. It consists of the
following activities:

1y

Domain analysis: In this stage that is unique to
domain engineering, the domain is studied to un-
derstand what the different applications have in
common and how they vary. This also leads to the
definition of the scope of the domain, i.e., which
applications to consider part of the domain and
which ones to exclude.
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2)  Domain specification: In this stage, the artifacts are
refined, producing a domain-specific requirements
document followed by a reference architecture that
defines the common components and reusable as-
sets as well as where application-specific compo-
nents and modifications can be added.

Domain implementation: This stage uses exist-
ing software development processes to take the
domain-specific requirements and architecture and
create the framework and other core assets that can
be used for developing additional applications.

3)

The domain engineering process is well-suited to an-
alyze and model the diverse data sources and organize
the multiplicity of scripts that perform similar analyses
on bioinformatics data. Domain analysis studies the com-
monalities and variabilities of the various data sources and
formats, enabling developers to understand how they vary
and anticipate additional variations.

The outcome of domain engineering activities facilitates
further development of a product line of similar bioinfor-
matics applications. Development of a product line tool or
workbench makes it possible to easily develop add-ons to
existing products. It makes every function and feature of the
family of products available for use, extensions, and possible
adaptation of developed/abstracted features. This can be
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accomplished with the creation of bioinformatics-specific
designer tools that simplify many of the programming tasks
for bioinformaticians.

E. Integrative Approach

We present here an integrative software and require-
ment engineering approach for the domain of bioinformatics
where applied research is the brainchild for development
of software in this unique discipline. Research can be
perceived differently depending on viewpoint, academic or
industrial. In this paper, we define applied research as an
activity that gains intellectual leadership that ultimately
leads to commercial reward for a company by combining
the classical viewpoints. We measure this in terms of the
combination of intellectual leadership (knowledge) together
with the ability to demonstrate new ideas through proof of
concept prototypes.

From our survey, we observed that since a number of
the methodologies used in software development today have
their origins in the waterfall process and tend to separate
activities into distinct phases of design, coding, testing and
integration. These activities have been found to occur repeat-
edly on each cycle or iteration. Iterative design processes
such as the Unified Process (UP) have become widely
used over the past decade. Since, research is considered
to be an incremental and iterative process; we chose UP
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to be the backbone of our methodology and incorporated
different stages of SSADM and domain engineering into
the four stages of UP methodology. Figure 1 shows the
integration of these methodologies. The feasibility study and
investigation of current environment activities are adopted
from SSADM to guide the inception phase, justifying the
business case. During the elaboration phase, domain analysis
and specification are adopted from DE to guide requirements
analysis activities that can be shared across several related
bioinformatics applications. A study of the technical systems
options are used to understand the requirements from the
systems engineering standpoint. In the construction phase,
logical and physical design activities model the structural
and behavioral aspects of the software. Finally, the transition
phase includes system testing and validation.

V. CONCLUSION AND FUTURE WORK

As was stated before, the lack of any formal training
in requirements engineering principles has led to a major
problem in the field of bioinformatics: many programs with
no requirements specifications, no maintenance plans, and
which, more often than not, have only a single user who
will ever understand these issues. While general education
in the field of requirements engineering and architecture
would certainly assist in making sure that these principles
are reinforced while in academia, the uniqueness of the field
in practicum presents challenges that are not seen in most
other areas. To this end, several techniques that are discussed
in a typical requirements engineering class are on the table.
The first of these, agile, is actually very common in the
field itself, however, as it is practiced almost to the point of
exclusion, it has contributed to the problem almost as much
as the lack of education in the requirements engineering.
Instead, the more practical option would be a combination
of the Unified Process, SSADM or Domain Engineering
methods that were discussed, as they would ensure a more
robust architecture thru requirements specification, an actual
architectural design, and a maintenance plan put in place
to ensure that others actually know what the developed
software is for and how it is to be used, beyond simply
those using it in the here and now.

Future work includes empirical validation of the ef-
fectiveness of the integrated approach. Validation of any
new process or methodology is always difficult, particularly
during the formative years, partially due to the subjective
nature of evaluation but primarily due to the limited expe-
rience in using the technique. As every research project is
different, it is difficult to exactly compare productive gains;
however many approaches for examining the credibility,
reusability and the efficiency of performing research have
been discussed at length [14], [15].
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In addition, we will investigate aspects of other software
development processes that can be used to further support
informally trained software developers in building reliable
systems.
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Abstract—The effort-based model of usability aids in
evaluating user interface (Ul), development of usable software,
and pinpointing software usability defects. In this context, the
term pinpoint analysis refers to identifying and locating
software usability issues and correlating these issues with the
Ul software code. In this paper, the underlying theory of the
effort-based model along with pattern recognition techniques
are used to produce a framework for pinpointing usability
deficiencies in software via automatic classification of segments
of video file containing eye tracking results. This allows
developers to harness their effort and focus on excessive effort
segments that need attention. To verify the results of the
pattern recognition procedures, the video is manually classified
into excessive and non-excessive segments and the results of
automatic and manual classification are compared. The paper
details the theory of effort-based pinpoint analysis and reports
on experiments performed to evaluate the utility of this theory.
Experiment results show more than 40% reduction in time for
usability testing.

Keywords-Software  Development;  Software
Human Computer Interaction; Pinpoint Analysis.

Usability;

l. INTRODUCTION

The Effort-based model of usability [1-4] aids in
evaluating user interface, development of usable software,
and pinpointing software usability defects. It is developed
using the principle that the usability is an inverse function of
effort. The model is used for comparison of different
implementations of the same application. The results of
several experiments conducted on the effort-based model
show strong relationship between effort and usability [1-4].

The underlying theory of the effort-based Model is used
to produce a framework to identify usability deficiencies in
the software. Identifying and locating software usability
issues and correlating these issues with Ul software code is
referred to as Pinpoint Analysis [3,4]. For example, users
who are in a state of confusion, and users that are not sure
how to use the software, tend to look around the screen to
figure out the best way to accomplish a task. This behavior
is referred to as an excessive effort [3,4]. Identifying and
pinpointing excessive effort behavior helps Ul designers
rectify numerous usability related issues.

This research attempts to evaluate the utility of
pinpointing user interface deficiencies using pattern
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recognition techniques for identifying excessive effort in
segments of software interaction session records.
Segmentation of user’s software interaction session is done
using the time slice between two consecutive
mouse/keyboard clicks. Automatic identification of
segments showing excessive effort behavior helps the Ul
designers to reduce the time required for analysis and
rearranging the interface at the pinpointed time snapshot.

The pattern recognition methods used in this work
include feature selection, principal component analysis, K-
means clustering, and threshold based classification [5-7].
Several experiments were conducted to evaluate the new
framework for pinpointing software usability issues.
Experiment results show more than 40% reduction in time
for usability testing.

The rest of this paper is organized as follows. Section 1l
contains background information. Section Il summarizes
the related work. Section IV details the experimental setup.
Section V details the experiments. Section VI presents
experiment results and Section VIl contains results
evaluation. Section VIII concludes the paper with a
summary of our findings and proposals for further research.

Il.  BACKGROUND

A. Software Usability

According to the International Organization for
Standardization/International Electro Technical Commission
(ISO/IEC) 9126 standard, software usability is: “The
capability of a software product to be understood, learned,
used, and be attractive to the user when used under specified
conditions.” There are several characteristics that play an
important part in  defining  software  usability:
understandability, learnability, operability, and
attractiveness [8,9].

Cognitive modeling involves creating a computational
model to estimate how long it takes the users to perform a
given task [10-13]. It involves one or more evaluators
inspecting a user interface by going through a set of tasks by
which understandability and ease of learning are evaluated.
The user interface is often presented in the form of a paper
mock-up or a working prototype; but, it might be a fully
developed interface. Cognitive models are based on

63



ICCGI 2013 : The Eighth International Multi-Conference on Computing in the Global Information Technology

psychological principles and experimental studies to
determine times for cognitive processing and motor
movements. They are used to improve user interfaces or
predict problem areas during the design process.

B. The Effort-based Usability Model

Several studies indicate that many system users
associate the “physical” effort required for accomplishing
tasks with the usability of the software [1-4]. The effort-
based model for software usability stems from the notion
that the usability is an inverse function of effort. For
example, an eye tracking device is used to measure the
effort expanded by the user in navigating through the user
interface of software. In the case of interactive computer
tasks, it is possible to calculate effort as a linear
combination or a weighted sum of metrics such as the
number of mouse clicks, number of keyboard clicks, eye
path traversed as well as other eye activity measures, and
mouse path traversed.

Eye trackers acquire eye position data and enable
classifying the data into several eye movement types useful
for eye related effort assessment [11,12]. The main types of
eye movements are: 1) fixation — eye movement that keeps
an eye gaze stable with regard to a stationary target
providing visual pictures with high acuity, 2) saccade —
rapid eye movement from one fixation point to another, and
3) pursuit — stabilizes the retina with regard to a moving
object of interest [1,11,12]. Usually, the Human Visual
System (HVS) does not exhibit pursuits when dynamically
moving targets are not a part of the interface [1,11,12].

In this research, the following metrics are used as a
measure of the physical effort 1) Average fixation duration,
2) Average saccade amplitude, 3) Number of saccades, and
4) Average eye path traversed [1-4,11,12].

The effort-based software usability evaluation is
divided into three phases: Measurement, Analysis, and
Assessment [3,4]. In the measurement phase, a group of
users executes a set of identical independent tasks, which
emerge from a single scenario. These tasks differ in key
parameters, which prevent the users from memorizing a
sequence of interaction activities. Throughout the
interaction process, certain user actions such as eye
movement, time on task, keyboard activities, and mouse
activities are logged.

The analysis phase involves accumulating data for
several metrics such as the number of saccades, average
saccade amplitude, number of fixations, average fixation
duration, and average eye path traversed, that relate to user
effort. Another metric is the time on task. The average task
completion time is compared to a learning curve, which
reflects users’ mastery of software.

The final step is the assessment. Using the above steps,
the learnability of software systems is assessed and the point
of users’” mastery of the software is identified. The same
model is applied to obtain operability and understandability
of various software systems or different groups of users
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using the same system. The effort-based metrics provides
interface designers with means to evaluate their designs [1].

C. Pinpoint Analysis

Software usability testing is considered one of the most
expensive, tedious, and least rewarding tests to implement
[1,2]. This perception is likely to change if the usability
testing is made less expensive and more rewarding. This
requires accurate means through which an engineer can
identify and pinpoint issues in the software or the interface.
This process is called pinpoint analysis. Pinpoint analysis is
one of two types; inter-pinpoint analysis deals with
identifying issues with tasks performed by the users in a
specific system, whereas intra-pinpoint analysis refers to
identifying issues within tasks in a specific system. For
example, outlier tasks might be identified through inter-
pinpoint analysis and used for intra-pinpoint analysis. This
analysis also helps graphical user interface (GUI) designers
to make decisions about element placement on displays and
determine the level of effort that is related to different
widgets [3,4].

1) Inter-pinpoint Analysis

Inter-pinpoint analysis involves detecting tasks that
present anomalies and identifying the reasons for these
anomalies at a high level. The mouse is used as an example
to understand inter-pinpoint analysis. In a particular task,
the right mouse button helps users complete a task
effectively; however, some of the users are unaware of it. It
is possible that anomalies like this can be identified in inter-
pinpoint analysis [3,4].

Inter-pinpoint analysis helps identifying alternative
methods to perform a task effectively with less effort;
however, it does not provide users with a hint of the
alternative method. Other issues like the necessity of help
facilities in software can be identified by the high level
analysis of tasks that present anomalies.

2) Intra-pinpoint Analysis

A more detailed method for analyzing tasks and
identifying specific issues with the software is intra-pinpoint
analysis. Intra-pinpoint analysis can be done manually by
watching all the video recordings of the users’ interactions
with software, obtained from an eye tracking device. This
review helps identifying interaction issues and areas where
the user has difficulty while performing tasks. For example,
the analysis might reveal that most of the users go into a
state of confusion in a specific part of a task and are looking
around the screen to identify the best way to proceed with
the task. This might prompt the designers to rearrange the
interface at the relevant time snapshot. Clearly, this option is
tedious and potentially expensive. An alternative is to use a
semi-automatic method applying pattern recognition
technique. This method eliminates the need for a person to
watch the entire video in order to identify interaction issues
thereby cutting down the cost and time. It enables automatic
identification of areas where the user has difficulty and
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marking these areas for further evaluation. For this reason,
we refer to the process as semi-automatic.

D. Pattern Recognition

One of the applications of pattern recognition is the
assignment of labels to a given input value, or instance,
according to a specific algorithm. An example of pattern
recognition is classification, which attempts to assign each
input value to one of a given set of classes. Pattern
recognition is generally categorized according to the type of
learning procedure used to generate the output value.
Supervised learning assumes that a set of training data (the
training set), consisting of a set of instances that have been
properly labeled by hand with the correct output, has been
provided. Next, a learning procedure generates a model that
attempts to meet two sometimes conflicting objectives:
Perform as well as possible on the training data, and
generalize as well as possible to new data. On the other
hand, unsupervised learning assumes the availability of
training data that has not been hand-labeled and attempts to
find inherent patterns that are used to determine the correct
classification value for new data instances [5-7].

I1l.  LITERATURE REVIEW

Usability is a highly researched topic with much
literature available [8-15]. Nevertheless, extensive review
did not reveal any research papers related to pinpointing
usability issues. There are some papers on effort-based
usability evaluation that are discussed below.

Tamir et al. [2] conclude that effort and usability are
related but they did not address pinpointing issues. Mueller
et al. [16] use effort metrics to evaluate software usability.
Their method allows comparison of two or more
implementations of the same application, but does not
identify where exactly the problem lies. Hvannberg et al.
[17] describe the design and test of a defect classification
scheme that extracts information from usability problems,
but is limited since it does not define the causes underlying
usability problems. Nakamichi et al. [18] investigate the
relations between quantitative data, viewing behavior of
users, and web usability evaluation by subjects. They
conclude that the moving speed of the gazing points is
effective in detecting low usability. Makoto et al. [19] use a
Web-Tracer to evaluate web usability. Web-Tracer is an
integrated environment for web usability testing that collects
the operation log of users on the Web pages. The data
collected is used to determine the usability of the Web
pages. However, the reasons for low usability are not
identified using this approach. This paper thoroughly
addresses and resolves all of the issues listed above.

IV. EXPERIMENTAL SETUP

A. Manual Input Devices

The subject performs the tasks on a computer using a
standard keyboard and a mouse as input devices. An event
driven logging program is used to obtain details of mouse
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and keystroke activities from the operating system event
queue. The program saves each event along with a time
stamp into a file. The logged events are: mickeys (mouse
pixels), keystrokes, mouse button clicks, mouse wheel
rolling, and mouse wheel clicks.

The eye tracker used for the experiments is Tobii X120
Eye Tracker, version 2.2.5 [20]. The Tobii device is a
standalone eye tracking unit designed for eye tracking
studies. It measures unfiltered and spontaneous human
reactions, responses along with gaze and other real-time
data. The data collected by the eye tracker is logged to a
file, which is referred to as a data file in this paper. The eye
tracker also records video version of the user interaction
session and is referred to as a video file, which is very
helpful in verifying experiment results.

B. Software Environment for Analysis

A software program developed in MATLAB is used to
perform data analysis of the experiments performed in this
paper [21]. The parameters of the program are detailed in
the respective sections.

C. Test Procedure

Experiments conducted to evaluate the capability of
pattern recognition techniques to identify software usability
issues are done using the steps depicted in Fig. 1.

Figure 1. Experiment Procedure.

As the figure shows, the main steps are: data gathering,
segmentation, data reduction, feature extraction and
selection. These actions are followed by several different
classification techniques. The sequence of actions depicted
in the figure is further described in three subsections: data
gathering, data reduction and identification of excessive
effort segments.
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1) Data Gathering

A group of five users executes a set of seven identical
independent tasks, which emerge from a single scenario.
Throughout the interaction process, certain user activities
such as eye movement, time on task, keyboard, and mouse
activities are logged using an eye tracking device.
According to the learnability-based usability model, the
point at which the user’s effort reaches the acceptable level
is called the learning point. Based on this model, it is
assumed that the users’ effort reaches the acceptable level
by the time they perform task 5. Hence, in this paper, task 5
of each subject is used for conducting experiments.

2) Data Reduction

Phase 2 includes activities such as segmentation, data
reduction, and feature extraction. The data logged
throughout the user interaction session, i.e., the data file is
used for event based segmentation where the events are
consecutive keyboard/mouse clicks. Metrics such as:
(a) segment duration (for event based segmentation), (b) the
average fixation duration, (c) the average saccade
amplitude, (d) the number of fixations, (e) the number of
saccades , () the standard deviation of the fixation duration,
(9) the standard deviation of the saccade amplitude, and
(h) the eye path traversed are inferred for each segment.
These metrics are used to generate a feature set, which is
obtained by applying data reduction programs to the data
file. The features data is calculated for all features within
each segment and this data is useful to identify excessive
effort segments.

3) Identification of Excessive Effort Segments

Pattern recognition techniques are applied to the feature
set obtained from the data reduction process to identify
segments that exhibit excessive effort. The techniques used
and applied on the feature set are briefly explained below.

Thresholding - a threshold value is calculated for each
feature in the feature set. For a given feature, all the
segments that have a feature value that is less than the
threshold value are classified as non-excessive segments and
vice-versa.

K-means clustering - the segments are grouped into
clusters. Based on the value of cluster centers, the cluster is
classified as excessive or non-excessive. All segments that
fall in the excessive cluster are segments exhibiting
excessive effort behavior and vice versa.

Principle component analysis (PCA) - the first, the
second, and the third principal components are obtained for
the feature data. The threshold classification is applied on
the first principal component and K-means clustering is
applied on the first, second, and third components to
classify the segments into excessive or non-excessive.

By the end of phase 3, the excessive effort segments are
identified by the software program. To verify the results, the
video file is carefully watched segment by segment and
classified into excessive or non-excessive segments
manually. The manual classification process of the video
file is described in the following section.
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D. Manual Classification

The manual classification process involves event based
segmentation on the entire video file. Each segment is
carefully watched and classified into the following
categories:

Idle behavior segments; idle behavior is due to system
response. Waiting for a progress bar to complete; or waiting
for a page to load are examples of idle behavior. Segments
with such behavior are classified as idle behavior segments.

Excessive effort segments; segments without any
useful user actions are classified as excessive effort
segments. A subject looking at different components on an
interface instead of the actual target component, which help
in accomplishing the task is an example for excessive effort
behavior. Such behavior can be eliminated without
sacrificing task completion quality.

Non-Excessive effort segments; segments with useful
action that result in task completion are classified as non-
excessive segments.

Off screen behavior segments: Intervals of time where
the subject’s view is not within the screen for more than one
second, with no meaningful user action, are classified as off
screen behavior segments.

Attention segments; segments with frequent off screen
behavior, frequent mouse/keyboard clicks are classified as
attention segments.

Once the video file is classified into one of the above
five segment categories, the manual classification results are
ready for comparison with the automatic classification
results.

E. Result Verification

The number of Excessive vs. Excessive, Excessive vs.
Non-Excessive, Non-Excessive vs. Excessive and Non-
Excessive vs. Non-Excessive segments as well as related
error rates are calculated for each result file and graphs are
plotted to visualize the results and enable comparing the
performance of different methods and features. During the
verification of results, the attention segments are not
considered as they are not clearly distinguished as excessive
effort or non-excessive effort. Non-Excessive vs. Excessive
segments are regarded as false positive or type-1 error
segments. It is assumed that all the segments classified as
excessive effort segments are due for manual evaluation.
Hence, in the case of type-l error, the software program is
highlighting extra segments for further review, but is not
missing any segments that need attention.

On a similar note, segments that show excessive effort
per manual classification but identified as non-excessive
effort segments by the software program are regarded as
false negative or type-1l error segments. These segments
require extra attention as the software program has missed
identified segments that require manual inspection. The total
time of segments classified as excessive by the software
program is also referred as inspection time. It is the sum of
the time interval of each excessive effort segment. In this
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paper, type-Il errors and inspection time are considered as
the most important factors for analyzing experiment results.

V. EXPERIMENTS

In this paper, the automatic part of the process is used
to analyze five data files by applying the different pattern
recognition techniques discussed. Each of the files is a text
file that contains the entire data collected by the eye tracker
throughout each experiment. The following is a list of the
experiments performed:

1. Applying the threshold method

2. Applying heuristic feature selection and K-means
clustering

3. Using principal component analysis

4. Applying K-means clustering on principal components.

Each experiment procedure is discussed in detail in the

following sections.

A. Experiment 1: Applying the threshold method

In this experiment, event based segmentation is applied
to the video and data file generated by the eye tracker. Next,
a feature set is generated for the data file. All the segments
are classified into excessive or non-excessive effort
segments by the software program, which applies the
threshold method on the following features: 1) number of
fixations, 2) average fixation duration, 3) number of
saccades, 4) average saccade amplitude, and 5) eye path
traversed.

B. Experiment 2: Applying heuristic feature selection and
K-means clustering

Due to the fact that evaluating all the possible subsets
of the feature set is prohibitively time consuming, we have
adopted a heuristic feature selection method. The following
subsets are selected: 1) Number of fixations, 2) Number of
saccades, 3) Eye path traversed, 4) Number of fixations,
number of saccades, eye path traversed, and 5) Number of
fixations, number of saccades, eye path traversed, average
fixation duration and average saccade amplitude.

C. Experiment 3: Using principal component analysis

In this experiment, the feature set is transformed into
principal components by a program that implements PCA.
Here, only the first principal component is considered, as it
carries the most significant information related to the
feature set. The first principal component is subjected to
the threshold method for identifying segments exhibiting
excessive effort and non-excessive effort.

D. Experiment 4: Applying K-means clustering on
principal components

In this experiment, K-means clustering is applied to
different combinations of principal components for
identifying segments exhibiting excessive effort and non-
excessive effort. The following constitute the feature set
for this experiment: 1) 1% principal component, 2) 1* and
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2" principal components, and 3) 1%, 2" and 3™ principal
components.

VI. RESULTS

In this section, the results obtained from the
experiments are discussed. The results of each data file in
the experiments are shown in [4]. A sample of these results,
concentrating on applying the threshold method using data
file 1, is presented here. For clarity, the notation used for the
feature values in the graphs is presented below: 1) # Fix —
denotes number of fixations, 2) Avg. Fix Dur. — denotes
average fixation duration, 3) # Sacc — denotes number of
saccades, 4) Sacc Amp. — denotes average saccade
amplitude, 5) Eye Path denotes eye path traversed, and  6)
FPC - denotes first principal component:

The video file corresponding to data file 1 is 6.09
minutes in length. Fig. 2 shows the results of an experiment
using the threshold method on data file 1.

Percent of Segments of each Type

60

50

MEVs NE

30 NEWVs E

20 L HEVsE

mMNE Vs NE
10

#Fix AvgFix BSacc Sacc  Eye
Dur Amp Path

Features

Figure 2. Percent of segments of each type.

When the graph in Fig. 2 is extrapolated and as seen
from the E vs. NE bars, the feature value, number of
fixations demonstrate a small percentage of E vs. NE
segments. This shows that the number of fixations has the
least number of type-11 errors. Number of saccades and eye
path traversed follow number of fixations in terms of type-II
errors.

Fig. 3 shows the total time of segments classified as
excessive by the software program and the manual process
after the threshold method is applied on each of the
following features: 1) number of fixations, 2) average
fixation duration, 3) number of saccades, 4) average saccade
amplitude, and 5) eye path traversed.
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The light black bars in Fig. 3 represent the total time of
video recorded by the eye tracker. Manual classification of
the video file, depicted by the dark black bars, shows 1.71
minutes of excessive effort. The average fixation duration
and average saccade amplitude show a relatively low value
for time of segments classified as excessive by the software
program when compared with the total video time. This is
depicted by the bright bars present in the figure. From Fig.
3, it is observed that the percentage of type-Il errors is
15.05% for average fixation duration and 12.9% for average
saccade amplitude. However, the feature value with a
reasonable type-Il errors and lower percentage of time of
segments classified as excessive is average saccade
amplitude.

Total Time of Segments Classified as Excessive by
the Automatic program and Manually

W Manual
4 Classification
as Excessive

Time (minutes)
w
|

2 +— Tool
Classification
11 as Excessive
0 -
# Fix Avg Fix #Sacc Sacc Eye W Total Time
Dur Amp  Path

Features

Figure 3. Total time of excessive effort segments.

The set of experiments include three more experiments
the results of these experiments are detailed in [4]. The
experiments are:

o Identifying excessive effort segments using heuristic
feature selection and K-means clustering.

e ldentifying excessive effort segments using principal
component analysis

o Identifying excessive effort segments using K-means
clustering on principal components.

VII.

In this section, we evaluate and discuss the results of
the experiments conducted in this work. Our criteria for
success are based on 1) The number of type-Il errors and
2) A minimal time to investigate the usability issues with an
acceptable level of type-Il errors. Based on discussions with
several engineers in the company sponsoring this work and

RESULT EVALUATION

Copyright (c) IARIA, 2013.  ISBN: 978-1-61208-283-7

other companies, we are assuming that 15% of error of type-
Il is the upper bound for being considered as acceptable.
This is also consistent with a two-step approach where after
a first pinpoint analysis stage, which allows for high rate of
errors but provides significant reduction in evaluation time,
the errors identified are fixed; leading to a more rigorous
pinpoint analysis with lower error bound. The results are
evaluated based on the performance of each pattern
recognition method on individual features. In addition, the
overall performance of each pattern recognition method is
evaluated.

Tables | to IV (attached at the end of this paper)
summarize the results of the experiments. An additional set
of tables, which contains the entire results, can be found in
[4]. The items listed in Tables | to IV are:

A. Applying the threshold method

The following observations are derived from Table I.

e The results of Table I show that the threshold method
on the feature value, number of fixations, gives good
results in terms of type-ll errors but, the average
inspection time is relatively high when compared to
other feature values. The average value of type-Il errors
for number of fixations is 3.3%. Average saccade
amplitude and eye path traversed follow the number of
fixations in terms of type-1I errors.

e A threshold on average fixation duration performs well
in terms of minimal inspection time with an acceptable
value of 9.8% for type-Il errors.

e A feature value with minimum number of total errors is
eye path traversed. This feature value is a good choice
when inspection time is not taken into account.

e The inspection time is not completely correlated to
type-I errors. In the case of average fixation duration,
the inspection time is 1.67 minutes with 29.4% of type-
I errors. On the other hand, the average saccade
amplitude with almost the same percentage of type-I
errors has higher inspection time than average fixation
duration.

e The values of the average number of excessive effort
segments for all features are in close proximity to each
other. However, the percentage of type-1 and type-II
errors differs invariably. This portrays that the segments
classified as excessive are different for each feature
value.

e Despite the fact that the percentages of total errors for
each feature value are in close proximity to each other,
the inspection time varies. This delineates that the
segments classified as excessive are different for each
feature value.

B. Applying heuristic feature selection and K-means
clustering.
The following observations are derived from Table II:
e The results from Table Il show that the K-means
clustering on the feature subset - number of fixations,
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number of saccades, eye path traversed, average
fixation duration, and average saccade amplitude,
gives good results in terms of type-1l errors with an
average value of 5.4%. But, the average inspection time
is relatively high when compared to other feature
values. The number of fixations follows the above
identified feature value in terms of type-11 errors.

e Clustering on the eye path traversed performs well in
terms of minimal inspection time with an acceptable
value of 10.1% for type-II errors.

e A feature value with minimum number of total errors is
the number of fixations. This feature value is a good
choice when inspection time is not taken into account.

e The average number of excessive effort segments for
number of fixations and the feature subset with the
following features - number of saccades, eye path
traversed, average fixation duration, average saccade
amplitude are the same. However, the inspection times
vary. This portrays that the segments classified as
excessive are different for each feature value.

e Unlike the results of the threshold method, the
percentages of total errors for each feature value vary
by a wide margin when applying the K-means
clustering on the feature subsets.

C. Using principal component analysis

The results summarized in Table 111 are compared with
the results obtained from Experiment 1 to analyze the
performance of the threshold method on the first principal
component with other features such as: 1) number of
fixations, 2) average fixation duration, 3) number of
saccades, 4) average saccade amplitude, and 5) eye path
traversed. Experiment 1 result evaluation shows that the
feature value, number of fixations, gives good results in
terms of type-1l errors. The average percentage of type-II
errors for number of fixations is 3.3%, whereas it is 4.1%
for first principal component. Initially, average saccade
amplitude and eye path traversed succeeded number of
fixations in terms of performance. However, the new results
place a threshold on the first principal component after the
number of fixations with respect to type-Il errors. The
inspection times for the first principal component and for
the average fixation duration are 2.7 and 1.6 minutes
respectively. A threshold on average fixation duration
performs better than first principal component in terms of
lower inspection time and an acceptable 9.8% for type-II
errors.

D. Applying K-means clustering on principal components.

Table 1V shows the average values of all the features
used in experiment 4 over five data files. The average type-
Il error is very high when using the K-means on the
principal components. The average inspection time is only
1.96%. When taking type-11 errors also into consideration,
this method is not suitable to identify excessive effort
segments.
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VIIl. CONCLUSIONS AND FUTURE RESEARCH

The framework presented in this research enables
software developers to efficiently identify the usability
issues thereby optimizing the time spent on software-
usability testing. Excessive effort segments, which typically
relate to the usability issues, are identified by applying
pattern recognition techniques such as K-means clustering
algorithm, thresholding, principal component analysis, and
feature selection. The analysis of the experiments conducted
in this paper shows that the time taken for software usability
testing can be reduced by 40% or more.

Of all the pattern recognition methods used, a threshold
on number of fixations yields the best results in terms of
type-Il errors and is followed by a threshold on the first
principal component. The K-means clustering on feature
subset with the features: number of fixations, number of
saccades, average saccade amplitude, average fixation
duration, and eye path traversed ranks third.

When the inspection time is taken into consideration
while also confirming that type-Il errors are within a
reasonable limit, the K-means clustering on the number of
saccades yields the best results and precedes the threshold
method on average fixation duration in performance.

With time and resources at one’s disposal, there is a
scope to enhance the definition and implementation of
pattern recognition techniques in identifying usability issues
in software.

In this research, the time between two consecutive
keyboard/mouse clicks by user is considered as a segment
and this has served as the basic pattern for pattern
recognition techniques. Equal time slicing of user’s software
interaction session can be used instead and the performance
results can be analyzed and compared with the results from
this research.

Further refinement of pattern recognition techniques can
be pursued to minimize errors and inspection time. Also,
more focus can be given to the criteria for manual
classification of video segments thus allowing excessive
effort segments to be identified more accurately.

Another direction for future research is to automate
some of the manual steps in this process. This can include
software that automatically log users' software interaction
session data, manipulate data, and without human
intervention lists the start and end times of all the excessive
effort segments. This can significantly reduce time taken for
the usability testing.

In this work, we have concentrated on pattern
recognition techniques that do not rely on human
intelligence. Hence, results are generated using non-
supervised learning procedures. A surrogate approach can
use supervised learning procedures to produce the output.
This involves conducting experiments using training data
sets to manually arrive at an archetype that can be applied
on any data set to generate the output.

Another direction for further research is to consider
information fusion. Information fusion combines different
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techniques of pattern recognition classification to achieve
more accurate results. An additional approach that can be
researched is to arrive at a formula or function that can be
applied to any data set by which the usability deficiencies
can be identified.
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TABLE I. AVERAGE VALUES OF EXPERIMENT 1 RESULTS

avg. # of avg. % avg.
excessive effort avg. total no avg. % type- | type- 11 avg. % of Inspection | avg. Inspection time
Feature value segments of segments errors errors total errors time as a % of total time
# Fi
> 17.2 %5 28.4 33 317 2.7 62.1
Avg. Fix Dur.
18.2 95 29.5 9.9 39.4 1.6 374
#Sacc
32 95 218 10.5 322 2.9 64.1
Sacc Amp.
P 176 95 29.1 46 33.7 25 56.4
Eye Path
17.8 95 25.7 5.1 30.8 2.6 57.7
TABLE Il . AVERAGE VALUES OF EXPERIMENT 2 RESULTS
avg. # of
excessive avg. total avg. % avg. %
effort no of type -1 type -11 avg. % of total | avg. Inspection | avg. Inspection time
Feature value segments segments errors errors errors time as a % of total time
#fix 29.1 95 27.2 6.6 33.9 2.4 56.2
#sacc 235 95 17.8 8.9 26.7 2.0 45.1
eye path 19.7 95 18.0 10.1 28.1 1.6 375
#fix, #sacc, eye
path 23.2 95 18.3 8.6 26.9 1.9 445
#fix, #sacc, eye
path, avg. fix dur.,
avg. sacc amp. 29.2 95 32.6 5.4 38.0 25 56.3
TABLE Ill. AVERAGE VALUES OF EXPERIMENT 3 RESULTS
avg. total avg. % avg. % avg. % of avg. avg. Inspection
avg. # of excessive effort no of type -1 type- 11 total Inspection time as a % of
Feature value segments segments errors errors errors time total time
1st principal
components 16.6 95 275 4.1 31.6 2.7 61.2
TABLE IV. AVERAGE VALUES OF EXPERIMENT 4 RESULTS
avg. % avg. % avg.
avg. # of excessive | avg. total no type- | type- 11 avg. % of Inspection | avg. Inspection time
Feature value effort segments of segments errors errors total errors time as a % of total time
1st, 2nd & 3rd
principal
components 28.6 95 244 12.6 37.0 2.0 43.6
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Gender Classification of Face with Moment Descriptors

Wen-Shiung Chen, Po-Yi Lee
Dept. of Electrical Engineering
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Puli, Nantou, Taiwan
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Abstract—Moments may effectively describe geometrical
properties of an object and thus are widely used in image
analysis and pattern recognition, except gender classification.
In this work, we propose a modification of eigenmoment and
apply to classify sex from facial features. We investigate and
compare four moment descriptors with nearest neighbor and
SVM in three different feature regions on face. The results
show that the features used in gender classification can be
effectively represented by moment descriptors.

Keywords-Biometrics; Moment; Face Recognition; Gender
Classification.

L INTRODUCTION

Gender classification [1][2], detecting someone’s sex
from a human face, is used for personal authentication and
multimedia interaction. Gender classification is really a
difficult problem since there is no clear definition or rule on
how to distinguish between males and female faces. Many
different kinds of feature extraction methods have been
applied in an attempt to solve the gender classification
problem [3]. Literature shows that shape reveals a better

effectiveness on classifying gender than texture and color [3].

Although moments were applied in computer vision for a
long time [4]-[6], they have not been utilized so far in gender
classification. In this paper, we address four different
moment descriptors for extracting the features from facial
images.

Most works on face recognition and gender classification
use the face regions without hair. However, Lapedriza, et al.
referred to the features of face regions by considering the
external region (i.e., with hair) and the internal region (i.e.,
without hair) [7]. Makinen and Raisamo also used two
different face regions and discussed their influences on
performance [8]. We thought hair is worthy to be considered
since sometimes it is difficult to determine someone’s gender
either when a man has long hair or a woman has short hair.
Three different face regions will be considered in this work,
namely, the external feature region, the general feature
region and the internal feature region. The external feature
region is a facial image with as much hair as possible.
Contrarily, the other regions contain a face or faces without
hair. The general feature region contains the forehead, the
cheek and the chin. The internal feature region is a smaller
region between the eyebrow and the lip. This work discusses
the effectiveness of different regions on gender classification
based on moments.
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1I. THE PROPOSED METHOD

A.  System Overview

The proposed gender classification system consists
mainly of three modules: pre-processing, feature extraction,
and classification, as shown in Figure 1. First, the pre-
processing module employs face detector to detect and
localize the positions where faces are (i.e., face zone) from
the input image. A cropped region, containing a face or faces,
is the output. It performs four major tasks including feature
region selection, face detection, image resize and histogram
enhancement for the input face images. Next, the feature
extraction module adopts moment descriptors to generate the
feature vectors. Finally, the classification module employs
nearest neighbor and the support vector machines to
recognize the face images by comparing the feature vectors
with what enrolled in databases.

Input
‘cal Vi
Image/ Video Feature Vector
e )

Pre -processing Feature Extraction

Feature Region Moment
Selection Invariants
OpenCV Geometric

Face Detection Moments

Image Resize Zemike

Moments

Histogram Eigen-
moments

Equalization
Diagram of the proposed face gender classification system.

Classification

Nearest
Neighbor

Support
Vector
Machine

Male or
Female )

Figure 1.

B. Pre-processing

Three different face regions, external feature region,
general feature region and internal feature region, shown in
Figure 2, are considered. First, we extract a face image
scaled to the size of 24x24 pixels, and called general feature
region. The minimum face size in OpenCV detector [9] is
set to 24x24 pixels and the sub-image is scaled after
scanning by multiplying the current sub-image size by 1.25
times (i.e., lst scan sub-image size: 24x24 pixels, 2nd:
30x%30 pixels, and so on).

We also extract the larger detected face area from the
same images, similarly. We enlarge the width on both sides
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by 10% (20% in total), the top by 40% and the bottom by
12%, of the image since this region usually contains hair in
addition to face, but the remaining area of the image as little
as possible, for example, the background. This region is
called external feature region. In some cases the region could
not be grown as much as intended since image borders were
encountered, thus this kind of images were removed from the
data. Other cases when images were considered of bad
quality and were removed from the data included images in
which objects such as a hat, a hand, or some other object,
existed in front of the hair or the face. We extract the regions
by decreasing the detected face area by 10% on both sides
(20% in total), 20% on the top but unchanged to the bottom
of the image since the bottom of default detected face area
reach lip for many images. This feature region is called
internal feature region. It is smaller than general feature
region, so no image is removed.

External feature

General feature

Internal feature

Figure 2. Three different feature regions.

We used 32x40 image size (instead of 24x24) when
external feature region is considered since it is closer to the
image size. Similarly, the image with internal feature region
is resized to 20x20 and transformed to gray-level, and then
followed by histogram equalization. Moreover, Makinen and
Raisamo achieved the best results without automatic
alignment [8]. Manual alignment is a possible way to obtain
better results but difficult to implement for a large database.
Hence, we do not normalize any image in experiments.
Finally, the histogram equalization is performed once before
feature extraction.

C. Feature Extraction

The geometric moment (GM) has the form of the
projection of fix, y)f (x.¥) onto the monomials x"y'x?y9,
where f(x,¥) is intensity of an image. Unfortunately, the
basis set {xpyq} is non-orthogonal, so that these moments are
not orthogonal. Yap and Paramesran proposed an
improvement of GMs by solving an eigenvalue problem in
the moment space, called eigenmoment (EM) [10]. So far,
eigenmoment is not applied on pattern recognition,
especially gender classification, thus we propose to apply it
in gender classification in this paper. Assume that our signal
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dataset is composed of m n-D column vectors s,5;, where i =
1,2, ..., m. Let the nxmn X m matrix S represent the signal
dataset, a transformation matrix X, constructed by GMs,
converts the signal into the moment space. The dataset in
moment space is represented as s'X.

The original dataset, extracted by GMs, is information
redundant since the kernel of GM is not orthogonal. Now
the concept of principal component analysis (PCA) [11]
helps to solve this problem. The goal is now to find a unity
vector ww such that the squared sum of the dataset’s
projection onto this direction is maximal. The squared sum
of the total projection of S"X onto w is a function of w,
denoted by:

LOw) = (8"Xw) (8 Xm) = w XSS Xw. (1
To maximize L(w) under the constraint ||w||=1, solving
T
maxL(w) = max it ;4W ()
v vooww

where 4 = X7SSTXA=X'SS'X is a real symmetric matrix
(or covariance matrix). Equation (2) is called Rayleigh
quotient. We use the Lagrange multiplier to form a new
objective function:

L(w) = wTAw+/1(1- wTw)

3)

where 1 is a Lagrange multiplier. The stationary points of
L(w) L(w) occuraty I(w)=0.Then, we obtain

w' Aw wiw
L(w) = - A 4)

Therefore, the eigenvectors wy, w,, ..., w, of A are the
critical points of the Raleigh quotient and their
corresponding eigenvalues Ay, A,,...A, Ay.Az.0, are the
stationary values of L(w). Based on principal components
analysis, we can arrange the eigenvalues of A into a
descending order A, = Ay = -+ = A, Then, the maximal value
of L(w) is Ay occurring at w - wy, while its minimum is A,
occurring at w - w,. Since A is a symmetric matrix, its
eigenvalues are positive and the eigenvectors are orthogonal
to one another.

The original signal projected onto moment space via GMs
can be represented as S'X. However, the kernel of GMs is
not orthogonal, it makes information redundant. Then we use

PCA to find a vector w and the projection S'X onto w can be
represented as (1). Notice w is an orthonormal basis obtained
by solving (2). Transformation with orthogonal moment
kernels into the moment space is equivalent to the projection
of the signal onto orthogonal basis. Thus, we improve the
information redundancy problem and still keep the low
computational complexity of GMs. Furthermore, the
eigenvalues of A close to zero means low representation of
dataset in the moment space. We can discard these features
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to compact information. In the experiments, we discuss its
influence as discarding 53, 27 and zero features. The concept
of the proposed method is illustrated in Figure 3.

Discarded

Figure 3. Conceptual chart of eigenmoments [10].

The features of the tested images are extracted by
moment descriptors. These features form a high dimension
feature vector as input to a classifier. TABLE I summarizes
the number of features in our experiments.

TABLE 1. # OF FEATURES IN THE EXPERIMENTS
GMs Hu moment Zernike Eigen
invariants moment moment
Order 10 -- 10 10
f of 63 7 36 63
features

D. Classification

In this paper, we adopt k-nearest neighbor (k-NN) [11]
and support vector machine (SVM) [12] as the classifier. We
used LIBSVM [11] to train SVM with RBF kernel and
predict classification rates for four moment descriptors. The
parameters /I” (gamma) and C (cost) will be automatically
determined by LIBSVM in experiments.

III. EXPERIMENTAL RESULTS

To evaluate the performance of the proposed gender
classification system, we implemented and tested the
proposed schemes on two different databases. The first is a
simple database collected by ourselves and containing 100
(50 males and 50 females) face images which are frontal
with different expressions. The second is the well-known
FERET database. In our experiments, only frontal images
(FA and FB classes) are used. These classes contain 2,722
images. Duplicated images of the same person are removed,
so only one image per person is kept. Next, we pick out 900
(450 males and 450 females) images from the rest. In order
to compare fairly, this procedure is the same as [13]. Figure
4 depicts the flowchart of the procedure.

Database
‘Without Hair
Database
Y ) d
Randomly B S A With Hair
Yes Select 900 [—» RetngkCrop
OpenCV Images e
- — .
:

Figure 4. Flowchart of selecting tested images.

We take 900 images for general feature. As described in
pre-processing, we increase the detected area for external
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feature region. In some cases the area could not be grown as
much as intended since image borders came across. We
removed the images from the data. Zernike moments need to
extract a square region transformed into a unit circle disk.
Thus, a larger detected face area is used to extract a square
region. Those images with crossing borders are removed.
TABLE II summarizes the number of experimented images.

TABLE II. IMAGES OF DATABASE IN EXPERIMENTS
. Internal General External External
Region feature for
feature feature feature 7M
size 20 x 20 24 x 24 32 x40 40 x 40
Simple
database 100 100 100 100
FERET 900 900 862 600
database

We implement four moment descriptors and two
classifiers for each feature region. The training and testing
strategy is five-fold cross validation. The test sets are not
overlapped with their respective training sets. TABLEs III
and IV summarize the experimental results on simple
database and FERET database, respectively.

TABLE III. THE RESULTS ON SIMPLE DATABASE
. Classification rate (%)
Simple 5 )
database External feature General feature Internal feature
32 x40 24 x 24 20 % 20
Methods NN SVM NN SVM NN SVM
MI (7) 92 96 82 89 66 75
ZM (36) 90 93 91 95 77 85
GM (63) 93 98 91 97 77 86
EM (10) 93 100 89 98 71 87
EM (36) 82 97 82 95 68 75
EM (63) 67 91 62 90 58 67
TABLE IV. THE RESULTS ON FERET DATABASE
FERET , Classiﬁcatior} rate (% .
database External feature General feature Internal feature
32 x 40 24 x 24 20 x 20

Method NN SVM NN SVM NN SVM
MI (7) 71.2 77.8 69.8 78.9 61.8 67.8
ZM (36) 82.4 82.5 81.1 83.4 75.3 81.0
GM (63) 76.0 82.4 76.2 80.9 64.7 78.6
EM (10) 75.0 82.8 78.7 79.9 69.1 74.0
EM (36) 78.2 83.3 80.6 84.8 71.6 78.8
EM (63) 76.9 82.7 81.3 84.8 71.2 80.0

The results show that the performances of eigenmoment
are not as well as expected when the features are not
discarded. Simple database is a small dataset of only 100
images. The eigenvalues close to zero mean a bad
representation of the dataset in the moment space.
Accordingly, we can discard these features to compact
information. The eigenvalues explicate the proportion of
distribution of dataset obtained by using PCA theory. Figure
5 shows the proportion of accumulative eigenvalues in which
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the accumulation of first 10 eigenvalues exceeds 99.5%, so
the performance is improved significantly by discarding the
other features.

200 1o

o0 o o
s 56 Y2

“ -1k
.l’m 0 100 200 300

(b)

Figure 5. The distribution of first two features. (a) Geometrical moments.
(b) Eigenmoments.

(a) amale o female

male female

In Figure 5(a), we set M to x-axis and My, to y-axis. In
Figure 5(b), x-axis and y-axis represent the first and second
data distribution eigenvalues of eigenmoment, respectively.
It is easy to explain that the performances of eigenmoment
overcome those of GMs. The performances get worse in the
experiments on FERET database since the images are
influenced by all kinds of variations. It is worth to notice that
the performances of eigenmoment are not as well as
expected again. This results from the variation of number of
images. Simple database only contains 100 images while
FERET database contains 900 images in our experiment. It is
not enough to describe 900 images if we still use 10 features,
so we increase to 36 and 63 features. The results become
better when we increase the number of features. However,
the improvement is not obvious between 36 and 63 features.

One the other hand, we test three feature regions in the
experiments. According to the results, the performances of
external feature have the best classification rate in simple
database. However, to FERET database, the influence of
background makes the performances of external feature
worse. Overall, the general feature is better for moment
descriptors on gender classification problem. The results in
[13] are summarized in TABLE V. Comparing our results
with those in [13], moment descriptors still have good
enough classification rate which is above average level in
FERET database.

TABLE V. EXPERIMENTAL RESULTS ON FERET DATABASE
‘WITHOUT NORMALIZTION IN [12]
Classification rate (%)
Methods Without hair With hair Average
(24 x 24) (32 x 40) classification rate
Neural network 83.89 90.07 86.98
SVM 84.44 72.85 78.65
Threshold

Adaboost 82.22 83.44 82.83
LUT Adaboost 80.56 87.42 83.99
Mean Adaboost 76.67 87.42 82.05
LBP + SVM 75.56 72.19 73.88
Average rate 80.56 82.23 81.40
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IV. CONCLUSION

In this paper, we present a gender classification system
based on moment descriptors. The results show that the
features used in gender classification can be effectively
represented by moment descriptors. The classification rate up
to 100 % can be achieved when we test 10 features using
eigenmoment with SVM on simple database.
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Abstract—Immune memory can be regarded as an equilibrium
state of immune network system with nonlinear dynamical
behavior. The rapid response of immune systems to the
secondary antigen is owing to the stable structure of memory
state forming by a closed idiotypic immune network. Internal
image of an antigen is defined while memory state is formed
via such network. Antibody chain based on tree structure is
proposed which explains how the memory state is formed in
the immune network. We also propose a network dynamics
model of idiotypic immune network based on cross-reactive
correlation matrix to explain the artificial inmune memory.

Keywords-immune network;
chain; internal image

immune memory; antibody

L INTRODUCTION

It is well known that the injection of a given amount of
some antigen into a mammal’s body will stimulate the
production of antibodies directed against that antigen, if the
antibody is with a high affinity for that antigen [1]. The
immune system of the animal has thus learned to produce
high quantities of the antibody directed against that very
antigen, which is called vaccinated. Therefore, the biological
immune system can learn itself and memorize the
characteristics of invading antigens.

Memory in a physical system refers to the ability of the
system to preserve information of its environment at some
previous time. Memory mechanism of biological immune
systems is still a mystery. From computational biology
viewpoints, memory mechanisms in immune systems can be
regarded some physical systems. There are basically two
theories to explain the immune memory [1]. The first one is
the theory of memory cells, which are generated after the B-
cell proliferations. These cells will remain for an immune
memory in the human body until the death of the individual.
On the other hand, immune memory mechanisms can be
explained through Jerne’s immune network theory [2] by
investigation them as complex adaptive systems. Immune
memory belongs to a class of sparse and distributed
associative memory [3]. The concept of artificial immune
memory is the following. Complex Adaptive Systems (CASs)
have to deal with constant change of environment. Based on
memory mechanisms, CASs can respond immediately to the
same or similar environment. Here, we are adopting immune
memory mechanisms in CASs. According to Fernandez et al.
[4], it is an ongoing research topic to exploit relationship
between immune memory and internal image. The internal

Copyright (c) IARIA, 2013.  ISBN: 978-1-61208-283-7

Chung-Jen Ou

Department of Electrical Engineering
Hsiuping University of Science and Technology
#11, Industry Rd., Taichung, Taiwan 41280
e-mail:crou@mail.hust.edu.tw

image can be regarded as a portion of immune memory of
antigen [5].

Immune memory mechanisms can also be modeled from
immune network theory [2][6]. Jerne also proposed that once
the foreign antigen is removed, the immune system would
restore some information of such antigen by some memory
mechanism. Debates of whether memory cell theory or
associative property is true have been discussed. The
immune memory can be explained by the following network
viewpoint. Assuming that an antibody 4p, is produced by

the stimulating antigen. Then the production of Ap, is
increased in the presence of another type of antibody 4p,.
The population of T-helper cell TH . specified by Ab, is also
increased. In this way, Ab, can be considered as some

"internal image" of this antigen. This image will be remained
after the antigen is removed. The interactions can be a long
chain with length greater than 2.

Many idiotypic network models focus on the interactions
between antibodies and antigens. The network interactions
provide dynamical memory mechanism, by keeping the
concentrations of antibodies, in particular those internal
images [7]. However, how immune systems recalls similar
antigen is still unknown. From computations viewpoints, it is
worthwhile considering state transition, which represents the
network dynamics of such unfamiliar pathogen. If this
antigenic state converges, then immune systems gain some
control and activate some (associative) recall process.

The major goal of this paper is to study the associative
memory based on statistical immunodynamics inspired by
[8]. This network structure will proved to be major
contributions to the immune memory mechanism. The
related research can be referred to Abbattista et al. [9]. The
arrangement of this paper is as follows. In Section II, some
preliminary knowledge of immune memory is introduced. In
Section III, dynamical behavior of idiotypic immune
network is described. Simulation analysis of immune
network memory is also given.

II. BACKGROUND KNOWLEDGE

A. Immune Responses

While a specific antigen invades human body, the
immune system will respond by producing some antibodies,
which can eliminate this invaded antigen. It has three phases,
namely, first immune response, second immune response and
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cross-reactive response. For the first invaded antigen, the
immune systems will massively produce the antibody, which
binds to Ag . Therefore the amount of antigen will be reduced

tremendously after the peaking and tended to some constant
value. We can say that immune systems are turned to the
memory state. For the second phase, the same antigen
invades and the antibody will take much less time than that
of first immune response to reach the population peak.
Therefore this antigen cannot proliferate tremendously. This
is the reason why we don’t get sick at this stage. On the other
hand, if a similar antigen invades, then the same antibody
will also proliferate soon and eliminate population. We will
analyze the network transitions between each phase. Once
the first immune response has activated, we are particularly
interested in the third stage, namely the associate memory
mechanism for the immune response to similar antigens.

B. Idiotypic Immune Network

Idiotypic network theory implies that immune systems
will mimic the presence of the antigen even after it is
destroyed [3]. This way, the antibody and receptor of the
lymphocytes can recognize each other. The epitope of
antibody molecule is called an "idiotope". An epitope of
antigen Ag is recognized by the antibody molecule 4p, and
by the receptor molecule on the lymphocyte of LU,. The
antibody Ab, and the receptor of LU, have the idiotope,
which is recognized by antibody 4, and the receptor on
the lymphocyte of Ly, . Continuously, we reach an
antibody 45, , while the antibody Ab1 and the receptor on
the lymphocyte of Ly, also recognize idiotopes on
antibody Ab,, - Ab,, constitutes an internal image of the

antigen Ag (see Figure 1). The idiotypic network theory has

been proposed as a central aspect of the associative
properties of immune memory [3][10]. However,
computational aspect of this paradigm needs to be further
explored.

For simplicity, it is reasonable that we consider
antibodies rather than LUs of IINs from both network
dynamics and population dynamics perspectives. Some
immune network models can be contributed to this antibody
dynamics such as [11]. Such antigen-antibody interactions
can be a long sequence structure, namely, an antibody chain,
which is formerly defined as follows.

Definition 1. For an idiotypic immune network <{LU,,}_A:1, M>,

an antibody chain AC:{AbI,Abz,mAbN} is defined as
follows.
® 4pELU,forall j=12,  N.
® (b, can recognize 4p . namely, 4h, — Ab,,, for
all j=12,...N-1.
®  Ab, — Ab,-
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Ab,

Figure 1. Schematic diagram of a closed idiotypic immune network.

The final element of the antibody chain 45 interests us.
It can stimulate the antibody Ab, even Ag is eliminated. In

this way, population of 4p, will be stable in small amount.

In particular, its role in immune memory can be analyzed by
network dynamics.

C. Immune Memory

An immune system will react rapidly to the same or
similar antigens which had invaded the same human body
before. This phenomenon implies that immune system can
"memorize" associatively the formations of previously
invaded antigens. An evidence for immune memory is that it
is strongly affected by the populations of soluble antibodies
in the blood. Therefore, some variable quantified the
immune memory can be correlated to the amount of
antibodies. In fact, this is a major inspiration for this research,
but different angle from computational biology.

The immune memory mechanism is not fully understood
so far; according to Smith et al. [3], at the end of an immune
response, when the antigen is cleared, the B cell population
decreases, leaving a persistent sub-population of memory
cells. The newer view of memory cells is that they are not
intrinsically longer-lived than virgin cells, but that memory
depends instead on the persistence of antigen [12]. However,
some researches, especially those related to immune network
theory, imply the immune memory is formed by a cyclic
idiotypic network rather than specific memory cell [11].
Immunologists have discovered the vaccination mechanism
for human immune systems for a long time. This takes
advantages of so-called the associative memory of immune
systems. The associative memory mechanism can be
explained as follows [13]. If the secondary antigen is
"similar" to the primary one, the set of antibodies activated
by this antigen will overlap with the one activated by the
primary antigen. The similarity between antigens can be
defined by affinity of molecules. This memory is able to be
store and recall patterns when immune systems need.
Associative recall is a general phenomenon of immune
memory [3].
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III. MAINRESULTS

A. Tree Structure of Idiotypic Immune Network

Perelson [14] suggested a tree structure with varied
levels for idiotypic immune networks. Ag is the root note.

Level 1 is the collection of all antibodies which are
complementarily matching with Ag . Level 2 is the

collection of all antibodies which are complementarily with
those at level 1. This way, we may construct a tree structure
for antibody chain (see Figure 2). We also define the directed
edge — from antibody at higher level to the one at lower

level. Based on this structure 7' = {4, AC,—>}, all possible

internal images for a given antigen can be searched within
some antibody populations. We also observe the existence of
internal image can be guaranteed if and only if second level
is inward and outward according to some affinity relation
—> . The following algorithm is the detailed description for
the tree constructions for antibody chains.

Figure 2. Tree Structure for an Antibody Chain (N=6).

Proposition 1. The tree structure of idiotypic immune
network 7 = { Ag, AC,—,} satisfies the following properties:

(1) Each antibody in 4¢ can be located at most one level; (2)
The edge can only exist between adjacent level; (3) If AC is
closed, then its length is even; (4) If 4C is closed, then

number of level of T is equal to 1%+1 . (5) Internal image
must locate at the level 2. (6) The internal image exists if and
ly if =N, .
only if Level(AC) A+1
This is obvious by definition of tree structure. If
Ab, € AC is located to Level i of T and Ab, — Ab,. Then
Ab, has to be located to Level 2. If 4b, — Abj, then Ab,
must be located at level i + 1. If the length of the left AC is
equal to m, then the number of level is also m by the

closeness of 4C. The right AC is N —m, which is also
even. However, m and N —m must have difference equal
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to 2 by the closeness of AC and the fact that 4b, must be

located at level 2. Therefore the length of AC is equal to
m+(m-2)=2m-2 , which must be even. According to (3), N
must be even. Ab, and Ab, are at the level 2; AbN_1 and

Ab, are at the level 3; continuing in this way, AbN/2+1 is the

unique  antibody located the level 1% a - If

Level(AC) < % +1 then length(AC ) < % +1. Therefore,
length(AC) < I% " ]% _1= N —1, which is a contradiction.

Therefore Level(AC) = ]% .

If an internal image is highly complementary match with
Abl, then it can be regarded as an reasonable stimulus for

Ab, even Ag is eliminated. 4p, plays a pivotal role for
internal image. If the € of the & -complementary match
between Ab, and Ag is higher, then the internal image and
Ag are more similar. From mathematical viewpoint, it is
still a question that 4g and its internal image may be of low
similarity.

The network-layered structure for CIINs provide some
evidences that the population dynamics cannot provide, such
as recall process of immune memory. Every closed antibody
chain 7(4C) can be represented as a k -level tree structure,

where k=% +1. Furthermore, internal image A4b, must

locate at level 2.

Theorem 1. For idiotypic immune network — as the
relation of "being recognized", the internal image of an
antigen exists if and only if

®  The tree structure of 4C one antibody path P, with

length 1% +1and the other one 1% _1, for some

even integer N .
®  R(end)—B(1)-

® P (end)is an internal image.

B. Network Dynamics based on Autocorrelation Matrix

From immunology viewpoints, a better antibody chain
has the following two aspects: the first is that it will respond
fast to the second-time antigenic invasion; the second one is
that it will act adaptively to the similar antigenic invasion.
The question is how to build some mathematical model to
connect the concepts of tree structure with the dynamics of
immune responses such as immune memory and recall. Most
importantly, response to a similar antigen rather than second.
This is related to the associative memory mechanism [15]
[16].

The attractor networks proposed by Morita [17] and
defined by tree structures can generate a dynamics. It is a
transition of states represented by nodes of antigens. A

network dynamics 7 can be defined on states of network S'

as follows. An antigen will induce an antibody chain, which
will generate a network dynamics for interpreting immune
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memory formation and recall process. Moreover, this
attractor network dynamics can interpret the associative
property of immune memory while population dynamics
cannot. Let ' be a function defined on state space S. For a
given state g(y) at time ¢, the network dynamics can be

defined as a transition of state § from time 7 to time ¢+1,
namely, S(t+1)=F(S(t)). According to the basic concept of
dynamical systems, we may define an attractor (¢ of the
network dynamics F', if there exists a state S such that

F" —y,as N —> 0 where { is a temporal variable and §
is the state variable. Now we define the associative memory
based on stability analysis of equilibrium points (states) of
such network dynamics.

Definition 2 (Associative Memory) For an immune network
{AC,F}, if there exists a set of p antigenic patterns,

W Ta} which are attractors of the network dynamics
F, then we say the immune network can memorize p

patterns of antigens associatively.
The stable states of immune networks can guarantee that
if an antigenic format fallen into the basin of attraction of

U, , then by memory recalling process, this antigen can

invoke the same antibody proliferation immediately. The
following question arises: what is the mathematical model of
network dynamics £ , if an antigen-antibody chain
(Ag,AC) is given. We will first concentrate on some
binary-valued function F to illustrate the dynamics of
immune memory, rather than on discussing some complex
and high-dimensional dynamical systems.

This mechanism is named autocorrelation matrix
memory (ACMM) inspired by [17]. For an antigen (g,

there exists an antibody chain AC such that it is a CIIN.

This 4c will induce a autocorrelation matrix W as
1 N-1

AbT * 4b,,, ©)

— =

Given a pattern .S such as an antigen as an initial state
X(0) » the network dynamics of p is given by

X(@+1)=sgn(W-X(t)) , where sgn(x,(¢))=1, if
x,(1)> 05 sgn(x,(t))=-1, if x(r)<0. If X(£)— S, as
t — oo then we call § a memory format (MF). Therefore,

an antigen activates an antibody chain whose network
dynamics can generate antigenic memory format.

C. Associative Memory formed by the Immune Systems

How immune memory pertains associativity is still a
mystery for scientists even for the advances and success of
vaccinations for more than 300 years. However, we propose
a network dynamics model to describe this mechanism from
computational immunology viewpoints. An immune network
({LU,}Y,, M) is equipped with with associative memory, if

for any ¢ >0, there exists ¢ >0, such that whenever a new
antigen fg' with d(A4g, Ag") <  implies that 4g’ —, Ab,.
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If a new antigen 4g', which is very similar to the
previous invaded antigen Ag , invades human body, then the
antibody Ab, which binds Ag can also bind 4g' and

invokes another immune response.
For an antigen 4g activating the antibody chain 4C, the

network dynamics defined on pattern space for memory
formation and recall with s(¢+1)=W -s(¢) must induce
attractors, where ¥ is some state transition matrix. This
means, starting from an initial configuration § which is
sufficiently closed to (or overlapped with) one Ab, , the

system will flow to a fixed point of the dynamics, which is
either the pattern itself or the configuration with high overlap
with that pattern.
Memory Recall Process based on Network Dynamics
Once the same or "similar" antigen to Ag invades

immune systems again, the memory recall process of the
immune systems will be activated by comparing the memory
format generated and stored in the previous antigenic
invasion of 4g . From system dynamics, we can define such

similar antigens by basin of attraction. Suppose the same
antigen (g invades the immune systems again, then

network dynamics F, namely, F"(4g) will immediately
converges to memory format of 4g, say M (Ag). On the
other hand, if some similar antigen Ag’ invades, the
network dynamics [* (Ag") converges to the same M (Ag)
if Ag/EBA(Ag). Therefore, basin of attraction of Ag 1S
the major criterion that Ag' will activate the Ab, and the

same antibody chain.
The third question we are interested here is the following.
For a similar antigen 4g', whether the original antibody

chain 4C activated by A4g can also produce immune
response effectively to this mutated 4g’ ? In this way, the
immune network reflects a decent associative memory. If the
internal image AbN is similar to Ag, then it is also similar

to A g’. If for initial condition x'(0), we have the following

network dynamics of recall process inspired by [16] and [18].

X(i)=sgn(N 1N I(Ab,.TX(i—l))AbM) 2)

Therefore, if X(0)= A4g and {4b,}, iIs a set of
antibodies with sufficiently high dimension , then 4p, is
recall at =1, as X(1)=4b,- In the same way, X(2)= 4b,,
X(3)=4b,, or the stored antibody sequence of Ag is
the Ag
Ab,, Ab,,---, Ab,, are activated successively. On the other

recalled. Once same antigen invades,

hand, If a similar antigen A4g’ invades, then the recall
process can be computed as follows.

N-1
X(1>=sgn<jlv2<Abng’)Ab,-+l>z(Ag-Ag')Abl
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=q, - Ab, 3)
where ¢ <1 is a small positive number. In the similar
fashion, X(k)=a, - Ab, - Therefore this similar antigen
Ag' will activate antibodies a, Ab,,at, Ab,,-+,a, Ab,-

Based on (3), there exists A >0 such that d(Ag,Ag) <A
implies that ¢(F*(4g"), Ab)< A If A z%, then this network
dynamics can guarantee that f*(4g") is approximately equal
to internal image Ab,, - Therefore, CIINs, from computation
viewpoints, is stable for memory recall. However, we are

interested in the critical value for A such that network
dynamics will deviate the antibody chain.
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Figure 3. Stable Network Dynamics for Immune Memory Recall.

Figure 3 is a simulation that a particular network
dynamics activated by a specific antibody chain could recall
a mutated antigen completely. The parameters are set as
follows. N=100, the antibody population is 20,000. The
length of (randomly generated) antibody chain is N=4.

IV. DISCUSSIONS

Overlapping difference function shown in Figure 3 is
stable. However, it is very often that such function is
unstable for varied parameter values, for example, £<0.6.
In fact, simulations have shown different unstable behaviors,
from simple to complex ones. Anyway, Figure 3 shows that
the mutated antigen Ag' can invoke the exact memory for

the original antigen Ag; and antibody Ab, can eliminate this
Ag'. Another issue is the existence of CIINs for invaded
antigen Ag . If the affinity threshold € = 0.6, the simulations
have also shown that it is generally difficult to form CIINs.

V. CONCLUSION AND FUTURE WORK

We proposed an immune memory mechanism, based on
the closed idiotypic immune network. The latter is analyzed
by some tree structure. The formation of immune memory
can be deduced by close loop of the cell’s interactions, in
particular, by antibody dynamics such as internal image
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recognition. Network dynamics which describes the immune
memory formation and recall process is modeled based on
cross-reactive correlation matrix of antibody chains. This
mechanism is associative by analyzing the state transitions of
mutated antigens.

There are some issues for future research. As mentioned
in Section VI, observation leads to the research of adopting
weak connection principle to CIINs forming. This is inspired
by the small-world network structure; it is reasonable that
antibody-antigen biding should be based on high affinity
threshold while lower affinity threshold for the antibody-
antibody biding.
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Abstract— The parallel in silico simulations based on methods
and algorithms for analysis of biological data using high-
performance distributed computing is essential for accelerating
the research and reduce the investment. This paper presents a
high-performance Grid environment integrating various
services and middleware to facilitate access to distributed
resources for carrying out scientific experiments in the area of
bioinformatics. This environment enables parallel computer
simulations increasing the efficiency of the computations and
allowing scientists easy and user friendly access. Web portal
provides as services access and execution of parallel program
implementation based on an algorithm for comparative
analysis of biological data. An innovative algorithm called
MSA_BG for multiple sequences alignment based on the
concept of Artificial Bee Colony metaheuristics is designed.
Experimental simulations on the basis of parallel
implementation of MSA_BG algorithm for multiple sequences
alignment through the high-performance Grid environment
have been carried out for the case study of the influenza virus
variability.

Keywords-artificial bee colony; bioinformatics; GRID
computing; multiple sequence alignment; portal.

. INTRODUCTION

In silico biological sequence processing is a key
investigation in the area of bioinformatics. This scientific
area requires powerful computing resources for exploring
large sets of biological data. The huge amount of biological
sequences accumulated in the world nucleotide and protein
databases requires efficient parallel tools for structural
genomic and  functional analysis. The parallel
implementation of methods and algorithms for analysis of
biological data using high-performance distributed
computing is essential.

Multiple sequences alignment involves more than two
biological sequences, generally protein, DNA, or RNA [1].
Multiple sequence alignment is computationally difficult and
is classified as a NP-Hard problem [2][3][4]. ClustalW is a
widely used multiple sequence alignment algorithms for
Deoxyribonucleic acid (DNA) or proteins and implements a
progressive method for multiple sequence alignment [5]. It
calculates the best match for the selected sequences and lines
them up so that the identities, similarities and differences can
be seen. The basic algorithm behind ClustalW proceeds in
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three stages: pairwise alignment (PA), guide tree (GT) and
multiple alignment (MA). The ClustalW phases are
relatively independent. Each of the phases produces
intermediate data which is used as an input for the next one,
but the calculations are independent.

Several parallel ClustalW algorithms for multiple
sequence alignment have been reported in recent years.
ClustalW-MPI is a distributed and parallel implementation
on distributed computer clusters and on the traditional
parallel computers and uses a scheduling strategy called
fixed-size chunking where batches of tasks of one fixed size
are to be allocated to available processors [6]. The algorithm
ClustalW_MPI is not so effective in the case of highly
parallel implementations. The analysis of the ClustalW_MPI
algorithm show that it has not regular structure, does not
consist of replica modules and is characterized by significant
computational imbalance, because it is based on the parallel
algorithmic paradigm “master-slave” [7]. Increasing input
file size is limited due to allocated memory size (Juqueen’s
memory allocation per core is 1GB [8]). The maximum
number of input sequences is approximately 10000
(depending on the sequences length).

The aim of our work is to provide a generic high level
user friendly heterogeneous high-performance grid based
environment for massively parallel in silico biosimulations.
The solution allows scientists easy customization,
parameterization, execution and analysis of complex
simulation scenarios utilizing bioinformatics tools.

An innovative parallel algorithm MSA _BG for multiple
sequences alignment based on the concept of Artificial Bee
Colony (ABC) metaheuristics and the concept of algorithmic
and architectural spaces correlation is designed.

The ABC algorithm is an optimization algorithm based
on the intelligent foraging behaviour of honey bee swarm
[9]. In the ABC model, the colony consists of three groups of
bees: employed bees, onlookers and scouts.

The choice of the ABC algorithm is based on the fact
that, in essence, it is a hybrid metaheuristics - a combination
of methods based on populations (scouts generate a number
of possible solutions simultaneously) and a method based on
trajectories (employed bees perform the local searches
around the decisions of the scouts, seeking to improve the
decisions quality).
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This paper is structured as follows. Section Il explains
the scientific application gateway. The design and the
algorithmic framework of the algorithm MSA _BG are
explained in Section Ill. Section IV presents the
experimental framework. The experiments, performance
evaluation and results analysis are discussed in Section V.
We present the conclusion and future work aspects in
Section VI.

Il.  SCIENTIFIC APPLICATION SPECIFIC GATEWAY

The objective of an academic scientific portal gateway is
to allow a large number of users to have transparent access to
available distributed advanced computing infrastructure,
software tools, visualization tools and resources in the area
of High Performance Computing (HPC).

The portal provides user-centric view of all available
services and distributed resources. The Web-based
environment is organized to provide a common user
interfaces and services that securely access available
heterogeneous computing resources, data and applications. It
also allows many academic and scientific users to interact
with these resources.

In order to achieve these requirements, the execution of
computing tasks on these resources needs to be managed.
Therefore, resource management and security services are
needed. The required execution management can be
described in terms of three classes of services: Resources,
Job Management and Monitoring, and Resource selection.
End-users (e-scientists) will be able to: enable the access to
the various components of the e-science infrastructure via
specific, user community views; execute the published
applications with custom input parameters by creating
application instances using the published applications as
templates; store and share applications; observe and control
application execution; support user’s collaboration via
sharing applications and databases. Application developers
will be able to develop applications by the portal (application
porting) and publish the completed applications into the
infrastructure in order to end-users to use them. Portal
developers will be able to develop user interfaces as portlets
for end-users of the portal and associate the user interfaces to
the portal using an APl (Application Programming
Interface).

The portal provides a customized application specific

gateway, and can be summarized as follows:

e Identifying and clarifying the specific requirements,
scenarios and real needs of target groups such as
scientists, researchers, educators and students.

o Defining of specific views for the user community
according to their requirements and development of
user scenarios for the specific applications.

o Identifying software packages, testing
packages and selecting the suitable ones.

e Creating the relevant biological database and data
extracting.

e Designing and developing application-specific
portlets corresponding to high-level user scenarios in

these
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order to execute the user scenarios and to allow users
to define their own input parameters, execute and
monitor the experiments, gather the results and
visualize them.

e  Experimental studying and evaluating of the specific
application portlets and defining the usability of
portlets.

Depending on the user community needs, the scientific

gateway may provide any of the following features:

e High-performance computation resources (local
clusters).

e General or domain-specific
visualization software.

e Collaborative interfaces for sharing interfaces and
database.

e Job submission and monitoring
performance analysis tools.

e  Specific user community views.

analytic  and

tools and

The major user scenarios can be summarized as follows:

e Supporting users with uniform access to
heterogeneous distributed high-performance
computation resources such as local clusters.

e Storing, sharing and parameterising of ready-to-use
applications.

e Monitoring and controlling of the application
execution, collecting and visualizing the results.

o File transfer (transfer based on user request and
transfer based on subscription/notification).

e Accessing collaborative tools for data management,
search tools, and analysis tools.

¢ Running new Distributed Computing Infrastructure

(DCI) applications based on the developed gateway.

Enable the integration of other services.

Enable the store and share of half-made applications,

application templates.

The basic contributions of the portal are as follows:

e Developing of application-specific gateway.

e Establishing and providing a production service for
the wuser communities in the area of high
performance computing.

e Increasing the number of specific portlets and
applications in the portlet and application
repositories, intended for user communities.

e Support user’s community with uniform access to
high-performance computation resources such as
local clusters.

The proposed high-performance Grid-based
infrastructure as services for carrying out remote simulations
consists of HPC resources, learning management system,
resource database, knowledge resources as services, software
tools and web portal (Fig. 1). The Grid environment is based
on the guse/ws-pgrade system [10]. Building the portal
enables users to manage their tasks through the interface and
administrators to easily manage users.
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Figure 1. High performance infrastructure.

The web portal provides also: user profile management,
e.g., different views for different user; personalized access
to information, software tools and processes; getting
information from local or remote data sources, e.g., from
databases, transaction systems, or remote web sites;
aggregated the information into composite pages to provide
information to users in a compact and easily consumable
form. In addition, the portal also includes applications like
execution of some software tools, etc.

Il.  MULTIPLE SEQUENCE ALIGNMENT ALGORITHM
MSA_BG BASED ON ARTIFICIAL BEE COLONY

The concept is to synthesize a parallel iterative algorithm
with a regular computational and communication system
based on data parallelisms and replica code, which is
executed on all computing nodes. The parallel paradigm is
Single Program Multiple Data (SPMD) and data
decomposition. The granularity is hybrid - coarse granule
computing for each node (multithreaded process) that runs
multithreading (fine granule) of the cores within the
computing node. In the case of hybrid granularity in order to
effectively use the resources of supercomputers is
appropriate to use hybrid parallel implementations.

A new parallel algorithm MSA_BG, in which each
process simulates the behaviour of a beehive and each hive
contains multiple swarms is proposed. The parallel
algorithm is designed based on the methodology for the
synthesis of parallel algorithms, which is based on the
correlation of the parameters of the algorithmic and
architectural spaces. The threads simulate the behaviour of
many bees in the swarm.

Scout bees in the swarms round certain subregions in the
searching space and construct a potential solution. Once the
scout bees obtain possible (feasible) solution, they return to
the hive and begin to dance in the hive.

Onlookers watch the dance of employed bees, choose one
of their solutions and evaluate them.
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The employed bees select one of the solutions and make
attempts to improve it based on local search. The quality of
obtained solutions is determined by the grade of sequences
similarity. As much as this evaluation is greater, the quality
of obtained alignment is higher, i.e., the criterion of
optimality is a maximum similarity score.

In case of higher quality of solution generated by a scout
the possibilities to include it in the list of elite solutions
increased. As next step this solution will be improved based
on a local searching by the employed bees.

A Metaphor

The food source is presented by possible sequence
alignments. The quality of solutions (nectar amount) is
evaluation function of the similarity between the sequences
for a particular alignment.

The proposed algorithm is based on the concept of
swarms and hives. The allocation of computing
supercomputer resources is as follows. The entire
supersystem simulates the behaviour of a colony of
beehives, and the number of hives is equal to the number of
computing nodes. Each computing node simulates the
behaviour of a hive. In a hive are included g swarms, where
q is the segments number of the supersystem. The swarms
within a hive work on common lists of best temporary
solutions and elite solutions. Each hive has a queen bee,
which gets the elite decision of all swarms on the hive.
Scout 0 reads the sequences from the memory and stores it
in sharing memory of the computational node (hive). Scouts
generate initial solutions thought sequence alignment
including gaps. Random number generator Mersenne
Twister is used. Scouts evaluate quality of the alignment
using the following method.

An assessment by columns is done — in case of nucleotide
sequences the numbers of symbols — A, G, C and T are
counted. The numbers of symbols are compared and are
selected the nucleotides, which occur mostly in the different
columns. It is called “nucleotide-favourite” sequence (fj).
After the calculation of assessments in columns is formed
the so-called sequence-favourite contained in each position
the respective favourite in the column, i.e., the nucleotides
form the so-called sequence-favourite. Compared sequences
along with the sequence-favourite form the so-called
working set sequences.

A scoring matrix is built up where for sequences (rows in
the matrix) are stored (by columns) the values of the
evaluation function S. For sequence (row) i in position j
(column): nucleotide a;; and nucleotide—favourite fi;:

Sij = 01in case of a;; = gap

Sij = 1 in case of a;j = fj;

Sij = -1in case of a;; # fj;

The elements of the scoring matrix are calculated for each
sequence Sy n+1, Where n is the sequences length and p — the
number of aligned sequences.

The overall assessment of the quality of alignment S is
formed as:
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The additional column (similarity counters) of the scoring
matrix S,n+1 consists of the similarity evaluation for each
sequence compared with the sequence-favourite, i.e.,

Si,n+1=7_,Si,j i€Lp] )

The next example shows the working set. The sequence-
favorite is marked in red.

A | G T C A A T
A | A T Cc G A T
A |G T C A T T
A | G - G A A G

The next example illustrates the calculation of scoring
matrix S. The scoring column of the counters is marked in
red and consists similarity scores for each sequence and the
sequence-favorite.

1 -1 1 1 -1 1 1 3
1 1 1 1 1 -1 1 6
1 1 0 -1 1 1 -1 2

The scouts write down the scores of the working sets in
the list of working solutions that is sorted in descending
order by the total alignment scores. For each sequence (row)
is generated dynamic data structure containing the indexes
of the gaps in the sequences.

The onlookers select the best quality working set and
perform local search — make minor changes in the working
set and evaluate the quality of the modified alignment. In
case of quality improvement, the modification is accepted
and the working set is stored in the list of "best temporary
solutions". Otherwise, the new alignment is ignored.

The following approach for modification of the aligned
working set of sequences is proposed. The column with
counters of the scoring matrix S is reviewed and is selected
the row (sequence) with the lowest counter value (sequence
that differs most from the favourite). Using a random
generator is selected an index for insertion a gap (INS) and
an index for deletion a gap (DEL) from the list of empty
positions (to keep the length of the sequence) by obligatorily
INS # DEL. Both indexes are compared. If DEL>INS, then
all characters in positions between INS and DEL are shifted
one position to the right (shift_right), otherwise if DEL>INS
— are shifted one position to the left (shift_right).

An example for the sequence is shown below:

A-TGC-GGTA-CCGT-G

The list of gaps indexes is: 1, 5, 10, 15.

Based on random generator, the position for insertion
INS=4 and the position for deletion DEL=15 are selected. In
this case, DEL>INS, mandatory DEL # INS, and the
operation is shift_right.

A-TGC-GGTA-CCGT-G

A-TG-C-GGTA-CCGTG
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j=1SiJ 1)

The value of similarity counter for sequence compared
with the sequence-favourite is calculated in case of
improving the modification of the working set is accepted
and is stored in the list of temporary best solutions;
otherwise, the modification is ignored.

In case of inserting position INS=12, and deleting
position DEL=5, DEL<INS and the operation is shift_left.

A-TGC-GGTA-CCGT-G

A-TGCGGTA-C-CGT-G

After number of modifications, employed bees suspend
the processing of the current working set and write down the
best solution in the list of elite solutions that is sorted in
descending order.

The condition for termination of the parallel algorithm is
the number of iterations; then, the mother bee shall inform
the queen bee of the colony and sends it the quality of the
best solution (elite solution).

B. Algorithmic framework for parallel multiple
alignment

The algorithmic framework for parallel multiple
alignment of biological sequences MSA_BG on the basis of
ABC algorithm is shown in Fig. 2.

Parallel For
For m=1, Q Il For every hive
Forr=1,q Il For every swarm (node)

Input_sequences //Scout 0
Parallel Sections
Parallel For k=0,15 /*Scout_bees
Generate_ Random_Alignment
Evaluate_Score_By Columns
Construct_Favorite_Sequence
Evaluate_Column of Counters
Save_Working Set_in_Optimization list
End Parallel For
Parallel For k=0,15 /*Onlookers_bees
Select_Random_Working_Set_Out_of Optimization_List
Select_Sequence_of_MIN_Counter
Select_INS(Random)
Select_DEL, such that DEL#INS (RANDOM)
If DEL>INS then shift_right else shift_left
Evaluate_Column of Counters
If higher_quality then Save_In_Optimization_List
else skip
End Parallel For
End Parallel For
Sort_Optimization_List_by Quality // Scout 0
Reduce_Elite_Alignment_to_Mother_of_Hive // Scout 0
Reduce_ MAX_ Elite_Alignment_of_Hive //Mother of Hive
End Parallel For
Reduce_ MAX_ Elite_Alignment _of_Colony //Queen of Colony
Output_Best_Alignment_Obtained_So_Far /IQueen of Colony

Figure 2.  Algorithmic framework for parallel multiple alignment of
biological sequences MSA_BG on the basic of ABC algorithm.

The conceptual model of the MSA_BG method for
parallel multiple alignment of biological sequences on the
basis of ABC algorithm is shown in Fig. 3.
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Figure 3. Conceptual model of the MSA_BG method for parallel multiple
alignment of biological sequences on the basis of ABC algorithm.

The colony queen through collective communication
reduction and operation MAX gets the quality of the elite
decisions by hives mother bees. Thereafter the colony queen
determines and sends the best one.

IV. EXPERIMENTAL FRAMEWORK

The experimental framework is based on a heterogeneous
computer cluster of 10 nodes including 8 servers AMD
Opteron 64 Dual Core Processor 1.8 GHz, RAM: 2GB 800
MHz, HDD: 2x160GB Hitachi SATA in RAID 0 and 2
servers CPU: 2x Intel Xeon E5405 Quad Core Processor 2
GHz, RAM: 4GB 800MHz, HDD: 2x 146 GB Hitachi 10000
RPM in RAID 0. All nodes are interconnected via gigabit
Ethernet switch. The operating system is 64 bit Scientific
Linux 5.3. Message passing is based on the MPICH2 1.1.1p2
distribution of the MPI standard. The resource manager is
SLURM.

V. PARALLEL PERFORMANCE EVALUATION AND
RESULTS ANALYSIS

The objective of the experiments is to estimate
experimentally parallel performance parameters and make
profiling of the program implementation on the basis of
MSA_BG algorithm.  Similarity searching between
Ribonucleic acid (RNA) segments of various influenza
viruses A/H1N1strains obtained from Genbank [11] has been
carried out based on the parallel program MPI-based
implementation of MSA BG algorithm for multiple
sequence alignment on heterogeneous distributed high-
performance resources.

The experiments are conducted on grid infrastructure
using various numbers of cores and various numbers of
iterations. Experimental results are shown in Table I.
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TABLE I. EXECUTION TIME OF MSA_BG ALGORITHM USING
VARIOUS NUMBERS OF CORES AND VARIOUS NUMBERS OF ITERATIONS
Execution time
Iterations
Cores

1000 10000 100000 | 1000000 | 10000000

1 4 sec 41sec | 6,42 min 62 min 624 min

2 2 sec 20sec | 3,22 min 31 min 312 min

8 1sec 6sec | 0,51 min 8 min 82 min

16 1sec 3sec | 0,26 min 4 min 42 min

28 1sec 2sec | 0,15 min 2 min 24 min

The speedup is evaluated as a ratio of the sequential
execution time to the parallel execution time. The
experimental results for the speedup of MSA_BG algorithm
on using various numbers of cores and various numbers of
iterations are shown in Table Il and Fig. 4.

The efficiency is evaluated as a ratio of the achieved
speedup to the number of cores. The results for the
efficiency of the MSA_BG algorithm gains in the case of
various number of cores and number of iterations are shown
in Table 11l and Fig. 5.

TABLE II. SPEEDUP OF MSA_BG ALGORITHM USING VARIOUS
NUMBERS OF CORES AND VARIOUS NUMBERS OF ITERATIONS
Speedup
Iterations
Cores
1000 10000 100000 | 1000000 | 10000000
2 2,05 1,99 2,00 2,00
4 6,83 12,59 7,75 7,61
16 4 13,67 24,69 15,50 14,86
28 4 20,50 42,80 31,00 26,00
50 Speedup
40
30 X
20
10 -
0 r r hd r hd )
2 8 16 28
Number of cores
—— 1000 —— 10000 100000

Figure 4. Speedup of MSA_BG algorithm using various numbers of cores
and various numbers of iterations.

TABLE III. EFFICIENCY OF MSA_BG ALGORITHM USING VARIOUS
NUMBERS OF CORES AND VARIOUS NUMBERS OF ITERATIONS
Efficiency
Iterations
Cores
1000 10000 100000 | 1000000 | 10000000
1,00 1,03 1,00 1,00 1,00
0,50 0,85 1,57 0,97 0,95
16 0,25 0,85 1,54 0,97 0,93
28 0,14 0,73 1,53 1,11 0,93
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Figure 5. Efficiency of MSA_BG algorithm using various numbers of
cores and various numbers of iterations.

Obviously, the parallel system shows good scalability
with respect to both the cluster size and the workload size.
In the case of small number of iterations the speedup
obtained is not sufficient. Increasing the number of
iterations results in speedup improvement because of the
better utilization of the cores.

VI. CONCLUSION AND FUTURE WORK

We presented an environment enabling secure access to
the grid based services as follows: security, parallel program
implementation execution and database access on
distributed heterogeneous high-performance  grid
infrastructure. Web portal provides as services access and
extraction of biological data and execution of parallel
program implementations based on algorithm for
comparative analysis of biological data. The proposed portal
is verified experimentally for the case study of investigation
the influenza virus variability.

An innovative parallel algorithm MSA_BG for multiple
alignment of biological sequences that is highly scalable
and locality aware has been designed. The MSA_BG
algorithm is iterative and is based on the concept of
Artificial Bee Colony metaheuristics and the concept of
algorithmic and architectural spaces correlation. The
metaphor of the ABC metaheuristics has been constructed
and the functionalities of the agents has been defined. The
conceptual parallel computationional model has been
designed. The algorithmic framework of the designed
parallel algorithm has been constructed.

MSA_BG algorithm has a hierarchical structure, which
enables observing the principle of locality (independent
calculations), and very high scalability (hives and swarms),
so it is expected high efficiency implementations for
petaflops supercomputers.

Parallel performance evaluation and profiling of
multiple sequence alignment on the basis of MSA_BG
algorithm  heterogeneous distributed high-performance
computation resources have been proposed in this paper.
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The case study is investigating viral nucleotide sequences
and finding out consensus motifs and variable domains in
the different segments of influenza virus.

Parallel performance parameters, such execution time
and acceleration, have been estimated experimentally. The
performance estimation analyses have shown that the
parallel system is well balanced both in respect to the
workload and machine size.
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Abstract-This paper presents a method based on heart sound
analysis of the characteristics of the vehicle initiative safety
technology, to explore the feasibility and implementation
method of monitor the pilot health condition using the heart
sound signal. The article analyzes the characteristics of heart
sound signal and vehicle background noise firstly, and prop-
oses the model of the heart sound in vehicle internal
environment; according to the model, a kind of acquisition
device is designed; then, it discusses the heart sound
classification and identification method based on independent
sub-band function, especially the rules and algorithms of
independent sub-band function construction, as well as how to
make independent sub-band function as a new statistics
characteristic parameter. In order to quickly determine a
heart sound signal which separated from the heart sound
acquisition apparatus, the paper introduces the new concept,
i.e., degree of heart sound signal certainty. Finally, efficiency
and feasibility are verified through the heart sound acquisition,
classification and identification experiments.

Keywords-Vehicle initiative safety; Heart sound acquisition
and identification; Independent sub-band function; Degree of
heart sound signal certainty

l. INTRODUCTIONS

In order to improve the automobile intelligence and
security, contemporary cars have already gradually
entered into active safety design ~ from  the past passive
security settings. Now, except for the seat belts, airbags,
bumpers and so on, we have to take active safety design into
more consideration. The car can take the initiative to take
measures to avoid accidents in advance. For example, the
driver drowsy warning system, automobile anti-collision
radar, GPS (Global Position System) system, tire pressure
monitoring warning system, engine fire alarm prediction
system, headlight automatic adjustment system, blind area
monitoring system, vehicle information transmission system,
automatic braking system, SOS parking system and
automatic fire extinguishing system. All of these are to
actively avoid a variety of accident factors that may be
triggered by people or the vehicles. But studies into the
various accident factors triggered by drivers is not a very
active research topic; for example, traffic accidents caused
by driver fatigue and cardiac sudden death is not uncommon,
which contribute the appearance of driver on-site health
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monitoring mode that is based on the driver's physiological
state detection. In recent years, the aging population is a
growing trend and aging problems are spreading between car
drivers who take a certain proportion of the underlying heart
disease; when a sudden heart attack occurs when driving a
vehicle, current active safety facilities cannot detect it
timely, which creates an obvious danger [1-3].

Some fundamental research about heart sound shows that
heart sound can reflect the health status of different people
[4-5]. When we make a combination of the existing driver
fatigue detection system and automotive active safety
systems, a more comprehensive unity of car reliability and
security will be achieved. Therefore, the article analyzes the
characteristics of heart sound signal and vehicle background
noise firstly, and proposes the model of the heart sound in
vehicle internal environment; according to the model, a kind
of acquisition device is designed; then, it discusses the heart
sound classification and identification method based on
independent sub-band function, especially the rules and
algorithms of independent sub-band function construction, as
well as how to make independent sub-band function as a new
statistics characteristic parameter.

In order to quickly determine a heart sound signal, which
is separated from the heart sound acquisition apparatus, the
paper introduces the new concept, i.e., the degree of heart
sound signal certainty. Finally, efficiency and feasibility are
verified through the heart sound acquisition, classification
and identification experiments.

Il.  CHARACTERISTICS OF HEART SOUND SIGNAL AND
AUTOMOTIVE BACKGROUND NOISE

The ventricular and the atria’s filling and contraction
leads to heart beat, while heart beat information after
cardiothoracic body reaches the surface and form the “heart
sounds” that we can hear. Heart sound signals have the
following main characteristics [5-6]:

In most cases, we only can hear the first heart sounds s1
and the second heart sounds s2; sl is relatively low and long,
lasting about 0.15s, while s2 is relatively high and short,
lasting about 0.12s. Heart sound signals are mainly
distributed in the first heart sound and second heart sound
where a dominating place for us to extract heart sound
parameters. However, the third heart sound and forth heart
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sound are inconspicuous, so they are not underlined.
Frequency of the heart sound is mainly concentrated on the
range of frequency from 0~600Hz. Frequency of the first
heart sound is between 50 and 150 Hz, while the second
heart sound is concentrated in the range of 50 ~ 200 Hz.
They have obvious change on amplitude while the other
frequency range tends to zero. Figure 1 shows the heart
sound signal spectrum.

The heart sound signal is periodic, so we perform the
analysis of the heart sound in one cycle. Although the
waveform of each cycle is different and there are various
interferences, we can still deal with the heart sound signal
by regarding it as a repeated stable signal.

Horn, the sound of a motor, brake sound, voice (audio),
the wind, the sound of tire on the road and other noise are
the main background noise in the automotive environment;
in most cases, this noise can be divided into the interior
noise and exterior noise. In this work, we focus on the
interior noise. The typical car background noise has the
following characteristics [1, 2]:

The sound of a motor, we also mean the sound of engine
noise, which is one of the main sources of interior noise,
typically including gasoline-combustion noise and
mechanical vibration noise. When the car at low speed or go
idling gasoline combustion noise is greater than the
mechanical vibration noise, on the contrary, the later is
greater than the former. Frequency of the engine noise is
between 0 and 200 Hz, if the sound of a motor is smooth,
there will a peak point in frequency 100HZ. Figure 1 (b)
shows the frequency spectrum diagram of the motor sound.
The car acceleration sound whose spectrum showed obvious
ultra-low frequency and with a typical low-pass band
spectrum, that is one special sound of a motor. Figure 1 (c)
shows the acceleration sound spectrum.

The voice is the sound of the voices of the passengers in
the car or stereo, and it is an active interior noise, which was
relevant with the occupant’s physiological characteristics,
emotional and language content. Voice pitch frequency is a
range of 130 Hz to 350Hz, while the harmonics of the
frequency range up to 130 Hz to 4000 Hz, but the energy is
mainly concentrated in the pitch range. Figure 1 (d) shows
the sound spectrum; the music signal has a wider range of
the spectrum and contains a richer, higher harmonic.

The brakes sound is that when there is a car braking,
brake pads hugging tire, tire and ground cause a dramatic
friction, then, the tire will make a harsh braking sound; the
faster, heavier quality of the car and the sharper the brakes,
the louder the noise; sometimes, the brakes sound will be up
to 70-90 dB. Figure 1 (e) shows the acceleration sound
spectrum diagram, which is energy-frequency mainly
concentrate between 0 Hz and 200Hz, but there are also
obvious treble component; the brakes sound is an interior
noise with wider spectrum.

Horn, a peculiar language among car, people and vehicles
to talk to each other, is indispensable in automotive safety
systems. The horn is a steady-state signal with a good point
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and timbre; in addition, the baseband frequency of horn
general around 400Hz and its spectrum showed baseband
and several octaves, according to the spectrum. We cannot
see significant fluctuation in the sound stage. Figure 1 (f)
shows the spectrum of horn. The noise in the range of 0 to
200Hz clearly coincides with the spectrum of the heart
sound signal.
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Figure 1. Heart sound with the typical curve of the spectral
characteristics of the interior noise

IIl. A HEART SOUND ACQUISITION DEVICE FOR
AUTOMOTIVE ACTIVE SAFETY

In order to achieve real-time monitoring of cardiac health
condition of the driver, the heart sound acquisition device
was designed as an automobile active safety. The device
configuration is installed on the car safety belt. The device
not only can collect but also can finish the pretreatment of
heart sound signal and classify the cardiac physiological
state of the driver. According to such equipment, an alarm
will alert when the physiological state of the heart is
abnormal. Heart sound acquisition probe arrays are installed
in the wall of a deformable elliptical acoustic cavity while
the signal processing circuit, sound and light alarm were
fixed at the top of the noise cavity; but what was configured
in the cavity was an embedded lithium rectangular nylon
sleeve, which cuffs can be installed on the car safety belt.
Such kind of sleeves can be adjusted up and down along the
seat belt position so effortlessly that it is possible to collect
the heart sound signal without much effort. Recently, the
device has applied for a Chinese invention patent, as shown
in Figure 2.

When the driver plugs the seat belt, the heart sound
monitoring device will changed into working state; once the
monitoring device does not detect heart sounds heart sounds,
the light will shine, the driver is required along the seat belt
up and down to adjust the position of the heart sound
monitoring device in the chest; when heart sounds are
detected, the light does not shine. The device provides real-
time monitoring of the cardiac physiological state of the
driver; with this, we can make rapid analysis of the collected
heart sound signals though the internal processor, or
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transmitted to the onboard computer processing. According
to the classification of the heart sound, we can determine the
health status of the driver. Once the abnormal sound is
found, lights will flash, an audible alarm will appear and the
abnormal sound signal will be transmitted to the automotive
active safety systems for further processing. The device is
not only used in lithium battery-powered, but also ultra-low-
power processor applied internally to improve working time
of the signal acquisition. Once the seat belt is not properly
plugged, the device will power off, reducing the power
consumption.

In order to improve the reliability of the classification and
identification of heart sound signals, that means we need to
eliminate automotive environmental noise to the greatest
extent as well as the rapid and effective algorithm to
correctly identify the classification of heart sounds.

One

1. Seat belts. 2. Heart sound acquisition probe array. 3. The oval sound
insulation cavity. 4. A rectangular nylon sleeve. 5. Sound and light alarm. 6.
Lithium battery. 7. Memory materials. 8. The signal processing circuit module.

Figure 2. Heart sound acquisition monitoring device for an automobile
active safety

IV.  HEART SOUND SIGNAL EXTRACTION METHOD

A. Heart sound signal model in the automotive
environment

Order the heart sound signal as:

S (t) =S, (t) +S, (t) s, (t)+s, (t) =iZ:41: S (t) 1)

is the car background noise, including trumpet sound, motor
sound, brakes sound, voice and other noise, etc, then

gN(t):gNl (t)+gN2(t)+gN3 (t)+ ...... the mode|
of the heart sounds in the automotive environment is:

S (=38 0+ aN, (1)

B. Heart sound signal separation method based on ICA

For heart sound signals and interior noise characteristics,
in this paper, we use the Independent Component Analysis
(ICA) [6] method to separate heart sound signal from the
interior noise, according to the mixed model of formula (2),
and let x =[x,,x,,x,---x,]" be its deviation matrix is

[7]:

@)
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K T 1N T
D=X>(X"-—2Xxj) ©))
j:l N j:l
We can get the covariance matrix: ~_ 1 3 pboT the
N =1

orthogonal eigenvector is V = [v;,v,,---v,] there are m
largest Eigen values A Z A A then, whitening
matrix P can be obtained:

1
P=V(LA)= \/WVA%
N (4)
A:diag(/lflz'ﬂd"“/lm) . and pTCP=1, ;: PTX
using these data in the use of albino to calculate the inverse
matrix W = [w,,w., --w,] that meeting statistical
independence conditions, ICA can usually be estimated by
using steepness:

furt(9)= EL(w'y)'-3EL (a7 ) +AL-ELwD)D) )
Inverse matrix w can be obtained by changing the

steepness of the maximization. Then, the isolated heart
sound signal is:

!

> X
Nl % (6)
N’ Xk

]

C. Heart Sound Signal Certainty Degree (HSSCD)
In order to determine the signal separated from X(t)

which is the heart sound signal and which is the car
background noise, we have introduced a new parameter-
“Heart sound signal certainty degree (HSSCD)”.

Order the probability density function of separated

signal Sk (V) ag:
P(S,)=[," P(S.)es, "

However, this description can only be used when Scis in
the positive distribution state, in order to resolve the negative

Sk exists, we introduce:

_1 e
Rl =-> log, {I.J.wwsk (@) dtdw}

8
where Ws. is the signal Sk the Wigner-View distributioEL)
that is:

W, (t)=%ISE (t-%tjsk [t+%tjej“’dt o
Our definition of heart sounds certainty is:
HSSCD: ( RI S )Compare signal

( s )standard heart sound signal (10)
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HSSCD has quantitatively described the overall
performance of closeness of a signal with standard heart
sound signal in the amount of information and complexity.
Figure 3 is time-domain waveform diagram of the heart
sound signal and a variety of automotive background noise;
Table 1 is a signal corresponding HSSCD value.

We can have the following conclusions by the HSSCD
analysis.

Judgment 1: when HSSCD = 1, that is exactly the same
two heart sound signals;

Judgment 2: when HSSCD is approaching 1, indicating
that the detection signal can be classified as a heart sound
signal;

Judgment 3: when the HSSCD value is smaller, it signals,
does not belong to the heart sound signal.

Experiments show that HSSCD have little relationship
with the signal change in sampling frequency and length,
even if there is a difference in length and the sampling
frequency of the two signals, HSSCD remains essentially
unchanged.

Heart sound signal Heart sound signal one+
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Figure 3. Waveform diag'ram of the part of the heart sound signals and
car background noise

TABLE |. VARIOUS SIGNALS CORRESPONDING HSSCD VALUE IN FIGURE 1

Signal Type HSSCD Signal Type HSSCD
Heart sound 1 Horn sound 0.8678
signal

Heart sound 1.0991 Sound of a motor 0.3585
signal 1

Heart sound 0.9941 Brakes sound 0.4536
signal 2

Sound signal 0.4807 Acceleration 0.7323

sound

V. HEART SOUND SIGNAL EXTRACTION METHODA KIND
OF STATISTICAL CHARACTERISTIC PARAMETERS: THE
HEART SOUND INDEPENDENT WAVELET FUNCTION

Feature Extraction of heart sound is to find a kind of
transformation. This transformation can convert the original
heart sound signal into a certain state of feature space, but
also be able to save all the original information, so that to
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lay the foundation for the classification and identification of
heart sounds.

Feature Extraction of heart sound has many forms, such
as a time-domain characteristics parameters extracted
cardiac cycle, heart rate, and adjacent interval of the first
heart sound and second heart sounds, Extracting the spectral
characteristics of the heart sounds, linear predictive spectral
coefficients, Mel frequency spectral coefficients [11] as the
characteristic parameters of frequency. These characteristic
values can be used for classification and identification of the
heart sounds. According to the characteristics of the heart
sounds, this article uses the heart sound independent wavelet
function as a new kind of statistical characteristic.

A. Description of independent sub-band function

For one channel of the heart sound signal s(t), if we can
brake it into q layers data segment Z,, with equal length
(0=1,2, ---Q), independent component analysis and signal
divided into layers, by finding a full rank separation matrix,
thereby defining the output signal [bl,b2,::-bg], including
the information of heart sound signal s(t) as independent as
possible, this group statistically independent function with
each other in the time domain, which is what we call cluster
of independent sub-wave function [5].

The Independent sub-wave function is derived in the
following way: (a) layers of the signal. This process can be
understood as hierarchical linear transformation of the signal;
(b) Analysis of the independent components of the signal.
The result of this process is hierarchical signal matrix
solutions mixing matrix and the hierarchical signals are
converted into mutually independent vectors matrix. This
process can also be considered to be the projection of the
vector direction independent of each of the sub-wave
function. From more experiments, we draw more
conclusions, as explained below:

The independent sub-wave function has strong local
characteristics of the time domain, since the independent
sub-wave function obtained by the different signals are
varied, DFT (Discrete Fourier Transformation), DCT
(Discrete Cosine Transformation) transform guide [9] to the
base function to the various signals are very similar, showing
obvious global characteristics in the time domain.

The independent sub-wave function has strong local
characteristics of the frequency domain because the
frequency characteristic curves of the different signals
acquired independent sub- wave function are different.

These characteristics indicate that the independent sub-
wave functions can characterize on the signal not overlapped
as a characteristic parameter, the identification and
classification of the heart sounds may be used as an effective
feature parameter.

B. Algorithm realization of heart sound independent sub-
wave function

Specific steps to obtain heart sounds independent sub-
wave function are as follows:
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1) Stratify heart sound signal s(t). Signal layering is
equivalent to a set of orthogonal base projection, and the
hierarchical signal had orthogonally, using independent
component analysis of the signal, while the length of each of
the hierarchical signal should remain the same. Hierarchical
method can meet these two conditions, such as wavelet
hierarchical method, EMD (Empirical mode decomposition)
hierarchical method;

2) Remove the mean, and preliminary bleach the stratified
signal;

3) Independent component analysis of the hierarchical
signal after pretreatment, eventually to get heart sound
independent sub-wave function cluster.

Figure 4 (a) is a single cycle of heart sound signal s, first
use empirical mode of EMD decomposition t that broke s
into a series of approximate simple component signal
combination, that is:

s, () = ZL:A,Z, +r

Z,is the number one intrinsic mode function IMF, which
is self-adaptive decomposition by the nature of the signal; r
is the residual function of the average trend of the
representative signal, A, is a coefficient, Figure 4 (b) is the
result of empirical mode decomposition. Sy(t) will be
merged into two groups hierarchical signals s3;(t) and si,(t)
with equal amplitude, as shown in Figure 4 (c); then we use
fastica (fixed point iterative algorithm), Infomax
(information maximization algorithm), and dwt_ica, three
algorithms to process s;i(t) and sy,(t) statistically and
independently , to obtain the heart sound independent sub-
wave, as shown in Figure 4 (d), (e), (f) below. We can see
from the figure that the same sample points of independent
heart sounds sub-wave as the source signal, but these three
ways to get the heart sounds independent sub-waves are
very different in magnitude. When using the dwt_ica
algorithm, the independent heart sound sub-wave obtained
is basically the same, however when obtained with fastica
and infomax method, there is slightly different in the heart
sound independent sub-wave by, by, by, bo;, especially, the
infomax method has a significant uncertainty; its best result
shows the effect can be better than dwt ica, FastlICA
algorithm, but sometimes appears to be worse than those
two methods. Cluster of independent sub-wave function
shown in the picture is the average of the three test results.
(Wherein the x-axis is the sample point, the y-axis is the
amplitude.)

Coefficient description of reconfiguration similarity: two
heart sounds independent sub-wave similarity coefficients
between the heart sound signals reconstructed with the
original heart sound signal is the bigger the better;
Irrelevancy describes with correlation coefficient r, which is
the metric of independent heart sounds sub-wave of
irrelevance degree, relevance between bl and b2 is the
smaller the better. Compare the data results shown in Table

(11)
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2; the value in the table is the average results of the three
experiments.

Using the data shown in the table, we can make a decision
from the signal remodeling, the effect of the three algorithms
are both good. Judging from the relevance of independent
heart sounds wavelet, effects using fastica [9] or dwt_ica [9]
algorithm are good, but the wavelet relevance obtained
using infomax algorithm is significantly bigger. Analyzing
from the time spent in computation, dwt_ica algorithm is the
most efficient.

In summary, dwt_ica algorithm shows obvious advantages
in all aspects, so we will use dwt_ica algorithm to get the
heart sound independent sub-wave function. A heart sound
signal stratified results and three BSP algorithms of
obtaining independent sub-wave function as shown in Figure
4.

TABLE Il. THREE BSP ALGORITHMS EFFECTS OF OBTAINING INDEPENDENT
SUB-WAVE FUNCTION

Three BSP Reconfigurabil ~ Correlatio ~ Computi  Comprehensi
algorithms ity n ng ve
time(s) Evaluation
fastica 0.9979 0.0000 0.4836 Good
dwt_ica 0.9983 0.0000 0.0624 Very good
infomax 0.9919 0.4352 0.4212 Not bad
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Figure 4. A heart sound signal stratified results and three BSP
algorithms of obtaining independent sub-wave function

VI.  HEART SOUND SIGNAL EXTRACTION METHOD: HEART
SOUND CLASSIFICATION AND RECOGNITION

The process of heart sound classification and
identification is essentially an automated pattern matching
process, as shown in Figure 5.There are many heart sound
classification and recognition algorithms, such as statistical
identification method, neural network identification method
[11]. In this paper, as a new statistical characteristic
parameter, the heart sounds independent sub-wave function,
need a pattern matching method; so, we define a similar
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distance to identify the distance of the independent wave
function of two heart sound signals.

Referance
Mode

g | Training \

Heart sound

signals
5 Fretreatmentl . Feature extraction —s

Recognition
o, PAte L dgment

Matching

Recognition
results

Figure 5. Heart sounds to identify general method

Suppose that the independent sub-wave function digital
of the standard heart sound signal as signal of the
independent sub-wave function digital to be identified as,
then, the similar distance will be:

pIROEIE!

(12)

d, =1—
N N
> (0P (®)* > (b3 (1))*
n=1 n=1
The smaller the similar distance d, is, b°(t) and b (t)
will be more similar; when d, =0, then b®(t) =b°(t) .

which means they are exactly the same.

Therefore, after the signal preprocessing, to use the
independent sub-wave function of the heart sounds to do
pattern matching, find their similar distance, and classify
accordingly identification.

VIIl. THE EXPERIMENTAL RESULTS

A.  The acquisition and separation of heart sounds

In the vehicle initiative safety of heart sound acquisition
device needs to set sampling frequency, channel parameters,
etc. Frequency of the heart sound concentrates on the range
of frequency from 10 to 400 Hz while heart murmur is
below 1500 Hz. According to sampling law, we can avoid
distortion when sampling rate is at least more than 3000 Hz.
In the environment where vehicle noise is relatively large,
we use 4 channels and 11025 Hz sampling rate. A group of
acquisition results are shown in Figure 6(a). Then,
according to the extraction method of heart sound signal
stated in the section 3 and blind separation of four aliasing
signal based on ICA [9], we can get four separation signal
shown in Figure 6(b).

In order to judge the heart sound and the vehicle
background noise from the four separated signals, we
analyze the sound signal with heart sound signal certainty
(HSSCD), and discover that the HSSCD of separated signal
1 is 0.9869, which is heart sound signal; the HSSCD of
separated signal 2 is 0.4765, which is speech signal; the
HSSCD of separated signal 3 is 0.3275, which is motor
sound signal; and the HSSCD of separated signal 4 is
0.4532, that is brake sound signal. Through sound
transmitter, we can verify the conclusion. In fact, we just
need to extract heart sound signal, and do not need to spend
time on the other signals.
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Figure 6. The extraction and separation of signal in heart sound
acquisition device

B. The heart sound signal pretreatment

The main task of the heart sound signal pretreatment is as
follows [11]: (1) determine the beginning and the end point
of the first heart sound and the second heart sound of each
of the signal in a section of heart sound signal; (2) find out
the beginning and end point in a periodic heart sound signal,
and calculate the heart rate for displaying the characteristics
of heart sounds better, highlighting the main component of
heart sounds which are quite useful for the heart sounds
identifying. Firstly, calculate the energy spectrum of the
heart sound signal, namely separated signal 1 shown in
Figure 7(a). According to the envelope extraction method
based on Hilbert transformation [5], we can extract heart
sounds envelope, and the result is shown in Figure 7(b).
Then, we can get normalization energy envelope shown in
Figure 7(c) with the threshold taken from the average of the
envelope. The optimized envelope can reflect the section of
heart sound signal more accurately than the envelope
directly obtained. Among them, every broader pulse
respectively represents the first heart sound, and the
narrower respectively stands for the second heart sound.
Thus, we can easily calculate heart sounds interval and
heartbeat. Lastly, we section heart sounds according to the
period, and the result is shown in the Figure 7(d).
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Figure 7. The heart sound signal pretreatment

C. The classification identification of heart sound signals

In the identification mode, the heart sound information
in the database is a standard group. The database includes
normal heart sounds (like the compare heart sound signal 1),
and abnormal heart sounds (like the compare heart sound
signal 2 which is premature beat heart sound, and the
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compare heart sound signal 3 which is fibrillation heart
sound). Take discretionarily a periodic heart sound signal
from the signals in Figure 7(d) as the test group. They are
shown in Figure 8(a).

The standard group and the test group are required to
use the same signal equipment and own the same
magnification. They should not have saturated distortion
(the best control is about the 70 ~ 80% of the maximum
distortion amplitude). Then, we can extract heart sound
wavelet function which is taken as a kind of statistical
characteristic parameters from these data. Set the
independent wavelet function of heart sound signal of the

standard group as b°(t) and the function of the identified

heart sound signal as. Then, calculate their average
similarity distance by the formula (13), which is
respectively 0.0790, 0.6114, 0.8942. Choose directly the
one which has the smallest similarity distance as the results
of identification result, and this tested signal is the normal
heart sound one. The similar phase diagram is shown in
Figure 8(b). We can find out intuitively that the testing
signal of classification recognition is most similar to the
normal heart sound signal and the similar phase diagram is a
thin oblique line of 45< Several hundred classification
identification experiments show that the same person's
recognition rate at the same time is 100%, and the
recognition rate at different time from the same person is up
to 97%. For some specific person, the recognition rate is up
to 99%, if we constantly update the normal database with
the new acquisition of heart sounds. If we only classify heart
sounds as normal heart sounds and abnormal, we would
have a better classification recognition efficiency and effect.
It basically reaches the level of practical application.
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Figure 8. The effect of classification and identification experiments.

VIII. CONCLUSION AND FUTURE WORK
This paper presented a method based on classification and

recognition of heart sound detection for vehicle active safety.

Through the analysis of the main characteristics between
heart sound signals and car background noise, designed in
the car on the heart sound acquisition, separation,
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classification of soft and hardware scheme, compared
fastica, dwt_ica, infomax three algorithms to obtain the
effect of heart sound independent wave function, the
dwt_ica algorithm the results of comprehensive evaluation
is best, and discussed the heart sound signal model, noisy
sound mixing signal separation model and heart sound
recognition model. It is the foundation of designing simple
information recognition system. In addition, the article also
raised effective classification technology, such as heart
sounds determined (HSSCD). Similar distance mode
matching method for heart sound independent characteristic
parameters of the wave function and normalized envelope
heart sound cycle segmentation technology, it reduced the
calculation and increased the recognition rate, and it opens a
new way for the practical application of heart sound
identification.

In the future, we will further improve the calculation
speed and practical application.
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Global Illumination-Invariant Fast Sub-Pixel Image
Registration
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Abstract—Sub-pixel image registration is an important part
of many image processing and computer vision applications.
We propose a computationally simple direct (i.e., non-iterative)
method for sub-pixel registration of translated images. To register
two images, first a global space-invariant resampling filter is
computed that is a least-squares optimal predictor of one image
from the pixel values of the other image. Then, the coefficients of
this filter are linearly combined to compute the offset between the
two images. The computational cost of this algorithm is linear in
the number of pixels. The accuracy and efficiency of the proposed
algorithm is demonstrated to be better than a range of existing
methods for images with various levels of high-frequency detail
and at various noise levels.

Keywords—image registration; sub-pixel; direct; least-
squares optimal; linear computational complexity.

I. INTRODUCTION

Image processing often requires processing of data from
multiple images of the same scene captured from different
viewpoints with one or multiple cameras or maybe even
with completely different types of sensors. Before this can
be achieved, the pixel data in the images must be somehow
’synchronised’ and this is achieved using registration. Image
registration is the problem of finding a geometric transforma-
tion that maps the coordinate plane of one image to another
using the image data itself. It is an important problem in image
processing and computer vision, required as part of many
applications in areas such as medical imaging, remote sensing
and consumer electronics [1].

What makes this problem challenging is the fact that many
applications require fast, yet accurate, registration. For some
applications, such as image super-resolution or image fusion
(see Figure 1 for an example), it is critical to register input im-
ages with accuracy down to sub-pixel level. But, unfortunately,
speed or computational complexity and accuracy are generally
trade-offs and can be hard to achieve simultaneously. Sub-pixel
registration can also be hampered by the fact that the images
may be contaminated by noise and aliasing, both of which
may have a considerable effect, as well as possible lack of
conformity of the image data to the proposed transformation
model.

Even for applications that do not require precise sub-pixel
registration, it is still very important, because registration of
images with larger integer offsets is often achieved using a
multi-resolution image pyramid [2] for efficiency reasons (for
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examples see [3]-[5]). Ignoring the high-resolution detail at
higher levels of the pyramid is not only more computationally
efficient, but also necessary, because of aliasing of high spatial
frequency components undergoing large motion. The use of a
multi-resolution framework helps to alleviate this problem [6].

The typical approach to solving the registration problem
is to place it into an optimisation framework [7], with the
objective function defined by some metric that measures
similarity (or alternatively distance) between one image and
a transformed version of the other. The objective function is
then optimised with respect to the transformation parameters.
This approach was popularised by Lucas and Kanade [8] in
1981 and has seen many variants proposed since, such as
using different optimisation methods and similarity metrics.
A summary of some common similarity metrics and search
strategies can be found in [1] and [9]. While many of
these approaches are theoretically sound, they are generally
computationally expensive and require a number of iterations
to achieve convergence, due to the non-linear nature of the
problem. This is highly inadequate for some applications that
require the results to be computed in a timely manner. An
example of such applications, which is becoming increasingly
popular, is image processing (High Dynamic Range (HDR)
[10], panorama stitching, etc.) on smartphone and tablet de-
vices that posses only limited computing resources.

We are interested in a special case of image registration,
where the geometric transformation is constrained to pure
translation. The desire for fast registration of translated images
with sub-pixel accuracy has led to the development of a
number of direct approaches that attain lower complexity

Fig. 1: High Dynamic Range image produced from registered
images with varying exposures.
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(a) face

(d) beach

Fig. 2: Test images

by making various simplifying assumptions. Fourier phase
correlation [11]-[14], for example, assumes that the images
obey the Nyquist criterion [15], while interpolation of the
cross-correlation function [16] makes assumptions about the
shape of the scene’s autocorrelation function. Unfortunately,
when the real data deviates from the assumptions made in the
model the accuracy can suffer.

We present a new direct technique for sub-pixel registration
of translated images. Even though this method does not require
iteration, its formulation has more similarities with the iterative
methods than the direct, although it does not require the choice
of an appropriate interpolation function for the resampling
filter. Instead, it computes the optimal resampling filter from
the image data itself using linear least-squares. The relative
shift between the images is then computed in a novel way
from the filter coefficients.

In Section II, we introduce the theory of image registration
in the optimisation framework and present the new direct
approach. In Section III, we describe the experimental method
for sub-pixel accuracy evaluation. Section IV presents the
experimental results and their discussion, followed by conclu-
sions in Section V.

II. THEORY

In this section, we provide a mathematical definition for the
image registration problem and show how it is formulated in
the optimisation framework, which requires a computationally
intensive iterative solution. We then consider an alternative
formulation, which results in a direct solution.

Let us consider the problem of registering a discrete refer-
ence image f (kT,lT') and an offset target image g (kT,(T) =
f (kT + ug, 1T 4 uy), where k and [ are integer pixel indices,
T is the pixel pitch (which we will assume to be equal to
one) and ug, u, are some unknown and possibly non-integer
offsets between the two images. The goal of sub-pixel image
registration is to estimate u, and u, with as much accuracy
as possible. A conventional way of doing this is to iteratively
minimise the difference (usually sum of squared differences)
between f (k + 4,0+ 4y) and g (k,1):

argminZ(g (k,1) —f(k+ﬁx,l+ﬁy))2 (M
k.l

Uy , Uy
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In practice, since the image f(k, ) is only known on an integer
grid, some sort of interpolation must be applied to f(k,1) to
get the shifted image f (k+ 4y,!+ 4y). For computational
reasons, only the values located on the shifted grid are in-
terpolated and this procedure is generally performed using a
resampling filter [17]. The filtering operation can be expressed
as

Mt Nt
> Y flktmiltn)ha, g, (mn) )
m=M—n=N—

where m,n € Z and hg, 4, (m,n) is a resampling filter,
based on some predetermined interpolation basis function (see
[18], [19] for some common examples), with a window span
between M~ and M in x direction and between N~ and N+
in y direction. The resampling filter coefficients are samples of
the interpolation basis function offset by (u,,u,) and are gen-
erally non-linear in u, and u,, making expression (1) a non-
linear least-squares problem. Choosing a different interpolation
basis function would result in a slightly different interpolated
image, in turn affecting the results of minimisation.

A. Registration through Optimal Interpolation

Now, let us consider an alternative formulation of this
problem. First, reformulate (1) to minimise with respect to the
filter coefficients i(m, n) instead of the offsets u, and u,. This
removes any dependence on an interpolation basis function and
results in filter coefficients being optimised in a least-squares
fashion. The resulting filter is optimal — no other resampling
filter can do a better job of predicting image g (kT,!T) from
f(ET,IT).

argininz (g (k1) = >3 f (k+m,l+n)h(m, n)) 3)
k,l m n

The next step is to determine the relative offsets wu,
and u,. Given a set of filter coefficients, computed from an
interpolation basis function, we could compute the offset by
which this particular filter would shift the image through a
linear combination of the filter coefficients. Consider the Keys’
cubic convolution interpolation kernel:

a® = 2|z2 41 0<lz| <1
—2lzP + 3z —4lz[+2 1<|z|]<2 &
0 2 < |z

CC(z) =

96



ICCGI 2013 : The Eighth International Multi-Conference on Computing in the Global Information Technology

(b) Image ’face’. Noise std: 4.6, 12.3, 20.0

Fig. 3: Effect of noise strength on test images. Noise std stated in grayscale levels.

and a one-dimensional resampling filter A, (m), based on this
kernel, defined as

hy(m) = CC(—u+m),

It can be shown algebraically (see Appendix) that the offset u
can be recovered from the filter coefficients through a weighted
sum combination thereof:

U= Z mhy, (m) 6)

m e Z. )

This is also true for the optimal filter coefficients, which do
not depend on any explicit interpolation function, but are still
related to the offset between the images through the image data
itself. The offset estimate between the images can be computed
in the same way as:

M+t Nt
Uy = Z Z mh (m,n) @)
m=M—n=N—
+ Nt
iy, = Z Z nh (m,n) )
m=M—n=N—

and we show that this works experimentally, in Section IV.

B. Global Illumination Invariance

Cameras with automatic exposure setting will meter the
scene prior to taking a picture. Capturing multiple images
of the scene, even in quick succession, can result in global
illumination variations due to the metering algorithm calcu-
lating slightly different exposure settings. This difference can
be fairly large in some cases — for example when capturing
different parts of the scene, such as when panning the camera
to capture a panorama. Using different exposure settings may
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also be intended, for example, when capturing images to
produce a high-dynamic range reproduction of a scene. The
image processing algorithms, including registration, must be
able to cope well with these situations.

Global illumination difference between the two images un-
der registration can be accounted for in the model by including
gain A and offset S: g (KT, 1T) = Af (KT + uy, IT + uy)+5S.
Because the filter coefficients in optimisation expression (1)
are not constrained to sum to one, this optimisation would
automatically account for gain A, resulting in

S h(myn) = 1/4 )

The relative offsets u, and u, can still be recovered from
h(m,n) by normalising expressions (7) and (8) by the sum of
filter coefficients:

S>> mh(m,n)

b= S h () o
27:” Zn: nh(m,n)

= S ) v

The illumination offset S’ can be accounted for by including
an additional variable S into the optimisation procedure (1),
subtracted from g(k,l). This does not change the equations
(10) and (11), by which the offset is estimated from the filter
coefficients.

III. METHOD

To validate the proposed method and assess its sub-pixel
accuracy, we have performed an experiment using synthetically
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generated images with known sub-pixel offsets.

A. Test Image Generation

A high-resolution image (10 times higher resolution than
the test images) was taken as the source scene. A number of
test scenes (shown in Figure 2) that contain different combi-
nations of texture, sharp detail and smooth areas at a range of
different scales were selected for this performance evaluation.
These scenes vary in high-frequency content, resulting in
different amounts of aliasing in the test images, from little
aliasing in image ’beach’ to a lot of aliasing in image ’bird’.

A simple model of the imaging process was used to
simulate the capture of lower resolution test images. The
imaging model consisted of area-sampling (any blurring due
to the optics’ Point-Spread Function (PSF) was assumed to be
insignificant in comparison to the degradation from the sensor
PSF — this assumption is not unrealistic for many consumer
cameras) and additive white Gaussian noise [20]. Creation of
test images in this way allowed for aliasing to occur providing
the opportunity to test the algorithms on aliased data, rather
than just with band-limited signals.

The 1300 x 1300 pixel grayscale source images with 8-bit
precision were filtered using a 10 x 10 box average to simulate
blurring during area-sampling, and then down-sampled by a
factor of 10 in each dimension to result in 124 x 124 pixel
test images (low-resolution images were cropped to avoid
edge effects from the filtering operation). Shifting the high-
resolution image by an integer number of pixels prior to
downsampling allowed for generation of low-resolution test
images shifted by fractional (in steps of 0.1) amounts of a
pixel.

Here, we test the ability of the method to register offsets
smaller than one pixel by registering a set of one hundred im-
age pairs with relative offsets ranging from (0, 0) to (0.9, 0.9).

B. Measurements

The uncertainty in estimating the relative offsets is not
constant across the sub-pixel range. Registering image pairs
that relate by a small sub-pixel translation (close to zero) or a
translation of almost one whole pixel results in smaller MSE
than registering a pair of images offset by about half a pixel
(see Figure 4 for a typical error pin plot). Because there is no
prior knowledge about the distribution of the translations, we
estimate the performance of sub-pixel registration on average
by assuming that all sub-pixel translations are equally likely
to occur. Average performance can then be calculated simply
by averaging the squared error over all possible sub-pixel
translations — 100 translations, ranging from (0,0) to (0.9, 0.9)
for this experimental set-up.

Each pair of images with a unique offset was registered 100
times, each time with a different instance of white Gaussian
noise added to the images. A different pair of illumination gain
A and offset S constants were also used each time to adjust
the exposure of the target image. The gain constant was drawn
from a normal distribution with a mean of one and a standard
deviation of 0.1, and the offset constant was drawn from a
normal distribution with a mean of 0 and a standard deviation
of 25. The target image was clipped to only contain values
between 0 and 255 after the transformation.
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Fig. 4: Sub-pixel registration errors depicted as a pin plot for
image ’bird’ with no noise, using normalised cross-correlation
method.

To make the results easier to interpret, registration error
magnitude (12) was computed for each registration, and these
were averaged over the 100 repeated results for each possible
sub-pixel offset, and over all 100 sub-pixel offsets to give
expected sub-pixel accuracy when registering two images.

lell3 = (ua = d)* + (uy — )* (12)

The measurements were repeated at different noise levels.
We found the sub-pixel accuracy of registration to be very
sensitive to the noise level. To be able to compare the results
between the test scenes, different amounts of noise were added
in each case. This was achieved empirically by matching
the visual effect of noise on each scene; see Figure 3 for
an example — image ’bird’ required almost twice the noise
standard deviation in comparison to image ’face’ to achieve
the same level of contamination.

C. Methods for Comparison

To put the experimental results in perspective, we compare
them to three other popular methods: one standard iterative
method and two direct methods. We employ Lucas-Kanade
iterative registration [8] with bilinear interpolation for resam-
pling. A detailed description of implementation of this method
can be found in [21].

The two direct techniques that are used are the normalised
cross-correlation and a Fourier phase based method by Stone
et al. [22]. The Fourier phase method was chosen because it
works well in the presence of aliasing. Sub-pixel accuracy of
normalised cross-correlation was achieved by interpolating a
3 x 3 window around the function peak using a 2D second
order polynomial.

IV. RESULTS AND DISCUSSION

We have performed the experiment with the proposed
method using resampling filters of various sizes. We were able
to successfully recover the relative shift between the images
from the optimal filter coefficients according to equations 10
and 11, confirming our observations at the end of Section II-A.
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Fig. 5: Effect of noise strength on test images. Noise std stated in grayscale values.

Using filters of different sizes resulted in slightly different
degrees of accuracy.

We report the results for the 4 x 4 filter, as it had the
best performance relative to its computational complexity —
larger filters obviously require more computation. A plot of
root-mean-square registration error versus the noise standard
deviation can be seen in Figure 5. The registration error is
expressed as a fraction of the spatial pixel size (same as the
pixel pitch), whereas the noise standard deviation is expressed
in grayscale levels.

It can be observed that the proposed method can achieve
an accuracy of as high as 1% of a pixel in a low-noise
situation (left part of the graph). As the noise level increases,
the accuracy drops slightly to around 4% of a pixel (middle
part of the graph). At even higher noise levels, the accuracy
drops off more quickly, but at these noise levels the images
are quite heavily contaminated by noise, as can be seen from
Figure 3.

Comparing the results of the proposed method to that of
the other methods one can observe that it performs signif-
icantly better than the cross-correlation method, better than
Lucas-Kanade method and better than the Fourier phase-based
method, apart from images ’cat’ and ’bird’ with no added
noise. These are favourable results for the proposed method,
taking into consideration that it was twice as fast as normalised
cross-correlation and Fourier phase-based methods and eight
times faster than the iterative Lucas-Kanade method. All of
these methods, except Fourier phase-based method, see a linear
increase in execution time with an increase in image size.
Fourier phase-based method is in theory O(/Nlog/V); however,
because the transform is separable and image dimensions are
small, it also sees almost linear increase in execution time with
image size.
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V. CONCLUSION

Image registration is traditionally an optimisation problem
that makes use of interpolation as a crucial link between the
discrete and continuous domains. The use of interpolation
functions that are common in image processing, such as
piece-wise cubic polynomials for example, leads to a non-
linear objective function, the optimisation of which requires
an iterative solution. In the case of sub-pixel registration of
translated images, some direct methods also exist, but these
make certain assumptions that can limit the accuracy if the
assumptions do not hold. The optimal filter based image
registration proposed in this paper is an alternative two step
method for sub-pixel registration of translated images that does
not require iteration. The first step computes a resampling
filter that is a least-squares optimal predictor of the target
image using the pixel values of the reference image. The
second step estimates the translation between the target and
the reference from the filter coefficients. The method has a
linear-time computational complexity.

Experimental evaluation of the proposed method, using
synthetically generated images, demonstrated that its perfor-
mance is better than that of a number of other image regis-
tration methods for a range of scenes. It was shown that the
proposed method is capable of sub-pixel accuracy approaching
1% of a pixel in low-noise situations and 4% of a pixel
for moderate noise. The proposed method has been shown
to cope well with global illumination variations and is also
the fastest, by at least a factor of two, out of the methods
tested here. This method would be useful for a range of
applications that require fast alignment of shifted images, such
as image super-resolution, high-dynamic range reconstruction,
panorama stitching.
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APPENDIX

Equation 5 describes a resampling filter i, based on Keys’
cubic convolution interpolation kernel. The filter can be used to
”shift” a discrete sequence by resampling it on a uniform grid
which is offset by u. Because the interpolation kernel has finite
support (see Equation 4), the resampling filter has only 4 non-
zero coefficients. Assuming 0 < u < 1, these four coefficients
can be calculated by substituting m = {-1,0,1,2} into
Equation 5:

hy, = [CC(—u—1), CC(—u), CC(1 —u), CC(2 —u)] (13)

To show that Equation 6 is correct, we can substitute the
above filter coefficients into the right hand side of this equation
and simplify:

u :thu (m)
=—CC(—u—1)+CC(1—u)+2CC(2—u)

1
—(2|u1|3+2|u1|24|u1+2)
- (2|1u|3;|1u|2+1>

1 s 5
+2<2|2u|3+2|2u|24|2u+2)

1 5 5
= — ]_ — —
(w+1)" =3

2
3 5
+§(1—u)3—§(1—u)2+1

—(2—u)®+52—-u)*—8(2—u)+4

(u+ 1) +4(u+1)—2
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Abstract—We propose a new technique which allows to es-
timate any random signal from a large set of noisy observed
data on the basis of information on only a few reference signals.
The conceptual device behind the proposed estimator is a linear
interpolation of an optimal incremental estimation applied to
random signal pairs interpreted an extension of the Least Squares
Linear (LSL) estimator. We consider the case of observations
corrupted by an arbitrary noise (not by an additive noise only)
and design the estimator in terms of the Moore-Penrose pseudo-
inverse matrix. Therefore, it is always well defined. The proposed
estimator is justified by establishing an upper bound for the
associated error and by showing that this upper bound is directly _
related to the expected error for an incremental application of : P
the optimal LSL estimator. It is shown that such an estimator is
possible under quite unrestrictive assumptions. (a) Observed signals from the sft,.

Keywords—large signal sets; filtering; least squares linear esti- ,,_ >
mator. 7 .-
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A. Motivation PU

We write z,, = @, (t) for a stochastic vectar,, (¢) associ- .
ated with a random outcome and timet € T' = [a,b] C R. o5 : I I
A rigorous notation is given in the section that follows. L

In many applications associated with a difficult environ-
ment,a priori information on a large set of signals of interest, 53 I L
K, = {z.(t)}, can only be obtained for a few signals
{z,(t;)}] C K, wherep is a small number. Typical exam-  (b) Samples of reference signal&?) at timest; for j = 1,...,11.
ples are devices and equipment exploited in the stratosphere,
underground and underwater such as those in defence and the

Rk
$¥¥

¥k

2 1s 100

1o

Fig. 1. Signals and samples considered in Example 1.

mining industry. Signalse,,(t1),...,x.(t,), are associated
with given timesty, s, ..., t,, respectively, such that wherer, = 0 and rsy = 74 + 0.05, for k = 1,...,120,
a=1t <tg<---<t, ,<t,=b (1) Attime 7, for k =1,..., N, the observed signak(r, -), is
i ] ] represented by its realizations ad & 4 matrix
A choice of signalse,,(t1), ..., z.(t,) might be beyond our
control (in geophysics and defence tasks, for instance). At the y(*) — {ygj?};ir:l = [y(Te,w1)s -+, ¥ (7o, wa)]. 2

same time, it is required to estimate each reference signal in

the setk, from the corresponding set of noisy observation# column of matrixY *), y(t,,w;) € R*, represents the real-
Thus, all we can exploit to develop an associated filter ization of the signaly (¢, w;) at timet = 7, generated by the
observed noisy data and a sparse information on referemaadom event;, for eachi = 1,2,...,4. Thus, all observed

signals. signals are given by thex 484 matrix Y = [Y(U) ... y(121)]
Example 1:Suppose we need to process afSgtof N = represented in Fig. 1 (a).
121 random signals over s@t = [r1, 72, ...,7n] SO that each ~ Suppose that, foj = 1,...,p, information on the refer-

input signal from this sety(¢, -), enters a filter at timé = 7,  ences signals can only be obtained at some times T,
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tjiy1 = Ti2j+41 Wherej = 1,...,10 (see (1)) in the form of semiblind and blind techniques [2]-[5], [19]-[22].Indeed, at
samples given byt x 4 matrices each particular time € T, the input of thealmost blind
o . N (k estimatorF(»—1) developed below in this paper, is a random
XD = [(tj,w1), . X (tg,wa)] = {2 o () vectory,(t). Thus, for different € T, the input is a different
Fig. 1 demonstrates a typical situation with noisy observé@ndom vectow,(t) but we wish to keegthe same estimator
signals and sparse information on the reference signals.fiif~%) for anyt € T, i.e., for any observed signaj,(t) in
Example 2 below we show that, under certain conditions, tiee setC,. The literature on these subjects is very abundant.
proposed technique allows us to estimate the signals of interdére, we listed only some related references.
with an acceptable accuracy. By known techniques in [2]-[16] and [19]-{22], an esti-
o mator (here, we choose the united term ‘estimator’ to denote
B. Formalization of the problem an equalizer or a system) is specifically designed dach
To formalize the problem, we writ¢Q2, ¥, i} for a proba- particular input—output pair represented by random vectors.
bility space where is the set of all experimental outcomesThat is, for different inputs (observed signatg) (¢), known
¥ C 2 is a sigma-algebra of measurable sets known as tleghniques require different specified estimators and the num-
event space angd is a non-negative probability measure wittber of estimators should be equal to a number of processed
n(2) = 1. We denote by, = {z, | w € Q} a set of signals. In the case ofarge signal setssuch approaches
reference stochastic signals and By = {y,, | w € 2} a set become inconvenient because the number of sighalsan
of observed signals. be very large as it is supposed in this paper. For example, in
In an intuitive way,y can be regarded as a noise-corruptegroblems related to DNA analysiy = O(10*). Therefore,
version ofx. For exampley can be interpreted as = x+n the inconvenient restriction of using priori information on
wheren is white noise. We do not restrict ourselves to thienly p reference signals, with < N, is quite significant. At
simplest version ofy and assume that the dependenceyof the same time, beside difficulties that this restriction imposes
on x andn is arbitrary. Note that, theoreticallyC, andC, on the estimation procedure, we use it in a way that allows
are infinite signal sets. In practice, however, s€fsandXC, us to avoid the hard work associated with known techniques
are finite and large, each with, say, signals. applied to large signal sets. To the best of our knowledge, the
To each random outcome € 2 we associate a unigueexception is the methodology in [17], [18], where, for estima-
signal pair(x,,y,) wherez,, : T — C%'(T,R™) andy,, : tion of a set of signals, the single estimator is constructed. The
T — C%Y(T,R"). The spac&’ (T, RP) is the set of vector- estimation techniques in [17], [18] exploit information in the
valued Hblder continuous functiong of order1 with f(¢) € form of a vector obtained, in particular, from averaging over
R? and || f(s) — f(t)|| < K|s —t| (see [1], p. 96.) Write  signals ink{".
. . Further, the semiblind techniques are not applicable to the
P =K, xKy={(zu,y,) |weQ} ) considered problem because they require a knowledge of some
for the set of all such signal pairs. For each € ), ‘parts’ of each reference signal i6,. (e.g., see [3], [5], [19])
the componentse,, = z.(t),y, = y,(t) are Lipschitz but it is not the case here. Although the blind techniques
continuous vector-valued functions @h[1]. allow us to avoid this restriction, it is known that they have
We wish to construct an estimatd?®—1) that estimates difficulties related to accuracy and computational load. In the
each reference signal, (¢) in P from related observed input problem under consideration, the advantage is a knowledge of
y,,(t) under the restriction that priori information on only a some (small) part of the set of reference signals. It is natural
few reference signalse,, (1), ..., z.(t,), is available where to use this advantage in the estimator structure and we will do
p < N. it in Section II.
In more detail, this restriction implies the following. Let us Nonblind estimators [6]-[16] are not applicable here be-
denote bylcé”) a set ofp signalsz,, (t1), . . ., ., (t,) for which cause they requir@ priori information on each reference
a priori information is available. A set of associated observegignal inkC,, (e.g., a knowledge of covariance matfi¥x,,y?|
signalsy,,(t1), ..., y,(t,) is denoted byICZ(/p), Then for all whereFE is the expectation operator). In particular, it is known
y,,(t) that do not belong tdC{", y_(t) ¢ K, estimator that there are significant advantages in adaptive or recursive
F®=1 is said to be thélind estimator [2], [3], [4], [5] since estimators (e.g., associated with Kalman filtering approach

no information one., (t) ¢ K is available. Ify,,(t) € ICyp) [23]) and it may well be possible to embed our estimator into
then F»=1) becomes aronblind estimator since information Such an environment—but that is not our particular concern

on x,(t) € K is available. Thus, depending om,(t), here. Further, we note that much of the literature on piecewise
estimator F(*~1) is classified differently. Therefore, such dinear estimators [24]-[28] seems to bet directly relevant
procedure of estimating reference signalsip is here called to the estimator proposed here. In the first instance papers

the almost blindestimation. such as [24]-[28] are mostly concerned with the theoretical
] ] problems of approximation by piecewise linear functions on
C. Differences from known techniques multi-dimensional domains which isot the case here.

We would like to note that thelmost blind estimation Also, unlike many known techniques, we consider the case
is different from known methods such as nonblind [6]-[18]f observations corrupted by an arbitrary noise (not by an
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additive noise only) and design the estimator in terms ahd construct the optimal linear estimate
the Moore-Penrose pseudo-inverse matrix [29]. Therefore it

. . B - T )
is always well defined. 0;(w) = Evjw; By, w,; w; (W) (8)
. THE MAIN RESULTS \(l)\;‘riEZe incrementw,;(w) for eachj = 1,...,p — 1. We will
In this section, we outline the rationale for the proposed B; = Evjijunjwj c RM*" 9)

estimator and state the main results.
Define the estimate at point, by settingz(¢;41,w) =

A. Some preliminaries Z(tj,w) + v;(w). Thus we have
The proposed estimatdr®—1) is adaptive to a sparse set - ~
K, Prop P P T(tjy1,w) = 2(t,w) + Bjly(t41,w) —y(t),w)]

The conceptual device behind the proposed estimator is = &)+ Bjytjr1,w) (10)

a linear interpolation of an optimal incremental estimayhere we write
tion applied to random signal pairée,(t;),y,.(t;)) and
(xo(tjs1),y,(tis1)), for j = 1,....p — 1, interpreted an €j(w) = z(t;,w) — Bjy(t;,w). (11)
?(;(rteenxsall(r):plz f' t[r;’ L[ii]s t [ig]u)éf;htlggs rtr(]li‘ssge?trlnrg?tzreé;%me that this definition can be rewritten more suggestively as
reasonable, the detailed justification of the new estimator is Z(tj,w) = €j(w) + Bjy(t;,w) (12)
not straightforward and requires careful analysis. We shall do
this by establishing an upper bound for the associated erféf €achj =1,....p— 1.
and by showing that this upper bound is directly related to the The formula (10) shows that on each subintervalt; 1]
expected error for an incremental application of the optimdle estimate of the reference signaltat, is obtained from
LSL estimator. In Section 1I-B below, we will show that suctihe initial estimate at; by adding the optimal LSL estimate
an estimator is possible under quite unrestrictive assumptiofthe increment.

Since the estimator proposed below is based on an extensioNlow, consider a signal estimation at anye [a,b]. The
of the LSL estimator it is convenient to sketch knowdirst step is simply to extend the formulee (10) and (12) to all
related results here. Considersigle random signal pair ¢ € [t;,t;+1] by defining
z(w),y(w)) wherex ¢ L2(Q,R™) andy € L%(Q,R" - B
\(Nit(h )zerE) Zzean(E[:c],E[y]) (: (0,0)), where 0 is t(he zezo 2(t,w) = &) + Byy(t,w). (13)
vector. Note that herexz andy do not depend om as above. Thus, the incremental estimation across each subinterval is
The estimater of the reference vectat by the optimal least extended to every point within the subinterval. Because of
squares linear estimator is given by determining estimatex(¢;,1,w) in the form (8)—(10) we
interpret this procedure as thé&L piecewise interpolation

T — T
(W) = Bay By y(@) ©) The incremental estimations are collected together in the
where Egy = E[zy”] and Ey, = Elyy”] are known following way. For eachj = 1,2,...,p — 1, write
covariance matrices anfly,, Is the Moore.—Penrose pseudo- Fily(t,w)] = €;(w) + Bjy(t,w) (14)
i
inverse ofEy,,. By the LSL estimator, matriceB,, and Ey,, _ _ _
should be specified for each signal péir(w), y(w)). for all ¢t € [t;,t;41] and hence define thpiecewise LSL

Further, for a justification of our estimator, we need sonigterpolation estimatoby setting
more notation as follows. It is convenient to denefg, w) = p—1

z,(t) and y(t,w) = y,(t) so thatz(t,w) € R™ and  pe-Dy ¢ w)) = ij [y (t, w)|[u(t — t;) — u(t —tj41)]
y(t,w) € R™. =

(15)
for all ¢ € [a,b] whereu(t) = (1) ?{Lér\?vige is the unit

step function. Thus we can now use the estimate

B. The piecewise LSL interpolation estimator

For each signal pair (or vector function pair) in the %t
(ﬂ?(t,W),y(t,W)), we assume tha(E[.’B(t,)],E[y(t,)]) =
_(0_,_0). Tq beg@ the estimation process we need to find an E(t,w) = FP D[y (t,w)] (16)
initial estimatex(¢1,w). It is assumed this can be found by _ . .
some known method. Further, let us consider a signal estinfi@c all (t,w) € 7 x Q. The idea of a piecewise LSL
tion procedure at, - - -,t,. We use an inductive argument tointerpolation estimator ofi’ seems intuitively reasonable for
define an incremental estimation procedure. Consider a typiginals with a well defined gradient ovét

interval [t;, ;1] and define incremental random vectors We note that by (9)-(16), the estimatél”~") is adaptive
to a variation of signals ic”’. A change of signals irc{”’
vj(w) = a(tj11,w) —z(t),w) € R™, (6) implies a change of determinations of sub-estimatBgsin
w;(w) =y(tjs1,w) —y(t;,w) ER? (7) (9) and keep the same structure of th&—1).
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C. Justification of the LSL interpolation estimator

We wish to justify the proposed estimator by establishing
an upper bound for the associated error.

To explain the technical details we introduce some further o
terminology.

Let us denote|x(t,-)||3 = [, =(t,w)|*du(w). Assume

R

that for allt € T, we have 05|

lz(t,)d < oo and |y(t, )3 <oo, (A7) - | :
where ||z(t,w)|| and [|y(t,w)|| are the Euclidean norms for “3-—— T —
x(t,w) and y(t,w) for each(t,w) € T x , respectively. YT e e
Thus we will say that the signals are square integrable in (a) Training reference signals.

and writex(t,-) € L?(Q2) andy(t, ) € L?(Q) for each fixed
tefT.

Foreacht e T, let F = {f : T x Q — R™ | f(¢,-) €
L?(Q,R™)} and define

1
£l =52 [ 15w dtdu)
1
— = | Bl

for each f € F where || f(t,w)]| is the Euclidean norm of
f(t,w) on R™ for all (t,w) € R™. Suppose that for all
(z,y) € P there exist constantg;, §; > 0 such that

(b) Their estimates by filtef"(10),

H:B(s,w)—:c(t,w)H g’Yj|3_t|7 (18)
Hy(S, w) _ y(t,w)” < 5j|8 i t| (19) Fig. 2. Training signals and their estimates considered in Example 2.
for all (s,w), (t,w) € [tj,tj+1] X €, i.e. we suppose that the
Lipschitz constants in (18) are independent.of the values ofxf’). The observed signals in Example 1 were
The error bound for the piecewise LSL interpolation estpimulated fromX by adding random noise.
mator is established in Theorem 1 below. The estimates of the reference signals by filér—b, for

Theorem 1:If condition (18) is satisfied then the errorp = 11, obtained on the basis of the information represented
& = |z — F(”_l)[yHIT,Q associated with the piecewise LSLIn Fig. 1 (b) are given in Fig. 2 (b). The covariance matrices

interpolation estimator satisfies the inequality are estimated from samplés’) and X ) taken at timeg;,
for j =1,...,11 (see Example 1). The averaging polynomial
&< max 1{(%' + 1Bjll20;)[tj4+1 — t;] (20) filter [16] gives much worse accuracy.
J=1,..,p—
1/2
B, = 11 B, (Eag)) ] (20) Il ConeLusion

The piecewise least squares linear (LSL) interpolation esti-
where|| B;|» denotes th&-norm given by the square root ofmator was developed to estimate a large set of random signals
the largest eigenvalue @7 B; and||-|| denotes the Frobenius of interest from the set of observed data. The distinctive feature
norm. is thata priori information can be obtained on only faw

Example 2:The time intervall’ is the same as in Examplereference signals in the form of samples. Since no information
1. At each timery, for £ = 1,..., IV, the training reference of the major part of the set of reference signals is known, such
signal x(x, ) is represented by its realizations asta< 4  a procedure is calledimost blindestimation.
matrix The proposed estimator mitigates to some extent the diffi-

k) (k)4 culties associated with existing estimation approaches such as
X = [e(me,wn)s o x(7wa)] = (@0 Yorm (22) the necessity to know informgtion (in the foprpm of a sample,
where xgkl) _ 0-91877(k) (k)  _ 1_0277516) (k) _ for instance) oneach random reference signal; invertibility

1 2T = T N - . - ] .
1.12277&)’%%12 _ 0.918775“%775“ — _cos(2k), nék) of the matrices used to define the estimators; and demanding
i ") *) ) . computational work.
sin(cos(k)),ny ' = —cos(k),n, ’ = cos(sin(k)). All training
reference signals are simulated ast & 484 matrix X = REFERENCES
1 121 H i i
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Abstract— The conventional P300 brain computer interface
(BCI) system for character spelling is typically composed of a
paradigm that displays flashing rows or columns of characters
and a P300 classifier from which a target character gets
recognized. One significant drawback of this system in practice
is its typing speed which could take a few minutes to type each
character of a target word. In this work, we propose a novel
BCI system through which a whole word can be typed with
much higher word typing speed and accuracy. In our
presented system, we have integrated a custom-built smart
dictionary to give word suggestions upon few key characters
initially typed by the user. Upon the suggested words, the user
can select one out of the given suggestions to complete word
typing. Our novel paradigm significantly reduces the word
typing time and makes words typing more convenient. In the
classification part, we have also adopted a new classifier,
Random Forest (RF) instead of a commonly used Support
Vector Machine (SVM). Our results with four subjects using
the presented word typing system demonstrate an average
typing time of 1.66 minutes per word, whereas the
conventional took 2.9 minutes, improving the typing time by
42.75%. Also RF improves the P300 classification accuracy
significantly, outperforming SVM. Our presented system could
be wuseful for practical human computer interaction
applications.

Keywords-P300; Brain Computer Interface; Word Typing;
Human Computer Interaction

L INTRODUCTION

Brain Computer Interface (BCI) is a system that provides
a way of communication between a computer or device and
the brain. The primary goal of a BCI is to enable severely
disabled peoples to communicate and control their external
environment without relying on peripheral nerves and
muscles. Yet it is not restricted to disabled peoples only,
many applications for normal peoples are emerging. A BCI
system that utilizes P300 event related potentials of the brain
is known as P300 BCI. One application of P300 BCI was
first demonstrated for character spelling by Farwell and
Donchin [1]. Since then Farwell and Donchin (FD) paradigm
has been most widely used for P300-based character spelling
[2,3]. Most of the later research followed the same scheme
and was focused on improving the classification accuracy
and speed.

To improve the classification accuracy, many techniques
have been suggested for P300 classification such as support
vector machine (SVM) [4], linear discriminant analysis
(LDA) [5], and neural network [6] and lately for P300
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extraction such as independent component analysis (ICA) [3]
and constrained ICA [7]. Recently, there is a growing
interest in designing efficient paradigms. Various attempts
have been made to modify the FD paradigm. For instance, in
[8] Salvaris and Sepulveda made various changes to the
visual aspects of the FD paradigm. In [9], Allison and Pineda
tried three different matrix sizes such as 4x4, 8x8, and
12x12 to investigate the effect of matrix size on the
amplitude of P300. In [10], Guan et al. used a single
character flipping instead of row and column intensifications
to improve classification accuracy. Single character flipping
reduced the target probability, hence increasing the
amplitude of P300. In [11], Townsend et al. used an 8x9
checkerboard paradigm to eliminate this double flash
problem, improving accuracy.

A common drawback of all these conventional P300
spelling systems is that to type a word a user has to spell
each character of a word one at a time. This spelling process
is slow and can take several minutes to finish typing a single
word. A new paradigm is in need by which a user can type a
whole word in less typing time and effort. Some attempts
have been made in this regards. In [12], Ahi et al. used a
dictionary driven P300 speller. They integrated a custom-
built dictionary of 942 four-lettered words into the
classification system of P300 speller for automatic correction
of misspellings. However, the dictionary was used only for
word correction and the user had to spell all the characters of
a target word. In [13], Ryan et al. proposed a predictive
spelling scheme with words suggestions, but in their work,
classification accuracy was decreased due to a higher
workload in their displays. In [14], Kaufmann et al. used a
German language predictive speller with some commonly
used German words. They obtained the similar results due to
the required high attentions.

In this paper, we propose an improved BCI system in the
words suggestions and selection paradigms by reducing the
workload to the user and by employing a better classifier. In
this work, we have implemented a smart dictionary to give
words suggestions to the user in order to reduce the typing
time. In our proposed scheme, a user only needs to spell few
initial characters of a word. Then possible words matching
the typed initials will be suggested to the user. Finally, the
user only needs to select one of the suggestions. This scheme
reduces the spelling time and thereby increases information
transfer rate. Our proposed scheme also reduces the visual
fatigue by reducing the number of characters required to type
a word, hence a user can better concentrate on typing in
longer trials. We have tested our P300 words typing BCI and
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have increased the typing speed by 42.75% in comparison to
the conventional character typing under the same conditions.
Also, we have adopted a new RF classifier for P300
classification to improve the accuracy of typing. Our results,
in comparison to a commonly used classifier in BCI, show
that RF outperforms SVM in the typing accuracy. Our
presented system should be useful as a practical P300 BCI
spellers. Also it could be used in the application areas of
human computer interaction for word typing.

The paper is organized as follows: Section II describes
the conventional speller and our proposed word typing
methodology with classification. The results are presented in
Section III, followed by a conclusion in Section IV.

II. METHODOLOGY

A. The Conventional P300 Speller

The conventional P300 speller consists of a 6x6 matrix of
characters and numbers (much similar to Fig. 1 (a)) in which
each row and column flashes randomly. A user is asked to
focus on a target character. P300 is elicited when a row or
column containing the target character flashes. The target
character is detected by identifying the row and column
containing P300s. The user completes word typing by
spelling every character of the target word.

B.  Overview of Our Proposed P300-based Word Typing
System

In our proposed system, we have added a words
suggestion mechanism with a smart dictionary to the
conventional character spelling paradigm. Our system
consists of two paradigms: the first paradigm is a matrix of
6x5 with characters, as shown in Fig. 1(a). When a session
starts, the first paradigm is shown to a user and the user
spells few initial characters of a desired word. The typed
initial characters get in to the dictionary module and the
dictionary searches for the words matching the initial
characters. When the number of suggested words is less than
a pre-specified threshold (in our case of nine), the searched
words are displayed as suggestions. Finally, the user is asked
to select one out of those suggestions as shown in Fig. 1(b).
The user selects the target word using the second paradigm.

C. Initial Character Spelling Paradigm

In the implementation of the initial character spelling
paradigm as shown in Fig. 1 (a), we have used a 6x5 matrix
of characters similar to the FD paradigm in which each row
and column gets intensified randomly. Intensifications are
block randomized and in each block of eleven
intensifications, each row or column gets intensified exactly
once in a random order. For one character epoch, this block
of intensifications is repeated fifteen times. After each
character epoch, there is a 2.5s blank time before starting for
the next character. This blank time indicates a user that one
character is completed and the user must spell the next
character of a word to be typed. Intensification time is
100ms with a 75ms blank time between the intensifications
according to the standard P300 BCI data of BCI competition
I [2].
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Figure 1. Our word typing paradigms. (a) The first paradigm for spelling
initial characters, (b) a words suggestion screen, (c) the second word
selection paradigm, and (d) a display showing the final typed word

A randomly chosen target word is displayed before the
start of intensifications. The user focuses on a target
character and silently counts the number of times of each
row or column containing the target character intensified.
P300 potentials are elicited when the row or column
containing each target character gets flashed.

D. Dictionary Module

The dictionary module is implemented in the form of a
Ternary Search Tree (TST). TST is a special prefix tree
(‘Trie’) data structure that can find all key words having a
given prefix. Partial matches can easily be searched. The
advantage of using the prefix tree is its fast searching, but it
has a disadvantage of its high storage requirements [15].
TST handles the storage requirement by combining prefix
tree with the binary search tree [16]. For an online system, a
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method is needed to search the dictionary with less access
time. TST can perform this very efficiently with less storage
requirements. Implementation of TST was done based on
the work of Bentley and Sedgewick [16]. Our dictionary
consists of 2,000 most commonly used English words.

E. The Second Word Selection paradigm

The second paradigm is a matrix of 3x3 used to select a
word out of the suggested words given by the dictionary as
shown in Fig. 1(c). Since it is known that the row or column-
wise intensifications with the 3x3 matrix size decrease P300
amplitude and the P300 amplitude has an inverse
relationship with a priori probability of target stimulus [9], in
the second paradigm, we wused a single number
intensification, instead of intensifying rows and columns, to
decrease the priori probability of the target stimulus. After
the word selection, the final word gets typed as shown in Fig.
1(d). Table I shows the timing specification for both
paradigms.

TABLE I. TIMING INFORMATTION OF BOTH PARADIGMS

First Second
Paradigm | paradigm
Intensification time 100ms 100ms
Blank time between intensifications 75ms 75ms
Total stimuli 11 9
Character repeat 15 15
Blank time between characters 2.5s 2.5s

Timings of both the paradigms are same except the total
number of stimuli: the first paradigm has 11 stimuli (i.e.,
6x5 matrix) whereas the second paradigm only 9 (i.e., 3x3
matrix).

F. Classification

In this study, we adopted the RF classifier, an ensemble
learning technique introduced by Breiman [17]. It is a
powerful classifier that has been used efficiently in other
areas of classification but is relatively unknown in the field
of BCI. The main idea of RF is to combine multiple
independent decision trees and let them vote for the popular
class. We have compared the performance of RF against
SVM. Each subject participated in training and testing
sessions. In the training session, each subject was instructed
to spell ten randomly selected characters. We applied a band-
pass filter with the cutoff frequencies of 0.1Hz and 25Hz.
Then epochs of 600ms after the stimulus onset were
extracted. One character data contains two targets and 9 non-
target epochs (i.e., two out of eleven rows and columns
contain P300s). To balance the training data, only two
randomly chosen non-targets and two targets are used.
Segments of data are concatenated over the channels to
create a single feature vector. A total of six channels was
used for classification. Both classifiers were trained using the
same features.

III. RESULTS

We conducted the word typing experiments with four
healthy subjects. The consent forms were obtained from each
subject. The EEG data was acquired through a 32-channel
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BrainAmp MR amplifier [18] with a sampling frequency
250Hz. Electrodes were placed according to the 10-20
international standards. Six channels out of 32: namely Cz,
Pz, P3, P4, Ol, and O2, were used in typing words with the
proposed system. There were ten test sessions and in each
session, each subject typed one word, totaling ten words per
subject. Table II shows the accuracy of four subjects in terms
of words using SVM and RF.

TABLE II. ONLINE ACCURACY

. Accuracy (%)
Subject

SVM RF

S1 60 70
S2 80 90
S3 80 80
S4 90 100

Mean 775 85

Based on the timing information given in Table I, we
have computed the time required to spell one character using
both the paradigms. For the conventional and our first
paradigm, the total number of intensification is 165 (i.e., 11
stimulix15 repetitions) and 175 ms (i.e., intensification
time+blank time between intensifications) is the time for one
intensification. Therefore the time required to spell a single
character using the conventional paradigm comes out to be
31.375s (i.e., [165x175] ms + 2.5s blank time between
characters). In the same way, this comes out to be 26.125s
for the second paradigm.

With these numbers, we computed the time required by
the conventional paradigm to spell the target words and
compared it with the actual time taken by the proposed
paradigm for the same words. Table III shows the time
required to spell these words using the conventional
paradigm with 100% accuracy.

TABLE III. WORD TYPING TIME USING THE CONVENTIONAL SCHEME

w. Word Typing Time Using the Conventional
ord .
Number Scheme (minutes)
S1 S2 S3 S4
1 2.61 2.09 2.09 4.18
2 2.61 2.61 3.13 2.09
3 3.13 2.61 2.09 3.66
4 2.09 2.61 2.61 4.18
5 4.71 4.18 4.18 2.09
6 3.13 3.66 3.13 2.09
7 3.13 2.61 3.66 3.13
8 2.61 2.61 2.61 2.61
9 2.09 3.13 2.61 2.09
10 2.61 4.18 2.61 2.09
Mean 2.87 3.03 2.88 2.82
Grand mean 29

Table IV shows the time taken by the proposed scheme
to spell the same words. The conventional spelling required
an average time of 2.9 minutes per word while with the
proposed took an average typing time of 1.66 minutes per
word, decreasing the typing time by 42.75 %. Note that in
this study, we have used the standard timings as used in the
conventional spellers to compare the performance of the
proposed against the conventional paradigm. Typing speed
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can be improved by reducing the number of stimulus
repetitions and stimulation rate.

TABLE IV. WORD TYPING TIME USING THE PROPOSED SCHEME

W Word Typing Time Using the Proposed
ord .
Number Scheme (minutes)
S1 S2 S3 S4
1 1.48 1.48 2.00 1.48
2 1.48 2.00 0.96 1.48
3 2.00 1.48 1.48 2.00
4 0.96 2.00 2.00 2.00
5 1.48 2.00 2.00 1.48
6 2.00 2.00 2.00 1.48
7 1.48 2.00 1.48 2.00
8 1.48 1.48 1.48 1.48
9 1.48 2.00 2.00 1.48
10 1.48 0.96 2.00 1.48
Mean 1.53 1.74 1.74 1.64
Grand mean 1.66

We also compared the offline classification results of RF
against SVM for different number of stimulus repetitions.
Fig. 2 shows the grand mean classification accuracy vs. the
number of stimulus repetitions for both SVM and RF over
all subjects.
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Figure 2. Grand averaged classification results over four subjects for RF

vs. SVM with different number of repetitions

Our results show that the RF classifier gives a better
performance on P300 classification even under lesser
repetitions.

IV. CONCLUSION

This study is aimed at developing an efficient and
convenient P300-based word typing BCI. The word typing
will be enhanced in terms of speed and accuracy through the
proposed word typing paradigm, a smart dictionary, and RF
classifier. Our results show that the proposed method of
P300 word typing system not only increases the speed of
typing but also makes the spelling task easier for users with
less fatigue. This could be one important advantage to
become a practical BCIL.
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Abstract—The emergence of a new generation of weather radar
increases the complexity of radar control system and the
difficulty of troubleshooting. In order to ensure the reliability
and maintenance performance of weather radar systems, this
paper describes a dual-mode weather radar intelligent fault
diagnostic expert system based on the author's many years of
experience in radar maintenance. The radar fault diagnosis
principle of wavelet back propagation neural network with
improved case-based reasoning is firstly introduced, and the
dual-mode fusion algorithm based on the improved diagnosis
system is given later. At the end, the paper used 3830 weather
radar system as an example, focusing on analyzing the failure
phenomenon of system drive and the failure types, combined
with the practical application to show that dual mode fusion
algorithm can effectively detect the fault of weather radar in
device level, plate level and chip level, three levels of diagnosis.
This application example of radar fault diagnosis
demonstrated that the method described in this article is
effective and practical.

Keywords-Radar Fault Diagnosis; wavelet BP Neural
Network; Case-Based Reasoning; Dual-Mode Fusion.

. INTRODUCTION

In recent years, many scholars study the Fault
Diagnosis Expert Systems, the use of human experts to
provide expertise, simulated the thinking process of human
experts, like a human expert to solve some technical
problems in the field of intelligent systems. Among them,
Khomfoi and Tolbert [1] proposed the Fault Diagnosis
System for a multilevel makes using a Neural Network.
Zhihong and Le [2] studied about radar test and repair
support system. Chien [3] offered the Design and
Implementation of a CBR (Case-based Reasoning)
system for Marketing Plans. Cheng and Ma [4] proposed
the data of multi-feature extraction-based on the data layer
fusion and improved D-S information fusion method. New
expert systems are developed for simple monotype and
single subject to modalities and comprehensive, with many
experts coordination, a variety of knowledge representation,
artificial neural networks, the latest artificial intelligence
technology such as knowledge acquisition and learning
mechanism has become the important features of the new
expert system.

The emergence of a new generation of weather radar
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improves the radar function and accuracy, but also
increases the complexity of radar control systems and the
difficulty of troubleshooting them. In order to ensure the
radar system reliability and fast, accurate diagnosis,
various fault diagnosis technologies combined with
artificial intelligence method is the research hot spot,
radar fault diagnosis technology has developed to the
intelligent diagnosis stage. Diagnostic expert system
based-on our many years of experience in radar
maintenance, this paper designs a BP (Back
Propagation)-CBR-based weather radar intelligent fault
diagnosis expert system.

The article first introduces the principle of radar fault
diagnosis based on BP neural network and CBR, and then
discusses intelligent fault diagnosis method, finally gives
applications in weather radar. As the long-term
mechanical wear, radar servo system motor drive and
motor are a high failure probability, we focus on
CINRAD / CC radar antenna servo system hardware [6]
characteristics detailed introduction of radar servo system
motor drives and motor failure of reasoning method to
judge, as well as hardware replacement parameter
detection set expert guidance program. Three
CINRAD/CC radar fault intelligent diagnosis cases show
that this proposed method is effective and practical.

Il.  PRINCIPLES OF RADAR FAULT DIAGNOSIS BASED ON
DUAL-MODE FUSION

A. Wavelet BP method

BP (Back Propagation) [1] is a widely used feed-forward
neural network model, which is superior to other network
forms for the systematicness, completeness and ease
application of its algorithm; it is particularly suitable for fast
pattern recognition and classification applications.

In order to improve the operating speed, the improved BP
neural network model of Morlet wavelet function [4] is
adopted in this paper. It has three layer structures: input layer
X, middle H layer and output layer Y, each layer of network
is composed by multiple neurons, as shown in Figure 1. The
input layer of the network takes M nodes according to the
type number of failure, output layer for fault diagnosis
conclusion, suppose that there is N conclusion and implicit
layer was washed with K nodes reasoning judgment. BP
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generally chooses S function as K node role function
f(x)=1/(1+e7™) . The system selects the Morlet wavelet

activation function as hidden layer neurons according to the
characteristics of the radar system circuit failure [5, 6].

Failure
phenomenon

Figure 1. Wavelet BP neural network process

h(%b) - cos(1.75%b) exp(—O.S(%b)z) @)
The input and output samples is the given

P(p=12,---P) group, learning rate is 7(;; >0) ,
momentum factor is (0 < A <1), the target error function

p=1 n=1 (2)
d? is the n node expected output of the output layer,
y,” is the network actual output.

The goal of the algorithm is to make the error function
reach a minimum by constantly adjust the parameters of the
network.

Hidden layer output is [5]:

p_ M
OF =h(ER), 17 =Y w0 Q
a, m=1
x P is the input of the input layer, o is the output of
the hidden layer, W,

lm 1S the weight between input layer

node m and hidden layer k node, h() is the Morlet wavelet

function.
The output of the output layer is [5]:

N
ynp = h(lnp)1 Inp = zwnk()kp (4)

Inp is the input of the output layer, W,

between hidden layer nodes.
k and output layer node N, e is the fault diagnosis

is the weight

result.
The weight adjustment formula between the nodes of the
input layer and the hidden layer nodes is:

p
Id Id
Woo' =W + 17 Sy + AW (5)
=1

woe L wpe s respectively the weight value before the
adjustment and the weight value after the adjustment
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between the input layer node m and the hidden layer node k ,
w2 is the momentum item.

In the training, the momentum is added in the weights
and threshold correction algorithm and the former correction
value is used to smooth learning path step, to avoid falling
into the local minimum value and accelerate learning speed.
In order to avoid causing the oscillation of the weights and
threshold correction in the sample-by-sample training, we
adopt batch training methods. The output of the network is
not a simple weighted sum, but the network hidden layer
wavelet node is weighted summation firstly, and then
converted by the Sigmoid function [7], to obtain the final
output of the network, this is conducive to the handling
classification problems and reduce the possibility of
divergence in the training process at the same time.

The direct fusion of wavelet and BP neural network,
namely wavelet yuan [1] instead of neurons, is that the
weights of the input layer to the hidden layer and the hidden
layer threshold are respectively instead by the scaling of
wavelet function and the translation parameters. On the same
learning task, wavelet BP network has the characteristics of
self-learning, adaptive, and fault tolerance, and it could avoid
blindness on the BP neural network structure design, the
structure is more simple, the speed of convergence is faster.

B. Improved CBR method

CBR puts forward solutions for the current fault by
summing up the expert fault diagnosis experiences, using
experts have successfully solved similar problems,
comparing background and conditions of the old and new
fault analysis, adjustment, modifying the existing fault
diagnosis experience; so, it is also known as case-based
reasoning method [2].

Standard case Expert Enowledge

base Z Baze H
Te=t h ¥ c
data Matching Soluti aze
) preproce algorithm olutions colunn
Failure szing A solution

phenomenon

Eal Target case X Correction scheme

Figure 2. Improved CBR process diagram

Case Representation: Disposed case model, G = (A, B, C,
S, R), which is based on the case model of the feature vector,
each case G should contain the following: (1) Case No. A; (2)
Case information B (fault phenomenon description, fault
source); (3) Case description C behavior characteristics 1
(index 1, value 1), ..., behavior characteristics N (index N,
value N)]; (4) Solution S is the solution method for the
failure; (5) Case retrieve information R (retrieval sequence
number, frequency of use).

Standard case base Z stores series of case G in an
interconnected database, Standard case base is divided into
three layers: The first layer is the system layer, which is
divided according to the main components in the weather
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radar system, such as antenna device system layer, power
plant system layer, operating platform system layer, display
device system layer, etc. The second layer is the
representative case layer, corresponding to the typical
representative cases that are under the system layer. The
third layer is the sub-case layer which is a collection of a
certain class of cases, each case of the same sub-case layer
should be as similar as possible, each case of the different
sub-case layer should be as far as possible not similar, and
the same type of sub-case number should be at least 3.

Case Retrieval: The fault system uses the “hierarchical
retrieval, the distance matching” method, focusing on the
fault eigenvectors of target case, it makes sure that the failure
occurred in what parts, and then finds the corresponding
representative case in the system layer, the last fine in the
sub-case select the cases corresponding to the minimum
similarity distance, finally selects the corresponding
minimum similarity distance case in the sub-cases. In a
predetermined threshold range, there may be more than one
sub-case to meet the requirements, or cannot find a matching
case, at the time it could call the expertise libraries
knowledge, for those who probability of occurrence is high,
or have occurred many times of failure as a fixed case for
feedback matching, regard the final solution as a case for a
new solution and add to the standard case base after new
solutions normalized. If there are hardware replacement
requirements in solution, then the hardware replace adjusting
parameter database will update the parameter testing
procedures and specific parameter value debugging method.
An improved CBR process is shown in Figure 2.

Similar distance function matching method: Case
matching algorithm uses the similarity distance function
matching method, which describes the credits of
characteristic data group between target case X and the
standard case Z. the similar distance function is:

N
&%

J

Si=1 (6)

where X; is the j-dimensional vector-valued of target case,
Zjj is the j-th vector-value of i-th standard sub case, Si is the
similarity between the target case and i- th standard sub case,
Wi;; is the weight coefficient, which is usually determined by
expert experience data.

The definition of the similar distance function between
the target case X and i- th standard case Z; is:

di=1-Si < @ €(0,1) 7

where € € (0, 1) is the determination threshold, when d
is less than the threshold, we can see that the fault exists
similarity between standard case and target case.

C. Dual mode fusion algorithm

Multi-modal fusion fault diagnosis is the information
processing technology that developed in the last decade, it
males a variety of diagnostic information intelligent process
as a whole, results more accurate and complete judgment
than a single diagnosis and ultimately gives higher reliable
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fault diagnosis results [6,7]. It involves a multifaceted
theories and techniques, such as signal processing,
estimation theory, uncertainty theory, pattern recognition,
and optimization techniques, neural networks, artificial
intelligence, and so on. Multi-modal fusion fault diagnosis
usually belongs to the decision-making level fusion, which
associates the diagnostic results of different algorithms, and
then gets the joint inference results through the correlation
processing, decision-making fusion decision. The common
methods are Bayesian inference [7], Dempster-Shafer
evidence theory [8] and fuzzy set theory [8], the expert
system [3], etc.

The overall diagnostic result is actually the decision that
is made after integrate the individual diagnostic information.
In the decision-level fusion of dual-mode radar fault
diagnosis results, We actually obtained the number of
diagnostic information is at least two or more than two, but it
does not say that they have completely and accurately
represent the overall diagnostic conclusions; so, the decision-
making level fusion is needed. In the view of Bayesian
statistical point, their diagnostic information can be viewed
as random variables, these random variables is not
necessarily the true value of the overall diagnosis, but only a
random performance of the overall truth value, but they are
all fraught with some information of the overall true value.
Therefore, we could make re-integration of this information,
eventually infer the overall diagnostic information, and give
the best fault diagnosis results.

According to the Dempster-Shafer theory of evidence
[8,9], setting up n (@ <i<m) as the failure basic

probability distribution function exported by m independent
diagnostic, the probability distribution function n jointly

acted by m independent diagnosis is:

h=h+h,+--+h,
h(»)=0 (D=1)
= z Hhi (k) (8)
h(K) = &Ll (e (D#1)

1-D

The h(K) is the basic credibility of k; D represents the

measure between different fault, The D is the greater, the
greater the conflict between each fault, with:

D= Z Hhi(ki) (@<i<m)

Ve[ ) kn=7 (9)

When there are M different diagnostic conclusions for

the target, the sample library has J fault samples, the similar

distance between target and sample is d, then the rate
membership matrix of m times diagnosis is:

d, d, dy,
B = d:21 d:22 d?J (10)
d d d

ml m2 mJ

The basic probability function value can be determined
by the following formula [7, 8]:
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h,(k) =4, di (i=1,2,---,J) (11a)

mi

J
h, (@) =1-> 15,

h, (k;) indicates the confidence level of events "for
diagnosis fault is the i fault of the standard fault library"

confidence level, J; is the weight. 2 factors should be

(11b)

mainly considered in setting the weight o, : (a) Performance

weight factors; Different fault feature extraction methods
have different characteristics, so the fault diagnosis rate and
stability are different too. After a large number of
experiments, statistical diagnostic results in the actual
environment, this paper uses average correct diagnosis rate
of failure as performance weights. (b) Correlation weight
factors: Making use of the improved DS combination rule
requires the independence of each other between the various
types of fault cases. However, there is a inevitably
correlation between the information provided by each failure
characterization in the practical application, so we should
give larger weights for the separate fault cases, on the
contrary, give smaller weights.

Thus, when k ,k, c® , © is the fault diagnostic

framework, we take J sample of fault library. We could get:
h(k,) = max{h(k)}. (ki = ®,i =1,---J)

h(k,) = max{h(k)}. (k, = ®, Hk, =k,,i=1,---J)and:
h(kl) - h(kz) >y
h(®) <«,
h(k,) > h(®)
The final diagnosis result is h(k,) - h(®) represents
uncertainty, «,, r, is the set threshold. A dual-mode fusion

radar intelligent fault diagnosis system based on improved
DS is shown in Figure 3. Failure phenomena were
respectively sent into wavelet BP neural network module and
the improved case-based reasoning module for fault
diagnosis of the first phase, the resulting case solution hi, hj
and then fed into the improved the DS dual mode fusion
module for fusion of the second order to obtain the highest
reliable fault diagnosis conclusion and failure solutions, if
the fault solutions exist hardware replacement requirements,
the hardware replacement adjustment parameter database
will give the corresponding parameter test steps after replace
the components and specific debugging method of parameter
values, which is a very practical expert knowledge base
designed based on the author’s many years of work
experience [6, 10].

In the maintenance of the electronic systems, judging
which one overall device damage to replace the whole device
is often called a device-level maintenance, judging which
one Printed Circuit Board (PCB) damage of device and
replace the circuit board is called plate level maintenance,
judging which one element, chip burnt out of the circuit
board and replace the components and chip is called the
maintenance of chip level. Therefore, we divide fault

12)
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diagnosis level of the weather radar system into
corresponding three levels: device level fault diagnosis, plate
level fault diagnosis, chip level fault diagnosis, and give the
corresponding failure maintenance solutions of the device-
level, plate level and chip-level. The experimental data show
that the wavelet BP method is particularly suitable in the
chip-level fault diagnosis, improved CBR method is
particularly suitable for device-level fault diagnosis; the plate
level fault diagnosis method can use both.

Hew fault
phenomenon
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ure Tual-mode ostic
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N g —| s0lu *
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method h_‘| databaze after
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Figure 3. The block diagram of radar intelligentfault diagnosis system
based on the improved d-s dual mode fusion

I1l.  CASE ANALYSIS

Based on 3830 weather radar system [6], as an example,
the analysis of the system of drive fault phenomena, fault
type is the key. The drive function is receiving control
instruction sent by servo control panel and R/D conversion
board driver interface circuit, including antenna speed
steering instructions, positioning position command, control
mode selection instruction, etc., receiving motor with rotary
encoder (code disc) delivery of the antenna at present speed,
steering, etc. state information, and eventually generating a
driving antenna rotational drive signal from the internal
operation treatment sent to drive antenna scanning bearing
motor and pitching machine. The 3830 weather radar system
drive function diagram is shown in Figure 4. The drive
maintenance of 3830 weather radar system is defined as a
device-level fault diagnosis, the maintenance of drive plate
and chip, is defined as the drive plate and chip plate level
and chip-level fault diagnosis.

Control Control
Servo control instructign instructi
b Notor
board and the 7| Drive
R/D MHDOE341Y
7 S .
Converter v e Code disk
Board
State feedback State feedback

Figure 4. Functional diagram of 3830 weather radar system drive

A. Application of wavelet BP cases

For the maintenance characteristics of the drive plate and
chip we set eight test points on the drive plate, only consider
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the 11 main consumable components transistors and
integrated circuits, define the type of fault as 11, wavelet BP
output nodes asll, the input nodes as 8, the number the
hidden layer wavelet function nodes can be adjusted
according to the actual training effect, in this case is taken as
16. BP wavelet fault diagnosis algorithm specific
implementation steps are as follows:

1) Initialization of the network parameters. The random
wavelet dilation factor, translation factor, the initial value of
the network connection weights, Learning rate = 0.8,
momentum factor = 0.1, learning number = 2000, counter =
1, system error = 0.001, is shown in Figure 5.

2) Entering the learning samples and network training.
The training samples are usually obtained by a number of
experimental data, or by entering the value after the
normalization of Electronic Design Automation (EDA)
software simulation data [6] into the network as training
sample, less than 1000 training, and network convergence.

3) Circuit Fault Diagnosis. The voltage value of the test
fault circuit and the test data after pretreatment input to the
wavelet BP network have been trained well for the fault
diagnosis of the circuit. For example, let the servo drive
MHDO53AL1V plate in the circuit shown in Figure 6 VDC =
0V, namely the circuit's power supply is disconnected; the 7-
th test point voltage value is OV. Input all eight test point
voltage value after normality to the wavelet BP network and
the trained wavelet BP network can give the circuit fault
diagnosis results for "VDC = 0V" number. Diagnostic results
are the same with the actual situation, showing that the
present method is effective for circuit fault diagnosis.

1

agethprt
——— w@k kAP ovpat

0.s

06
1N

0.2

Error curwve

0.s

/“

N

o L L
1] a0 10m 1500

L
2ma 2500

Figure 5. Wavelet BP neural network learning Effect and error curve

B. CBR application cases

3830 weather radar drive a fault case is shown in Table 1.
Failure case Numbers is TQ3 and the T of TQ3 represents
system layer of antenna device, Q represents case layer drive,
1 represents drive of the cases is 1 case, take Wij=1.

C. The application of the dual-mode Fusion

According to the previous dual-mode fusion algorithm
and fault determination rules, wavelet BP usually takes
larger value in credibility of the chip-level fault diagnosis, So
their weights in the chip-level fault diagnosis can be set at
95%, 75%;
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However, the improved CBR method take a larger value
in the credibility of device-level fault diagnosis, their
weights were set at 75%, 95%; Both methods have their own
strengths in plate level fault diagnosis, the weights can be set
at 50%, 50%. Then, follow the improved DS's dual mode
fusion algorithm described in Section 2.3 to fusion, the
o, a, Were respectively 0.6, and 0.1.

D. The adjustment parameter database after components

changing

Because after components replacement, usually, there is a
need for adjustment and settings of some parameters to
ensure that the radar system works in the best state; so, the
fault diagnosis system especially adds an adjustment
parameter database. For example, the CINRAD / CC radar
servo system drive replacement parameter settings shown in
Table 2. The calibration setting after the radar servo system
antenna replacement is shown in Table 3.

E. Failure phenomenon: Antenna azimuth fixed

Feature 1: Without electricity, antenna could be more
easily rotated, no abnormal noise; Feature 2: It has overload
alarm; Feature 3: The electromagnetic brake act correctly;
Feature 4.1: Motor connecting wire normal; Feature 4.2: The
resistance value of the 1, 2, 3 line and ground resistance on
XS03 is infinite; Feature 4.3: The mutual resistance of 5, 6, 7
line on XS03 is not basic equal.

If there is an input failure characteristics into the dual-
mode weather radar intelligent fault diagnosis system, the
diagnostic conclusion of these characteristics in wavelet BP
is 0, the fault diagnostic conclusion in improved CBR is: The
drive is damage, similar distance function d12 = 0.0012. The
fault diagnostic conclusion in the improved DS's dual-mode
is: the drive is damage, the credibility is 95%, exclusion
program; solution is to replace the azimuth drive, and
process according to the requirements of components

replacement  adjustment  parameters database  after
components replacement.
T —
Test point T COM+ f-\
0
~_S-RDY ()
~ ALM @
g % %J ¥ -
~_ COIN o
G_D/ % F i Positioning complete
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v, 4
12-24v T COM- @
&Y
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Figure 6. Feedback signal connecting circuit of the drive
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TABLE I. THE CASE OF A FAILURE OF THE DRIVE
Fault case Fault L . . Retrieval
phenomen Feature Description C Troubleshooting solutions S . :
Number A onB information R
1 Wlthtout electrlcllty, g\anual anter;na 1 Eliminate antenna running met
can turn normal, and presence o blocking or drive mechanism to
abnormal noise; be blocked:
2 Whether for a long time more than the ; ST
rated load and torque run, overload 2 Changing the pitch drive;
alarm; :
’ . 3 Remove electromagnetic brake
Antenna 3 Whether electromagr.]etlc brake in wrong action;
TO1 pitching malfunction; Hag bee_n used
fixed 4 Whether motor fault; 4 Repair or replace motor 4.1 five times
4.1 Check motor connecting line is P R P - )
normal or not; 4.2 Mot ecorr:netc i’ it th
4.2 Whether the resistance value of the t bo or 0:1 S olr C"t%u' ! te )
1,2,3 line and ground resistance on motor burnout, replace the motor;
g i 4.3 Brush, collecting ring bad
XS03 is infinite; tact: Cl | b
4.3 Whether the mutual resistance of conbz:c ’h sgn Olrl rei)ir?ceri(;ar. on
4,5,6 line on XS03 is the basic equal; ush and coflecting ring;
TABLE II. CINRAD/CC RADAR SERVO SYSTEM DRIVE REPLACEMENT PARAMETER SETTINGS
Parameter . The set up . A
code Function in 3830 Setting Description
Control mode This system . . .
PRA 02 selection is set to 2 Drive work in position control mode.
Input command signal for “direction" and “pulse” way, changing input
Instruction pulse This system "direction" (high/low level) signal can change the motor rotation direction,
PRA 42 p . . : ,, " B
input mode issetto 3 changing the input "pulse™ the signal frequency can
change the speed of the motor speed.
Divide the frequency of the signal input "pulse": 1 / (10000/500), this
Instruction pulse This system parameter can be fine-tuning: when the radar antenna speed partial small (or
PRA 4B frequency division . Y Angle positioning "less than"), make the parameter a small adjustment; When
. is set to 500 i e "
denominator radar antenna speed partial big (or Angle positioning "overshoot"), make the
parameter a big adjustment.
i i 0,
The first torque This system We set the maximum motor output torque is 120/_0 of the rated torque to
PRA 5E P - prevent winter power the radar antenna instantaneous
limit is set to 12 -
starting torque overload shutdown phenomenon.
TABLE III. CINRAD/CC RADAR SERVO SYSTEM DRIVE REPLACEMENT PARAMETER SETTINGS
Paramet - The setup in . i
er code Function 3830 Setting Description
(a ) Using the control software to make the antenna beam aim at the sun
gradually (the receiver output noise maximum just at the sun);
Antenna . . Lo
T11 Angle The system uses (b) Record the azimuth and elevation angle indicated by servo system as the
) calibration solar tracking noise level reach the maximum, and compare the angle with the sun
actual angle;
(c) Correct the antenna directive angle according to the comparison result.
Recei The system is set In the noise power on and off two kinds of state, the signal processor
12 _eceflvetr to “noise continuously samples receiver output noise level, shows the noise coefficient test
' noise factor coefficient value after calculation in the terminal display. The noise coefficient is generally
test . PR
calibration 2~3db.
Doppler . . .
The systems rocessing of the Make the antenna at a fixture, receive the echo signal. Doppler process the | and
T1.3 phase noise P out utgl Q Q signals outputted by linear channel, give the phase @, then find out phase noise
test si%naI’s 6, » Phase noise should be less than 0.3 <
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The fault diagnosis conclusion could be regarded as a new
phenomenon of the failure sent to the input of the system
and then have a chip-level diagnosis of the drive failure.
Collect eight test points voltage of the drive firstly, and
then set the eight voltage values into the dual-mode
weather radar intelligent fault diagnosis system as the new
fault feature for secondary diagnosis. For example, the
seven test point voltage = 0V, the voltage of the other test
points is normal, then the diagnostic conclusion of these
characteristics in wavelet BP is 10: the feedback signal
connection circuit of drive power is abnormal; the fault
diagnostic conclusion in CBR is 0; the fault diagnostic
conclusion in the improved DS's dual-mode fusion is that
the feedback signal connection circuit of drive power is
abnormal, the credibility is 95%, exclusion program;
remedy is to check the DC power supply of the feedback
signal connection circuit or the circuit is partly open.

IV. CoNcLusioN AND FUTURE WORK

The dual-mode weather radar intelligent fault
diagnosis system is a practical intelligent fault diagnosis
system. It is result of combined with theory and practice.
The wavelet BP method is particularly suitable in the
chip-level fault diagnosis, improved CBR method is
particularly suitable for device-level fault diagnosis, and
the plate level fault diagnosis method can use both. The
fusion of the two kinds of fault diagnosis model increased
the "adaptability” of radar circuit fault diagnosis system,
which is effective for the radar fault diagnosis of device
level, plate level, chip level, and give correspond the fault
repair solutions at the same time, the improved d-s fusion
algorithm of dual mode actually improved the credibility
of the radar fault diagnosis, increased the radar equipment
analytical, the radar fault components positioning
accuracy can be improved. The parameter settings
database after components replacement and the feedback
processing functions of fault diagnosis conclusion are
newly added in the system, these features are fully
demonstrated the practicality and effectiveness of the
system.
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But, this system is relatively complex, calculations
require long times. On the basis of the guarantee the
accuracy of fault diagnosis, still need to improve the
efficiency; this is the future research direction in
this paper.
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Abstract—Midline shift detection with high accuracy is crucial
in quantitatively analyzing the severity of a brain injury in
clinical environments. Accuracy of the estimated ideal midline
(IML) significantly affects the accuracy of the computed
midline shift. In this work, a two-step process, which consists
of computed tomography (CT) Slice Selection Algorithm (SSA)
and IML detection, is proposed to automatically estimate the
IML in brain CT images. SSA is designed for automatic slice
selection. Skull fracture level and intracranial area are used as
vital features in the selection. Using skull symmetry and
anatomical features, IML detection accurately estimates the
position and rotation angle of the IML before calibrating.
Experimental results of the multi-stage algorithm were
assessed on 1762 CT slices of 40 patients. The accuracy of the
proposed system is 91.6%, which makes it viable for use under
clinical settings.

Keywords-ideal midline;IML; midline shift; MLS; CT slice;
SSA; mid-sagittal plane

. INTRODUCTION

In the United States alone, nearly 1.7 million cases of
Traumatic Brain Injury (TBI) are recorded annually [1].
Midline Shift (MLS), which is the shift in the brain’s
midline, is a common aftermath due to the head injury. It is
an important index for clinicians to assess the severity of
TBIl. MLS greater than 5 mm can lead to sufalcine
herniation and possibly death [2]. ldeal midline is the
symmetric midline of the brain without injury or illness.
Estimating Ideal Midline (IML) [2] is a vital step in MLS
calculation.

Skull symmetry and anatomic features have been widely
used to detect the IML in last two decades [3, 4, 5]. Ruppert
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et al. extracted the mid-sagittal plane (MSP) based on
bilateral symmetry maximization [6]. Chen et al. used a
combination of bone symmetry and anatomical features in
CT images for detection of IML [7]. This method works
effectively and accurately on a single CT slice, but does not
consider the connection among CT slices. Furthermore, all
the methods above mentioned [3, 4, 5, 6, 7] cannot
automatically select the proper slices before analysis. In
practice, dozens of CT images can be acquired in one
patient’s brain scan. It is crucial to choose a few appropriate
slices that contain clear anatomical features and limited
noise, to be used for MLS quantification. Prior to this work,
no automated method to perform this task existed.

In this work, we propose a two-step algorithm for
automated detection of the IML. As the first step, a CT Slice
Selection Algorithm (SSA) is proposed to select appropriate
slices from a large number of raw CT images. SSA
proposed in this work realizes the real automated slice
selection which is the initial step for automated IML
detection. We did not find any existing automated method to
perform this task. The second step focuses on the IML
detection through anatomical features extracted from the
selected slices and the consideration of the connection
among CT slices. A database of 1762 CT slices of 40
patients with TBI cases were used for this study. As shown
later, the proposed algorithm yields highly desirable
accuracy and efficiency when tested against this dataset.

The rest of this paper is organized as follows: the
methodology is introduced in Section Il. The results are
presented and discussed in Section IIl. The work is
summarized in Section IV.
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Il. METHODOLOGY

2.1 CT Slice Selection Algorithm (SSA)

Among the dozens of raw CT images acquired from a
single patient, only a few are useful for the physician in a
diagnosis that includes midline estimation. Some images
taken from the lower section of the head contain too much
interference/noise from other organs, such as the eye and
nose in the top image in Figure 1-a. Some images capture a
small intracranial area because the scan position is too close
to the calvaria, as seen in Figure 1-b. From the viewpoint of
anatomical features, the ideal CT slices usually contain
integrated skull bone and larger intracranial area, such as
Figure 1-c. Therefore, CT slice selection should ideally be
based on the above mentioned features.

(b)

Figure 1. Threeraw CT slices from one patient’s head CT scan.

CT slices

|

Skull detection

v

Fracture inspection

v

Intracranial area detection

y

Candidate CT slices

Figure 2. Flowchart of CT Slice Selection Algorithm (SSA).

The CT Slice Selection Algorithm (SSA) was designed
to effectively select a few appropriate CT slices from a large
number of images. As the flowchart shows in Figure 2, this
algorithm analyzes every slice by examining multiple
anatomic features.
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Figure 3. Skull detection process. (a) Raw CT slice (b) Detected bones B
with little bone chips (c) Detected skull.

As the first step in SSA algorithm, skull detection is
implemented on every raw CT slice. Using a threshold
method, potential bone pixels can be extracted from the raw
image. In this study, based on experimentation, the value for
the threshold is set to 250 (out of 255), which lies within the
common range for bone intensity within CT images. Using
the connected component algorithm (CCA) [8], the discrete
bone chips can be removed (Figure 3-b). Bone pixels form a
certain number of connected regions. We choose the one
containing the largest number of elements as the candidate
skull (Figure 3-c).

Figure 4. Skull fracture inspection. The left three images are the raw CT
images while the right three images show the detected skull.
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The second step in the SSA algorithm is skull fracture
inspection to remove slices with either skull fractures or
partial skull. Such "non-integrated” skull affects IML
identification since symmetry value calculation, through the
exhaustive symmetric position search, is sensitive to skull
contour. We define a new measure, called skull fracture
level F, to estimate the integrity of the skull. Skull fracture
level F is defined by the number of isolated regions
separated by the skull. To prevent any small holes in the
skull from affecting the calculation, a minimum threshold
(of 200 pixels in this work) is set for the area of those
isolated regions. If the computed skull fracture level F is
equal to 2, it implies that the skull is integrated and ideal for
the following steps of detection. An example is the middle
slice in Figure 4. If the skull fracture level is not equal to 2,
the image cannot be used in detection of IML due to either
an inappropriate scan position or a serious fracture in the
skull. Examples are the top and bottom slices in Figure 4.
After skull fracture inspection, all images with F=2 are
removed from the slice subset.

Based on clinical experience, CT slices with larger
intracranial area generally contain more information for
IML detection. Hence, in the third step of the SSA
algorithm, the intracranial area is calculated and sorted for
all remaining slices. After skull fracture inspection, every
CT image should contain only two dark regions, which are
separated by the detected skull. An example is the middle-
right image in Figure 4. In order to calculate intracranial
area, the intracranial region has to be distinguished from the
region outside of the skull. This can be achieved using the
coordinate of the skull’s mass-center. The image moment
Myq Of the order p+q can be defined as below,

m,=>2i"J"T;, (pP=01;=0)

j=1 i=1
where T, with the value of either 1 or O represents the
intensity of the element at the ith row and jth column in the

detected skull matrix 7~ The coordinate of the mass center (X,
y) of the identified skull can be obtained by

x = Mo

Moo 2
y= Moy

mOO

Thus the region containing the coordinate of the skull mass
center (x, y) is the intracranial region. The intracranial area
of all remaining slices is calculated and sorted in descending
order. The first A slices with larger intracranial areas are
selected as the candidate slices for IML detection. This
number of A is a variable that depends on the number of
slices for one patient or on physician’s requirement. In this
work, we choose A=3 candidate slices for the detection that
follows.
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2.2 Ideal midline detection

Candidate CT slices

!

Exhaustive search

y

Falx cerebri and
protrusion detection

J

Ideal midline

Figure 5. Flow chart of ideal midline detection

After slice selection is performed using SSA algorithm,
all candidate slices are appropriate for IML detection. Ideal
midline detection consists of an exhaustive search as well as
falx cerebri and protrusion detection, as shown in Figure 5.

To find the approximate IML, we use the exhaustive
symmetric position search algorithm, which was developed
in a prior work by our research group [9]. The row
symmetry is defined as the difference in distance between
each side of the skull edge and the current approximate
midline. The CT image is rotated around the mass center of
the skull, which is calculated by (2). The symmetry cost Sy
of the image at each rotation angle @is calculated as the sum
of all row symmetry in the resulting image as follows.

Sezi“i_ri‘ (3)

where m is the number of rows in the image with the
rotation angle @ (in this study ; -450 <+45%and measures
li and r; are the distance between the edge of the skull on the
left or right side, respectively, and the current approximate
midline at the ith row. More details can be found in [9].
Finally, the rotation angle & with the minimum symmetry
cost S, determines the rotation direction of the midline of
the brain on each particular CT slice.

0, =argn;kijn[sakl,89k2 voSe, 1, (1<k <) 4
where 6 is the rotation angle of the midline on the kth slice
and S,, is the symmetry cost of the kth slice at the rotation

angle @;. Then, the kth candidate slice is calibrated to the
vertical direction by rotating the skull by - & angle.

In addition, the accuracy of approximate IML can be
improved by utilizing other features of the skull and the
brain. Thus, following the approximate IML estimation
using exhaustive search, brain anatomical features, such as
the position of the falx cerebri and protrusion of skull bone,
are used to refine the position of the IML. Here, we use the
algorithm proposed in our previous work [9, 10]. The falx
cerebri is a strong arched fold of dura mater that descends
vertically in the longitudinal fissure between the left and
right cerebral hemispheres. In this work, we use edge
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detection method and Hough transform to execute the
detection. Additionally, a bone protrusion located in the
anterior section of the skull is used in the refinement. To
locate the lowest point of the protrusion curve, the
derivative of the curve is calculated in a limited
neighborhood area (10-15 pixels in this work). The local
minimum point a is determined by

X, = argmax[R(x+w)+R(x-w)-2-9R(x)] )

where the function %(x) is the extracted curve of the

interior bone edge and w is the neighborhood width. Using
the detected falx cerebri and the bone protrusion, we can
obtain the refined rotation angle ¢y of the midline in the kth
slice. Therefore, the rotation angle for the kth slice should
be ¢=G+px.

It is worth notice that those obtained rotation angles may
be different for different slices. However, since the patient
usually keeps the same gesture during CT scan, the slices in
one CT scan should have the same rotation angle. In order
to fully consider the connection among slices, we use a
global rotation angle ¢ given by (6).

g=median[ 4,4, ;--.¢, 1, (6)
As shown in (6), it is the median value of the rotation angles
of all A slices after CT slice selection.

Lastly, each slice is calibrated to the vertical direction.
Therefore, during the IML detection process, the IML is
centered by the mass center of the skull and rotated by an
angle of —¢ from the original position in the slice.

IIl.  RESULTS AND DISCUSSION

The SSA algorithm is primarily based on the
anatomical characteristics of the skull and closely simulates
the process of manual CT slice selection and decision
making in IML by physicians. In our database, all CT slices
selected by the SSA algorithm have been found to be
acceptable for IML detection by physician’s approval.
Result of the IML detection is displayed in Figure 6. It can
be noticed that the detected IML is accurately located in the
middle of the skull. Additional, the direction of the skull is
calibrated by moving the IML to vertical direction.

(a)

Figure 6. The ideal midline detection on a candidate slice selected by the
SSA algorithm. (a) Original CT slice, (b) ideal midline is detected and the
skull direction is calibrated.
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This database contains original 1762 axial CT scan
slices acquired across 40 patients with cases of both mild
and severe Traumatic Brain Injuries (TBI). Collaborating
physicians manually labeled the IML. With a strict
definition of accuracy, which is an allowed error of three
pixels in the horizontal direction and 2 degrees of the
rotation angle, accuracy of our algorithm is 91.6% and the
mean value of the error & in horizontal direction is only 2.4
pixels as shown in TABLE I.

We have evaluated our method using a previous work
designed by some authors of this paper [9] as baselines.
With the same criteria, the accuracy of this work is 6%
higher and the mean value of horizontal error is 17%
smaller than the method in [9].

TABLE I. COMPARISON ON THE ACCURACY OF IML ESTIMATION
Method Our method Method in [9]
Number of patients 40 40
Accuracy 91.6% 85.7%
Mean value of error & 2.4 29
The improvement on accuracy shows that the

implementation of global rotation angle after IML detection
greatly enhances the accuracy on skull rotation calibration
by fully considering the connection among slices.

IV. SUMMARY AND FUTURE WORK

In this work, we developed a system with the
combination of the SSA algorithm and the ideal midline
(IML) detection process to identify the IML using CT scans
of patients with head injuries. The proposed SSA algorithm
is used to closely simulate the process of manual selection
of CT slice by physicians. Fully considering the symmetry
of the skull and anatomical features, IML detection
algorithm with the adjustment of global rotation can
accurately identify the IML on the candidate CT slices
selected by the SSA algorithm. The obtained results show
high accuracy (91.6%) and a potential for the system to be
implemented in clinical settings. In the future, more work
can focus on the actual midline detection which is the
shifted midline after brain injury or illness. Then IML
detection can be used the midline shift estimation which is
one of the key index in TBI assessment in clinical practice.
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Abstract—Detection of actual brain midline is essential for
accurate estimation of midline shift due to traumatic brain
injury. An effective method to estimate the actual midline is to
use the positions of the identified ventricles. In this work, a
level set algorithm combined with Ventricle Window Selection
Algorithm and Ventricle Identification Algorithm is proposed
to detect the ventricular system in computed tomography (CT)
images. The system automatically selects appropriate slices
from numerous raw slices and confines the focus to the region
of interest prior to segmentation. The variational level set
method performs ventricle segmentation without any
requirement of re-initialization or intensity-homogeneity of CT
images. Combined with ventricle identification, the level set
segmentation successfully extracts ventricle contours and
estimates actual midline. Experimental results assessed on 391
CT slices of 40 patients support that the proposed system is
accurate (90%) and useful for clinical practice.

Keywords-actual midline; ventricle; CT slice; window
selection; level set segmentation

. INTRODUCTION

Automated actual midline detection precedes accurate
midline shift estimation, which is a key clinical index to
assess the severity of Traumatic Brain Injury. Midline Shift
is known to be highly correlated with elevated Intracranial
Pressure levels (ICP) [1]. Computer-aided estimation of the
actual brain midline using medical images has attracted a
great deal of attention [2-4]. Using quadratic Bezier curve [5]
in CT image segmentation, the model introduced by Liao et
al., is simple and effective, but it suffers from low accuracy
when CT slices show spontaneous intracranial hemorrhage
[5]. Chen et al. proposed a method based on Gaussian
Mixture Model and template matching to detect the ventricle
system on brain CT image. This method has high-accuracy
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but is time-consuming during the computation of brain
midline estimation [6, 7]. Variational level set method
overcomes the intrinsic limitation of re-initialization and
high sensitivity on intensity-homogeneity [8]. It has been
widely used in medical image processing [9, 10].

In this work, a system based on variational level set

segmentation combined with Ventricle Window Selection
Algorithm (VWSA) and Ventricle Identification Algorithm
(VIA) has been proposed, for ventricle detection and midline
estimation. The system achieves higher accuracy with less
time consumption on midline estimation as compared to
other proposed methods.

The rest of this paper is organized as follows: the

methodology is introduced in Section IlI, results are
presented and discussed in Section 11, and the conclusion of
this work is given in Section IV.

1.  METHODOLOGY
A flowchart of the four-step algorithm for actual midline

estimation is shown in Figure 1.

| CT Slices |

y

l Ventricle Window Selection l

|

‘ Level Set Segmentation ‘

|

| Ventricle Identification ‘

|

‘ Actual midline ‘

Figure 1. Flowchart of actual midline estimation
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First, Ventricle Window Selection Algorithm is run with
all raw CT slices to select appropriate ones. Second,
utilization of the level set segmentation effectively extracts
candidate contours. Subsequently, the right and left lateral
ventricles are determined in ventricle identification. Lastly,
the brain midline is estimated using the position of the
ventricles.

2.1 Ventricle Window Selection Algorithm (VWSA)

In clinical practice, even though dozens of CT images
can be acquired from the head CT scans of each patient, only
a few of these slices contain clear ventricle information
owing to appropriate scan position. Hence, Ventricle
Window Selection Algorithm (VWSA) is designed to narrow
down the selection of relevant CT slices and confine the
region of focus.

CT Slices

|

Window confinement

y

K-means clustering

!
F,Sorting

|

Candidate CT Slices

Figure 2. Flowchart of Ventricle Window Selection Algorithm (VWSA)

Raw CT slices may contain too much noise and other
irrelevant tissue information, which affects the visibility of
ventricles. Moreover, since the speed of contour evolution in
subsequent level set segmentation largely depends on size of
image, narrowing down the region of interest can accelerate
the algorithms throughput. Therefore, as the flowchart shows
in Figure 2, the first step of VWSA is confining the focus of
operation to a window within a fixed area in the upper center
of the brain. We set a window with size of 140*200 pixels.
Because of anatomical characteristics and observations
during the algorithm development process, this region
contains ventricles and is hardly affected by skull or by the
presence of other tissues. Using K-means clustering on the
gray scale of every pixel, the pixels belonging to the
ventricle class are distinguished from all other pixels within
the window. In order to evaluate the visibility of ventricles in
slices, a new measure, called Ventricle Fidelity Measure (F,),
has been introduced in this study. F, is a proportion defined
by the number of pixels labeled as the ventricle class over
the total number of pixels in the window. The larger the
Ventricle Fidelity Measure is, the more visible the ventricle
should be within the image. Three slices with the largest F,
values are selected as the candidate slices for the following
detection.
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2.2 \Ventricle segmentation based on level set method

Region-based  geometric  active  contour model
implemented by variation level set method [9] is used in
ventricle contour detection.

Here, we consider a two-dimensional gray level image
I:Q—%, where o — %2 is the image domain and | is the
image intensity [9]. C represents closed contour in the 2-D
image domain (c <) and segments the image into two
regions: ¢, =outside(C) and Q, —inside(C) - Contour C
can be expressed by the zero level set of a Lipschitz function
¢: Q— R, Which is a level set function. The energy function

F(p, f1, f;), which is subject to minimization is defined as;

F(@,f.(x), f.(x)) =&, (9, f,(X), F,(x) +V[C() + tP(p) (1)

where the fitting energy & minimizes the gray value variance
in separated phases, the contour length |C(p)| smoothes the
curve, and the internal energy uP(p) helps stabilize curve
evolution. fi(x) and fy(x) reflect the intensity in the region
with center x. With a fixed f; and f,, the energy function F(g,
fi, f2) in (1) can be minimized by solving the gradient flow
equation as follows:

9 5. (@) A K (x=y 1) f,(y) oy

ot
~ 2 [ K (x=y)[I(x) = H,(y) dy @
v Yo 2 div( Y2
HVELPIITE )+ (Vi div( 2

with

"5 (0) (A K, =y IO = £y dy = 2, [ K, (x =y (x) = £, (y) dy

being the data fitting term;

v . represents the arc length term; and

Vel

) 2 : Vo
(Vip *dlv(w)

The segmentation used in this work is based on the level

' vé, (@ )div(

is the level set regularization term.

set evolution equation (2). Further details can be found in [9].

Level set regularization term effectively eliminates time
consumption due to re-initialization, which is one of the
main purposes of using this method in segmentation.

Using the variational level set method in segmentation,
candidate contours are extracted from the candidate CT slice.
Generally, two ventricle contours is expected to be found
corresponding to the right and left lateral ventricles.
However, due to the complexity of CT images, in practice,
more (or less) than two contours are possibly found.
Therefore, we need the following ventricle identification
process to identify the actual ventricles.

2.3 Ventricle identification and actual midline estimation

As the flowchart shows in Figure 3, the first step of the
VIA is to identify the right and left lateral ventricle contours
from a set of contours obtained from level set segmentation.
We remove the unclosed contours using the Connected
Component Algorithm (CCA) [11]. Assume that n-candidate
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contours are retained in the VWSA window. If n equals 0 or
1, it means that either no ventricle or a mangled ventricle
image is displayed in the CT slice. The algorithm
automatically skips this slice and moves back to VWSA to
compute on the next candidate slice. In the case where two or
more candidate contours are found, the two contours with the
largest length are chosen as the right and left lateral
ventricles.

Level set Right and left Label
contours ventricles mass center
Figure 3. Flowchart of ventricle identification

In order to determine the mass center of a contour, the
moment my, [12] with the order of p+q of the digital image /~
is defined as below,

mpq:zzip'jq'rij’
j=1i=1
where 77j; is the image intensity of the element at the ith row
and the jth column in the matrix 7. This means that 77;
equals 1 when the element is on the contour, else equals 0.
Then, the coordinate of the mass center (x, y) [12] of the
object contour is given by

(p=0,1,0=0,1) ©)

(4)

00

Finally, the step of estimating the actual midline can be
performed. Assuming that the right and left lateral ventricles
have the mass center positions of (X1, y1) and (X2, Y2),
respectively, the actual midline is believed to be at the
middle of the two ventricles and have the slope K as shown
below;

K :_tanw

(yz_yl)

®)

IIl.  RESULTS AND DISCUSSION

3.1 Data

The dataset in this study contains 391 axial CT scan
slices acquired across 40 patients with cases of both mild and
severe Traumatic Brain Injuries.

3.2.  Results of Ventricle Window Selection Algorithm

Ventricle Window Selection Algorithm (VWSA) is
aimed at selecting the most appropriate slices and confining
the window of focus. Figure 4 shows that three CT slices
with the largest F, values are selected as candidate slices
from a patient’s CT scans. As can be seen, the first candidate
slice Figure 4-(a) with the largest F,, shows ventricles more
clearly than the other two. In our experiment, 30 out of 36
cases, in which ventricle boundaries were correctly extracted
with segmentation, obtained their actual midline using the
VWSA slice with the top F,.
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Figure 4. Results for Ventricle Window Selection Algorithm: three
candidate slices are selected from one patient’s CT images.

With the focus region confined from whole image to only
the VWSA window, the time-cost associated with level set
segmentation is greatly reduced. Additionally, the contour
evolution becomes much easier due to the avoidance of the
artifacts present outside the windowed region.

3.3 Level Set Segmentation

The algorithm has been implemented in Matlab on a PC
with Intel core 17 3.40 GHz processor with 8GB RAM. The
initial level set function ¢ assigns the value 2 for all the
pixels within the VWSA window. The parameters of the
level set function are set as follows, A,=1, A,=1, 6=3.0, time
step At=0.1, p=1, and v=0.001 X 255 X 255.

Figure 5 depicts the results of the level set method at
various iterations. It demonstrates how the algorithm evolves
from the initial stage O iteration to the final stable contour at
iteration 200. The images from the left to right shows 0, 50,
100, and 200 iterations in level set evolution, respectively.
The evolution becomes stable after 200 iterations. From the
above results, it can be seen that the level set segmentation
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successfully extracts the final contours that match the
ventricles boundary well. It provides a good foundation for
the subsequent ventricle identification and midline
estimation.

200" iteration

100" iteration

Figure 5. Contour evolution using the level set algorithm. From left to
right images show different levels of iterations.

In this work, the average CPU time used on the level set
evolution on one candidate CT slice is 129.2 seconds. In
order to test the computational cost of the algorithm, we
compare the experimental results of the level set
segmentation and the Gaussian Mixture Model (GMM)
method [7] on the same database under the same hardware
configuration. It is found that the level set segmentation
takes 17% lesser computational time as compared to the
GMM method.

3.4 Ventricle identification and actual midline estimation
in post-processing
The ventricle identification and midline estimation
process is shown in Figure 6. Three candidate contours are
extracted by level set segmentation (Figure 6-a). VIA selects

the largest two to represent the left and right lateral ventricles.

Then, their mass centers, calculated by (11), are labeled in
Figure 6-b. According to the positions of the ventricle mass
centers, the actual midline is estimated and shown in Figure
6-C.

The collaborating physicians manually labeled the actual
midline for every patient in the database. With a strict
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Figure 6. Ventricle identification and midline estimation. (a) The
candidate contours extracted by level set segmentation, (b) ventricle
contour identification and mass ceters determination, (c) midline estimation.

definition of accuracy, which is an allowed error of three
pixels in the horizontal direction and two degrees of the
rotation angle, the accuracy of the midline estimation of our
system is 90%, which is much higher than 87.5% using
GMM method in [7].

IV. CONCLUSION

In this work, an actual midline detection system based on
the level set segmentation and window selection has been
proposed. The Ventricle Window Selection Algorithm not
only selects appropriate CT slices containing clear ventricle
information but also confines the focus of operation. It
greatly enhances the efficiency of the whole system by
reducing processing time for the level set segmentation. The
variational level set segmentation model, combined with the
ventricle identification process, successfully extracts
ventricle contours. Actual midline is estimated by the
positions of the wventricle contours. With physician’s
validation, the results show a high accuracy of 90% for
midline estimation. This makes the new system viable in
clinical settings.
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Abstract- In this study, a new method has been developed for
the detection of brain tumor in magnetic resonance images.
Magnetic resonance images are analyzed using the Zernike
moments and different orders of Zernike moments are
calculated. The image is divided into two parts from the center
of the image. The average value of the pixels located at the
central line is calculated. The new vectors of the pixel are
formed based on the calculated average value. The value
obtained from the low and high order of Zernike moments are
used to calculate the proper threshold value which can extract
the tumor efficiently. The proposed method was tested with the
different magnetic resonance images containing tumor and the
algorithm was successful to analyze the tumor part from the
brain image.

Keywords-Zernike moments; Zernike polynomials; Mean;
MRI; Segmentation.

I. INTRODUCTION

According to the data of World Health Organization
(WHO), more than 400000 persons take the treatment of
brain tumor every year [29]. Treatment of brain tumor is a
difficult task. It is believed that a careful diagnosis might
save patients life. The segmentation of brain tumor from
Magnetic Resonance Images (MRI) is a difficult task that
involves several disciplines such as pathology, MRI physics,
radiologist’s perception, and image analysis based on
intensity, shape and size. There are several issues and
challenges in proper segmentation of brain tumor. Tumors
differ with shape, size and location and varies with their
intensity. The accurate segmentation of brain tumor is of
great interest. Most patients in hospital undergo
Computerised Tomography (CT) scan and MRI for the
identification of tumor part in the brain. Manual
segmentation is risky most of the time and may create
problem during the diagnosis by naked eye. Therefore, it is
always necessary to use an automatic method to extract the
tumor part of the brain; this reduces the human error.

Different methods and approaches have been proposed
for the extraction of brain tumor. Some methods are manual,
others are semi-automatic and others are automatic. Fuzzy,
clustering, edge detection, region growing, and level set
methods are introduced in the field of segmentation.
Clustering-based methods, such as K-means clusteting, have
a fast speed even on large datesets but they doesn’t provide
the same result in each run due to their dependency on
initial random assignments [1-2]. Hierarchial self-
organizing map- based multiscale image segmentation [3]
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and 3D variational segmentation-based methods [4] were
also used for the image segmentaiton [5,6].

These methods used artificial intelligence techniques
for automated tumor segmentation. Statistical pattern
recognition based methods [7,8-10] fall short, partly because
large deformations occur in the intracranial tissues due to
the growth of the tumor and edema. However, these
tehniques need to significiantly modify the brain atlas to
accomodate the tumors, which specially lead to poor results.
The method presented by Singh and Dubey method [27]
used the marker based watershed approach to segment the
tumor, but it is not an efficient method because it loses
tumor information and it is time consuming. Most
researchers are using Markov random fields (MRFs) [11,12],
which involve estimating the parameters for a parametric
model that has one set of parameters to express the
probability that each specific voxel is a tumor, and another
set to express the distribution over the labels for a pair of
adjacent voxels. In Gray Level Co-occurance Matrix
(GLCM) method [14], there is an inherent problem to
choose the optimal inter-pixel distance in a given situation.
Zernike moments are the mapping of an image onto a set of
complex Zernike polynomials [15]. J.K. Udupa et al. [16]
combined morphological process and the region growing
methods in order to determine tumor volume. Based on the
fuzzy logic, Khotanzad and Hong[17] used the fuzzy
clustering or the fuzzy connectedness for addressing the
problem of abnormal tissue segmentation and classification.
Some authors [18-21] wused Zernike moments and
implemented in the area of image analysis. Zernike
polynomials are orthogonal to each other. Zernike moments
can represent the properties of an image with no redundancy
or overlap information between the moments [22]. Due to
these properties, Zernike moments have been widely used in
different types of applications [15]. Zernike moments have
been used in shape based image retrieval [23], feature set
[24] and edge detection in pattern recognition [25]. Even
though Zernike moments are used in various fields, they hve
drawbacks of computational complexity that make
unsuitable for real time application.

In this paper, a new method has been developed for the
diagnosis of the MR images containing tumor. The main
aim of the paper is to extract the tumor part efficiently from
MR images and reduce human manual interaction. The
detail of Zernike moments has been described in section II,
the detail algorithm for the extraction of brain tumor has
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been described in section III, followed by the experimental
results and conclusion in section IV and V respectively.

II.  ZERNIKE MOMENTS

Zernike moments are based on complex polynomials
that form a complete orthogonal set on a unit circle. The

Zernike moments over the unit circle x° + y2 =1 is
described by

v, =v,(p.0)=R, (p)e"” (1)
where, 71 is a non-negative integer and 771 is a non-zero
integer, under the condition n—|m|is even and |m|<n,
and p is a vector from the origin of the disc to a point on it.
0 is the angle that the vector p makes with the positive
direction of x-axis in the counter clockwise direction.

coordinates and are defined by

R ( p) are the Zernike radial polynomials in polar co-
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Polynomials in above equation are orthogonal and according
to orthogonality condition
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Zernike functions corresponding to continuous function
f (x, y) . Zernike moment for order 7 and repetition
m is given by
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If f (x, y) is a dlgltal image, we replace the integral by
summations to get Zernike moments for the image. Then,
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III. PROPOSED METHOD

In this paper, the value of low and high order Zernike
moments are used to segment the tumor from the MR
images. The input image is divided into two parts with
different pixels value. The division of pixel is performed
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vertically from the center of the image. The low order and
high order Zernike moments are calculated using Equ. (5).
The values of low and high order Zernike polynomials are
used to calculate low and high order of Zernike moments
respectively. In the proposed method, different values of
Zernike moments are calculated at different order. Thus,
obtained value is utilized to calculate the mean value, which
separates the tumor from the image. The detail procedure
for extraction of tumor image is discussed in the following
section.

A. Feature extraction and Selection

The image is divided into two left and right
hemispheres. These two hemispheres of the image contain
complex Zernike moment value. The division of pixel is
based on the average value of the pixels located at the center
boundary of image.

Let us assume that f (x, y) is the image formed by the

complex Zernike moments value. b(x,y) is the image
pixels located at the center boundary of image. We calculate
the average value of the pixel b(x, y) located at the center
boundary of the image as shown in the fig. (1). Average
pixel value is calculated using following equation.

=x-1 y=y-1

Avgvalue—ﬁx% Z b(x,y) (6)

where, N is the total number of pixels located at the center
boundary of the image.

The image is divided into left and right hemisphere;
choose the minimum pixel values (that is not zero) from the
left hemisphere of the divided image. Thus, form vector of
all the pixels that lies between minimum values of the left
hemisphere of the image to the average value Avgvalue of
the boundary. Similarly, choose the minimum value of pixel
from the right hemisphere of the image to the average value
Avgvalue of the center boundary of the image. Thus, vector
form is the range of minimum pixel value from the left and
right hemisphere to the average value of central boundary
pixel. These pixels vector are combined together and treated
as a single image k(x,y) . 1,(x,,y,) is the range of pixel
values from left hemisphere to the average pixel value
Avgvalue of the pixel located at the center boundary.

Similarly, 7, (xn, yn) is the range of pixel values from right
hemisphere to the average pixel value Avgvalue of the pixel
located at the center boundary. k(x,))is the vector formed
from the pixel /,(x,,y,)and I, (xn,yn)

(X Yo) 12(Xn,Yn)

Fig.1. Division of image into two parts from the center of the image
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The low order and high order Zernike moments are
calculated for the different order N and with repetition of M
of the image. The table below shows the low and high order
Zernike moments for the image.

TABLE 1. SAMPLE ORDER REPETITION COMBINATION

Group N M Number of
moments
2 0,2
. 3 1,3
Low I(I)lr(()i;re itesrmke 2 024 18
5 1,3,5
6 0,2,4,6
7 1,3,5,7
7 3,7
8 0,4,8
High order Zernike 9 15.9 18
moments 10 2.6.10
11 3,7,11
12 | 0,4,8,12

In, the table above, 18 Zernike moments are selected for the
low and high order Zernike moments that satisfy the
following conditions

2<n<7

|m|<n

n—|m|=2k

ke N

LzM ={z, }v

(M
7<n<l12
|m|<n
n—|ml=4k
keN

HZM ={z, | v

Fig.2. Plots of the magnitude of low order Zernike basis function in the unit
disk.
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B.  Segmentation

The final step of the proposed method is the extraction
of tumor from the image. The vectors contain the complex
Zernike moment value; we calculate the appropriate
thresholding value, which can separate the tumor from the
image using these complex Zernike moments value.
Complex Zernike moments value contain low order Zernike
moments and high order Zernike moments. Here, we
calculate the mean value for each real and imaginary part of
low order Zernike moments separately. Similarly, the
calculation of mean value for real and imaginary part for
high order complex Zernike moments are carried out
separately.

0=

u, = max( : j§§k4(xﬂJ’)

X X y x=0 y=0
where, (4, and (L, are the mean value of real and imaginary
part of low order Zernike moment respectively. k, (x, y) and

k, (x, y) are pixel values that contains only real and
imaginary pixel values of low order Zernike moments
respectively. g, and g, are the mean value of real and
imaginary part of high order Zernike moments respectively.
k, (x, y) and k, (x, y) are the pixel values that contains only

real and imaginary pixel values of high order Zernike
moments respectively.

Now, we subtract the mean value of real part of low
order Zernike moments from real part of high order Zernike
moments

Hs =ty — Hy ©))
where, g, is the mean value after subtracting two mean

values of real part of low and high Zernike moments.

Similarly, we subtract the mean value of imaginary part
of low order Zernike moments from imaginary part of high
order Zernike moments which is given as

He = Hy— 1y (10)
where, 14 is the mean value after subtracting mean values of

imaginary part of low and high Zernike moments
Now, we calculate the final thresholding value, which
can separate the tumor from other objects in the image.
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/5+/6
[ =12 "% 11
2 (a

k(x,y) is the image that contains the low and high order

Zernike moments value. Now using this thresholding value,
we obtained only the tumor part from the image k(x,y) .

1 if k(x,y)<=T @ ®
final(x,y) = else (12)
0 otherwise

final(x, y) is the final tumor part extracted from the image.
Finally, the replacement of the pixel is done to get the
desired output tumor segmented image. The pixel (c) (d)

replacement is performed as
Fig. 4. Segmentation of tumor using proposed method. (a) Original image,

. (b) Segmented tumor from proposed method, (c) Region grows method,
Iif final(x,y)==1then final(x,y)=0 (13) and (d) Singh and Dubey method.
else otherwise  final(x,y) = k(x,y)

IV. EXPERIMENTAL RESULTS

The proposed method was tested with different MR
images. The proposed method was tested with the brain
having different intensity, shape and size. The low order
Zernike moments were calculated from different kinds of (a) (b)
brain tumor images and proposed method was successful to
efficiently extract the tumor part from the brain tumor
images. The method was tested using MATLAB 2012. The
images size of 240X240 for Fig. 3 and 200X200 for Fig. 4-7
was taken for the experimental purpose. Experimental
results for the different kinds of images are shown below.
(© (C))

Fig. 5. Segmentation of brain tumor having cylindrical shape (a) Original
image, (b) Proposed method, (c) Region grows method, and (d) Singh and
Dubey method.

() (b)

@ (b

(©) (d)

Fig. 3. Extraction of huge mass of brain tumor. (a) Original image, (b)
extracted tumor from proposed method, (c) Region grows method, and (d)
Singh and Dubey method.

(© (d)
Fig. 6. Extracted star shaped tumor using our proposed method. (a)

Original image, (b) Proposed method, (c) Region grows method, and (d)
Singh and Dubey method
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@

Fig. 7. Extracted oval shaped brain tumor. (a) Original image, (b)
Proposed method, (c) Region grows method, and (d) Singh and Dubey
method.

Fig. 3-7 show the different images obtained from the
proposed method and other two methods, region grow and
Singh and Dubey method. In Fig. 3 (a) is the original image
with the huge mass of tumor. Fig. 3(b), (c) and (d) are the
tumor images obtained by the proposed, region grow and
Singh and Dubey method respectively. It is clear from the
experimental results that the proposed method effectively
extracts the tumor part accurately rather than other two
methods. Similarly, from Figs. 4-7, the proposed method
gives better results in comparison to other methods.
Therefore, by subjective analysis it is clear that the proposed
method outperforms the other two methods for the extraction
of tumor part from the input brain MRI images.

To prove the proposed method is better than the region
grows and Singh and Dubey method quantitatively, we
calculate the Root Mean Square Error (RMSE) and time
complexity.

Root mean square error (RMSE): it is a quadratic
scoring rule which measures the average magnitude of the

error. The RMSE value is calculated as

n —0 )2
RMSE = /—Zlﬂ(‘?’; Q)r (14)

where, Q,, and Q4 are the tumor voxels segmented
manually and the different methods, respectively, and n is
the size of the image.

RMSE value calculated for different images using different
method is shown in Table II.

TABLE Il. RMSE OF PROPOSED AND OTHER TWO METHODS

Figure Proposed Region grow Singh and Dubey
Fig. 3 0.09 0.98 0.96
Fig. 4 0.05 1.25 0.99
Fig. 5 0.22 1.01 0.87
Fig. 6 0.20 1.31 0.97
Fig. 7 0.24 1.76 0.93
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Fig. 8. RMSE value of proposed method and other two methods

The RMSE wvalue of Table II is shown in graphical
representation. From the above table and graph , it clear that
RMSE value of proposed method is less than the region
grow and Sing and Dubey method. The data above clearly
mention that proposed method is better than other two
methods to segment the tumor part.

We analyze the complexity of the proposed method with
region grow and Singh and Dubey method. Table III below
shows the calculation of time complexity in second
performed on MATLAB 10, Intel 2.40GHz, with memory
2.0GB. From the table below, it clear that time taken to run
the proposed method is less than the other two methods.
Therefore, we can say that the proposed method has less time
complexity in comparison to region grow and Singh and
Dubey method and proposed method outperformed other two

methods.
TABLE III. TIME COMPLEXITY

Figure Proposed Region grow Singh and Dubey
Fig. 3 2.99 4.3 4.83
Fig. 4 2.39 4.23 5.01
Fig. 5 2.23 4.75 5.05
Fig. 6 2.13 5.10 4.34
Fig. 7 3.04 4.55 5.19

Fig. 9. Time complexity calculated for proposed and other two methods.

V.  CONCLUSION AND FUTURE WORK

In this paper, an efficient method for the extraction of
brain tumor has been introduced. The proposed method is
based on the Zernike moments. The high order Zernike
moments not only have very high computational complexity
but they are even sensitive to noise. Therefore, the proper
value should be chosen that is shown in above table. Some
values from the low order Zernike moments are chosen, so
that high order value does not have much effect during the
computation value of mean value. The combination of mean
values from the low and high order Zernike moments are
able to extract the tumor part from the different kinds of
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brain tumor images invariant of its shape, size and intensity.

The method proposed here is simpler and easy to understand.

Even the proposed method is able to extract the tumor
efficiently from the MR images; it also paves the way for
the expert to decide whether the extracted brain tumor is
benign and malignant due to many pathological features.
This will be the subject of future research.
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Abstract—We present a generic, web-based data acquisition
system that is based on a domain-independent meta data model
and which is able to collect, store and manage data of almost
arbitrary structure. Due to the use of abstract meta data models,
completely generic applications can be built. The additional level
of abstraction guarantees the independence of database structure
and source code from the actual domain of application and allows
to create software systems that can be customized for a certain
application without changing any internals of the system. So,
domain experts and researchers are able to create, run, and adapt
their own web interface for data acquisition without depending on
external IT experts. We demonstrate our approach on a registry
for intracranial aneurysms.

Keywords—Meta-Modelling;
Generic Data Acquisition Systems.

Web-based Data Acquistion;

I. INTRODUCTION

Data analysis and data mining are well established and in-
dispensable tools in medical research. But they cannot be
seen as isolated steps. They are included into a process of
knowledge discovery (KD). Cios et al. [1] define this process
as the nontrivial process of identifying valid, novel, potentially
useful, and ultimately understandable patterns in data. Besides
Cios et al., several other definitions and descriptions of the
knowledge discovery process (KDP) can be found in [2], [3],
and [4]. They all describe KD as a process usually beginning
with data selection, data cleaning and transformation, followed
by data mining, finalized by interpretation and presentation.

However, one particular aspect is often neglected: data
acquisition. The reason for this neglect is the fact that, usually,
data, which is produced anyway in business processes, genetic
experiments, etc. is analyzed. But, especially in scientific
medical research, it is often necessary to acquire the data
of need. Data stored in hospital information systems (HIS) is
hardly suitable for scientific research because it is often semi-
structured, textual data [5] or contains data mostly for billing
and documentation purposes [6]. Although data mining has
already been performed directly on HIS, those results are less
scientifically applicable than for management purposes [7], [8].

Since medical data structures are usually non-trivial, a
professional data acquisition system is needed to acquire and
store the data. Since every field of study requires its own
individual data structure, these data acquisition systems are
hardly reusable and need to be developed individually for each
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new domain. This is elaborate and expensive and often makes
study authors prefer suboptimal data storage solutions (i.e., MS
Excel sheets). In order to overcome these drawbacks, we have
developed a generic, web-based data acquisition system which
is based upon an abstract meta data-model. Several existing
approaches try tackling this goal. Frameworks like Hibernate
[9] or new programming languages like Ruby [10] on Rails
[11] have their focus on supporting the programmer rather than
the end user. Our approach is focused on providing a system
that can be easily adjusted by the end-user directly without
information technology (IT) knowledge.

The application of a meta data-model allows the creation
of an abstract domain-independent system that is then domain-
customized by the domain expert himself. Intuitive user inter-
faces allow the medical domain expert (who is probably not
an IT expert) to define his data structures of interest. The rest
of the system (UI forms, overview tables, search masks, etc.)
is automatically created based on the stored meta-data. So, the
user is now able to set up and maintain its own medical study
without dependence on an external IT contractor.

In Section II, we provide an overview over related pub-
lications. Section III contains a detailed desription of the
generic meta model and the application itself. In Section IV,
we present our results on the example of a disease register,
which was realized using the system in the Landesnervenklinik
Wagner-Jauregg Linz. Section V contains our conclusion and
an outlook for further research.

II. RELATED RESEARCH

Our literature review in scientific sources did not yield any
scientifically published system that is directly comparable to
our approach. However, in the field of medical data recording
there are a number of systems which offer eletronic case
report forms (eCRF). Franklin el al. [12] compare three of the
most popular electronic data capture (EDC) systems Catalyst
Web Tools, OpenClinica and REDCap [13]. These systems
are very complex and offer additional features for study
management and planning. But still, they are limited to clinical
data acquisition and not as generic as our system. A more
generic approach can be found in Zavaliy et al. [14]. The one
page position paper describes the basic concept of an ontology-
based data acquisition system for electronic medical record
data. A very simple ontology is used, which contains four
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concepts: Person, Hospital, Diagnosis and Medication. They
point out, that the main reason for using an ontology-based
approach is the need for adaptive data structures. This work
is closely related to our work. However, their paper contains
no information on how data can be entered into the system,
neither is there information about the system architecture or
semantic data checking. There is also no information given on
how adaptable their ontology is and if those four main concepts
can be replaced or not. Despite the fact that they follow a very
similar basic idea, our system seems to be more extensive and
matured.

Apart from these, at least strongly customizable but not
absolutely, generic systems some domain specific web-based
data acquisition systems can be found, such as Kodama et al.
[15], for collecting wind data.

III. METHODS
A. Meta Model

1) Motivation: Conventional data acquisition systems are
based on a descriptive data model, which directly reflects the
domain of application. Since the whole application is based
on the data model, there is a strong semantic dependency
from the domain of application through the data model to all
other aspects of the application (logical layer, user interfaces,
data exchange interfaces). Due to this dependency, changing
requirements (additional attributes, changing tables, adding
relations, etc.) cause changes throughout the whole application,
which usually needs to be performed by IT experts. Further-
more, this dependency strongly limits the reusability, since
different domains of applications cause completely different
data models.

The usage of meta data-models leverages this dependency.
The domain-specific data structures do not define the data
structure of the application but are stored into the meta data-
structure. So, the generic meta data-structure always remains
the same, regardless of the actual field of application. The
stored meta data allows the automatic creation of GUI ele-
ments, so changes to the domain-specific data structures are
automatically propagated throughout the application.

2) Meta ER Model: Our meta model is based on Peter
Chen’s entity-relationship (ER) model [16]. It is basically an
ER model which is able to store another ER model and its
data. Figure 1 shows the core elements of our model. The
elements on the left hand side are primarily used to define
the data structure, while the elements on the right contain the
actual data. For further technical details the reader is referred
to [17].

3) Consequences: Due to the abstraction of the whole
system from the domain of application, a lot of advantages
arise for both the user and the developer. The user is now
able to set up and maintain the system without dependence
on an IT contractor. The changes he makes to the domain
data model have immediate effects on the user interfaces.
By using meta models, we were able to create a system
that is highly adaptable and reusable. However, developing
generic systems also means dealing with an additional level
of abstraction. Especially, when it comes to database queries,
meta data-models can be very challenging. Data, which can
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Relation Reference
2 2
Entity Record
1 1
Attribute ~ Value

Fig. 1. ER diagram of the meta data-model [17]

be easily queried from a conventional database, needs to be
joined from multiple tables in the meta model. This is not only
a performance issue; it also complicates the query structure.

4) Relation to OWL Ontologies: Ontologies are content
theories about the sorts of objects, properties of objects, and
relations between objects that are possible in a specified
domain of knowledge [18]. So, the presented meta data-model
can be seen as an ontology storage and the system itself as
a ontology-based data acquisition system. Consequently, the
question arises, why the ontology definition languages OWL
or RFD were not used for this system. The main reason is
the paradigm mismatch between the Open World Asumption
of (OWL) ontologies and the Closed World Asumption of
relational data models. In OWL anything, that is not forbitten
is allowed. So, for example, a record (individual) can be
instance of more than one class, which does not make sense
for medical data acquisition. For our purpose, the Closed
World Asumption is more accurate and more comprehensible
to the user. Furthermore, the whole system is a database-
based solution, while OWL ontologies are file based. However,
there are ways to store OWL ontologies in relation databases
[19], but this solution includes transformations from OWL files
to SQL statements. This would require to user to define his
domain of application in an OWL editor, which is considered
tricky, even for experienced users, and then, transfer the whole
ontology into the database. So, this approach is not applicable
for our purpose, either.

For a more detailed argumentation on OWL ontologies and
the described system the reader is referred to paper Girardi et
al. [17].

B. System Architecture

The system is written in object-oriented PHP [20] and uses
a MySQL [21] database for data storage. The meta model
entities are implemented as PHP classes that allow the creation
of structures (entity, attribute, relation, type) and data (record,
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reference, value, user, usergroup). A central main class controls
the collaboration of the classes with the user interface. The
standard user interface is controlled by the PHP class GUI,
which encapsulates most of the code for the generation of the
HTML output. Furthermore, numerous system functions such
as record searching, record tree, calendar, charts, data import,
reporting, etc., are provided.

Basically, the system architecture consists of three main
parts

1) Meta Model: Every entity of the meta model is repre-
sented as a separate class in our system.

e User: A user represents a physical user that accesses
the data and meta data of the system. A user must
have a unique name and password with which he is
authenticated to the system. Every data manipulation
is tracked based on the user that has performed the
action. Every user is member of a user group that can
define special access permissions. A user owns the
records he as created.

e Entity: An entity represents a class of objects with
equal properties. It has a unique name and it has multi-
ple attributes of different types and names. In contrast
to the common relational database paradigm we have
implemented the object-oriented inheritance paradigm,
thus entities can inherit attributes from other entities.
Moreover, we distinguish between tree entities and
lookup entities. Tree entities are affected by the end
user data acquisition, whereas lookup entities are used
for selection boxes of attributes in tree entities. Each
entity defines an access level that can either be User,
Group or Everyone. Dependent on this access level
different users see or do not see records of this entity.
If the level is set to User, every user only sees records
he has created. If access level is Group, a user has
access to all records that have been created by users
of his group.

e Attribute: An attribute represents one field of data
inside an entity. It corresponds to a table field in a re-
lational database but has more properties. An attribute
has name and a label. It can also have a group name for
grouping multiple attributes in the GUI. Attributes also
define their order of appearance in record captions,
record tables and selection dropdown lists. Attributes
can also have different colors on the GUI and an
attribute defines the valid range for numerical values.
A regular expression for data validation can also be
defined. Attributes can have a tooltip that is display
in the GUI and they can have a link with further
information that will also be displayed as info button
in the GUI (see Figure 3). Relations are treated as
attributes of type Foreign Key.

e Type: The system provides several different types
for attributes of entities. The common types are ID,
integer, float, string, text, date, time, file. For consis-
tency reasons, we do not allow user-defined types. An
attribute as selection of a pre-defined set of choices
can be created by adding a relation to a lookup entity.
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e Relation: A relation represents a 1:n connection be-
tween entities just as in a relational database schema.
Our relation can also represent an m:n connection
resulting in a multi-select list element in the GUI (see
attribute *Others’ in Figure 3).

o  Crosslink: A crosslink is a weak reference between
records that are not directly part of a relation. Thus,
our system allows to create links between records on
different levels of the relational hierarchy. This helps
linking information across the hierarchy.

2) Auxiliary System Functions: The system provides extra
data analysis and visualization features that are integrated in
the user interface.

e  Search: The class RecordSearch provides vast search
functionality for records in the system. It is also
capable of displaying a user interface for defining and
storing search queries.

e  Charts: Every list of records can be used to fill a 2D
chart that can then be displayed anywhere in the user
interface. There are several chart types available like
line chart, bar chart, pie chart, self organizing maps
(SOM), etc.

o  Reports: Often used queries can be stored as reports
for quick reuse in multiple places in the user interface.
Reports can be generated quickly and present their
results in table format where every cell can be a
customized query field.

e Dependency: Our system allows to define dependen-
cies between records, which can either result in hiding
selection choices that are not plausible in certain con-
ditions or even in hiding whole attributes under certain
conditions. Dependecies can be defined over multiple
levels in the entity hierarchy providing a powerful tool
for increasing data acquisition quality. Dependencies
can also be used to check plausibility of entered or
imported data, which allows easy determination of
data quality for studies.

e Import/Export: Our system provides an I/O interface
that currently supports XML import and export, PDF
export, CSV import and export.

3) Web Interface: The class GUI encapsulates most of
the code for generating the HTML user interface of our
system. There are functions for generating a header, a footer,
a Windows Explorer-like record tree with full navigation
functionality, dropdown areas, etc. All data dependent code
is generated by the meta model classes themselves. A record
can display itself either in a table row or as an HTML form.
The representation can be customized by parameters. An entity
can display all its records as a table. Clicking on a record
row automatically displays the record’s HTML form without
further implementation.

The system also provides a comprehensive administrator
interface for meta model manipulations. Users with adminis-
trator access can add/delete entities, manipulate attributes and
relations, or manage users.
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Fig. 2. Standard user interface in cerebral aneurysm registry for a record of entity Patient with Add buttons for all relations and showing the results of
plausibility checks of this record, as well as the record hierarchy navigation tree on left side

The appearance of the user interface (as depicted in Fig-
ure 2) can also be customized by the concept of multiple
startpages. Every instance of our system can define its own
startpage providing almost infinite possibilities. Every instance
has a unique configuration file, which defines the database
connection and the startpage of the system. Thus, multiple
instances of our system can be hosted on one server.

C. Dynamic GUI Generation

Due to the usage of a meta model as basis for the
generation of the user interface, no source code changes are
necessary, if the data structure of the system is changed.
Administrators can arbitrarily add, delete or modify entities,
attributes and relations. The user interface changes instanta-
neously according to the changes. Every record can display
itself on the user interface by showing a table of all attributes
of its entity, a collection of ’Add’ buttons for every relation
and automatic plausibility checks based on the defined depen-
dencies (see Figure 2).

Every record automatically creates an HTML interface for
editing all its attributes according to their types. An HTML
form is created as table with one row for every attribute of the
record’s entity. Textual and numeric attributes are displayed as
text fields (see attributes Admission Date’, *Presentation Date’
and "NIH at Presentation’ in Figure 2, whereas relations create
a selection box filled with the records of the referenced entity
(see attributes 'mRS before Presentation’, ’Cycle Presentation’,
and "Hunt & Hess’ in Figure 2). Our meta model also allows
relations of one record with multiple other records, which is
displayed as a box of checkboxes with the referenced records
in the HTML form of the record (see attribute ’Others’ in
Figure 2).
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Attributes can contain various additional properties accord-
ing to our meta model such as minumum value, maximum
value, regular expression, labels, font colors, tooltip text,
information link, ordering, and various others. If entered values
mismatch the properties minimum value, maximum value or
regular expression, a warning hint is displayed in the HTML
user interface.

Below, the records attribute fields and Add buttons all
existing related records are shown as tables in dropdown areas
entitled by the related entity name and the number of related
records. Thus, it is possible to quickly navigate through the
whole data tree of a root object, which is in our case the
Patient record. The plus button next to every related entity
caption allows the quick creation of new related records of that
particular entity. For example, by clicking plus next to Cycles
(2), the system shows the interface for creating a new record
of entity Cycle that has automatically set the prior patient as
parent record.

IV. RESULTS - A CEREBRAL ANEURYSM
REGISTRY

A. Definition of a Cerebral Aneurysm

A cerebral aneurysm is the dilation, bulging, or ballooning-
out of part of the wall of an artery in the brain. Cerebral
aneurysms can occur at any age, although they are more proba-
ble in adults than in children and are slightly more common in
women than in men. The signs and symptoms of an unruptured
cerebral aneurysm will partly depend on its size and rate
of growth. For example, a small, unchanging aneurysm will
generally produce no symptoms, whereas a larger aneurysm
that is steadily growing may produce symptoms such as loss
of feeling in the face or problems with the eyes. Immediately
after an aneurysm ruptures, an individual may experience such
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Fig. 3. User interface for new Cycle record after clicking plus on related
records caption

symptoms as a sudden and unusually severe headache, nausea,
vision impairment, vomiting, and loss of consciousness [22].

B. Epidemiological Aspects

Intracranial aneurysms occur in 1 to 5 percent in adult
population, which results in about 12 million patients in
the US. Most of these aneurysms (50 to 80 percent) are
rather small and do not rupture during a patient’s life time.
The estimated incidence of subarachnoidal hemorrhage (SAH)
from a ruptured intracranial aneurysm is 1 case per 10,000
persons (in the US). SAH is more common in women than
in men (2:1) and the peak incidence is in persons 55 to 60
years old. Although the causes of intracranial aneurysms are
not yet know, smoking and hypertension are supposed to have
big influence on the development of aneurysms [23].

C. Purpose of the Registry

The aneurysm registry [24] was established in 2008 by the
Institute for Radiology, Landesnervenklinik Wagner Jauregg
in Linz, Austria. Its aim is to properly gather and store all
relevant information of a patient with cerebral aneurysms.
As opposed to hospital information systems, the aneurysm
database contains solely medically relevant data in a structured
way (no free text or semi-structured information). This allows
further automatic processing and analysis of the data, which is
used for medical research and internal quality benchmarking.

D. Data Structure

The data structure is organized in a single rooted acyclic
entity graph (figure 4). The top-most entity, in case of the
aneurysm data set, is the entity Patient. It contains the basic
demographic key data (sex, age) and it has four relations to
sub-entities. The first kind of sub-entity is Cycle. It encap-
sulates all relevant information about a single hospital stay
of the Patient such as admission date and discharge date,

Copyright (c) IARIA, 2013.  ISBN: 978-1-61208-283-7

and several medical scores at admission and discharge. In
the sub-entity Clinical Event all complications are recorded.
Each complication is linked to a hospital stay by a crosslink
relation. The next sub-entity is Aneurysm. It contains all
information about the aneurysm’s morphology and pathology.
This entity is the container for all Treatment entities where all
treatments (observations, surgical or endovascular treatments)
are recorded. Each treatment is linked to a cycle by a crosslink
relation as well. The last sub-entity of Patient is the Follow up,
which represents follow-up results over an interval of several
years.

Patient
Clinical
Cycle > Event Aneurysm Follow up
!
Treatment

!

Morphological
Follow up

Fig. 4. Data structure of the aneurysm registry (boxes depict Entities, solid
arrows depict Relations, dotted arrows depict Crosslinks)

E. Results

The aneurysm registry was started in 2009 together with Dr.
Johannes Trenkler of the Landesnervenklinik Wagner-Jauregg
Linz. Since then, over 570 cerebral aneurysms have been
recorded, including detailed data on treatments, clinical events,
anamnesis, and clinical findings. Based on this data set, several
medical dissertations have already been written.

V. CONCLUSION AND FUTURE WORK
A. Conclusion

We have shown that our system is capable of storing arbi-
trary data structures and corresponding data. Once installed,
the back-end web interface allows complete customization
of the data structure with more possibilities than common
relational database systems. The key benefit of our system
is the automatically generated front-end based on the data
structure stored in the meta model. Therefore, changes to
data structure do not affect the underlying source code of the
system and can be done after the data acquisition has already
started. Acquired data is transformed automatically regarding
to the structural changes. Another benefit of our system is the
automatic check for plausibility for both entered and imported
data. A simple but powerful search interface allows immediate
data exploration for users, who can then export their search
results as XML, CSV or PDF.

The cerebral aneurysm registry was the first application
of our system. Meanwhile, we have successfully instantiated
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the system as a neuro-surgical complication registry, a mea-
surement acquisition for child proportions, a tracking system
for eye surgeries, and a benchmarking system for clinical
performance. Experience from these applications show that
the meta-model based approach allows very low lead times
for new data acquisition projects. Given that the data structure
is already known - e.g. from a former data collection via
excel - the system can be set up and online withing hours.
Furthermore, in the first phases of a new project, where, as
experience teaches, a lot of little changes are to be made,
the ability for the user to perform this changes on their
own was a valuable feature. Long-term experience with large
data acquisition systems showed that the additional layer of
abstraction does not cause any performance bottle necks,
although the whole transactional data is actually stored in only
three tables (record, value, reference).

B. Further Research

The system is still subject of further development and
research. Currently, we are working on a generic expression
engine which allows the user to define arbitrary expressions
consisting of existing attributes and operators. These expres-
sions can then be used for complex search queries or for
defining logical rules for checking the semantic plausibility.
For example, if the size and the weight of a patient are part
of the domain specific data structure, then an expression can
be created that calculates the body mass index (BMI) for this
patient. The BMI can then be used to find patients with a
BMI in a certain range or to check if the BMI is in a plausible
interval. Furthermore, the BMI can also be used as a new
variable for subsequent data analysis, which is the second big
subject of research.

We are about to extend the data acquisition system in
a way that allows the user to explore his data. The stored
meta data helps to decrease the effort the user has to put
into data preparation and analysis. Furthermore, the meta
data allows to automatize many pre-processing steps for data
mining and enables the automatic transformation in external
file formats, like the ARFF data format [25] of the Weka
machine learning framework. So, like the the meta model based
approach reduces the users effort for creating a data acquisition
infra-structure it is going to actively support the user with data
analysis and mining. For more detailed explanation the reader
is referred to [26] and [27].
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Abstract— One of the deadly diseases in human is cancer. A
human cell becomes abnormal when its DNA is mutated and/or
its genes are damaged for one reason or another. The
abnormal cell produces other cells by division or mitosis. The
uncontrollable growing collection of the abnormal cells, called
tumor, when invading nearby tissues, is classified as malignant.
Malignant tumors eventually proliferate to other organs
throughout the human body via the blood and/or lymph
circulation, a process called metastasis. Tumors cause serious
threats to human health and potentially death. If we think of
an institution as a human body, then its employees can be
analogously considered as the body’s cells. In that sense, the
group of “abnormal” or “special” employees led by Jeff
Skilling, Andrew Fastow and others in Enron can be
considered as a malignant “institution tumor”. The group has
influenced other organizational units and brought collapse to
Enron. Human can also die due to infections caused by a single
cell hosting a virus. It is analogous to the case whereas Nicholas
Leeson single-handedly brought Barings bank to bankruptcy.
We investigate these extreme deadly cases in humans, namely
cancer and deadly infection, for insights into the construction
of six use cases towards the development of an enterprise-wide
MBE-based (management by exceptions) application for the
prevention of another Enron or Barings bank.

Keywords-Management by Exceptions; biologically-inspired
system; bankruptcy prevention

I COLLAPSES OF BUSINESS INSTITUTIONS DURING THE
LAST TWO DECADES

In February 26, 1995, Barings bank in the UK
bankrupted because its asset was in the $635 million while
its liability was around $27 billion [1]. The bank collapsed.
It was sold to ING for £1. It started with the last margin call
on SIMEX on February 23, 1995. It requested an amount of
$835 million, higher than Barings asset, for transfer from
Barings London to Barings Singapore due to futures and
options positions in Nikkei 225 and SIMEX. It was found
that the collapse was due to a single employee of Barings
bank, Nicholas Leeson [2].

In October 2001, Enron announced $618 million loss for
the 2001 third quarter. During the preceding 9 months,
Enron revenues were estimated to be roughly $138 billion
[3]. Followed the restatement of 2001 third quarter were the
1997-2000 financial statement reconsolidations. Enron stock
went down quickly to 28 cents from roughly $90. Enron
filed for protection was December 2, 2001. It was
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determined that the wrongdoings were done by a group of
executives in Enron, led by primarily Jeff Skilling and
Andrew Fastow [4].

In March 2002, Adelphia stock dropped 18% from $20+
per share of the day before, after it was disclosed that
Adelphia has cosigned a $2.3M loan to the Rigas family
business but it did not report in Adelphia books [5]. A few
days later, Adelphia acknowledged a possible debt of
$500M. During May, Adelphia attempted to sell its assets to
reduce debts while reworked its 1999, 2000 and 2001
statements to correct off-the-book debts. Stock price went
down to 75 cents in early June. More troubling news
surfaced: change of external auditor and more debts
revealed. The company filed for bankruptcy on June 25,
2002. It was determined by SEC that the Rigas family
committed an elaborate and extensive accounting fraud [5].

In June 2002 WorldCom announced restatement because
its expenses were posted as capital expenditures in prior
financial statements.  The company further admitted
irregularities in its reserve accounts in August. WorldCom
accounting fraud was found to amount to $11 billion [6]. On
July 21, 2002 WorldCom filed for Chapter 11 Bankruptcy
Protection. The fraud was committed by a group of
executives headed by Bernie Ebbers and Scott Sullivan.

In February 2003, CFO Fuasto Tonna announced a
€500M bond issue. He was fired by CEO Calisto Tanzi and
was replaced by Alberto Ferraris. Ferraris resigned in
November. He revealed he was unable to get access to some
of the corporate books. Del Soldato replaced him and only a
month later also resigned. In the same month, Parmalat
forged paperwork to show it had €3.95B in its Cayman
Islands subsidiary, claiming it was back by Bank of
America. Bank of America denied. Subsequently, Parmalat
defaulted €150M bond. This led to Parmalat bankruptcy on
December 24, 2003 [7].

In 2008, Lehman Brothers incurred a substantial loss due
to subprime market crisis. Between August and September
2009, Lehman failed to sell its assets to Korea Development
Bank, Bank of America and Barclays. The talk with New
York Federal Reserve Bank for the possibility of an
emergency liquidation of Lehman’s assets also failed. In
September 15, 2008, Lehman filed for Chapter 11 [8].

After Enron, there were investigations after
investigations. They resulted in multiple articles, reports,
books, lessons learned as well as a number of proposed
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solutions and recommendations based on who did what,
why, when, where and how. One of the main objectives was
to arrive at the prevention of future Enron-like as well as
Baring-like institutions from bankruptcy.

Among the solutions and recommendations proposed
and implemented, there were Sarbanes-Oxley Act in 2002
[9] for stricter accounting standards, Higgs report [10] on
non-executive directors, and resolutions from AICPA [11].
At the US House Energy and Commerce Committee
Hearing, B. Dharan suggested several recommendations to
SEC and FASB (Financial Accounting Standard Board).
The latter involved pro-forma earnings reporting, a
complete set of financial statements and modifications to the
mark-to-market (MTM) accounting methodology, among
others. Also others investigators have proposed changes to
the roles, processes, practices, controls, reporting, and the
like.

One would think that it would be very hard for another
Barings or Enron to occur. The reality is that (1) 13 years
later, Jerome Kervial single-handedly over three days of
trading drove Societe Generale to a loss of €3.9 billion, and
(2) the list of wrongdoings grew longer for two decades
since the Barings case. The latter included some important
scandals: Madoff, Tyco International, HealthSouth, HIH
Insurance in Australia, Daiwa Bank in Japan, Liu Qibing in
China, and others [12]. A few of them escaped bankruptcy,
however.

Nevertheless, one cannot help wonder whether all the
proposed solutions and recommendations have been
collectively effective and/or enough. It appears that they are
all good but obviously not enough since the collapses of
institutions continued to persist. One can speculate that
either the problems were rooted too deep that the prevention
measures became ineffective or regardless of any new rules,
regulations etc. somebody was able to break it.

Our work approaches the solution from a perspective
different than most. The idea is to look at the collapses in
institutions in a fashion analogous to the death caused by a
cancer in humans. The main thrust is to address prevention
from collapse by detecting early symptoms much like in
cancer prevention. This in turn suggests a known scheme of
enterprise-wide management by exceptions (MBE) [13] to
be revisited for the detection of significant symptoms of
wrongdoings in time to take appropriate decisions. To that
end, we propose in Section 2 a partially biologically-
inspired MBE solution for prevention. Section 3 is reserved
for the development of use cases, the topic of this paper,
towards such a solution. We include a discussion and
present our concluding remarks and future work in Section
4.

Il.  APPROACH TO PREVENTION AND SYNOPSIS OF A
PARTIALLY BIOLOGICALLY-INSPIRED MBE SOLUTION

We start with the assumption that symptoms of
wrongdoings in an institution are always there, just as
cancerous symptoms in a human body. They are either

Copyright (c) IARIA, 2013.  ISBN: 978-1-61208-283-7

ignored, or went undetected. When the symptoms surface
the situation is that it will be commonly too late. In effect
when cancer is detected, it is already in later phases, and
therefore quite often death is practically unavoidable.

Cancer is one of the deadly diseases in humans. Cancer
is generally described as follows. The human body is made
up of many types of cells. These cells grow and divide in a
controlled way to produce more cells as the body needs to
keep it working and being healthy. When cells become old,
they die and are replaced with new cells, except maybe
brain cells [14]. A human cell becomes abnormal when its
DNA is mutated and/or its genes are damaged for one
reason or another (internal or external).

The abnormal cell produces other cells by division or
mitosis. The uncontrollable growing collection of the
abnormal cells, called tumor, when invading nearby tissues,
is classified as malignant. Malignant tumors eventually
proliferate to other organs throughout the human body via
the blood and/or lymph circulation, a process called
metastasis. Tumors cause serious threats to human health
and potentially death [15].

When an institution is considered as analogous to a
human then the institution’s employees can be analogously
considered as similar to biological cells. “Institution
tumors” in turn can be viewed analogously as groups of
employees in the organization which grow uncontrollably
and start some wrongdoings. When funded to do their way,
they can influence other organizational units and may
become “malignant”. They could become seriously harmful
to the institution health, and potentially lead it to
bankruptcy. The analogy to cancer is elaborated for Enron
case as follows.

We equate Jeffrey Skilling and Andrew Fastow and
other Enron executives as “special” or “abnormal cells” in
the institution body. Skilling used an accounting practice
which he convinced SEC to approve. In a sense, Enron’s
MTM practice to accounting is analogous to a mutation to
general accounting practices much like a mutated
DNA/gene of a cell; therefore it is affecting its growth. The
360-degree review [16] is analogous to a mutation to human
resource hiring/firing policy/process. Special purpose
entities (SPE) and accounting schemes can be viewed as
mutations (changes or deviations) to commonly practiced
SPEs and GAAP.

When Arthur  Anderson was influenced in the
mishandling accounting audits [17], due to its dual role of
external consultant and internal auditor, the institution
“tumor” in fact has proliferated to the other institution’s
“organs and organ systems” (i.e. finance division,
accounting, legal counsel, etc.). Cancerous symptoms
started to surface: Skilling’s replacement of Lay as CEO,
followed by Skilling’s resignation after only 6 months,
followed by the cancellation of deals with Blockbusters and
later with Dynegy [18]. SEC began its inquiries and the
revision of financial statements from 1997-2000 was
initiated [19-21].
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Discoveries of wrongdoings in SPEs required Enron
statements to include Chewco consolidations as well as
those of other projects. Enron stock prices slipped. The
consolidations showed Enron debts and liabilities were
previously off balance sheets. This caused additional stock
price slips and cash shortfalls. Within just 60 days, the
company’s stock went down to 28 cents per share. Enron
filed for bankruptcy protection [11].

Human body Institution

Guiding principles “Milieu interieur” <=> Information environment
(top level) (Claude Bernard)
Cybernetics €= Managerial cybernetics
{Morbert Weiner) (Stafford Beer)
Homeostasis €2 Stability

(Walter Cannon)

Organization
(mid-level)
Structural
Functional
Behavior

Cells, Tissues, Organs € -2 Employees, Professionals, Dept.
Organ systems €-> Division
Biological processes €=> Business processes

Supporting entities

(low-level) Cells Employees
Proteins <>  Tasks
Macromolecules > Projects
Cellular exchange €=  Transactions
Chemical products €  Accounts
DNA (genes) €=  Policy (regulations)

Figure 1. An analogy between human body and institution

The analogy to cancer motivates us to look into Enron
structural, functional and behavioral organization within its
business model and its underlying operations, in a fashion
analogous to the human body for insights into cancer
prevention. At the top-level of Figure 1 (top box), the first
guiding principle in human is derived from the concept of
“milieu interieur” (or internal environment) of the body in
which all cells bath as stated by Claude Bernard [22].
Analogously, there exists an information environment in
which all employees of an institution live in and act upon.

Next is the principle of cybernetics dealing with
feedback and control, a concept owned by Norbert Weiner
[23]. This concept is further exploited and applied to
business management discipline, termed managerial
cybernetics by Stafford Beer [24]. Cybernetics is to
maintain homeostasis (equilibrium) in the human body.
Homeostasis is a principle by Walter Cannon [25]
originated from Ernest Starling [26] and expanded by
Sherwin Nuland [27]. We can equate business stability as
analogous concept to homeostasis.

The human tissues, organs, organ systems made up the
structure, functionality and behavior of a human (mid-level,
middle box) are determined by the constituent cells.
Likewise, the employees are grouped into professionals,
departments and divisions, across which run the business
processes.

At the lower level (bottom box), it appears that the
biological processes involve the basic constructs created by
the cell’s organelles: the protein synthesis. Analogously, the
tasks performed by the employees in the institution are
much like the proteins created in the cells. The transactions
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created between employees are like the cellular exchanges
at the cell membranes. Similarly the tasks to the projects and
the transactions to the accounts in an institution are like,
respectively, the proteins to macro molecules and cellular
exchanges to the chemical products.

The organizational analogy in Figure 1 does not suggest
how we can address prevention, however. Therefore, we
rearrange the guiding principles linking them to the
supporting entities in terms of activities, events and control
mechanisms (shown in the right side of Figure 2). The green
dotted box shows business entities analogous to those
entities in the human body. The red dotted lines and red
entities exhibit the basic elements involved anomalies or
wrongdoings.

Business Stability-driven MBE framework
(octive management by exception)

Projects —» Processes Activities

%
belang to foliow

[

[
1

N | L L

I VL ~L v [

——> - Transactions=>  Accounts > Financial [

! Statements |

Information = (Control/feedback) =
Environment Managerial cybernetics

Exceptions :Events

Stability

Wrongdoings :Symptoms
turned |

tumor :Control

Policy (rules, regulations, conditions, etc.)
Operations
Management [Executive)

Figure 2. Institution model

More specifically, the operational, tactical and strategic
activities of an institution are realized in the tasks
(biologically analogous to proteins produced by cells) of
projects (analogously carried out by macromolecules in
tissues, organs, organ systems) to be executed following
predefined business processes (biological processes) by the
employees (cells). Transactions (amounts or volume of
exchange or release of chemicals in cellular exchange) of
various accounts (chemical products) are related to tasks
(proteins produced by cells) within the projects
(macromolecules) and among them.

Lastly, policies are statements that govern all entities and
guiding principles. They can be specific, detailed, and
measurable at the operational level of the organization. In
fact, there is an operational process/procedure defined on
anything and everything such as evaluating a loan
application, startup a server, make a reservation for meeting
room, etc. These processes grew from simple procedures
defined at the start-up of the institution and become mature
as the institution grows.

The policy can become sketchy, unstructured and robust
at higher level (strategic level). The high-level plan and
process (we call it strategy) for defining and achieving
company’s business objectives can be considered as policy
since it is about how to compete within a predefined scope.

We present above how a set of concepts are identified
towards the formulation and realization of an approach to a
partially biologically-inspired MBE solution. In the
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following, we focus on the development of use cases for
such application,

I1l.  DEVELOPING USE CASES FOR DETECTION OF
CANCEROUS SYMPTOMS: ENRON CASE

In this paper, we show only the Enron case in our
example implementation: We review the chronological
wrongdoings (as we now known) in Enron for the capturing
and detection of symptoms indicating wrongdoings which
could lead to bankruptcy. For inputs, we classify them under
the business entities defined in the MBE model: project,
policy, account, task and transaction. Outputs are the
exceptions detected by the said MBE.

A. Strategy (business plans) and projects

The first strategy was Jeff Skilling’s MTM strategy with
the concept of gas bank. MTM as a trading model was new
in the sense that it was an energy derivative where Enron
would act as an intermediary “bank”. As such, Enron
assumed the risks to buy gas from suppliers and to sell it to
consumers at contractual fixed prices and service fees [3].
Skilling and Fastow used MTM to achieve two successful
Projects: Cactus 3 with GE Credit Corp and other banks as
partners, and JEDI with CalPERS partnership [28].

There were other strategies, e.g., the shift from Asset-
heavy to Asset-light [29] and those nicknamed Death Star,
Load Shift (creating appearance of electric power
congestion), Get Shorty (buy low, sell big, buy back low,
etc.), Fat Boy and Ricochet (California’s energy market)
[30] [31], and a diversification strategy. The latter was to
extend Enron to businesses other than gas and electricity
(water, broadband, etc.). The said strategies were realized in
many subsequent projects: Dabhol, Bolivia, Azurix,
Blockbuster, etc. Funds from Chewco, JEDI II, LIM
Cayman, LIJM 2 and LIM 3, Braveheart, Raptors, etc. in
SPEs partnerships were used to off-balance its liabilities.
Many of these projects were managed mainly by Fastow
with SPEs created to avoid consolidation in financial
statements.

B. Policy and regulations

To support the MTM strategy and others further, Skilling
set out to hire the best and the brightest traders. Skilling
devised a new policy on performance review called “360-
dregree review” and a new mantra (RICE) for Respect,
Integrity, Communication and Excellence. Skilling
successfully convinced the internal counsel, Andersen
accounting audit and SEC to approve the MTM change to
accounting practices. The Enron Board of directors also
approved Fastow to have a dual role: Enron CFO and SPE
manager in 1999. The above are considered as mutations to
policy and regulations on common practices.

C. Finance and Accounting

All together, the MTM trading model, the group of top
traders, the expansion to all other businesses, the bull
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market during 1990’s facilitated investment opportunities.
Also included was the use of the Enron Online (EOL)
developed by Louise Kitchen and promoted by Michael
McConnell since the end of the 1999. The EOL was an
electronic, real-time trading site. At its peak in 2000, EOL
was handling $335 billion in online commodity [11]. Until
then, there were all success stories, at least on the surface.

Since 1997, however, Enron profits were squeezed due
to new entrants and other smaller competitors: Dynegy,
Duke Energy, El Paso and Williams, etc. [3]. Enron began
to lose the competitive advantage. To be financially able
and to maintain high credit ratings, Enron started to devise
the use of SPEs to access capital and hedge funds as they
entered into new mergers and acquisitions. The company
has become more a hedge fund than a trading company [11].

SPEs were the shell partnerships sponsored by Enron,
supposedly funded by independent financing. Two
conditions must be satisfied in order to keep the SPEs
separate from Enron: at least 3% equity and 50% or more
control of financial interest given to the independent
investors. SPEs were used to purchase forward contracts
with producers and to sell under long-term contracts to
consumers [18]. However, in Chewco for example 3% was
owned and actually controlled by Enron executives. Fastow
began to hide losses in SPEs, thousands of which were
created for that purpose.

D. Deals and Transactions

The introduction of SPEs model and practice had
brought successful results to the two first projects: Cactus 3
and JEDI [28]. SPEs became problematic in subsequent
projects [32].

As we know now, Fastow, the master mind behind all
SPEs, used them as a way to transfer losses off Enron’s
books. Thus, he was able to book profits, and maintained
good credit ratings by reducing debt-to-total-assets ratio. He
used thousands of SPEs in subsequent projects, e.g.
Chewco, LIM Clayman, LIM 2 [11]. Using SPEs, Enron
was able to obscure disclosures on Enron financial
statements by taking advantages of the non-consolidation
requirements.

It was reported [32] that in a deposition, Fastow
confirmed that by transferring assets and loss off balance
sheet, risks of the transactions were transferred to investors,
therefore investors earned a return from the risks. As such,
Enron rating would not be hurt. Fastow assured that he
worked very closely with outside accountants to not
violating any rules.

As later discovered and reported in various sources [18],
starting from October 2001, $287M for Azurix (acquired in
1998), $180M for broadband with Blockbuster, and $544
for others, a total of 22% of Enron expenditures from 1998-
2000 were write-offs. Portland General Corp (acquired in
1997) was sold for $1.9B at $1.1B loss.
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E. Wrongdoings and symptoms

Some symptoms leading to wrongdoings can be
accounted as follows, extracted from happenings of (A-D):

1) The initial success with Cactus 3 and JEDI with
hedge fund from CalpPERS, as shown in financial
statements of 1992 did not go unquestioned. Toni Mack, in
her Forbes’ article “Hidden Risks™ in 1993 has pointed out
some risk issues related to MTM strategy.

2) The next symptom was the lawsuit by Bernard
Glatzer in 1997 that his business model was stolen by Enron
in moving assets of Enron into partnerships via SPEs.

3) The symptom which followed and should be noticed
was the Enron’s Board’s approval of Fastow’s dual role in
1999, with the condition that the task of monitoring the
deals was given to Skilling, COO, Causey (CAO -
accounting, and CRO - risk). There were also concerns
raised by David Duncan and Thomas Bauer of Andersen’s
Houston office in February 2001 however these were not
disseminated outside of Anderson.

4) Another (now known) symptom was a confidential
memo from Jordan Mintz in May 2001 to Skilling, but Mintz
got no response. The next major symptom was the
resignation of Skilling citing personal reasons 6 months
after he became Enron CEO. Ken Lay resumed the CEO
position on August 2001.

5) Followed was the anonymous letter to Ken Lay in late
August (later known as being written by Sharon Watkins, an
Enron VP) in August 2001, and subsequently a meeting was
held between Lay and Watkins on accounting irregularities.
Following the anonymous letter, Vinson and Elkins, Enron
legal counsel, who helped draft the documents of some
partnerships, was advised not to look into accounting by
Arthur Andersen when the heart of the problem was really
there [32]. It was known that an Andersen lawyer advised
the Houston office not to retain documents which were no
longer needed. Andersen auditors shredded documents
subsequently by order of David Duncan of Andersen.

6) Meanwhile there were other symptoms during the last
part of 1990’s:

e Top management’s large amounts of compensation,
Excessive executive compensation as a result of financial
successes as stock options reached almost 100M shares by
end of 2000,

e Huge amount of management fees for
executives (Fastow alone was paid $30M)

7) Arthur Andersen’s conflict of interest acted both as
external auditors and consultants. Corporate Audit
Committee failed to recognize those symptoms.

8) Two days after Lay stepped down as CEO, Clifford
Baxter, Vice Chairman committed suicide.

The first official wrongdoing which brought everybody’s
attention was the press release of Q3 2001 (October 16,
2001) without the balance sheet disclosure until after the
markets closed. It revealed a $1.2B charge against equity

Enron

Copyright (c) IARIA, 2013.  ISBN: 978-1-61208-283-7

[33]. Breakdowns of footnotes were detailed in Chatterjee
[29]. Roughly one week later, SEC inquired about the SPEs.
Also, faced the pressure from Wall Street, in November
2001, Enron admitted buried hidden losses in the SPEs, and
posted the re-statements for 4 years (1997-2000). They were
accounting fraud.

The discovery of wrongdoings, re-statements of financial
report in the third quarter of 2001, accounting frauds, and
financial consolidations resulted in the Enron stocks from
$90+ to the 28 cents within a couple of months [34]. It
brought the company to collapse in November 2001.

The classification of the above entities (A-D) was to
summarize and to suggest that if attention was paid to these
entities as entries to the MBE, the symptoms in (E) would
have yielded important indicators of wrongdoings. The
summary we cite here is not be a complete and totally
accurate account of what really happened and how they
happened but we thought it is sufficient for us to illustrate
the possible discovery of wrongdoings based on observed
symptoms.

We show a typical output produced by our initial
prototypical MBE application in Figure 3 (at the end of the
paper after references). If such exception report is produced
and made transparent to all responsible parties, some
attention would be given, and some decisions be reached.

IV. DISCUSSIONS AND CONCLUDING REMARKS

Recall that our proposed model in Section 2 is employee-
centered much as an organism is cell-centered. Everything
in the institution is considered as product of the employee’s
tasks much as everything in the human body is the product
of the cell’s organelles as proteins. The products are
described not only in terms of tasks but also projects,
transactions or accounts, and are not limited to other entities
the institution might use.

Secondly, the system is policy-driven across all level of
organizations much like gene-driven in a human body, to
measure results against “faulty strategy, managerial
mishandlings, intended wrongdoings, diverted tasks within
projects, out-of-the-ordinary transactions hidden in financial
accounts and underreporting statements”. These are either
supported by existing policy and/or regulations or
questionably violate them as we mentioned earlier in Enron
case.

Thirdly, the system is geared towards evaluating and
labeling exceptions in terms of severity level as a set of
relevant symptoms for diagnostics of wrongdoings as shown
in Figure 3. All records have drill-down and roll-up
capability, and sideway links. Thus, the MBE system is
capable of displaying the set of information on a particular
issue as complete as possible including all analyses (as
background calculations or evaluations, not addressed here)
substantiating it, and all actions/decision for or against it
(overriding decisions). Such transparent MBE scheme, with
highly vertical and horizontal integration and correlation
among the business entities can help detect symptoms
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Abstract— Today, it is necessary to store not only actualada —
data that are valid at this moment, but also histoical data, by
which the progress and frequency of changes can be
monitored. Managing historical data offers creating future
prognoses and analyses. Temporal tables (mostly nmaltkd
using uni-temporal and bi-temporal tables) in comp&son with
conventional tables can process and retain the infimation of
the validity in the past. Using procedures, functias, triggers,
cursors — snapshot of the database object or whotlatabase at
any time point can be reconstructed easily. Thus, aeh
database object is not represented by only one rovut by the
set of rows representing the same object during afterent
period of time. This paper deals with the principle of temporal
data modelling and offers the solution based on usiemporal
table model. It contains the implementation method$ased on
changes monitoring and deals with the problem of mzaging
undefined states of the objects. Operations impleméd in
temporal system is compared with the conventional odel.

Keywords-conventional table; temporal table; uni-temporal
model; valid time;

l. INTRODUCTION

Massive development of data processing requiressacc

to extensive data using procedures and functionsduide

easy and fast manipulation. The basis is the ds¢aba

technology.
Database systems are the root of any informatistesy

and are the most important parts of the informatiol

technology. They can be found in standard apptioati but
also in critical applications such as informatigstems for
energetics, industry, transport or medicine.

Most of the data in the database represent actatsss
However, properties of objects and states are @thoger
time - customer changes its status, address, pdre
modified and updated. If the object state is goingbe
changed, data in the database are updated andhthieade
will still contain only currently applicable objestates. But
everything has time evolution, thus, history antlifel that
can be useful to store. History management is vepprtant
in systems processing very important or sensitiata;d
incorrect change would cause a great harm or irsyaems
requiring the possibility of restoring the previosktes of
the database. Therefore, it is necessary to stutrery the
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current state, but also the previous states angrgss. It can
also help us to optimize processes or make futecesibns.

Historical data are now possible to be saved ukigg
files and archives. Thus, the historical data caroltained,
but it is complicated process. In addition, manag@m
requires quick and reliable access to data defayeghy time
point, but also getting information about the htites
changes in the future without significant time geld10]

[11].

Temporal data processing is not a new problemygwarl
the development of the databases transaction,ileg)\iere
created and database was regularly backed up.ilesgrfere
usually deleted after the backup, because all adivns
were recorded in the production database. Thusyais
possible to obtain an image database at any tiniet. po
However, these data were in the raw form (raw rejeand
handling them was difficult, lasted too much time.
Nowadays, historical data management is easier ithéme
past, requires less processing time, but theréllisised to
make significant progress in temporal databaseegsicg
research to create a complex module allowing toestisting
applications without modifying source code andiisgst

Fundamental paradigm of database systems used since
the beginning of the data processing focuses oratieal
data processing [10] [11] [12].

The situation in the computer field changed sigatfitly
in the early 80-ies of the 20th century- price bé tdisk
storage space decreased allowing greater and eesjeto
save backups. So, there was an opportunity to campa
multiple images (backup) from different time pesod

Each backup is a snapshot of the database taltleeor
whole database. However, if the values do not ohdogit
is not necessary to store historical values of Jhémo much
duplicities are stored. Later, the first concepttioé data
warehouse based on the database table level watedrey
Barry Devlin and Paul Murphy [6].

Recent history shows the potential opportunities of
historical data processing, which could be fastet more
efficient than managing backups or log files. Thairm
disadvantage of the above-mentioned ways is the okthe
administrator  intervention (operation manager).
administrator must manage not only the runningieatibns
but also requirements for accessing historical bpsk
Decisions are based on historical data and ther@ssgso it
was necessary to load historical backup to geddtdtabase

An
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snapshot in the historical time point. Operatiodetisions
could not be based on the historical data becalufeedime

Following the history of computer systems for data
management, we come to the conclusion that thebasea

consumption (sometimes even days to load all needchave been developed and deployed for the currdoesa

shapshots). In addition, the granularity of theadst still

administration - currently valid data processingni of the

growing, so number of backup was above the accleptakabove-mentioned solution does not have the streictar

level. An important task for administrators wagldine the
time frame between two backup of the databasehdf t
interval is too large (assuming backups withouhgsgheir
own log files - they are too large for more imagesjt all
operations are stored there, e.g. the insert suldslete of
the record could be between two images, so usembas
information about the existence of the object i database.
Another example is multiple updates of the samertkcsee
Figure 1. The opposite way, if the interval was soall,
large images containing a lot of the same attrituateies
were created, which include high demands on dis@age.
Interval between two backups can also be define

represent objects and their states during the tongport for
managing attribute value changes in the temponaénsion.
However, developers require those functionality atada
access.

Temporal databases define a new paradigm for saject
one or more rows based on the specified criteroa, f
projecting of one or more columns to the outpus seid for
joining the tables by specifying relationship aitie Rows
with the different values of the primary key (PKanc
represent one object at different times. Transastifor
inserting, updating and deleting the rows must eftee
specify not only the object itself, but also presss period.

dynamically, but the problem with uncaught of somelf the valid time of the object is defined by tinmterval, the

changes remains unresolved. Another solution isldiete
old images, which
management requirements [8].

¥
i

| insert I

T

I delete |

update update

Figure 1. Backup problem - possible loss of data

It is not enough to find a faster solution for brtal data
processing. What does the term “faster” mean? Taeror
shorten the processing time from days to hours) fiens of
hours to a couple of hours? The usage of thatiealus
unacceptable and inapplicable. The aim is to creapport
for the temporal data, that the difference betwedka
processing in the currently valid data and histiridata is
minimized. Thus, it is necessary to create a systémeasy
data. However, historical data management is motngplete
temporal system, because it must be allowed toegsoc
values, the validity of which begins in the futuifethe begin
time of the validity of the object occurred, thetatmse
system must be able to update the data without us
intervention.

System requirements can be divided into two paitis w
special aspects [6] [13] [14]:

1. aspect of usability(easy methods) — the aim is to
provide access to outdated information as easilycanckly
as to the actual values. Transactions for manaigimgoral
data must be as simple as for current data progessi
Moreover, it is necessary to define a way to comltire past
and present.

2. aspect of performance(speed and correctness of
results) requires results in the same form as vetoeessing
the actual data with adequate processing timediffexence
in accessing the object at any point in time sholoéd
minimal.
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is unacceptable because of trbegin and end timestamps (dates). This means tt

transaction must include time period - 2 time poialues -

update query does not cause only update of exidtutay but
also insert of the new row based on the validitgrivals [2]
(6] [8].

This paper consists of five sections. The secoralsde
with the structure of conventional and temporalldalthe
third describes the implementation techniques apthads.
The section named “Experiments” deals with the
improvements of the model and the current perfoaan
The last one is the conclusion.

Row in a relational database table can be definedree
different ways using time (Figure 2). "ID" is a goe
identifier, "PK" refers to a primary key. "BD1" an&D1"
are a pair of columns defining the beginning and ealue
of the period, "BD2" and "ED2" define the seconrhdi
interval. The primary key can be defined compositdout
changing the functionality of the methods used. Tihst
model does not use time for definition. This istandard
model used today, called the conventional modele Th
primary key is defined by the attribute "ID". Alloh key
attributes in the table, regardless of their numbaer merged
into a common block called "data" [1] [3] [4] [5].

CONVENTIONAL AND TEMPORAL TABLE

data |

[0 Jeo1 [ep1 [ B2 [ em2 |

bi-temporal

data |

Figure 2. Conventional and temporal table

In this paper, we use the standards used in sdenti
articles, the names of the attributes forming thmary key
are underlined. The following table shows the dbjec
identified by an attribute value ID = 1 in the tirperiod
<September 2012 - December 2013>. We can seehdat t
attribute "data" has the value “123” at the timesgt®@mber
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2012 - June 2013>, in the second part of the iaterv Figure 4 shows the principle of bi-temporal moagjli
attribute "data" has the value of the “234”. ThePrimary key of this model consists of three logiwaits:

representation of the time interval is the closieded type. * The object identifier (ID).
* Interval (BD1, ED1) - the time during which the object
TABLE I. UNI-TEMPORAL has been describing the characteristics of the mwg, the
period during which a customer has the charadisist
September 2012 2013 123 name, address, status, etc.
2 January 2013 November 2014 | 555 * The last component of the logical primary kew jgair
1 July 2012 December 213 | 234 of dates(or timestamps according to the representatioa of

time granularity of data). These dates limit theqabduring
The problem occurs, if the end date of the tim@ogeis ~ which we believe the value of the row is correchisT
unknown. There are two opportunities, in generbk first  component limits the time interval defined by thecand
is to deal with undefined values - NULL. In thiseaif there component (BD1, ED1).
is a request to obtain the current state of theeabpj
respectively overall database, we cannot use gt@nde OG0T = rm o2 =
methods to manipulate time and we have to add mol z = T e
conditions. The second solution is to replace adefined L ™ 1 s i
time with the maximal value that can be used - ‘@elger

alnln]e
2

T5 T6 T5 December9999 | 55

9999", or other variants depending on time graityldf we |
need to update the state of the object, the atérilvalue . oo
defining the end of the validity (attribute "ED' replaced )
by the actual time value. Figure 5. Bi-temporal table
The last - third basic model — bi-temporal modeas - Figure 5 shows the principle of bi-temporal table

based on the concept of uni-temporal tables, bes w0  modelling.
time intervals. Thus, it allows not only definingveral lines

for one object, but also multiple rows for a parke object's ll. UNI-TEMPORAL TABLE IMPLEMENTATION
state at the time. The reason for this model isrtbed to Transformation of the conventional table to tempora
record an updated status in the past. model is not trivial problem and needs specialcstmes and
resources. In addition, the requirement of the suserto
model g

conventional i e ] = provide compatibility, easy manipulation and propiene
ST EEES consumption. Therefore, the triggers, proceduresl an

functions must be declared, the original tables tan

sl transformed to views (if necessary). Each databaserd is
-SEEEE defined by the primary key. In most cases, it is timique

transaction time
transaction ti

; g ———— i ———— identifier (ID), sometimes, we use composite prinkey.
Figure 3. Time representation Conventional database tables transformation recomme

) ) . single attribute primary key in every table to teea

The method for transformation uni-temporal modebito  common temporal table for all tables containing geral
temporal is based on the same principle as theetsion of  attributes. Thus, ID is suitable; each record canclearly
the conventional model (conventional model) to uni-defined and referenced. Moreover, the ID does rteh
temporal model - two additional attributes definify  special denotation and the need for its changeeteiant,
timestamp (begin and end time of the validity) adeled to e g. personal identification number contains tithtate and
the primary key. The values of the new attributitsrahe  jf the mistake in time of insert occurs, the recandst be
transformation can be identical to the first timeerval updated. Thus, the best way is to create sequenctDf

defined by attributes “BD1” and “ED1” (Figure 4). _ trigger before insert sets the correct value.

The transformation from bi-temporal model to uni- “|nformation of any change of temporal column is
temporal model is also possible, but there is pdgiof the  recorded in the table managing changes - tempataé.t
loss of the updated data [6] [7] [8]. However, it contains information only about tabte@ining

temporal column. This table consists of theselniteis (see
[ [June 2013 | December2013 [ 234 | aISO Flgure 5) [7]
UNI - TEMPORAL b ID Change
1 » ID previous change- references the last change of
an object identified by ID. This attribute can also
- have NULL value that means, the data have not
[ amary 2015 T MNiren 20795 been updated yet, so the data were inserted for the

1 | June 2013 | December 2013 | June 2013 | December2013 | 238 | f t t . t d t” t |
Figure 4. Transformation of the uni-temporal tabléi-temporal table irstime in past and are stiff actual.

BI - TEMPORAL
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+ ID_tab — references the table, record of which ha:“ID_column” also contain null value (example for BA)

been processed by DML
language) statement (INSERT, DELETE,
UPDATE).

« ID_orig - carries the information about the

identifier of the row that has been changed.

e ID_column, ID_row hold the referential
information to the old value of attribute (if the
DML statement was UPDATE). Only update
statement of temporal column sets not null value.

» BD - validity of the new state of an object starting.

CREATE OR REPLACE TRIGGER Upd_tab_2_trigger
BEFORE UPDATE ONTAB2
FOREACHROW
BEGIN
if (:old street==:new.street) then
--data processing
end ift
if (zold post_code==:new.post code) then
--data processing
end ift
END;

Figure 6. Update trigger

The following figure shows the data representatand

manipulation.
D2 X Y z D Na
E |Jén Velky iverzitna 026 | 1.1.1980
A |[xA YA |zA B o
B X8 ve z8 F | Anton | Liesko Hlinska 12345 | 2.2.1968
G | Michal | Sused Polna 97101 | 17.5.1993
c |xe |ve [z€
~C % H | Peter |Selko Staniénd 74523 | 26.1.1976
Tab 13 .
o s Tab 2
Temporal_table “~y~. 1) -
L o}
g
%
cha 36 | 38567 r:;
15 NULL 1 A NULL NULL 1112012 37 | ase78 2
=]
2 G | Nuw 2 E NULL NULL | 2112012 bt
g
3 = [nuw 2 F NULL NULL | 3112012 ps
a 1 1 A z 23 4112012 21 | Skolska r 2
5 = 4 4 A z u\\ 5.11.2012 45 | Mostna B
o - ~ 2
CI -~ M EX O = = .~
7 6 2 E opost_code” | 37 7.1 ]
8 1 1 A NULL NULL | 8112012 \ =
E 1 |z 2
s = |7 2 E NULL NULL | 9112012 L |zam

Figure 7. Temporal_table model [7]

A. Insert trigger

New record containing information about the chanfe
the temporal column is inserted into the tempahblé after
inserting into conventional table. These operatiars
provided by insert trigger. The new value for &tite
“ID_change” is set using the sequence.
“ID_previous_change” attribute is null, which mearise
new data have been inserted (for the first timéper€ is no
reference to old value of the attributes, so tt2 tbw” and
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(Data modelling (see also Figure 5) [7]:

INSERT INTO temporal_table (ID_change, ID _previous_change,
ID tab, ID orig,ID_column, ID_row, BD)
values (ID_TEMPORAIL _TABLE_seguence nextval, NULL, I,
ID tabl_sequence.currval, NULL, NULL, sysdate);

Figure 8. Temporal table insert

Update trigger

Updating existing data requires saving old datat-time
whole row, but only changed temporal attribute ealuThe
original table consists of the actual data, so tsa
manipulation — actual snapshot is easy to getoHestl data
— the snapshot of the whole database, databasedabhly
object — must be also accessible, but are obtdipgrassing
historical conditions defined by insert, delete wpdate
statement. Thus, the update trigger is startedréafpdate.
First of all, the data that will be changed areredioin the
table consisting only of the ID of the record ahé walue
itself [7].

B.

INSERTINTO TAB_Z_ COLUMN (ID, Z) values
(ID_TAB_Z COLUMN _seguence nextval, ‘old Z);

Figure 9. Updating column "z"

Then, the reference to the change is stored irtetmporal
table (Figure 5) [7]:

« ID_changeis set using the sequence and trigger.

« |ID_previous_changeis maximum of “ID_change
“used for those ID original and ID tabligelect
max(ID_change) INTO cislo from temporal_table
where ID_orig=:0ld.ID AND ID_tab=1,).

¢ ID_column references the temporal column, data
of which is going to be changed.

« ID_row associates the table with historical values.

C. Delete trigger

The task of the trigger starting before deletecisave
old data to the table for deleted objects. Thermftion
about delete is also inserted to the temporal t&he tab”
now has the negative value. The relevance of it bal
described later [7].

Value of
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INSERT INTO TABI_DELETEDV{ID, X, ¥, Z) values(-old ID, - old X, :
old ¥, : old Z);

INSERT INTO temporal_table (ID_change, ID_previous_change, ID_tab,
ID orig, ID column, ID row, BD)
vaiues (ID TEMPORAL TABLE seguence nextval, max_change,
-1, s old ID, NULL, NULL , sysdate);

Figure 10. Body of the trigger - delete

D. RestoreData

Deleted data recovery is a further problem. If dhgect
data in the main table are not valid or we do rmuivk the
correct value in this moment, the object must bketdd,
respectively relocated to table of deleted dbtawever, if
the object attributes are again valid, we neecestore data
to the original table. The problem causes a trigghich
sets the new value of ID before inserting, so tldevalue of
ID cannot be used. However, the database strushweld
have information, that the ID has been changed, theit
object is the same. In addition, if the user iff g8ing the
old identifier, the methods working with originabdld) ID
would not work correctly. There can be used motatems,
one of them is to disable temporary the trigger Dy
restore the data and enable it. This solution solaibely
incorrect.

D2 A B c D
1 (a2 |B1 c1 |d1
2 |A2 B2 c2 |(d2 {6@«
3 A3 B3 c3 |d3 = «0‘?
o
Tab 1 ACTUAL — step 1 B iR e
D2 A B C D tab
1
1 [A1  |B1 ci |d1 __
Change ID tab
A2 |B2 |c2 |d2 S‘OQ& &
&
4 [A3 B3 c3 [d3 |g b
Tab 1 ACTUAL — step 2 bz A B c D
DELETE OPERATION 5 s a3 s s

D2 A B c D

1 A L Bl (2 di ID_  ID_old ID_new ID_  ID_old ID_new
al tab
3 5

2 A2 B2 c2 (d2 1 3 4 i
5 A3 B3 Cc3 (d3 1 a 5 1 3 5
Tab 1 ACTUAL —step 3 Change ID tab Change ID tab

ID =4 in TAB 1 does not exist — must be updated
Figure 11. Principle of data restoration [7]
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BirthDate:

ID _change 1D_ ID_tab ID_orig ID_column

PK previous_change NN NN

1 MULL i A MNULL NULL 11-1-2012
2 MULL 2 I {original E} MNULL NULL 11-2-2012
3 MULL 2 F MNULL NULL 11-3-2012
4 1 1 A z 11 11-4-2012
5 4 1 A z 12 11-5-2012
3 2 2 I{original E} | .street™ a5 11-6-2012
7 6 2 I {original E} | ..post_code™ 37 11-7-2012
9 7 MNULL NULL 11-8-2012
10 9 - MNULL NULL 11-9-2012

Figure 12. Data restoration

Our solution uses the new ID (Figure 11, Figure dR)
and new object is connected together. Thus, theps sust
be done [7]:

« Data relocation from ,deleted objects table* to
main table (insert + delete).

* Insert info about data restoration into temporal
table.

« Update old ,ID_orig" (temporal table) to actual.

 Insert into ,change ID_table* new values -
»ID_tab“, ,ID_old“, ,ID_new".

e Update ,the change_ID_table" - if necessary. The
point is that the data could be relocated several
times and therefore the old reference (but stamed i
the attribute ,ID_new") is not actual. Figure 12
describes the problem.

IV. EXPERIMENTS

The overall adjustment and optimization of the
procedures, functions, triggers and the modelfjtsed got
very good values of the processing time; the woesult
(update and delete statement) is a slowdown of 3%
comparison with conventional table model. It shobkl
noted, however, that the traditional model does netdin
any information about changes of the database. Our
designed solution stores also old (historical) galu any
shapshot of the database (database object) ddiyeitne
point can be got easily using programmed methods.
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V. CONCLUSION

ID_change D X Y z
Each instance in the conventional database is septed
S >|9 AlXA [YAa|ZaA
_______________ in S FTRCTIED by one row. Temporal database concept offers new
e A e lxe [velzc opportunities by adding additional time attributesiting

Tab1 the validity of the object.
Temporal support brings new possibilities by extegd

bl the primary key with time interval. Two differenime

1 1 ID _change ID_ ID_tab ID_orig  ID_column ID_row BD

i 3 " - “g ” “ - - lm period defining the same object validity cannotvadid at

RN e o I = TTERETTET the same time — cannot overlap. The aim of the tealp

S R [ T R LT UL [sitaon databases is to store information about all stateshe

3 ‘; : i i : i i ‘;izg objects during their life cycle, even after DELETE

: : 1.___ 6 5 3 1 C z 45 5:11:2012 Operatlon

P S R RE 3 |70 Comparison of the processing time of the conveafio

P B 5 |2 = & ST EIST e methods and temporal model is the root for thehtmt

”””” = 87 B e L research. Experiments, that have been made, shatwihi
Figure 13. Principle of model 3 operation UPDATE is the critical factor. If we upeahe

row, we need to save old value (insert it into drisil
Figure 14 shows the total execution time of DML taple).
operations (insert, delete and update) for conweati and Proposed methods can be extended by the special
temporal tables. The total number of operations0900.  attribute defining the end of the validity. Thislmireate
The experiments were provided using Oracle 11@uts. possibility of defining period during which the &teof the
object is not valid without the necessity of deigtit.

E5E model1 i mocel 2 % The begin time of the validity can be also in tbtufe. In
INSERT temp |0:26:28 0:26:449 105%| 104%|0:26:345 |0:28:538 104%| 101%) .
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Rere  |temp [0::085 [0:4:085 | 73| 170w 03825 [0:4:226 | 1a0%| 138% be stored in special tables. New record will bematically
o oo o o ey e - inserted into the database at the time of the In@ggnof the
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Figure 14. Research results

Model 1 does not use the table with maximal valofes
changes, data are inserted into historical tabfdg ib they
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values of changes and historical data are alwaxsdsa

Model 3 stores the value of the identifier of treestl
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This is due to a reduction in the number of records
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Abstract-Information  visualization helps in facilitating
comprehension of conceptual information. Information
visualization plays a powerful role in software product line
architecture. Much work has been done for variability
representation, but little consideration has been given to
scalability, visualization of traceability links, evolution of
variance, etc. There is a greater need for a suitable visual
structure that can illustrate “industrial sized” software
product line architecture in managing these highlighted
factors. There is also a need to perform an evaluation of the
visual structures used for visualization of product line
architecture, finding out their suitability for visualization of a
large and complex software product lines. Our results show
that hyperbolic trees are best suited for visualization of
product line architecture due to their multiple attributes such
as: Exponential growth, scalability, interaction without
hindering the structure and clearer (un-complex) perception.

Keywords-software product line architecture; information
visualization; visual structure

. INTRODUCTION

A software product line is a cluster of software intensive
systems, “sharing a common”, administered set of features,
resulting from the “core assets”, in an agreed upon way [2].
Software product line is hierarchal in nature, with intense
complexity immersed in it, with increase in size, to
industrial level; the intense complexity has increased
exponentially.

The focus, on information visualization has increased,
during the last decade; due to advanced information
processing technology. Its essence is to augment
“cognition” with the help of interacted visual illustrations
[4], keeping in mind that “visual display provides the
highest bandwidth channel from the computer to the human
mind” [9].

The representation of software product line architecture
in visualized form promotes understanding variation and
reduces complexity of the data [1].

The incentive behind representation of software product
line data in visual form is to provide an increased perception
of data with highest interaction capability.

The benefit of mapping of software product line data to
visual structure is best consummated if the visual structure
preserves the specified data. There is a need for performing
an evaluation of visual structure to identify their strengths
and weaknesses. Information visualization has not been able
to make much progress in software product line area.

The focus of this paper is to evaluate the existing visual
structures for software product line architecture. The scope
of the evaluation includes general visual structure along
with ones specifically made for software product line
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visualization. The evaluation criterion are Scope [5],
Abstraction [32], Hierarchy [18], Traceability [14][15],
Scalability [16], Evolution [17], General visual content
[4][8] and Perception [4]. These criterion are carefully
chosen from literature, keeping in mind the attributes of
software product line architecture and the attributes
necessary for good visual structure
[4][5][8]1[14][15][16][17][18][32].

This paper is organized in seven sections: Section | gives
a brief introduction to the concerned problem. Section I is
concerned with the related work. Section Ill defines the
significance of conducting this evaluation. Section 1V
defines the visual structures chosen for evaluation. Section
V presents and defines the metrics used for evaluation
purpose. Section VI presents the evaluation of the visual
structure. Section VII presents the conclusion and direction
for future work.

Il. RELATED WORK

Current visualization techniques in the literature are
presented with a different focus: software visualization
techniques in general, code visualization techniques, tools
and techniques for software architecture visualizations, and
visualization of static characteristic of software.

Price et al. [5] proposed a principled systematic
approach for categorization of characteristics to be
visualized, stating six main categories (scope, context, form,
method, interaction, effectiveness) leading to further
subcategories, which are further extended to other
categories. These categorizations, helped in construction, as
well as selection, of visualization techniques, but they
lacked in specifying the domains for visualization. In short,
visualization techniques, specific to some specialized area,
were not considered, but they were reflected upon as an
individual entity.

Bassil and Keller [10] evaluated qualitatively and
quantitatively, software visualization tools using Price’s
proposed framework. Maletic et al. [11] proposed a task
oriented-approach wherein they incorporated Price’s [5]
proposed framework, taking into consideration development
and maintenance tasks of large scale software’s. Gallanger
et al. [12] took Price’s [5] and Maletic’s [11] approaches
and proposed their own, focusing on stakeholder
perspectives for evaluation of SAVT (Software Architecture
visualization tool).

Roman and Cox [6] and Storey et al. [7] emphasized the
need for evaluation, and proposed their own taxonomies.

Caserta and Zendra [8] presented a literature review on
the static features of visualization techniques and then
assessed them on the basis of three points of evolution
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criteria “changes over versions”, “relationship between
components” and “evolving of metrics with releases” [§].
The focus and scope of all of the above mentioned
papers is different from ours in the sense that, first, our
focus is towards evaluating only visual structures. Second,
evaluation is done exclusively for software product lines.
The scope of this work only includes structures, which are
common and most favorable for software product lines.

I1l. SIGNIFICANCE OF EVALUATION OF VISUAL
STRUCTURE FOR SPL ARCHITECTURE

Evaluation of visual structure for software product line
architecture has major implications. Its importance is gained
from the fact that if visual structure is not aligned with the
needs of the concerned data, all the patterns may not be
visible; a lot of data may be obscured, and context may not
be correctly perceived. In short, departure towards a debacle
takes place, if the right representation mechanism for data
presentation is not selected [3].

Architecture of the development software is a cause of
major apprehension for the stakeholders, and a proper
depiction of architecture is raised in priority, therefore,
software product line architecture has increased the stakes
even more. “By its very nature, architecture is a statement
about what we expect to remain constant and what we admit
may vary” [13]. This, in short, is the motto of software
product line.

The visual structure has a major hold in the visualization
of software product line architecture, in the sense, that if
visual structure is not up to mark then as many visual
interaction techniques are placed; it would never confer a
complete image. As stated by Tufte [3], we considered, that
“There are right ways and wrong ways to show data; there
are displays that reveal the truth and displays that do not”
[3]. For this complication to be overcome; there is a major
need for evaluation of software product line architecture.
Our contribution is on evaluation of visual structures, for the
sole purpose of finding a formfitting structure for software
product line architecture, which would depict the essence of
SPL architecture, with minimum of visual manipulation or
interaction techniques needed for stakeholder task
completion.

IV. VISUAL STRUCTURES

We have chosen visual structures based on the fact that
some of them are already being implemented in SPL and
others are more suited for representing Software Product
Line Data.

Matrix Tables (MT)

Cone Tree (CT)

Tree Maps (TM)

Conventional Trees (CNT)
UML Notations (UMLN)
Textual Form (TXF)

Use Case Map notations (UCM)
Hyperbolic Trees (HBT)

IOGMmMoOO®m>
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Matrix Tables (MT) are a form of representation
mechanism used for illustration of SPL architecture data
[20][21]. Advantage of this system of demonstration is that
it plainly depicts the number of variables linked with an
assortment of data [4]. MT are used in the context of
hierarchal as well as network data. Additionally,
“visualization of data tables is used for detection of data”
[4].

Cone Trees (CT) are another form of representation of
SPL data. They are favorable in nature because of the fact
that they are in essence set in 3D surface space; also, they
are a good form of representation for hierarchal data. Their
visual structure has a significant effect on the perceptive of
the viewer [4].

Tree Maps (TM) are favorable for software product line
data representation simply for the fact that they are a space
filling technique with a true visual format for representation
of hierarchal data [31]. Its essence is to optimize utilization
of full window space with a rectangular region mapping the
hierarchal structure resulting in a “space filling manner”
[31].

Conventional Trees (CNT) either being it be a vertical
tree or horizontal tree [32][31] are another established form
of representation of SPL data [32]. It is a popular form of
depicting hierarchal data using link and containment, with
the links being used to connect nodes (containment
notation). Convention tree structures are based on the fact
that there are no cycles in it and only one axis is used for
division of levels in the tree, making it easy to map and
extrapolate data [4].

UML notations are probably the most utilized form of
representation of architectural data
[27]]28][26][24][29][25]. Specifically, UML class diagrams
are among the most cited in UML representation. Some
used natural language with UML based notations for
representation purpose. This is a relatively common form of
representation for showing generalization, association,
composition, inheritance and it is also used for providing
platform independence.

Textual Form (TXF) is also used for representation of
software product line data [23][22]. This form is useful as
software product line data is extremely large in size, and
folded axis is used to fit the data in the height of the window
and Seesoft [30] form is used in stating file as columns and
line of code as colored strip. These are some forms which
focus on textual representation of SPL data.

Use case map path notations (UCM) are also used for
representation of SPL. It is a concept which is used for
capturing “requirements” at a reasonable level of detail. Its
use in SPL is focused towards capturing of requirement for
construction of architecture [19].

Hyperbolic Trees (HBT) are a unique way of
representing structures. Its nature is that parallel lines
deviate away from each other, “making the circumference of
the circle to grow exponentially with its radius” [18]; thus,
resulting in space being accessible with mounting distance.
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V. EVALUATION CRITERIA

The evaluation criteria are singled out from the literature
on the merit that a visual structure would be most suited for
use in illustrating architecture of a software product line if it
has these features in its essence rather than having them
incorporated externally. Based on the fact that a visual
structure is made on the truth that its impact would amplify
the “cognition” of the stakeholder, in short increase their
perceiving power.

A. Scope

Here, scope defines the intake (visual scope) of all the
structure in one window and does not require the viewer to
scroll or shift windows to see the whole structure. This
means that the whole context is depicted in one window and
a viewer does not have to rotate between different views
[18].

B. Abstraction

This metric is chosen for the fact that at an architecture
level of SPL, the structure is at an abstract level it is not
concerned with the minuscule details such as LOC. Its mean
concern is that it can see what “decisions” present are
leading to which “features”, which further lead to
“component”, whose code is used for implementation, is not
its concern at that level. This is a major metric, in a sense
that fine grain detail (are needed in implementation phase
are not its concern) are not need of the time at this level.

C. Hierarchy

This is one of the major metrics chosen based on the fact
that hierarchy is embedded in the nature of software product
line. If some structure does not pander towards the hierarchy
then its use as part of software product line architecture is
not required, also keeping in mind that those structures that
do not show hierarchy of the SPL architecture data are of no
importance, those structures can be good illustrations for
some task, but are not good representation of the whole SPL
architecture structure. Hierarchy is subdivided into complex
hierarchy and clear hierarchy. Clear hierarchy is a structure
that shows hierarchy of data clearly, whereas complex
hierarchy makes, perception of data complex.

D. Traceability

This is another major metric taken into consideration.
Basically the concept behind it is the fact that the
comprehension of “what” is affected by some “particular
change” is known if “traces” are present [14, 15]. Not just
the fact that they are present, but they should be visible as
well. This fact is favorable in a sense that it gives viewer the
power to not just mentally perceive but visually; see, e.g.,
forward and backward traceability [32]. This metrics is
further subdivided into complex viewer traceability and easy
viewer traceability. These sub factors state the fact that if a
structure is supporting traceability but that it’s not shown
clearly results in “complex factor” and a structure which
shows trace links clearly falls in “easy factor”.
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E. Scalability

This metrics is drawn because of the simple fact that we
are evaluating “industrial size” SPL architecture, which
clearly stats the fact that the structure is not going to be
small or medium by any standard. This is a major issue and
is highlighted by [16], but the literature suggests, that the
present techniques might resolve other issues in SPL, but
they are not scalable for “industrial size” SPL architecture
[16].

F. Evolution

This metric is a simple and well cited one in SPL
architecture in a sense that evolution happens in “space” and
“time” and the structure should be such that it can support
evolution and the changes which occur because of it should
be traceable back to its source. If not then even if you add
changes to its architecture it would bear no consequence
because SPL architecture evolution has “dependencies,
mismatching of variance, high cognitive complexity etc”
incarcerated in it [17].

G. Perception

This metrics is extracted from the fact that visual
structure is always considered to be “good” if what the data
wants to convey is clearly presented, helping in perceiving
patterns, association, and relationship and so on. In short, a
structure is more effective if the data mapped to it is faster
to understand, can express more peculiarity and tend to be
less error prone than other mapping techniques [4]. Also, it
is a well-known fact [9], that a visual image clearly depends
upon the properties of human perception; so a structure is
said to be considered good, if it conveys, only the mapped
data and not something which is not required.

H. General visual content

This general metric contains three sub headings known
as overlapping components, overlapping links and data
obscuring. These, being chosen on the basis that the
obscuring of data is a critical flaw which can lead to
disasters results, overlapping links, tend to be misleading in
evolution handling matter, overlapping of components can
lead to wrong assumption and complexity and shorten the
power of perception considerably. These points combined
together result in disaster if not taken into view when
considering a visual structure for software product line.

VI. EVALUATION OF VISUAL STRUCTURES

The evaluation of visual structures on the basis of
criteria mentioned above is depicted in the below mentioned
table. The (v') mark states that the structure supports it, the
(%) mark states that the structure does not support it, and the
(O) mark states that the concerned feature is not in
contention. Evaluation criteria are a combination of SPL
and visual structure attributes. As indicated before, this
evaluation does not cover general visual structure (physical
data); it only covers, those visual structures which are
accounted for, by abstract data, plus they are already in use,
in SPL architecture.
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TABLEIl. TABULAR EVALUATION OF VISUAL STRUCTURES
Evaluation criteria Visual structure
MT CNT ™ CT UMLN TXF | UCM | HBT
CNT-V | CNT-H UMLN-CD UMLN-NL
Scope x x x x x x x x
Abstraction v v v v x x x x
Hierarchal Clear hierarchy x v v x x ®) ®) ®) O v
Complex v x x 4 v O @) ©) O x
hierarchy
Traceability Complex viewing v x x 4 v O @) O O x
traceability
Easy viewing x 4 4 x x @) @) ©) O v
traceability
Scalability x x x v x x x x x v
Evolution v v v v v v v v v v
Perception x v v x x x x x x v
General Overlapping e} x x x v [e) O [e) O x
visual content | components
Overlapping links | O x x x v @) ®) ®) ®) x
Data obscuring ®) x v @) ®) ®) O x
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The evaluation suggests that the current techniques
(UMLN, TXF UCM) which have been used, for
representation of software product line architecture are
not favorable. They, as a whole, are falling short in all
areas, except in evolution handling; the point to be
highlighted here is that even evolution handling is not
feasible, because they do not support traceability. The
only technique in use for SPL, which to some extent, is
feasible, is MT. But, that too totally lacks in Scope,
Scalability and Perception features. MT partially
satisfies hierarchal and traceability features.

Conventional Trees (CNT) are then quite favorable
as compared to other visual structures, but, they too
also lack in area of scope and scalability.

Cone Tree (CT) falls short in the area of scope,
scalability, and perception (affected because of falling
short in general visual context).

Tree Maps (TM) are quite good visual structures but
the area in which they fall short is hierarchal and
traceability feature because, though they support it, they
fall in the complex area of the above mentioned
features. TM also falls short in the area of perception
because of the fact that there structure is so crowded
that overlapping of component, overlapping of links,
and data obscuring due to component overlapping
makes it hard to perceive.

Hyperbolic Trees (HBT) are the ideal structure,
which falls, in all the right categories. It is a good
structure, for scalability, perceiving, evolution, scope,
abstraction, traceability, hierarchy. In short, they are
“good” for representation of Software product line
architectures.

ISBN: 978-1-61208-283-7

VIl. CONCLUSION AND FUTURE WORK

This paper identified the best suited visual structure
and its need, through evaluation of visual structures for
software product line architecture. Initially, visual
structures were extracted, and then evaluated on the
basis of a defined criterion. The result showed that
those techniques used by SPL architectures lack a lot of
features, only one technique was identified HBT, which
was found to be good for use, by software product line
architecture.

There is a need for interactive techniques, to be
incorporated with HBT for the construction of full
information  visualization  technique for  SPL
architecture, which is seen as part of our future work.

ACKNOWLEDGMENT

We would like to thank all our teachers and
colleagues who helped. A.K, thanks MR. Mushtaq and
MR. Abdullah for their endearing support.

REFERENCES

[1] K. Berg, J. Bishop, and D. Muthig, “Tracing Software
Product Line Variability — From Problem to Solution
Space,” In Proceedings of the 2005 annual research
conference of the South African institute of computer
scientists and information technologists on IT research in
developing countries (SAICSIT '05). South African
Institute for Computer Scientists and Information
Technologists, South Africa, pp. 182-191, 2005.
[Retrieved: June, 2013].

155



ICCGI 2013 : The Eighth International Multi-Conference on Computing in the Global Information Technology

[2]

(31

(4]

[5]

(6]

[7]

(8l

(9]

[10]

[11]

[12]

[13]

[14]

[15]

[16]

Copyright (c) IARIA, 2013.

D. John. McGregor, “Software product lines”. Journal of
Object Technology, vol. 3, no. 3, pp. 65-74,
April/March, 2004. [Retrieved: June, 2013].

R. Edward. Tufte. “Visual explanation:Images and
Quantities, Evidence and Narrative”. Cheshire, CT:
Graphics Press, 1997.

S. Card, J. Mackinlay, and B. Shneiderman. “Readings
in Information Visualization - Using Vision to Think”,
Morgan Kaufmann, 1999.

A. Blaine. Price, R. Baecker, and S. lan. Small, “A
Principled Taxonomy of Software Visualization,” J.
Visual Languages and Computing, vol. 4, no. 3, pp. 211-
266, September, 1993. [Retrieved: June, 2013]. doi:
10.1006/jvIc.1993.1015.

G. Catalin. Roman and C. Kenneth. Cox. “A Taxonomy
of Program Visualization Systems,” Computer, Vol. 26,
no. 12, pp. 11-24, December, 1993. [Retrieved: July,
2013]. doi: 10.1109/2.247643.

M. Storey, F. Fracchia, and H. Muller. “Cognitive
Design Elements to Support the Construction of a Mental
Model During Software Exploration,” J. Systems and
Software, vol. 44, pp. 171-185, January, 1999.
[Retrieved:  June, 2013]. doi: 10.1016/S0164-

1212(98)10055-9.

P. Caserta and O. Zendra. “Visualization of the static
aspects of software: A survey,” IEEE Transactions on
Visualization and Computer Graphics, vol. 99, no.
RapidPosts, August, 2010. [Retrieved: July, 2013]. doi:
10.1109/TVCG.2010.110.

C. Ware. “Information visualization:Perception for
design”. Morgan Kaufman Publishers, 2nd ed, 2004.

S. Bassil and R. Keller. “A Qualitative and Quantitative
Evaluation of Software Visualization Tools,” Proc. 23rd
IEEE Int’l Conf. Software Eng. Workshop Software
Visualization, pp. 33-37, 2001. [Retrieved: July, 2013].
J. Maletic, A. Marcus, and M. Collard. “A Task Oriented
View of Software Visualization,” Proc. IEEE Workshop
on Visualizing Software for Understanding and Analysis
(VISSOFT 2002), Paris France, pp. 32-40, June. 2002.
[Retrieved: July, 2013]. doi:
10.1109/VISSOF.2002.1019792

K. Gallagher, A. Hatch, and M. Munro. “Software
Architecture Visualization: An Evaluation Framework
and Its Application,” IEEE Trans. Visualization and
Computer Graphics, vol. 34, no. 2, pp. 260-270,
March/April, 2008. [Retrieved: June, 2013]. doi:
10.1109/TSE.2007.70757.

L. Bass, P. Clements, and R. Kazman. “Software
Architecture in practice”, Second Edition, Publisher:
Addison Wesley. 2003.

A. Luis. Sequeira. Sousa. “Traceability Support in
Software Product Lines”. Thesis report, Lisboa, 2008.

A. Samuel. Ajila and B. Ali. Kaba. “Using Traceability
Mechanisms to Support Software Product Line
Evolution” Information Reuse and Integration, 2004. IRI
2004. Proceedings of the 2004 IEEE International
Conference on, vol., no., pp.157-162, 8-10 November,
2004. [Retrieved: July, 2013]. doi:
10.1109/IR1.2004.1431453.

L. Chen, M. Ali. Babar, and N. Ali. “Variability
Management in Software Product Lines: A Systematic
Review”.In Proceedings of the 13th International

ISBN: 978-1-61208-283-7

[17]

(18]

(19]

[20]

[21]

[22]

(23]

[24]

[25]

[26]

[27]

(28]

Software Product Line Conference, SPLC 09, pp. 81—
90, Pittsburgh, PA, USA, August, 2009. Carnegie
Mellon University. [Retrieved: June, 2013].

J. Bosch, G. Florijn, D. Greefhorst, J. Kuusela, J. Henk.
Obbink, and K. Pohl. “Variability Issues in Software
Product Lines”. Springer. LNCS 2290, pp. 13-21,
October, 2002, [Retrieved: June, 2013]. doi: 10.1007/3-
540-47833-7_3.

J. Lamping and R. Rao. “Hyperbolic Browser:A
focus+context  Techniques for visualizing large
hierarchies”. Journal of visual languages and computing,
vol. 7, no. 1, pp. 33-55, March, 1996. [Retrieved: July,
2013]. doi: 10.1006/jvlc.1996.0003

T. John. Brown, R. Gawley, R. Bashroush, I. Spence, P.
Kilpatrick, and C. Gillan. "Weaving behavior into
feature models for embedded system families”. Software
Product Line Conf. pp. 52-61, August, 2006. Baltimore,
Md [Retrieved: July, 2013]. doi:
10.1109/SPLINE.2006.1691577

H. Ye and H. Liu. “Approach to modelling feature
variability and dependencies in software product lines”.
IEEE. vol. 152, pp. 101-109, June, 2005. [Retrieved:
June, 2013]. doi: 10.1049/ip-sen:20045007.

S. Ferber, J. Haag, and J. Savolainen. "Feature
Interaction and Dependencies: Modeling Features for
Reengineering a Legacy Product Line". Software
Product Lines (SPLC2): Springer. pp. 235-256, August,
2002. [Retrieved: July, 2013]. doi: 10.1007/3-540-
45652-X_15

K. Chul. Kang, S. Kim, J. Lee, K. Kim, E. Shin, and M.
Huh. “FORM: A feature-oriented reuse method with
domain specific reference architectures”, Annals of
Software Engineering, vol. 5, pp. 143-168, 1998.
[Retrieved: July, 2013]. doi: 10.1023/A:1018980625587
A. van Deursen, M. de Jonge, and T. Kuipers. "Feature-
Based Product Line Instantiation Using Source-Level
Packages". Software Product Lines (SPLC2): Springer.
pp. 217-234, August 2002. [Retrieved: June, 2013]. doi:
10.1.1.16.6376.

D. Muthig and C. Atkinson. "Model-Driven Product
Line Architecture”. Software Product Lines (SPLC2):
Springer. pp. 110-129, August, 2002. [Retrieved: June,
2010]. doi: 10.1007/3-540-45652-X_8

D. Fey, R. Fajta, and A. Boros. "Feature Modeling: A
Meta- Model to Enhance Usability and Usefulness".
Software Product Lines (SPLC2): Springer. pp. 198-216,
August, 2002. [Retrieved: June, 2013]. doi: 10.1007/3-
540-45652-X_13

S. Salicki and N. Farcet. "Expression and Usage of the
Variability in the Software Product Lines". Software
Product-Family Eng (PFE-4): Springer. pp. 304-318,
October, 2002. [Retrieved: July, 2013]. doi: 10.1007/3-
540-47833-7_27.

G. Halmans and K. Pohl. “Communicating the variability
of a software-product family to customers”. Software
and Systems Modeling, vol. 2, pp. 15-36, March, 2003.
[Retrieved: June, 2013]. doi: 10.1007/s10270-003-0019-
9.

F. Bachmann, M. Goedicke, J. Leite, R. Nord, K. Pohl,
B. Ramesh, and A. Vilbig. "A Meta-model for
Representing ~ Variability in  Product  Family
Development". Software Product-Family Eng (PFE-5):

156



ICCGI 2013 : The Eighth International Multi-Conference on Computing in the Global Information Technology

[29]

[30]

[31]

[32]

Springer. pp. 66-80, November, 2004. [Retrieved: July,
2013]. doi: 10.1007/978-3-540-24667-1_6.

D. Lyn. Webber and H. Gomaa. “Modeling variability in
software product lines with the variation point model”.
Sci. Comput. Program., vol. 53. pp. 305-331, December,
2004. [Retrieved: June, 2013]. doi:
10.1016/j.s¢ic0.2003.04.004.

S. G. Eick, J. L. Steffen, and E. E. Sumner, "SeeSoft —a
Tool for Visualizing Line Oriented Software Statistics".
IEEE Transactions on Software Engineering, vol. 18, pp.
957-968, November, 1992. [Retrieved: June, 2013]. doi:
10.1109/32.177365.

B. Johnson and B. Shnedierman. "Tree-maps: a space-
filling approach to the visualization of hierarchical
information structures," Visualization, 1991.
Visualization '91, Proceedings, IEEE Conference on,
vol., no., pp. 284-291, 22-25 October, 1991. [Retrieved:
July, 2013]. doi: 10.1109/VISUAL.1991.175815.

D. Nestor, L. O'Malley, A. Quigley, E. Sikora, and S.
Thiel, "Visualisation of Variability in Software Product
Line Engineering,” in 1st International Workshop on
Variability Modelling of Software Intensive Systems
(VaMoS-2007), Limerick, Ireland, 2007. [Retrieved:
July, 2013]. doi: 10.1.1.136.9399.

Copyright (c) IARIA, 2013.  ISBN: 978-1-61208-283-7

157



ICCGI 2013 : The Eighth International Multi-Conference on Computing in the Global Information Technology

A Novel Multiple Attributes Decision Making Approach

For Multimedia Session Selection

Tein-Yaw Chung, Ibrahim Mashal, Fong-Ching Yuan, Yuan-Hao Chiang, Osama Alsaryrah
College of Informatics
Yuan Ze University
Taoyuan, Taiwan
{csdchung, imyuan}@saturn.yzu.edu.tw, {ibrahimmashal, bpmania, osanaji}@netlab.cse.yzu.edu.tw

Abstract— The fourth generation (4G) network integrates
various access technologies, such as UMTS, WiMAX, and
WLAN. In the 4G environment, a handset with multiple
interfaces can switch among access networks to achieve
ubiquitous service. However, how to select the best access
network is critical for users to obtain their preferred services.
In the past, Always Best Network Connection (ABNC) has
been presented to select an access network based on properties
of communication session, which is composed of both source
and destination access networks. Nevertheless, ABNC fails to
consider current multimedia services, which require an end-to-
end bandwidth much larger than that of voice sessions and
media types, such as voice, video, and data. In this paper, an
extension to ABNC is presented to support multimedia services
by exploiting parallel paths between multimode handsets. We
formulated the problem as a Multiple Attributes Decision
Making (MADM) hierarchy with a utility-based media
assignment and utilized a hybrid Analytic Hierarchy Process
(AHP) and Simple Additive Weighting (SAW) scheme to solve
the problem. Finally, an example is illustrated to show how the
scheme works.

Keywords-4G; ABC; ABNC; MADM; AHP; SAW.

. INTRODUCTION

The main feature of 4G is in its ability to integrate
different access technologies, such as universal mobile
telecommunication system (UMTS) [1], Worldwide
Interoperability for Microwave Access (WiMAX) [2], and
wireless local area networks (WLAN) [2], leading us to all-
IP networking era. The vision of a 4G mobile system is to
integrate various radio access technologies (RATS) into a
common network called the open wireless architecture
(OWA) platform.

To enjoy the convenience of 4G, nowadays, handsets are
equipped with multiple interfaces and can switch among
various access networks to achieve ubiquitous service.
However, 4G networks still face a number of challenges; one
of them is to select the best access network based on user
preferences.

An earlier solution was using Always Best Connected
(ABC) schemes. ABC enables a user to choose the best
available access network that best suits his/her needs based
on receiving signal strength (RSS), cost, quality, security,
etc. Later on, a new paradigm called Always Best Network
Connection (ABNC) is presented. ABNC selects an access
network based on properties of communication session,
which is composed of both source and destination access
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networks. It has been proved that ABNC indeed works better
to meet user’s requirements [3] .

ABNC, however, has a number of deficiencies when it is
applied for multimedia communications: first, ABNC
considers only RSS as an index of quality; it does not
consider other indices, e.g., bandwidth. Second, ABNC does
not exploit path diversity between the source and the
destination; it only chooses a path for end-to-end
communication between two peers. Finally, ABNC only
considers voice sessions, which only require small
bandwidth. Thus, ABNC cannot meet the need of
multimedia communications, which require exchange of
various media data such as video that needs a large
bandwidth. Thus, a more comprehensive model than ABNC
is required for multimedia session services.

In multimedia communication, multiple connections need
to be set up between the source and the destination for
exchange of various media type of data, such as data, audio,
and video. Besides, many paths may exist between handsets
with multimode interfaces. Thus, each connection may be set
up on different path. Therefore, to support multimedia
services, the new model must allow us to select which path
or set of paths for connection setup to best meet user’s
preference. In this paper, we extended ABNC and presented
a new paradigm called Always Best Multiple Network
Connections (ABMNC) for multimedia services.

ABMNC is formulated as a Multiple Attributes Decision
Making (MADM) problem. The ABMNC decision hierarchy
chooses a combination of network connections instead of
each individual connection based on a number of attributes
such as cost, quality, security, and power consumption. The
ABMNC decision hierarchy also weights each media type in
a multimedia service according to its significance in
communication. To assign a media type on a network
connection with best communication quality, the media
assignment problem was formulated as a utility-based
Multiple Knapsack Problem (MKP). Furthermore, to reduce
the complexity of the MADM and have a reasonable number
of alternatives, the original MADM hierarchy is decomposed
into three iterated sub-MADM hierarchies. A novel hybrid
AHP and SAW scheme was presented to efficiently solve the
iterative strategy. Finally, an example is used to illustrate
how ABMNC works.

In summary, this work has three contributions: A new
paradigm called ABMNC is defined; a utility-based media
assignment problem based on the significance of each media
on multimedia communication is formulated as a MKP
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problem; an efficient iterative problem solving scheme that
integrate SAW, AHP and path selection is presented to solve
ABMNC.

The rest of the paper is organized as follows. Section Il
summarizes related work. Section Il describes and
formulates the multimedia session selection problem.
Section IV depicts the proposed methodology, and a hybrid
scheme of SAW and AHP is presented. An example to
illustrate ABMNC is given in Section V. Finally, Section VI
concludes the paper.

Il. RELATED WORK

ABC has been extensively studied by a number of
researchers. The Concept and architecture of ABC are
described in [4]. V. Gazis et al. [1] formulates the ABC
problem as a variation of the Knapsack problem with
multiple knapsacks, and further proved it to be NP-Hard.
Given a set of flows, [5] formulate ABC as a variant of bin
packing problem and presents a series of approximation
algorithms based on First Fit Decreasing (FFD) algorithm
that selects a network to meet user’s Quality of Service
(QoS) requirements and with maximal admitted flows for a
user. However, the approach used in [1] addresses the
problem from a network perspective. What it is maximized is
the admitted flow, not the user satisfaction. J. Jackson et al.
[6] intends to achieve ABC over WLAN and WiMAX by
using a new mechanism to detect QoS support of the
underlie networks.

In [7], both user preferences and attributes of access
networks were considered, and ABC was formulated as a
problem of MCDM. A hybrid Analytic Network Process
(ANP) [8] with RTOPSIS [9] model based on several
decision making algorithms to select the best candidate
networks from the user’s perspective is proposed in [10]. It
solves the rank irregularity problem and eliminates the
interdependence between criteria. All previous researches in
ABC focus on source access network selection, which is
appropriate when a multimode handset is in a standby mode.
However, when a service session is being set up, ABC is no
longer efficient as the performance of a service session
depends not only on the source access network, but also on
the corresponding access network.

In [3] , ABNC was proposed. ABNC enables users with
multimode handsets to select the best network connection for
a voice session, which consists of source and destination
access network pair, to satisfy quality constraints and users’
preferences. However, when a multimedia session with
multiple media type and bandwidth requirement is being
setup, ABNC cannot meet the need.

I1l.  MULTIMEDIA SESSION SELECTION

The characteristics of a multimedia session are
determined by the source and the destination access
networks. A multimedia session consists of three media
types: video, voice, and data. The problem of selecting the
best connection becomes more complicated since a
configuration or alternative may consist of one or more
connections and the significance of each media type in
communication quality must be considered. In this section,
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multimedia session attributes are described first. Then, the
utility functions for media assignment are presented. Finally,
the problem of multimedia session selection is formulated.
Table | shows a summary of notations used in this section.

A. Multimedia Session Attributes

Multimode handsets came with multiple interfaces,
which mean that a combination of different access networks
can be exploited during communications. Given source

handset S and correspondent handset C, A’ and AjC denote

access networks of source handset and access networks of
corresponding handset, respectively.

TABLE I. SUMMARY OF NOTATION FOR OUR PROBLEM
FORMULATION
Symbol Meaning
k Transmission configuration identifier
c The cost for a multimedia session with
k configuration k
P The power consumption for a multimedia
k session with configuration k
The security level for a multimedia
session with configuration Kk
U The utility for a multimedia session with
k configuration k
Weight for criteria cost, power, quality,
W Wp » Wy W and gecurity level, respecptively ety

Let S; denote a connection established from source

handset interface i to corresponding handset’s interface j ,
and be defined as S; =(A7,A7) . For example,

Sumtswin Means the connection is established from UMTS

interface of source to the WiFi interface of destination. Due
to the nature of multimedia session ABMNC considers more
than one connection. We define k as a set of configurations
that indicates how caller and callee are connected through
their access networks. For example, the configuration
K = (Sumrs wiri » Swiriwinr ) Means there are two connections

established from UMTS and WiFi interface of source to the
WiFi interface of destination.

Connections can be characterized by cost, power,
security level, and utility, which are specified in the user
profile.

e Cost: The cost information can be acquired from

ISP. Charging depends on both source and
destination networks, the cost is presented

as C(S;)=C(A’,A7) . The cost should be
accumulated on the number of interfaces used by
both sides during communication.

e Power: The energy consumed per unit of time. It
depends not only on the type of AS but also on the
number of interfaces used during a call.

e Security Level: Access networks implement
different security mechanism and have different
security levels. The security level of access network
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without considering the application-level encryption
mechanism follows the order of

SL(Ayurs) > SL(Aywax ) > SL(A,s ) [11]. The security level

of a path is defined as the minimal security level of
the access networks that consist of the path,

SLe(S, ) = min{SL(A®),SL(AS)}.

e Utility (quality): Although delay, packet loss rate of
candidate connections and data rate allocation for
each medium can be used to measure the quality of a
multimedia session, we only consider the data rate as
the quality index. The utility function u, for

configuration k will be defined in the next section.

The parameter cost, power, and security can be easily
specified in the user profile but not the utility because the
available bandwidth of each access network changes
dynamically. In this study, it is assumed that each
handset uses an IS service on Media Independent
Handover (MIH) to report its available access networks
and their respective available bandwidth [2] . Thus, with
the assistance from IS, a handset can acquire all needed
information for network selection.

B. Utility-Based Media Assignment

In this section, a utility-based measurement scheme is
presented to evaluate the quality of multimedia services,
based on which, the media session assignment is formulated
as a MKP.

The design of the utility functions is to strike a balance
between system utilization and system QoS requirements.

Let U," be the utility function of a given configuration k for

some medium m, where m e{video,voice,data} , and is
defined as follows:

X
Uy =w, log, (1+ bm) 1)

m

where X and b, are the allocated and requested BW for

media m, respectively. wy, is the weight for media m which is
obtained from AHP. Because humans are more sensitive to
voice (speech) than video, and data is considered the least
important, the weights for video, voice, and data are:

>W >W

voice video data *

In the ABMNC, the network connection problem is
modeled as a simplified MKP. In MKP, every path of
different bandwidth between the caller and callee is
considered as a bucket of different size. Each medium of
different bandwidth requirement is considered an object of
different size that to be included in one of many possible
buckets. The objective is to assign objects to the available
buckets such that the maximal utility value can be achieved
without overflow. Thus, given N different paths, the media
assignment problem of ABMNC is defined as follows.
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N X
= ranZ;w . log, @+ b—m)x .

N 0]

where U is the utility or scores acquired by optimizing
the allocated rate for a configuration k comprising a set of
dedicated connection(s), x,, denotes the m" type of media

object assigned to the i" path, U, represents the utility value
of media m, which depends on its weight W and allocated

bandwidth X with respect to its required bandwidth bm .

The first constraint ensures that the total allocated
bandwidth to path i will not exceed its limit (knapsack
weight) W, , the available bandwidth of path i. The second

one indicates each medium can only be assigned to one path.
X, /b, isranged from zero to one, so the maximal value of

U, isone. T, limits X  to have a minimal threshold value

to ensure an acceptable quality level for media m. A
connection is feasible only if it has bandwidth larger than the
threshold value.

C. Problem Formulation

Given a pair of communicating parties, each is equipped
with n interfaces. Then, there exist n® possible network
connections between them. A multimedia session contains
three medium sessions: video, voice, and data session, and
each can take any one of the connections. Assume one
medium can pass only on one connection and more than one
medium can share one connection when the connection has
sufficient bandwidth. With this assumption, there exist
(n%)®=n® possible transmission configurations. So, the

problem of ABMNC is to choose the best configuration from
the large number of possible configurations.

Based on the previous analysis of session attributes,
choosing the best configuration belongs to a MADM
problem and can be defined as follows.

S =arg, maxw C, +w P, +w U, +w,SL,
st.CB >T, and CS <T, @)

where S”is the best configuration obtained by comparison

between score of k, which is the addition of the normalized
contribution from each criterion multiplied by the weight
factors. Let CB be the set whose elements are adequate when
they are bigger than a threshold T, , e.g., bandwidth. Let
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CS be the set whose elements are adequate when they are
smaller than a threshold T such as delay.

The MADM decision hierarchy for ABMNC can be
shown in Fig. 1. The goal of the hierarchy is to select the
most suitable configuration k for transmission at the top
level. Solution alternatives are located at the bottom nodes.
Video, voice and data are represented asv ,s, and d ,
respectively.

IV. ABMNC

Applying a simple MADM solution to our problem is not
feasible because we have to compare a large number of
alternatives, which makes it impractical for real time
applications. In the proposed scheme, the original hierarchy
is decomposed into three iterated sub-MADM hierarchies
and a hybrid scheme of SAW and AHP is used to efficiently
solve the problem. AHP is used to decide the relative
importance of criteria and media, which is then used by
SAW for scoring. In the hybrid SAW and AHP scheme, each
sub-MADM rates the path alternatives by considering all
criteria except utility to produce a partial score first. Then,
the overall score of a configuration is computed by merging
the utility value after each media type is assigned.

Best
configuration

S(M),S125),
Sis(d)

Figure 1. MADM hierarchy

S11(v,8),812(d)

The MADM hierarchy is divided into the single-path
sub-MADM hierarchy that takes one path as input, the dual-
path sub-MADM hierarchy that takes two paths, and the tri-
path sub-MADM hierarchy that takes three paths. The
single-path Sub-MADM hierarchy outputs its best
configuration as an input to dual-path Sub-MADM. The
dual-path Sub-MADM tries to find a better result by
combining the input best single path with another path.
Similarly, the tri-path Sub-MADM tries to find an optimal
configuration that has three paths by integrating the best dual
path from the dual-path Sub-MADM and another candidate
path. Fig.2 shows single-path sub-MADM hierarchy.

A.  AHP Weighting

In this study, AHP is used because it is easy to
understand and does not need too much calculation.
Furthermore, AHP is very convenient to establish a
mathematical model [12]. AHP can be summarized as the
process of constructing a problem as a hierarchy with a large
number of attributes. The first step of AHP is to construct a
decision hierarchy as shown in Fig.1l. Then, pair-wise
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comparison between alternatives for each attribute in each
hierarchy is done.

Since our approach deals with multiple media sessions,
AHP must not only weight criteria or attributes w ,w ,,w,

andw, of our MADM hierarchy, but also weight media
w ,, | m e{video,voice,data} that is used during media

assignment. Normally, attribute weights are decided
according to user’s preferences and AHP illustrates how
important each attribute is by determining the relative
weights of the compared attributes.

B. SAW

SAW is a simple and most often used multiple attribute
decision technique. The method is based on the weighted
average. In our research, the overall score of an alternative is
computed as the weighted sum of all the attribute values.
SAW classifies criteria into two categories, beneficial and
non-beneficial. A criterion is beneficial if users are interested
in having a higher value of it, e.g., security and utility;
otherwise it is non-beneficial, e.g., cost and power.

In our study, the parameters used for different access
technologies are derived as follows: the cost is referred by
recent ISP charging mechanism, the power consumption, i.e.,
standby time is based on the specifications of some
representative multimode handsets, and the relative values of
security level are from some wireless technical reports as
shown in Table I11.

Acquire feasible paths Sj

Media Assign

()

Partial score

"
Utility I

Final score = Weighted utility + partial score

Figure 2. Single-path sub-MADM hierarchy

The scale values of 1-9 with calibration is used where 1
stands for extremely low while 9 represents extremely high.
Table Il shows the scale values, which are assigned to power
and security.

V. ABMNC EXAMPLE

In this section, a simple example is shown to illustrate
how ABMNC works.

A. Single-path

In the example, the source and the corresponding handset
each have three interfaces, UMTS, WiMAX, and Wi-Fi.
Thus, there exist 9 candidate network connections for the
single-path sub-MADM hierarchy as shown in Table V.

First, AHP is used to elicit the weight for media (w,,) as
shown in Table IV. The voice row shows that voice is twice
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as important as video, three times as important as data, and
equal to itself. The video row shows that the video is twice
as important as data. The matrix satisfies the transitive
condition. The Consistency Ratio (CR) is applied to prove
the matrix is consistency. [13] explains that when the CR of
the comparison matrix is less than 0.1, a precise result can be
achieved. Since our CR is equal to 0.0079, it is far below 0.1
so the matrix is consistent. A comparison matrix is also
evaluated using Arithmetic Mean of the Normalized Column
Vectors (AMNCYV). AMNCYV is defined as follows:

1 &l oay o
i=mz \mIJ i,j=12,...]m| (4)
j=1
] Zaij
i=1
TABLE II. SCALE VALUES OF 1-9
Value Definition
1 Extremely low
3 low
5 average
7 high
9 Extremely high
2,4,6,8 Middle value between elements
TABLE III. PARAMETERS SETTING
Caller Callee
UMTS 420mins Irrelevant
Power WIMAX | 180mins Irrelevant
Wi-Fi 210mins Irrelevant
UMTS Middle
Security | WiMAX High
Wi-Fi Low
UMTS 0.0003%/s | 0.0005%/s
Cost WIMAX | 0.0005%/s | 0.0003%/s
Wi-Fi 0.0001%/s | 0.0002%/s
TABLE IV. COMPARISON MATRIX OF MEDIA WITH RESPECT TO THE
CRITERION UTILITY
Utility | Video | Voice | Data
Video 1 1/2 2
\Voice 2 1 3
Data 1/2 1/3 1

Given w, =w and w, =W, , &

denotes an element in the comparison matrix. The media
weight w_ acquired by (4) is w4, =0.297
Whice =0.539, and w . =0.164. By a similar process, we
can readily obtain weights for criteriaw = 0.36, w,= 0.05,
w,=0.05,and w,=0.54.

Second, SAW is used to construct a decision matrix
based on parameters and scale values, where criteria
considered are cost, power, and security level. In the un-
normalized decision matrix,v ; represents the original score

of the j ™ criterion of the i ™ alternative. Table V shows the

scores of all alternative paths in the un-normalized decision
matrix.

video W2 =Wvoice '
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Third, v,; must be normalized tor, , the higher ther, , the
better the alternative performs with respect to the jth
criterion. Beneficial criterion is normalized by using (5)

while Non-beneficial criterion is normalized by using (6).

__ Vi
rij a max; (V ij ) (5)
.o min; (v;) ( )
ij V. 6

ij

Finally, the best configuration is obtained by comparing
the weighted average of all alternatives from normalized
decision matrix by using (7).

MAX 2 w1 (7)
]:

where m denotes the number of criteria and w is the
weight of the j™ criterion. We assume W,=w, o,
W, =w,_,,andwg =w,_,. By applying (7), we get Table
VI, which shows the partial scores of alternatives without
utility criterion.

It can be seen from Table VI that the best alternative is
S 5 (WIFi-WiFi). Intuitively, S, is the right choice since the

selection seems cost-preferred without taking utility into
consideration. Assume the bandwidth of S, is 90Kbps, the

media assignment scheme will allocate 64 Kbps, 16 Kbps,
and 10 Kbps to video, voice, and data, respectively. By

applying (2), we get the utility of video U™ 0.067, U}**
0.161 and U /™ 0.083. Thus, the total utility score U, is
equal to 0.311 and the final score of S, is equal t0 0.588.

TABLE V. UN-NORMALIZED AND NORMALIZED DECISION MATRIX
WITH RESPECT TO CRITERIA COST, POWER, AND SECURITY LEVEL
Decision matrix UN-Normalized Normalized
Beneficial:1/Non-Beneficial:0| 0 0 1 0 0 1
The weight of criteria 0.36 | 0.05 | 0.05 |0.36( 0.05| 0.05
. Criteria Cost [Power|Security |Cost|Power|Security
Alternatives
UMTS-UMTS S, 0.0008| 3 8 ]0.38| 1.00 | 0.89
UMTS-WiMAX S, 0.0006| 3 8 0.50{ 1.00 | 0.89
UMTS-WiFi Si 0.0005| 3 7 0.60{ 1.00 | 0.78
WIiMAX-UMTS S, 0.0010| 7 8 ]0.30| 0.43 | 0.89
WiMAX-WiMAX S,, 0.0008| 7 9 1]0.38/ 043 | 1.00
WiMAX-WiFi S, 0.0007| 7 7 0.43| 043 | 0.78
WiFi-UMTS S, 0.0006| 6 7 10.50| 0.50 | 0.78
WiFi-WiMAX S,, 0.0004| 6 7 10.75/ 050 | 0.78
WiFi-WiFi S, 0.0003| 6 7 ]1.00| 0.50 | 0.78
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TABLE VI. PARTIAL SCORE FOR SINGLE-PATH

Su S12 Si3 Sz S22 S Sa1 S32 Sa3
023 | 028 | 0.31 | 0.18 | 0.21 | 0.22 | 0.24 | 0.33 | 0.42

B. Dual-path
In dual-path, a large number of possible configurations is
considered. The output of the single-path sub-MADM S, is
input to the dual-path sub-MADM, which tries to find the
best result by combining S,, with another path in order to

reduce the complexity.
When considering a dual-path alternative, the normalized
scores of all v, must be reevaluated, because the computed

results will be changed if max; (/) and min; () change.
Fortunately, the v,; with respect to all criteria except utility
will become smaller for beneficial criteria and larger for non-
beneficial criteria if more paths are involved. Thus, when we
insert a new dual-path configuration by adding single-path to
an existing single-path alternative, max; (/) and min; ()
remain the same when utility is not considered. Therefore,
Table V remains unchanged.

When the same computations are applied on the dual-
path configuration, the partial score of k, ={S,,,S,,} canbe
derived as 0.243, which is smaller than k, ={S,,}. The

partial scores for dual-path are shown in Table VII.

TABLE VII.  PARTIAL SCORE FOR DUAL-PATH
$32,833 | S31,833 | S23,S33 | S11,S33
0.243 0.209 0.184 0.175

We assume the bandwidth of S, is 90Kbps. Then, the media
assignment scheme will assign 64 Kbps, 64 Kbps, and 20
Kbps to video, voice, and data , respectively toS,, and S,.
By applying (2), the utility of video U, voice U;”* and
data U™ can be readily obtained as 0.067, 0.5, and
0.147 ,respectively. The total utility score U, equals to
0.714. Finally, the final score of k, ={S,,,S,,} is derived to
be equal to 0.629 , which is larger thanS,,. So the best

configuration is S”=(S,,,S,) by the dual-path sub-

MADM. The triple-path sub-MADM, in this case, cannot
find a better configuration and hence ABMNC returns

configurationS ™ = (S,,,S,,) as the best connection.

VI. CONCLUSION

Multimedia communication has become part of daily live
for many people. Therefore, how to choose an appropriate
configuration for a multimedia session between multimode
handsets is an important issue. In this paper, a new paradigm
called ABMNC is presented to address this issue. Unlike
traditional network selection problems, ABMNC is modeled
as a MADM problem along with media assignment. To
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reduce the size of candidate solutions, the ABMNC MADM
hierarchy is divided to three Sub-MADMSs and an efficient
hybrid SAW and AHP scheme was proposed to solve the
problem. An example has been illustrated to show how our
presented approach works.

This paper only considered bandwidth as a quality index.
In the future, we will consider more types of QoS parameters
like packet loss rate, delay, etc., to make ABMNC more
practical. Also, each criterion in connection evaluation may
be correlated. For example, a larger bandwidth may also cost
more. So, we will use different MADM model other than
AHP in our future study.
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Abstract— In the past, Always Best Network Connection
(ABNC) has been presented to selecting an accesstwuek
based on the characteristics of communication sesesi in
heterogeneous wireless networks. The novelty of AENis to
consider both source and destination access netwarkvhen a
voice session is being setup. However, it is notitable for
multimedia service, which consists of video and dat in
addition to voice. This paper presents an Always Be
Multimedia Network Connection (ABMNC) model to support
multimedia services. ABMNC is an integration of a Miltiple
Attribute Decision Making (MADM) problem and a util ity-
based Multiple Knapsack Problem (MKP). We present a
hybrid Analytic Hierarchy Process (AHP) and SimpleAdditive
Weighting (SAW) scheme to solve the problem. Finall a
heuristic algorithm was proposed to reduce the conipxity of
access network selection. The simulation results e that the
presented approach performs better than current appoaches.

Keywords-4G; ABC; ABNC; MADM; AHP; SAW, Utility.

l. INTRODUCTION

u.tw

zu.edu.tw .edu.tw
network but also on the chosen corresponding access
network.

ABNC [5] extends ABC to let users select the best
network connection, which consists of the sourcd Hre
destination access network pair when handsetscaipped
with multiple interfaces. It has been shown that NKB
indeed works better to meet user’s requirementsveier,
ABNC is designed for voice sessions and is nogbletfor
multimedia services for the following reasons: thtsa
multimedia session can be established on many pathtas
more than one media type and thus, we may choose mo
than one path and have to assign each media typleeto
chosen paths, which is not considered in ABNC. 8dlgp a
multimedia session contains media type such asoviblat
requires much larger end-to-end bandwidth than @evo
session. This paper presents a more flexible modktd
Always Best Multimedia Network Connection (ABMNC).
ABMNC extends ABNC to support multimedia servicesl a
deals with different multimedia sessions such adew;
voice, and data. ABMNC constructs multiple end-btaole

Nowadays, various access networks such as Generednnections between users, and then chooses tite bes
Packet Radio Service (GPRS) [1], Long Term Evohutio configuration that comprises one or more connestiith

(LTE) [2], Microwave Access (WiIMAX) [3], and Wiress

Local Area Networks (WLAN) [3] have been deployed

widely. Each access network provides different lkevef
Quality of Service (QoS), in terms of bandwidth, bitity,
coverage area, and cost to the mobile users. Nadrgtion

respect to multiple media sessions.

In this study, ABMNC is formulated as a Multiple
Attribute Decision Making (MADM) problem. The ABMNC
decision hierarchy chooses a set of network cororect
based on attributes such as cost, quality, secaity power

networks (NGN) commonly known as 4G integrate thesg€onsumption. The ABMNC decision hierarchy weighlis a

different access technologies and support all Bedadraffic.
Indeed, 4G users will be able to connect seamlessly
various access networks that offer the best pessilohlity at
any time and any place.

Despite all potential advantages of 4G, selectibthe
best network connection remains one of the mosbitapt
concerns and critical issues. Based on user prefese the
best access network must be selected to establistection

between source handset and corresponding handset.
widely accepted approach called Always Best Commukect

(ABC)[4] has been proposed to solve this probleBCAs
user-centered which means it makes users alwayseltbe
best available access networks at any place andiuey

media types in a multimedia service and then assign
media type to a network connection. In order taucedthe
complexity of MADM and have a reasonable number of
alternatives, the MADM hierarchy is decomposed imiany
iterated sub-MADM hierarchies. Also, the media @ssient
problem is formulated as a utility-based Multipledpsack
Problem (MKP) and a heuristic approach is presemted
solve the problem. Simulation results show thathmuristic
approach can perform well as compared with thatamof
exhaustive searching scheme.

This paper adds contributions to [6] by introduciag
heuristic path selection algorithm. Also, simulatiovas
performed to study the performance of our presented

However, in many situations choosing a good accesglgorithms.

network is not good enough. For example,
communication is charged not only based on souccesa
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voice

The rest of the paper is organized as follows. i@edt
summarizes related work. Section Il describes the
multimedia session selection and formulates theblpro.
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Section IV depicts the proposed methodology, dndtiates . MULTIMEDIA SESSION
a hybrid scheme of SAW and AHP. ABMNC performarge i _—
evaluated in Section V. Finally, Section VI conasdthe A ProblemDefinition
paper. Given a pair of communicating parties, each is [gogeq
with Ninterfaces. Then there exiat possible network paths

Il RELATED WORK or connections between them. Media session conviies,

ABC has been extensively studied by a number ofoice, and data, and each can take any one of the
researchers. The concept and architecture of ABE arconnections. Assume one medium can pass only on one
described in [3]. In [7], the ABC problem is formtd as a connection and more than one medium can share aihe p
variation of the Knapsack problem with multiple gsacks, when the path has sufficient bandwidth. With this
and further proved it to be NP-Hard. Given a sditmfs, in  assumption, we have¢n?)®=n® possible transmission
[8], authors formulate ABC as a variant of bin pagk  configurations.
problem and present a series of approximation ifgos Given source handset S and corresponding handset C.
based on First Fit Decreasing (FFD) algorithm #elect a s c
network to meet user's QoS requirements and witkinme A’ and AJ- denote access networks of source handset and
admitted flows for a user. However, the approaddus [7]  access networks of the corresponding handset, atagly.

addresses the problem from a network perspectivetWis et S, denote a connection established from source

maximized is the admitted flow, not the user satiSon. handsets interface to corresponding handset’s interfgge
Roy et al. [9] intends to achieve ABC over WLAN and P 9 a¢

WIiMAX by using a new mechanism to detect QoS supporand be defined &, =(A°,A7). For exampleS e

of the underlie networks. ) o means the connection is established from UMTS fterof
The work in [10, 11] take multiple criteria into source to the WiFi interface of corresponding. Doethe
consideration, however, still leaving some problefer  nature of multimedia session, ABMNC considers nthen
instance, weight elicitation has been ignored; i@ rank  one connection. Lét be a set of configurations that indicates
irregularity problem is not addressed. [12] consdeoth  how caller and callee are connected through theiess
user preference and attributes of access networks anetworks. Then, the configuratiok = (Syyrswr » Sur wiri )
formulate ABC asa pmb'em of MCDM. In adqmon,[iIB- means there are two connections established fronT&M
15], an access link selection management is prop@Se ,nq WiFj interface of source to the WiFi interfacé
incorporate user preference profiles as a patt@selection  gestination. Characteristics of a multimedia sessire
policies. determined by source and destination access network

~ Many hybrid approaches have been used in solving.AB Connections can be characterized by cost, powerrise
Liu [16] proposes a hybrid ANP [17] with RTOPSIS8]  |evel, and utility.

based on several decision making algorithms tocsehe . Cost (C, ): The cost information can be acquired

best candidate networks(s) from the user persgectiv .
Mohamed et al. [19] presents selection strategyedam from ISP. Charging depends on both source and

ANP and TOPSIS while [20] integrates AHP and TOPIBIS destination Snet\évorks, we represent cost as
selecting a network. In [21], four MADM algorithms, C(S))=C(A°,A’) . The cost should be
namely SAW, MEW, TOPSIS and GRA, are simulated to accumulated on the number of interfaces used by
show the impact of criterion’s weight on the caoméints. both sides during communication.

They solve the rank irregularity problem and eliatan the .

Power (B, ): The energy consumed per unit of time.

It depends not only on the type of access netwaofrks
source handset but also on the number of interfaces
used during a call.

interdependence between criteria. All previous aegees in
ABC focus on source access network selection, which
appropriates when a multimode handset is in a btand
mode. However, when a service session is beingpseiBC

is no longer efficient as the performance of aisersession *  Security Level GL, ): The security level goes from

depends not only on the source access networkalboiton UMTS, WiMAX, WiFi in a descending order. Since

the corresponding destination access network. a path consists of a number of access networks, so,
In [5], ABNC is proposed to enable users with the access network with minimal security level will

multimode handsets to select the best network aiiomefor determine  security level of the path

a voice session, which consists of source and ragigin SL(S,) =min{SL(A®),SL(A)}.

access network pair, to satisfy quality constraamtd users’ 7 ! o . . L

preferences. However, when a multimedia sessidm mviire * Utility (U ): The quality of a multimedia session is

than one media type is being setup, ABNC cannott inee represented by utility. Here, we use the data aate

need. Thus, a more comprehensive model than ABNC is the quality index. The utility functiond, for

required to meeting multimedia session services. configurationk will be defined in the next section.
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The best configuratiorS™ is selected by comparing

scores ofk , which is the addition of the normalized
contribution from each criterion multiplied by theeight

factors.S’ is defined as follows.

S* = argg maX( W Ck + Wp Pk + WuUk + WS]SLk),

1
s.tCB>TgandCS < T, @

wherew, w,, wy, andw, are weights for criteria cost, power,
utility, and security level, respectivelgB is the set whose
elements are adequate when they are bigger tHareshold

T, . Bandwidth is an example. Als@S is the set whose

elements, such as delay, are adequate when theyratter

than a threshold . Based on (1), ABMNC is modeled as a

MADM problem. The goal of the MADM hierarchy is to

select the most suitable configuratién  for transiois at
the top level and solution alternatives are locaa¢dhe
bottom nodes. More information on mathematical rhasle
presented in [6].

B. Utility-Based Media Assignment

In this section, a utility-based measurement sch&ame
presented to evaluate the quality of multimediavises,
based on which, the media session assignmentrisufated
as a MKP, which is a generalization of the stan#aapsack

©)

whereU , is the utility or scores acquired by optimizing the
allocated rate for a configuratiok comprising a set of
dedicated connection(sy,, denotes ther" kind of media
object assigned to tH& path, andV, denotes the available

bandwidth for patf.

The first constraint ensures that the total alledat
bandwidth to each pathwill not exceed its limit (knapsack
weight), and the second one indicates that eachumedan
only be assigned to one paiX,, /b,, is ranged from zero to

one, so, the maximal value bf, is one.T  limits X to
have a minimal threshold value to ensure an acblepta

problem from a single knapsack to m knapsacks wittfluality level for media m. A connection is feasibldly if it

different capacity. The objective is to assign e#em to at
most one of the knapsacks such that none of thacitgp
constraints are violated and the total profit & ttems put
into knapsacks is maximized.

The design of the utility functions is to strikebalance
between system utilization and system QoS requinésne

Let U," be the utility function of a given configuratida
for some medium m, whera ({video,voice datgd and be
defined as follows.

)

U = wplog, (1 +22),

has bandwidth larger than the threshold value.

IV. ABMNC

Selecting the best connection for multimedia sess@
complicated process due to intensive comparisoa lafge
number of alternatives. In this section, we propade/brid
scheme of SAW and AHP in order to reduce the nurober
configurations (alternatives) and hence the contjuta
complexity. AHP is used to decide relative impocearof
criteria and media, which is then used by SAW tarig.

When the source handset want to start multimedia
session it initiates a network discovery procedoreletect

all available networks and candidate p&s These paths

where X . andb,_ are the allocated and requested B.W. forare input to our heuristic algorithm for path sést To

media m, respectivelyvy, is media weight which is obtained
from AHP. Because humans are more sensitive twdfe
(speech) than video, and data is considered tdddetst

important, the weight for video, voice, and datee ar

Wvoice >indeo >Wdata'

In MKP, every path of different bandwidth betweéie t
caller and callee is considered as a bucket oémdifft size.
Each medium of different bandwidth [
considered an object of different size that to rbguided in
one of many possible buckets. The objective is dsign
objects to the available buckets such that we cantige
maximal utility value while each bucket is not di@wred.
Thus, given N different paths, the media assignmesttlem
of the ABMNC is defined as follows.
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requirement is

speed up the computation of MADM, we integratedphth
selection scheme with our hybrid AHP and SAW apgihoa
The hybrid AHP and SAW rates the path alternatiigs
considering all criteria, except utility, to produa partial
score first. We sort all candidate paths by thaitipl scores
in a descending order. Then, we select paths basebeir
contribution on utility value or their bandwidth.ftar the
heuristic algorithm selects a configuration, theray score
is computed by merging the utility value with media
assignment. Fig.1 shows the process of multimeeaisn
selection.
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A. SAW-AHP hybrid scheme

AHP illustrates the importance of each criterion by
determining the relative weights of the compareieca
where weights are decided according to user's pefes. M denotes the number of criteria and is the weight
Since our approach deals with media sessions, ABiBNS  of the j" criterion. 7, is the normalized score of thi"
both criteriaw,w ,,wy , andw, , and media which is used criterion of theit" alternative.

during media assignment. o .
Table | shows how AHP weights each media. Voice row? HeumsthIgonthm. ) »
shows that voice is twice as important as videmetimes ~ Our heuristic algorithm = classifies the sub-MADM
as important as data, and equal to itself. Videosbows the hierarchies into three modes, single-path, duai;pand
video is twice as important as data. We use Aritioidean  triple-path. The first mode takes one path while siecond
of the Normalized Column Vectors (AMNCV) and get takes two paths, and so on. Each mode outputs ¢t b
W, =0.297, w,,, =0.539, andw,_, =0.164. By a configuration as input to next mode if it existdheTnext
e o . e mode tries to find a better result by combining itigut best
similar process, we can readily obtain weightWiqr, W, ¢onfiguration and one of the remainigy Note that each
wy, andw, from AHP. AMNCYV is defined as follows. mode re-considers all remaining paths again foretieb
result. If a better configuration cannot be foutte result of
the previous mode is the result. Also, the conoadtils if
nothing is found in the single-path mode. Tableshbws

MAX w.r,, (5)

/=1

1 " oa i=1.2 4 notations used in the heuristic algorithm.
T m| e 17 =12, m], The heuristic algorithm is designed to choose tast b
Za,,- configuration from a set of ranked paths for media
= transmission. The algorithm considers first thehpaith a

larger score without utility value, and then a paitith a
larger bandwidth. It reduces the number of candigetths

- ABMNC ) by deleting a path with a lower bandwidth and ragki
Acquire feasible pal .
- CRTrTD e I RN compared with the others.
i 2 g — Single-path, dual-path, and triple-path mode acavshin
( p Y\ W score . .
o === ===-" = Algorithm 1. We specify the rules for the dual-paihd the
Weighting Crtria | : U triple-path mode with some replacements to simpttig
- 1 (s} [ eestis) ) pseudo code because they're based on the sameptadce
— :‘—_—_—M_“____:{ score | the single-path mode. For example, SKW.f,,)at line
s : T 19 means scoring a new alternatie ,f,,) based on
weighting media | | : o) ) (Eesibeszs) | results at line 3.
W siden Wraice s Wdate We Wy, Wyt -
\ J | Heeloen Lo
) ALGORITHM 1: Single-path heuristic path selection algorithm
1. BEGIN
_ o _ ‘ 2: S, =0 * score,, (S, =) is zero*/
Figure 1. Process of multimedia session selection 3 SAW (F)
TABLE I. COMPARISON MATRIX OF MEDIA WITH RESPECT TO THE 4: Of, OF : Sort f, in decreasing order by score.
CRITERION UTILITY
_ _ _ 5 o, OF: B(f.)Zzbm targets af, which has higher order
tﬁgg) Vldf e VT/CZe Dazta N | and remove others lower than it frém.
Voice | 2 | 1 | 3 | Sterd) |
Data 1/2 1/3 1 6 Q=F

. 7: For f, in Q removef;.; from
SAW is used to produce the overall score of an N Q '*' Q

alternative and is computed as the weighted sumlldhe st.B(f;)zB(fi), 1=j < |Q |. Endfor

attribute values. In our study, we use parameterdifferent | Step(2) |
access technologies and user preferences to consiru

isi i ; . 8: For f. i
decision matrix with respect to cost, power, andugg/ _ or f; in Q
level. Then, we normalized the table based on venete SPRA(f;)
criteria is beneficial, e.g., security and utiligr non- 10 Get the overall score 6f
beneficial, e.g., cost and power. The best confifiom is 4. it (score, (f,) > score, (S.)) S =f, Endif

obtained by comparing the weighted average of th;

. . o, . Endfor
alternatives from the normalized decision matrifafiews.
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i Step(3) i Default simulation parameters used to analyse the
13 If (IsUpdated§, ) is TRUE) performance are listed in the Table Ill. For diéfier access
14 (o technolqgies, the cost is referred_ by recent ISErg'th_g
15 J"i‘rln Dkual- ath mechanism, the power consumption, i.e., standby tisn .
16 Else Exit P P base_d on the specifications _of some representative
17: Endif multimode handsets, and the relative values ofragdavel
are from some wireless technical reports. We assume
Dual-path monthly charged cost, and the cost is counted th baller
18: Repeat Step(1) but repld@e=F by Q =F —{f,_} , and callee no matter who initiates the call. Meugights are

. _ calculated from AHP.
19: Repeat Step(2) but ins&AW (f, ,f,,) afterline 8,

20: Replace alf, by (f, ,f,,) and SPRAby DPRA.

21: Repeat Step(3) butreplatg,, by (fo;,fres) - UMIS ~_ s Intemet () »‘j’i”'f,/ UMTS
22: Replace Dual-path by Triple-path. . | _ S~ A 100Mbps, |7 100Mbps A ] §
Triple-path WiMax  ~ Ssokops ‘(g 77777 = | Loowens (? T coxps | WiMax
100Mbps
23:  Repeat Step(1) but reple@e=F by Q =F —{f ., f . - - -~
P P) P yQ { best bﬂé WiFi " ooxops T Toombps | = 100MbPsY /= sokbps” ~ WiFi
24: Repeat Step(2) butins8AW (f, ,f ..f«,) after line 10, IMS
Interface Interface
25.  Replace alf; by (f, fofoe,) aNdSPRAbY TPRA. Caller Callee
26: END ] ) )
Figure 2. Environment for analysis
TABLE II. SUMMARY OF NOTATION FOR OUR HEURISTIC ALGORITHM
TABLE III. SIMULATION PARAMETERS
Symbol ; Symbol Meanin
Y Meaning y 9 Number of 5 Cost for 0.0003%/s
The final Retrieving the handset: caller/lUMTS
S, transmission score saved partial Number of 3 Cost for 0.0005%/s
configuration score of an input] interfaces caller/WiMax
9 configuration Number of feasible 9 Cost for 0.0001%/s
Available Single-path rate paths callee/Wi-Fi
B bandwidth of SPRA allocation Power/lUMTS 420mins Cost for 0.0005%/s
(media callee/lUMTS
some pai assignment) Power/WiMax 180mins Cost for 0.0003%/s
Dual-path rate caller/WiMax
F A set of DPRA allocation - . Cost for 0.0002%/s
candidate paths. (media Power/Wi-Fi 210mins callee/Wi-Fi
as; ignment) Security/UMTS Moderate Wyideo 0.297
f, Elementin sorted|  TprA erlféz_tﬁafﬁ?n::ﬁa
F assignment) Security/WiMax High Wyoice 0.539
The best result . o
Q ?a?\?iti é);t%oogths fooss found in single- Security /Wi-Fi Low Waata 0.164
p path mode
SAW Score input ¢t The best result = ==l BB == —sUsI3IL) 2sths ——s2s20s1
configurations (FoesssToex2) | found in dual-
without utility path mode
Retrieve the
scorey saved overall
score of an input
configuration

V. PERFORMANCEEVALUATION

This section evaluates the performance of our mego
solution, ABMNC, through simulations. Fig.2 showaro
simulation environment in which two handsets aringi to
establish a multimedia session. Each handset igmep

with three interfaces. We assume there are ninsibiea 0

pathsS; which satisfy the minimum bandwidth requirement, o ¢ 0 o 5 ¥ 0 B 0
and S, S5, S5 denote the paths from source handset’s Weihtf ot o)

interface of UMTS, WiMAX, and Wi-Fi to th§" interface ‘

of destination, respectively. Figure 3. Scores of various alternatives
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We compare ABMNC results with an exhaustive searclttomplexity. Simulation results show that ABMNC can

(EX) method. The EX is a very general problem-savi

choose network connections that match well with faXst

technique that examines all configurations as rsdtires.  of the time.
EX takes a large amount of time to complete a dgtis REFERENCES
making when the number of candidates is large. thin [1] C. Jain and D. Goodman, “General packet ra@ivise in GSM,"

simulation, the user is more interested in quadityl cost,
and cares less about security or power. Thus, aseger's g
preferences we sei, = 0.05,wy = 0.05, andy, +w, = 0.9.
Fig. 3 illustrates the scores of all possible ogunfations at
various weights of costw, and the respective weight of [l
utility wy,.

Fig. 4 illustrates the decision making results BMNC [4]
and EX. We observed that the result convergeS;tavhen
W, increases becaus®; has the smallest cost among all [5]
alternatives, and the cost dominates the overalescwhen
W, is getting large. ThusS; is the best connection for
general users that want to save money. On the agntr
configuration  (S,,,S,,,S,,) and  (S,,S,,,S,) are [g]
recommended for the users who strongly demand tyuesi
w, becomes large. One can observe that the ovemade sc 7]
changes when weights change, which is a desirablere
for a scoring system. Note that the chosen cordigum is
not shown in this figure.

1 8]
03
"’ [0l
80‘7
006
ib -0 [10]
$04
0 ——ABMNC
03 [11]
0
01
0 [12]
0 0l 02 03 0 0w 0 08 09
Weight o cost w,)
. , [13]
Figure 4. Comparison between ABMNC&EX
It can be observed from Fig. 4 that results arelapped  [14]
with one another except in the interwa = [0.25, 0.35].
This is due to the nature of the heuristic pattectain
algorithm. In this interval, ABMNC does not perforas |15
well as the EX. EX chooses the dual-path or trjpd¢h
configurations rather than single-path S21 by ABMNC
VI.  CONCLUSIONAND FUTUREWORK (16]

In this paper, a new approach called ABMNC was[17]
presented to selecting best network connection for
multimedia communication. Unlike all previous apmebes,
in ABMNC the problem was formulated as a MADM (18]
hierarchy with MKP media assignment. The complexity
the selection process was tackled by combininghytrrid
SAW and AHP scheme with our novel heuristic aldn
which all together work on reducing the number of
alternative paths, and thus simplifying the compoita

[19]
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