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The 2025 IARIA Annual Congress on Frontiers in Science, Technology, Services, and Applications

(IARIA Congress 2025), held between July 6th, 2025, and July 10th, 2025, in Venice, Italy, continued a

series of international events keeping pace with the achievements and challenges our society is facing in

science, technologies, services, and applications.

The annual event was a multidomain assembly of scientists, specialists, and decision makers from all

economical, educational, and governmental entities, on Social Systems, Software, Data Science

Analytics, Communications, Technology, and Networked Services. Apart from classical topics, the

congress targeted frontier achievements on Knowledge Science, Data Science, Artificial

Intelligence/Machine Learning (AI/ML)-based systems, Self-managing systems, Human-centric

technologies, Advanced robotics, Virtual Worlds, Mobility, Sensing, Energy, Electric Vehicles, Green

Energy, etc.

The IARIA Congress had a special scientific format where outstanding former IARIA scientists

delivered dedicated speeches (Keynote speeches, Tutorial lectures) along with peer-reviewed

contributions on the themes of achievements and challenges in science, technologies, services, and

applications.

We take here the opportunity to warmly thank all the members of the IARIA Congress 2025 technical

program committee, as well as all the reviewers. The creation of such a high-quality conference program

would not have been possible without their involvement. We also kindly thank all the authors who

dedicated much of their time and effort to contribute to IARIA Congress 2025. We truly believe that,

thanks to all these efforts, the final conference program consisted of top-quality contributions. We also

thank the members of the IARIA Congress 2025 organizing committee for their help in handling the

logistics of this event.

We hope that IARIA Congress 2025 was a successful international forum for the exchange of ideas

and results between academia and industry for the promotion of progress in our society. We also hope

that Venice, Italy, provided a pleasant environment during the conference and everyone saved some

time to enjoy the charm of the city.
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Abstract—This paper presents a novel architecture for shadow 

removal that leverages semantic segmentation to divide the 

image into distinct regions: shadow areas, foreground areas, 

and shadow boundaries. To capture the intricate interactions 

among these regions, the model incorporates a self-attention 

mechanism. To tackle the persistent issue of shadow boundary 

residues found in existing models, this approach introduces a 

shadow feature fusion mechanism. This mechanism employs 

area attention to accurately blend features across different 

regions, enhancing the natural transition at shadow edges and 

improving shadow region restoration quality. Experimental 

results on public datasets validate the model’s effectiveness in 

shadow recovery and detail preservation, as evidenced by 

metrics such as Structural Similarity Index Measure (SSIM) 

and Root Mean Square Error (RMSE). Additionally, the model 

demonstrates strong generalization across various test settings, 

highlighting its practical applicability for shadow removal 

tasks. 

Keywords- Shadow removal; Area attention; Shadow region 

restoration; SSIM; RMSE. 

I. INTRODUCTION 
 

     In the past decade, deep learning has driven major 
advances in image processing, with models like 
Convolutional Neural Networks [1] and Vision Transformers 
[2] greatly improving the accuracy and efficiency of image 
analysis. 

Shadow removal remains a key challenge in image 
processing due to its impact on visual quality and algorithm 
performance. Shadows can distort object boundaries and 
colors, hindering tasks like object detection, face recognition, 
and scene parsing, especially in outdoor settings. Effective 
shadow removal is essential for improving both image clarity 
and recognition accuracy [3]. 

Shadow removal research faces key challenges, including 
limited and less diverse datasets like Image Shadow Triplets 
Dataset (ISTD) [4], SRD [5], and SBU [6], which hinder 
model robustness. Shadow variations caused by lighting and 
object interactions further complicate detection, especially 
when shadow and object colors are similar. This study aims to 
develop more accurate and adaptable deep learning-based 
shadow removal models to advance image processing 
applications. 
       This paper integrates Segment Anything Model (SAM) 
[7], Swin Transformer [8], and U-Net [9] with a selective 
shadow fusion mechanism to build an efficient shadow 

removal model. SAM provides zero-shot segmentation using 
pre-trained masks, the Swin Transformer captures global 
shadow context through window attention, and U-Net excels 
at restoring fine image details. Together, they enable accurate 
shadow detection and natural, high-quality shadow-free image 
reconstruction. 

The paper is organized as follows: Section 1 outlines the 
background and motivation for shadow removal. Section 2 
reviews related work and deep learning approaches. Section 3 
details the methodology, including experimental setup and 
model design. Section 4 presents and analyzes the results. The 
final section summarizes key findings and future directions. 

II. RELATED WORK 

A. Related Reseach 

In recent years, shadow removal has advanced through 

both physical modeling and deep learning techniques. 

STacked Conditional Generative Adversarial Network (ST-

CGAN) [4] uses dual Conditional-GANs to jointly learn 

shadow detection and removal in a unified framework. 

SP+M-Net [10] combines deep networks with a linear 

illumination model to simulate shadows and predict lighting 

parameters. Mask-ShadowGAN [11] applies Cycle-GANs 

[15] to unpaired data, removing shadows without needing 

paired training samples. Auto-Exposure [12] enhances 

lighting consistency by automatically adjusting exposure 

across shadowed regions. CRFormer [13] leverages a 

Transformer with unidirectional attention for efficient pixel 

restoration. SpA-Former [14] merges Transformer and 

Convolutional Neural Network (CNN) architectures with 

spatial attention for fast, accurate single-stage shadow 

removal. 

B. Transformer 

(1) Attention is All You Need 

The Transformer [16] replaced Recurrent Neural 
Networks (RNNs) [17] and Long Short-Term Memory 
networks (LSTMs) [18] by enabling parallel processing of 
sequence data, greatly improving training efficiency. It uses 
multi-head attention in layered encoders and decoders to learn 
complex patterns. Positional encoding with sine and cosine 
functions helps retain token order despite parallel input 
processing. 

1Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-284-5
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The self-attention mechanism in Transformers computes 
relationships between tokens by converting inputs into 
queries, keys, and values. Attention scores from query-key dot 
products are normalized with softmax and used to weight the 
value vectors, enabling the model to capture long-range 
dependencies effectively. 

(2) Swin Transformer 

The Swin Transformer [8], or Shifted Window 
Transformer, improves visual task performance and efficiency 
using a hierarchical structure and window shifting, effectively 
handling scale variation and high-resolution images. 

Prior Vision Transformer [2] used a global self-attention 
mechanism, and the Swin Transformer introduces a shifted 
window mechanism that limits self-attention to local 
windows, reducing computational complexity from quadratic 
to linear. By shifting windows, it enables cross-window 
interactions. Its hierarchical structure merges patches 
progressively, boosting multi-scale representation learning 
and making it a strong alternative to CNN backbones in visual 
tasks. 

(3) DehazeFormer 

DehazeFormer [19], based on the Swin Transformer, 
addresses dehazing by improving edge handling in window-
based self-attention. Unlike cyclic shifting, which reduces 
patch use at image edges, DehazeFormer uses reflection 
padding to extend boundaries, ensuring consistent patch 
numbers and better feature continuity. After attention, center 
cropping restores the original size. This method is also 
effective for shadow removal, where edge detail is crucial. 

C. Semantic Segmentation 

(1) Segment Anything Model 

The Segment Anything Model (SAM) [7] performs zero-
shot image segmentation using minimal cues like points or 
rough selections. Pre-trained on large datasets, SAM delivers 
high-quality masks instantly and serves as a versatile 
backbone for tasks like segmentation, data annotation, and 
real-time image analysis. 

SAM also introduces the SA-1B dataset, with over 10 
million images and 1 billion masks, enriching model training. 
Its architecture includes an Image Encoder (based on Vision 
Transformer [2]), a Prompt Encoder, and a Mask Decoder. 
The encoders extract features from images and prompts, while 
the decoder combines them to generate accurate masks and 
confidence scores, even under ambiguous input. 

(2) SAM-Adapter 

The SAM-Adapter [20] enhances the original SAM by 
adding adapters to improve performance on specific tasks. 
This boosts generalizability and makes it more effective for 
shadow detection. 

SAM-Adapter retains SAM’s original image encoder but 
adds adapters between Transformer layers. Each adapter uses 
two Multilayer Perceptron (MLPs) and a Gaussian Error 
Linear Units (GELU) activation: one creates task-specific 
hints, the other adjusts them to fit the encoder. These refined 

features improve mask accuracy, making SAM-Adapter 
effective for shadow detection, which this study adopts. 

D. U-Net 

U-Net [9] is a convolutional neural network widely used 
for image restoration and segmentation due to its symmetric 
U-shaped design. It consists of a contracting path for feature 
extraction using 3x3 convolutions and 2x2 max pooling, and 
an expansive path for upsampling and feature fusion. Skip 
connections between corresponding layers help preserve 
spatial details, making U-Net effective for high-precision 
image restoration and the backbone of our model. 

E. Selective Kernel Networks 

Selective Kernel Networks (SK-Net) [21] overcome the 
fixed receptive field limitation in CNNs by enabling neurons 
to adaptively adjust their receptive field size for better multi-
scale processing. SK-Net operates in three phases: Split, 
where input features are processed through multiple 
convolution paths with different kernel sizes; Fuse, where 
these are combined and condensed into a global feature 
vector; and Select, where attention-based weights determine 
the contribution of each path, dynamically adjusting the 
receptive fields. This efficient, flexible mechanism makes SK-
Net ideal for feature fusion, which is critical in achieving 
precise shadow removal in our model. 

III. PROPOSED METHOD 

A. Dataset 

(1) Image Shadow Triplets Dataset 

The ISTD dataset [4] is a widely used benchmark for 
shadow detection and removal, containing 1,870 triplets—
each with a shadow image, shadow mask, and shadow-free 
image—across 135 diverse scenes. It includes 1,330 training 
and 540 testing triplets, featuring varied lighting and shadow 
types, making it essential for evaluating shadow removal 
methods. 

 

 
Shadow Image         Shadow Mask           Ground Truth 

 
Figure 1.  ISTD triplet [4]. 

(2) Adjusted Image Shadow Triplets Dataset 

The Adjusted Image Shadow Triplets Dataset (AISTD) 
[10] addresses color inconsistencies in the ISTD dataset [4], 
caused by varying lighting when shadow and non-shadow 
images were taken. These differences result in notable RMSE 
values—up to 12.9 in non-shadow areas (Figure 2) and 6.83 
on average in the test set. To correct this, the authors applied 
linear regression to align pixel values in non-shadow regions, 
using shadow masks and adjusting each Red Green and Blue 
(RGB) channel separately. 

2Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-284-5
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Initially, a shadow mask was used to select the non-
shadow regions from each pair of shadow and non-shadow 
images. Subsequently, a separate linear regression model was 
applied independently to each color channel (red, green, blue). 

 
𝐼𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑(𝑥) = 𝑎 ⋅ 𝐼𝑠ℎ𝑎𝑑𝑜𝑤−𝑓𝑟𝑒𝑒(𝑥) + 𝑏 (1) 

 
The linear regression model, as per Equation (1), uses 
𝐼𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑒𝑑(𝑥) to denote the color-corrected pixel values of the 
shadow-free image, and 𝐼𝑠ℎ𝑎𝑑𝑜𝑤−𝑓𝑟𝑒𝑒(𝑥)  to represent the 

original pixel values of the shadow-free image. The 
parameters 𝑎  and 𝑏  of the linear regression model are 
obtained through the Least Squares Method, fitted within the 
non-shadow regions. This method significantly reduces the 
color discrepancy between shadowed and shadow-free 
images, thereby enabling more accurate performance 
evaluations during the training of shadow removal models.  
As shown in the Corrected GT in Figure 2, color correction 
reduced RMSE in non-shadow regions from 12.9 to 2.9, and 
from 6.83 to 2.6 across the test set, improving dataset quality. 
This corrected version is widely adopted in shadow removal 
research, including this study. 
 

 
Shadow Image           Original GT           Corrected GT 

 
Figure 2.  Corrected AISTD dataset  [10]. 

B. Network Architecture 

(1) System architecture and process 

This paper proposes a novel shadow removal model 
(Figure 3) that generates shadow-free images from shadow 
inputs. It combines SAM-Adapter, U-Net, and Swin 
Transformer, with a Selective Shadow Fusion module to 
improve integration in shadowed areas. 

Experiments showed that end-to-end training with shadow 
and shadow-free images often leaves residual shadows due to 
large pixel value differences between non-shadow and 
shadow areas, with the former averaging 2.3 times brighter 
than the latter, as shown in Figure 2. To address this, our 
model uses a pre-trained SAM-Adapter to extract shadow 
masks, then applies mask inversion and morphological 
gradients operations [22] to segment the image into shadow, 
foreground, and boundary regions. Each is processed 
separately: preserving content in the foreground, smoothing 
transitions at boundaries, and restoring brightness in shadows. 
These weighted feature maps are then fused for more accurate 
shadow removal. 

Figure 3 illustrates the architecture of the shadow 
restoration model, consisting of a contracting path and an 
expanding path. The sequence of feature map depths 
transitions from input to output as (3, 24, 48, 96, 48, 24, 3). 
The Transformer modules are stacked in sequences of (16, 16, 

16, 8, 8), with pairs executing computations of window 
attention and shifted window attention, respectively. 
 

 
 

Figure 3. Network architecture. 

 

 
 

Figure 4. Shadow fusion block. 

 
In the contracting pathway, downsampling and feature 

extraction are primarily conducted through two Patch 
Merging modules and three Transformer modules. Each 
passage through a Patch Merging module halves the 
dimensions of the feature map while doubling the number of 
channels. Conversely, the expanding pathway is responsible 
for upsampling and feature fusion, comprising two Patch 
Expanding modules, two Transformer modules, and two 
Fusion modules. The Patch Expanding modules increase the 
dimensions of the feature map by a factor of two while halving 
the channel count. The Fusion modules utilize a Selective 
Kernel Network (SK-Net) and integrate features from both the 
contracting and expanding pathways via Skip Connections. 
Ultimately, the output is merged with the original shadow 
image through a Residual Connection to produce the 
corresponding shadow-free image. 

3Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-284-5

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

IARIA Congress 2025 : The 2025 IARIA Annual Congress on Frontiers in Science, Technology, Services, and Applications

                           14 / 172



(2) Shadow Fusion Block 

In the task of shadow removal, to enhance the detail at the 
shadow boundaries and the recovery of shadowed areas, this 
study introduces a Shadow Fusion module. This module 
employs an Area Attention mechanism to boost the model's 
capability to discern features in different shadow regions. The 
architecture is illustrated in Figure 4. During the fusion phase, 
element-wise addition is initially applied to the feature maps 
of the shadow region, foreground area, and shadow boundary 
area. Subsequently, these combined feature maps undergo 
Global Average Pooling. Following this, a convolution layer 
and Rectified Linear Unit (ReLU) activation function reduce 
the channel dimension of the feature maps to one-eighth of its 
original size, after which convolution operations expand the 
channel count back to its initial dimension. Throughout this 
process, three vectors of the same dimensions, F, E, and S, are 
generated. During the selection phase, corresponding 
elements of these three vectors undergo Softmax computation, 
producing regional attention vectors for the three paths. These 
vectors are then multiplied by their corresponding regional 
feature maps. The resulting products are cumulatively added 
to obtain a channel-fused shadow feature map, referred to as 
the Fusion Map. 

The proposed shadow fusion module uses regional 
attention to better recognize and process shadow features, 
offering three key advantages: 

a) Regional differentiation processing: The attention 
mechanism adjusts channel weights by region, 
enabling flexible handling of varying shadows and 
enhancing feature extraction in dark, dense areas to 
prevent detail loss. 

b) Smooth shadow boundary transitions: Rather than 

simply adding features, our model uses channel 

fusion to integrate shadow, foreground, and 

boundary regions, enabling smoother, more natural 

transitions at shadow edges for improved restoration 

detail. 

c) Enhanced model generalization: Channel attention 

allows the model to adaptively adjust weights, 

enabling effective shadow removal and strong 

generalization under complex lighting and irregular 

shadow conditions. 

(3) Transformer Block 

Figure 5 illustrates the modified architecture of the 
Transformer module. Initially, the feature map undergoes 
normalization through the Layer Normalization module, 
which normalizes across channels. Subsequently, the feature 
map is directed to the Reflection Padding module for 
expansion. This process involves mirror padding on the right 
and bottom sides of the feature map, ensuring that the patches 
within the window are expanded to multiples of the window 
size. Following this, the feature map enters the Window-based 
Multi-head Self-Attention (W-MSA) module, where window 
attention computations are performed. 
 

 
 

Figure 5. Revised transformer block. 

 
 Additionally, relative position embedding is incorporated 

to enhance the model's spatial awareness. The overall 
computation is described in (2). Here, 𝑄, 𝐾, 𝑉 represent the 
Query, Key, and Value vectors, respectively, while 𝐵 denotes 
the Relative Position Bias. 

 

𝐴𝑡𝑡𝑒𝑛𝑡𝑖𝑜𝑛(𝑄, 𝐾, 𝑉) = 𝑆𝑜𝑓𝑡𝑚𝑎𝑥 (
𝑄𝐾𝑇

√𝑑
+ 𝐵) × 𝑉 (2) 

 
Unlike the Vision Transformer, the window attention 

mechanism restricts computations within each window, 
eliminating the need for absolute position embedding of 
feature maps at the input stage. Instead, relative positional 
biases are incorporated during the self-attention computations 
within each window. The relative position vectors are 
combined with the results of the dot product between the 
query and key vectors, influencing the final attention scores. 
This approach allows the attention mechanism in each 
window not only to consider the similarity of features but also 
to dynamically adjust for positional relationships, enhancing 
the adaptability and generalization of feature representation. 
Additionally, this mechanism enables the model to effectively 
handle feature maps of varying sizes. 

To better restore the pixel quality in the edge regions of 
images, this study employs a mechanism distinct from the 
Swin Transformer. In the calculation of shifted window 
attention within the SW-MSA module, Window Masks are 
not utilized to cover the windows. Instead, the feature maps 
are mirrored and padded on all four sides to integer multiples 
of the window size before calculating the window attention.   
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Figure 6. Patch Merging (top) and patch expanding (bottom) block. 

 
This mechanism offers three advantages for shadow 

recovery models: 
(a) Enhanced processing of image edge regions: Traditional 

padding methods, such as zero padding or cyclic shift 
mechanisms, may introduce irrelevant information or 
cause unreasonable element arrangements at image 
edges, which are detrimental to image restoration models. 
By reflecting edge pixels, our model effectively 
maintains consistency in window size at the edges, 
avoiding biases in model training due to insufficient patch 
numbers within the windows, thereby improving the 
processing quality of image edge regions. 

(b) Improved quality of feature representation: By using 
reflection padding to extend the image content naturally 
at the edges, this method maintains contextual 
information more effectively compared to other padding 
techniques, thus enhancing the quality of feature 
representation. 

(c) Reduced additional computational costs: Reflection 
Padding simplifies computation by removing the need for 
Window Mask operations. Though slightly more costly 
than cyclic shift, its impact is minimal on large images, 
where edge regions are less significant. 

(4)  Patch Merging & Patch Expanding Block 

The architectural framework of the Patch Merging and 
Patch Expanding modules used in this study is shown in 
Figure 6. The Patch Merging module employs a 2x2 
convolutional kernel with a stride of 2, merging four adjacent 
patches into one. This approach effectively reduces the feature 
map by half while doubling the number of channels. 
Conversely, the Patch Expanding module utilizes a 1x1 
convolution to quadruple the channel count of the input 
feature map. Subsequently, a Pixel Shuffle Layer [23] 
transforms channel information into pixel information 
necessary for upsampling, ultimately achieving a twofold 
increase in the feature map resolution. 

 

C. Loss Function 

In this paper, the L1 Loss is employed as the loss function 
for the shadow removal model. The principal mechanism of 
the L1 Loss involves measuring the model's error by 
calculating the absolute differences between the predicted 
values and the true values. For a given set of input image pairs 
𝑥𝑖, 𝑦𝑖  where 𝑖 = 1 to 𝑛, the L1 Loss function is defined in (3).  

 

𝐿1(𝑥𝑖 , 𝑦𝑖) =
1

𝑛
∑|𝑥𝑖 − 𝑦𝑖|

𝑛

𝑖=1

 (3) 

 
Here, 𝑥𝑖 represents the true values, 𝑦𝑖 denotes the model's 

predicted values, and 𝑛 indicates the number of pixels. The L1 
Loss function computes the overall loss by summing the 
absolute differences between the predicted and true values of 
each pixel and then averaging these sums. Employing the L1 
Loss in shadow removal models assists in more accurately 
restoring details in areas obscured by shadows. Given its 
involvement in the restoration of image brightness and color, 
the L1 Loss effectively handles subtle variations in brightness, 
thereby maintaining the naturalness and visual continuity of 
the image while removing shadows. 

IV. EXPERIMENTAL RESULTS 

A. Evaluation Metrics 

(1) Structural Similarity Index Measure 

The Structural Similarity Index Measure (SSIM) [24] is 
used to measure visual similarity between images based on 
luminance, contrast, and structure, which better reflects 
human perception than pixel-level metrics. SSIM is calculated 
based on luminance, contrast, and structure: 

(a) Luminance Function: Luminance influences human 
perception. In (4), 𝐿(𝑥, 𝑦) represents luminance 
similarity, with 𝜇𝑥 and 𝜇𝑦 as the average luminance 

of the images, and 𝐶1 = 6.5025 to prevent division 
by zero. 

(b) Contrast Function: Contrast refers to the difference 
between the brightest and darkest parts of an image. 
In (5), 𝐶(𝑥, 𝑦) measures contrast by calculating the 
standard deviations of the images, ensuring similar 
luminance distribution and range. 𝜎𝑥  and 𝜎𝑦  the 

images' standard deviations, with 𝐶2 = 58.5225  to 
prevent division by zero. 

(c) Structure Function: The structure function evaluates 
the preservation of details and textures. In (6), 𝑆(𝑥, 𝑦) 
calculates the covariance𝜎𝑥𝑦 between images, with 

𝐶3 = 29.26125 ensuring calculation stability. 
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𝐿(𝑥, 𝑦) =
2𝜇𝑥𝜇𝑦 + 𝐶1

𝜇𝑥
2 + 𝜇𝑦

2 + 𝐶1

(4) 

 

𝐶(𝑥, 𝑦) =
2𝜎𝑥𝜎𝑦 + 𝐶2

𝜎𝑥
2 + 𝜎𝑦

2 + 𝐶2

(5) 

 

𝑆(𝑥, 𝑦) =
𝜎𝑥𝑦 + 𝐶3

𝜎𝑥𝜎𝑦 + 𝐶3

(6) 

 

𝑆𝑆𝐼𝑀(𝑥, 𝑦) = [𝐿(𝑥, 𝑦)𝛼 ∙ 𝐶(𝑥, 𝑦)𝛽 ∙ 𝑆(𝑥, 𝑦)𝛾] (7) 

 
SSIM in (7) uses parameters α, β, and γ to weight its three 

components, typically set to 1 for balanced evaluation. 

(2) Root Mean Square Error 

Root Mean Square Error (RMSE) intuitively reflects the 
magnitude of error by calculating the root mean square 
difference between predicted and actual values. It is shown in 
(8), where 𝑛 represents the number of samples, 𝑥𝑖 represents 
the shadow-free image, and 𝑦𝑖  represents the image after 
shadow removal. 

𝑅𝑀𝑆𝐸 = √
1

𝑛
∑(𝑥𝑖 − 𝑦𝑖)2

𝑛

𝑖=1

(8) 

B. Metrics Used to Evaluation 

To evaluate the model, SSIM and RMSE were measured 
on the AISTD test set, analyzing both entire images and 
shadow/non-shadow regions to assess restoration and 
preservation. The proposed architecture performs shadow 
detection followed by removal without requiring shadow 
masks. Images were resized to 256×256 and trained for 300 
epochs using the AdamW optimizer [25], with a learning rate 
of 2×10⁻⁴ and batch size of 4. 

TABLE I shows SSIM scores above 0.98 in both 
shadowed and non-shadowed regions, confirming the model's 
effectiveness in shadow removal and preserving structural 
integrity without using shadow masks. 

 
TABLE I. COMPARISON OF SSIM ON AISTD 

Scheme Method Shadow 
Non-
shadow 

All 

Mask-
Based 

Input image 0.926 0.984 0.894 

SP+M-Net [10] 0.987 0.972 0.947 

Auto-Exposure [12] 0.976 0.875 0.840 

Inpaint4Shadow [26] 0.989 0.977 0.960 

ShadowFormer [27] 0.990 0.979 0.966 

RRL-Net [28] 0.990 0.984 0.968 

Mask-
Free 

DC-ShadowNet [29] 0.975 0.963 0.921 

G2RShadowNet [30] 0.988 0.975 0.953 

BMNet [31] 0.990 0.977 0.962 

Ours 0.991 0.982 0.969 

 
TABLE II shows that the proposed model achieves lower 

RMSE in shadowed areas compared to other mask-free 
methods, highlighting its accuracy in shadow restoration. 

TABLE II. COMPARISON OF RMSE ON AISTD 

C. Comparative Results on the AISTD Dataset 

Figure 7 illustrates the comparative results on the AISTD 
dataset against other studies. In the first four columns of tested 
images, the method proposed in this paper effectively removes 
shadows while minimizing residual shadows at the shadow 
boundaries. In the fifth column of images, the colors within 
the shadow regions are accurately transformed, and the 
transitions at the shadow edges appear more natural.  

 

 
 

Figure 7. Visualization results on AISTD dataset. 

D. Ablation Study 

To evaluate the proposed methods, ablation experiments 
were conducted to assess the impact of the SAM-Adapter and 
Shadow Fusion modules on shadow removal. TABLE III 
compares the results using the RMSE metric. 

Removing the semantic segmentation module hinders 
accurate shadow region restoration and increases RMSE by 
affecting non-shadow areas. Without the shadow fusion 
module, segmentation alone restores structure but causes 
unnatural transitions between shadow and non-shadow 
regions. 

 
TABLE III. COMPARISON OF RMSE IN ABLATION STUDIES 

Setting Shadow 
Non-
shadow 

All 

Input image 40.2 2.6 8.5 

w/o SAM-Adapter 6.4 3.2 3.8 

w/o Shadow Fusion 5.8 2.6 3.2 

Ours 5.2 2.5 3.0 

 

 
w/o SAM-Adapter   w/o Shadow Fusion            Ours 

 
Figure 8. Visualization results on ablation studies. 

Scheme Method Shadow 
Non-
shadow 

All 

Mask-
Based 

Input image 40.2 2.6 8.5 

CRFormer [13] 5.9 2.9 3.4 

Inpaint4Shadow [26] 5.9 2.9 3.3 

ShadowFormer [27] 5.4 2.4 2.8 

RRL-Net [28] 5.6 2.3 2.8 

Mask-
Free 

G2RShadowNet [30] 7.3 3.0 3.6 

BMNet [31] 6.1 2.9 3.5 

Ours 5.2 2.5 3.0 
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Figure 8 shows how the SAM-Adapter and Shadow Fusion 

modules enhance shadow removal. Without semantic 

segmentation, residual shadows remain. With only semantic 

segmentation, shadows are removed but without optimal 

refinement. 

V. CONCLUSION 

This paper proposes an architecture that combines 
semantic segmentation and attention mechanisms for shadow 
removal, enhanced by a shadow fusion module to restore 
image details. The Semantic Attention Module (SAM) 
segments shadow and non-shadow regions across diverse 
scenes, while attention mechanisms capture their 
relationships. The fusion module refines shadow boundaries, 
producing high-quality shadow-free images. Experiments on 
the AISTD dataset show strong performance, with high SSIM 
and low RMSE scores. The model also generalizes well to 
various scenes, including game environments, outdoor 
landscapes, and facial images, demonstrating its strong 
generalization capability. 
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Abstract—With the widespread use of intelligent robots, 

robotic arms play an increasingly vital role across various 

fields. This study explores using a system endowed with 

autonomous learning capabilities to learn and control the 

movements of a six-axis robotic arm. The research method 

enables this robotic arm to autonomously determine its 

movement trajectory, transitioning from a specific point to a 

fixed position while grasping an object at a designated angle. 

This process involves managing the broader movement 

trajectories associated with the arm's operations and ensuring 

precise coordination for practical suction actions. The 

WLKATA Mirobot serves as the experimental testbed for this 

study; it is a compact six-axis machine designed for tabletop 

use. The primary control mechanism is linked to an artificial 

neuromolecular system developed earlier in this team, 

characterized by a closely aligned relationship between 

structure and function that evolves. This design facilitates 

continuous learning, allowing the robotic arm to accomplish 

assigned tasks without rigid time constraints. Various 

trajectories were established in the experiments, enabling the 

arm to navigate toward desired target points based on specific 

requirements. The results indicate that the system can 

successfully reach target points and effectively grasp objects. 

Additionally, thorough testing was conducted to evaluate 

whether the molecular-like nervous system allows the robotic 

arm to execute corresponding movements proficiently. The 

study shows that this molecular-like jumpy system can 

effectively utilize previously learned actions after a learning 

period. This adaptability enables the robotic arm to adjust its 

operations for similar tasks, thereby achieving what is known 

as the transfer learning effect. 

Keywords- sensors; artificial neural networks; computational 

intelligence; robot; autonomous learning. 

I.  INTRODUCTION 

    In today's highly developed world of information 
technology, the application of robots has become 
indispensable and essential. Their application ranges from 
simple robot-arm operation to complex robot-arm 
collaboration and even to the operation of humanoid arms. 
Traditional robot arms are mainly used in large-scale 
manufacturing industries, but collaborative robot arms have 
emerged rapidly in recent years. They are relatively minor, 
lighter, and more flexible. In addition, collaborative robotic 
arms are relatively simple to program, making them easier 
to reconfigure and deploy to production environments where 

products are small and diverse. The unique design of 
collaborative robotic arms allows them to work alongside 
human operators to perform highly repetitive tasks and 
integrate complex tasks. This collaborative approach 
improves production efficiency and reduces the physical 
burden on human operators, allowing them to focus more on 
more creative and intelligent tasks. With the continuous 
development of industrial automation, path planning has 
become one of the key issues in robot arm applications. 
Ensuring the robot arm can accurately move from the 
current to the target position has always been crucial. 
Robots have surpassed humans in well-structured and 
highly repetitive tasks through advanced control technology 
and machine learning methods, achieving faster and more 
precise motion control. The robot arm can calculate and 
realize its optimal motion path between two specified 
positions, further improving its application scope and 
benefits [1].  
    This study uses the WLKATA Mirobot as an 
experimental tool to collect the trajectories required for 
specific task requirements. WLKATA Mirobot is a desktop 
six-axis robotic arm with 6 degrees of freedom (Figure 1). 
This design combines flexibility and complex free rotation 
to provide a desktop robotic arm designed to simulate an 
innovative factory robotic arm. Its simulated factory 
application areas include fruit picking production lines, 
smart garbage sorting production lines, artificial intelligence 
sorting production lines, deep learning dynamic sorting 
production lines, etc. The primary control mechanism is the 
artificial neuromolecular system developed earlier in this 
team [2], characterized by a closely aligned relationship 
between structure and function that evolves. This design 
facilitates continuous learning, allowing the robotic arm to 
accomplish assigned tasks without rigid time constraints. 
Various trajectories were established in the experiments, 
enabling the arm to navigate toward desired target points 
based on specific requirements. The rest of the paper is 
structured as follows. In Section II, we present. the design of 
this six-axis robot. The experiments and results are 
presented in Section III. Finally, we draw our conclusions in 
Section IV. 

II. METHOD 

    This study uses the trajectory data collected by 

WLKATA Mirobot and then uses the artificial 

neuromolecular system to learn the trajectory data. This 
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research experiment consists of two parts. The first part is a 

large-scale movement experiment in which the system has 

to learn how to control the relatively large movement 

trajectory of the six-axis robot arm. The second part is a 

small-scale movement experiment in which the system has 

to learn how to coordinate the six-axis robot arms to 

produce detailed suction movements. Unlike the first part of 

the experiment, the control of the robotic movement 

requires high precision positioning accuracy, ensuring that 

the robot arm can accurately reach the target point.  

    The core processing component of the ANM system 

includes all control and information processing neurons, 

forming the Central Processing Subsystem (CPS). This 

system functions similarly to the brain's processing 

mechanism and is seen as a converter between input and 

output. The CPS is mainly composed of a set of reference 

neurons and information processing neurons (cytoskeletal 

neurons or enzyme neurons). When the system starts 

receiving external information, each information-processing 

neuron learns from different sensory neurons, adjusting the 

connection states appropriately to meet the system's 

requirements. The detailed mechanism can be found in [3]. 
 

 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

Figure 1. WLKATA Mirobot’s. 
 

III. EXPERIMENTS AND RESULTS 

    Various trajectories were established in the experiments, 

enabling the arm to navigate toward desired target points 

based on specific requirements. The results indicate that the 

system can successfully reach target points and effectively 

grasp objects. Additionally, thorough testing was conducted 

to evaluate whether the molecular-like nervous system 

allows the robotic arm to execute corresponding movements 

proficiently. The study shows that this molecular-like jumpy 

system can effectively utilize previously learned actions 

after a learning period. This adaptability enables the robotic 

arm to adjust its operations for similar tasks, thereby 

achieving what is known as the transfer learning effect. 

    The limitations of this study mainly arise from the 

constraints of the research equipment and methodology. 

Regarding the limitations of the research equipment, due to 

the design and assembly limitations of the machines, certain 

movements cannot simulate angles beyond the limits of 

human joint motion. Additionally, to some extent, the 

movements that the machine can present may be relatively 

difficult for humans. 

    In the future, these research results are expected to be 

applied to different robotic fields to improve the learning 

effectiveness of the system further. We also want to fine-

tune detailed movements with appropriate models based on 

specific needs. In particular, the robot can learn to complete 

assigned tasks autonomously when facing an environment 

with high uncertainty. 

IV. CONCLUSION 

    This research aims to explore how to use artificial 

intelligence to achieve automatic control of a robotic arm 

through self-learning. The method used in this research is to 

use a system motivated by biological information 

processing methods. There are two future research 

directions. The first is to continuously enrich the data on the 

movement of the robot hand and establish the norms of 

healthy human hand movements. The second is that in 

addition to some daily life activities used in this study, it 

may be possible to increase the study of patients' hand 

movements. This is a more objective analysis, which is its 

real practical application. Finally, in the future, we hope to 

collect enough data on the use of this technology to 

integrate Artificial Intelligence (AI) systems into this field 

of research and to further capture the specific biological 

characteristics of individuals. 
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Abstract—In this study, we examine Sentinel 1 (S1) Synthetic
Aperture Radar (SAR) time series to detect and assess pest-
induced vegetation anomalies. The S1 time series was anal-
ysed using multiple SAR-based data as vegetation indices. The
analyses were performed on a case study located in Castel
Porziano (central Italy), chosen due to its significant impact
from Toumeyella Parvicornis (TP) in recent years. The area
of Follonica, which is not yet affected by TP, was used as a
comparison. Our goal is to identify patterns associated with
TP in the statistical features of S1 data. The methodology
employed is the well-established Fisher-Shannon analysis, which
characterizes the temporal dynamics of complex time series using
two informational measures: the Fisher Information Measure
(FIM) and the Shannon Entropy Power (SEP). Analysis of the
Receiver Operating Characteristic (ROC) curve indicates that
these two measures are highly effective in distinguishing between
infected and healthy sites.

Index Terms—Sentinel-1; statistics; vegetation; pests

I. INTRODUCTION

Numerous studies have shown that climate change and
anthropogenic activities along with the introduction of exotic
species, have greatly accelerated the spread of pests into new
regions, intensifying their harmful impacts and damage. As
a result, forest disturbances caused by parasites have become
one of the most pressing global challenges [5].

Detection of affected areas is crucial for mitigation, and
satellites offer globally available, systematic datasets, making
them ideal for supporting (near) real-time detection of forest
disturbances [6]. Satellite Remote Sensing technologies are
vital for forest monitoring and identifying vegetation diseases,
aiding in the understanding of their spatial and temporal
distribution and allowing for the estimation of disturbance
rates, severity, and extent [7].

Traditionally, forest cover and change have been monitored
using satellite optical data, which have long been used in forest
mapping and pest disturbance detection. Recently, various
sensors have been tested to assess forest insect disturbances.
A comprehensive review by Stahl et al. [8] found that most

Fig. 1. Study areas.

studies used medium-resolution data (mainly Landsat TM),
followed by coarse-resolution data (primarily MODIS), high-
resolution data (such as HyMap, QuickBird, RapidEye, and
WorldView-2), and very high-resolution data, including Li-
DAR. The review also highlighted that only one study, by Ortiz
et al. [9], combined Synthetic Aperture Radar (SAR) with
optical data. Ortiz used TerraSAR-X paired with RapidEye
data to detect bark beetle infestations at an early stage. Their
results showed that the highest classification accuracy was
achieved by combining TerraSAR-X and RapidEye data.

More recent studies have primarily utilized satellite optical
data to monitor pest spread, with only a few exploring the
potential of SAR. For instance, Huo et al. [10] investigated
detection of forest stress caused by European spruce bark
beetle infestations, using Sentinel-1 and Sentinel-2 imagery
in a test site in southern Sweden. Their findings indicated that
the Sentinel-2 red and SWIR bands offered the best separation
between healthy and stressed vegetation, while Sentinel-1 and
additional Sentinel-2 bands were less effective in Random
Forest classification models.

As with other vegetation studies, SAR remains less utilized
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compared to optical data, largely due to the greater complexity
of processing and interpretation, despite its well-established
advantages. SAR can detect changes in vegetation status
and moisture content, penetrate the canopy to some extent
(depending on frequency), and provide insights into vegetation
structure and density. In recent years, several studies have
explored the potential of SAR to: (i) monitor deforestation and
forest degradation [11], (ii) identify drivers of forest change
[12], (iii) detect and categorize fires and fire severity [13], (iv)
assess damage from extreme events [14] and drought [15],
(v) capture forest seasonality and characterize plant phenology
[16], and (vi) classify vegetation, forest types, and forest loss
[17].

In this paper, we evaluate the potential of Sentinel-1
SAR time series to detect pest-induced vegetation distur-
bances caused by Toumeyella parvicornis (TP), an invasive
hemipteran species from the Americas. Since its introduction
in Italy in 2015, TP has primarily affected Pinus pinea. The
insect produces large amounts of honeydew, giving infested
trees a shiny appearance and promoting the growth of sooty
mold, which covers the pine needles and branches. This
coating reduces photosynthesis, resulting in tree decline and,
in severe cases, death.

The paper is organized as follows. Section II describes
the Fisher-Shannon method and the ROC analysis used for
the investigation of our series. Section III presents the data
and study area. Section IV discusses the results obtained
from the analysis, highlighting key findings. Finally, Section
V summarizes the conclusions drawn from our study and
suggests potential directions for future research.

II. METHODS

To investigate the potential of Sentinel-1 SAR time series in
detecting TP-induced vegetation disturbances, we will apply
the Fisher-Shannon informational method. To assess the per-
formance of discriminating between infected and uninfected
pixels, we will utilize ROC analysis.

A. The Fisher-Shannon method
The informational properties of a time series can be anal-

ysed by the Fisher Information Measure (FIM) and the Shan-
non entropy (SE) that quantify respectively the local and global
smoothness of the distribution of a series. The FIM and SE can
be utilized for characterizing the complexity of non-stationary
time series described in terms of order and organization. The
FIM measures the order and organization of the series, and the
SE its uncertainty or disorder. The FIM and SE are defined
by the following formulae:

FIM =

∫ ∞

−∞

1

f(x)

(
∂f(x)

∂x

)2

dx (1)

SE = −
∫ ∞

−∞
f(x) log f(x) dx (2)

where f(x) is the distribution of the series x. Instead of SE,
it is generally used the Shannon entropy power (SEP) NX ,
defined as positive:

NX = exp

(
2

∫ ∞

−∞
f(x) log f(x) dx

)
(3)

FIM and NX are not independent of each other due to the
isoperimetric inequality:

FIM ·NX ≥ D (4)

where D is the dimension of the space (1 for time series).
FIM and NX depend on f(x), whose accurate estimation is
crucial to obtain reliable values of informational quantities.
For calculating FIM and NX , we applied the kernel-based
approach that is better than the discrete-based approach in
estimating the probability density function [18].

Due to the isoperimetric inequality, the Fisher-Shannon
Information Plane (FSIP), which has the NX as the x-axis and
FIM as the y-axis, represents a very useful tool to investigate
the complexity of time dynamics of signals. For scalar signals,
the curve FIM · NX = 1 separates the FSIP into two parts,
and each signal can be represented by a point located only in
the space FIM ·NX > 1.

B. The ROC Analysis

Receiver Operating Characteristics (ROC) analysis is uti-
lized to evaluate the performance of classifiers. In binary clas-
sification scenarios, instances are classified as either ”positive”
or ”negative,” and a classifier assigns these instances to pre-
dicted classes. When assessing a classifier with respect to an
instance, four potential outcomes can occur. The categorization
of the instance is as follows: True Positive (TP) if it is positive
and correctly classified as positive, False Negative (FN) if it
is positive but incorrectly classified as negative, True Negative
(TN) if it is negative and correctly classified as negative, False
Positive (FP) if it is negative but erroneously classified as
positive [19]. We can define the following ratios, the True
Positive rate (TPr) and the False Positive rate (FPr):

TPr =
Number of TP
Total positives

(5)

FPr =
Number of FP
Total negatives

(6)

A ROC curve is a graphical representation with TPr plotted
on the y-axis and FPr on the x-axis, depending on a threshold.
In ROC space, the point (0, 1) signifies perfect classification,
and one point is considered superior to another if it lies to the
northwest of the first point. The diagonal line, represented by
the equation y = x, corresponds to random classification. Each
point on the ROC curve corresponds to a tradeoff between TPr
and FPr associated with a threshold. Typically, to optimize this
tradeoff, the point on the ROC curve closest to (0, 1) is chosen,
and the corresponding threshold is utilized for classification.
Also, the Area Under the ROC Curve (AUC) is frequently
employed to quantify the classifier’s performance.
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Fig. 2. Example of time series.

III. DATA AND STUDY AREA

Castel Porziano (CP) is a Presidential Estate near Rome,
spanning 6,039 hectares. This historically and environmentally
significant site is located in Lazio along the coast. CP was
selected as a case study due to the severe impact of TP,
which caused widespread desiccation and, in many cases, tree
mortality in subsequent years. To evaluate the discrimination
capability of SAR data, Follonica (FL) was chosen as a control
site. Situated near Castel Porziano, it shares the same Pinus
pinea L. species but had no documented TP infestation as of
2023 (Figure 1). FL and CP are geographically similar. Both
sites are coastal pine forests located along the same coastline,
approximately 200 km apart. In addition to having the same
dominant vegetation and coastal exposure, they fall within the
same Köppen climate classification (Cs—temperate climate
with dry summers). This climate type, which characterizes the
Tyrrhenian coastal strip from Liguria to Calabria, as well as
the southern Adriatic and Ionian coasts of Italy, is a key factor
in defining the environmental context of the study [20].

The investigation was based on Sentinel-1 VV and VH
time series (2015–2022), accessible through Google Earth
Engine (GEE). The sampling interval is 12 days. For the
CP, 150 pixels representing the infected areas were selected,
while 150 pixels were similarly chosen for the FL site. These
150 points were randomly selected within the pine forest
area, as indicated by Corine Land Cover. For both sites, the
primary Sentinel-1 bands (VV and VH) from both ascending
and descending orbits were downloaded. Then, five SAR-
based indices (Table I) were calculated by using the following
formulae:

TABLE I. SAR-INDICES.

Name Index [Reference]

Polarimetric ration 1 PR1 [1]
Polarimetric ration 2 PR2 [2]

Normalized Ration Procedure between Bands NRPB [3]
Dual Pol. SAR Vegetation Index, modified DPSVIm [4]

Dual Pol. SAR Vegetation Index, normalized DPSVIn [4]

PR1 =
VV
VH

(7)

PR2 =
VH
VV

(8)

NRPB =
VH-VV
VH+VV

(9)

DPSVIm =
max(V V )− (V V + V H)

1.414213562373095×
(

(V V+V H)
V V

)
× V H

(10)

DPSVIn = V H ×
(
V V 2 + (V V + V H)

1.414213562373095

)
(11)

Cross-polarization ratio indices (i.e., PR1 and PR2) are
highly sensitive to variations in vegetation structure and
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moisture content, allowing them to effectively capture subtle
temporal dynamics. This sensitivity renders them particularly
valuable for detecting seasonal changes and vegetation stress.
In contrast, NRPB quantifies differences in scattering mech-
anisms between the VV and VH channels. It is especially
responsive in regions characterized by sparse vegetation or
lower canopy density, where soil moisture and surface scatter-
ing predominate. The Dual-Polarized SAR Vegetation Index
(Normalized) (DPSVIn) exhibits a high sensitivity to volume
scattering effects that are characteristic of dense vegetation and
canopy structures, while effectively mitigating the influence of
absolute backscatter variations. This dual functionality renders
DPSVIn particularly well-suited for comparative analyses of
vegetation structure across diverse environmental settings and
sensor configurations. Similarly, the modified DPSVIm repre-
sents a further refinement of the DPSVIn, integrating advanced
corrections to enhance vegetation discrimination, particularly
under challenging environmental conditions.

IV. RESULTS

We analyzed 150 pixel time series from CP and FOL sites,
spanning from 2015 to 2023 with a 12-day sampling interval.
Both ascendent and descendent orbits were considered, and for
each pixel, we calculated the five vegetation indices defined
in Section III. Figure 2 presents these indices as examples for
two pixels in the CP and FOL sites across both orbit types.

Subsequently, we applied FS analysis to compute the FIM
and NX for each vegetation index across all 150 pixels in
both sites. Figure 3 displays the boxplots of NX and FIM for
the five vegetation indices in ascendent and descendent orbits.
On average, TP-infected sites exhibit a higher NX and lower
FIM than healthy sites in descendent orbits for most indices.
Conversely, in ascendent orbits, the trend is generally reversed,
except for DPSVIn.

To quantitatively evaluate the discrimination performance
of the five vegetation indices between infected and uninfected
sites, we applied ROC analysis. The results are shown in
Tables II, III, IV, and V.

Considering NX for the descendent orbit, PR1 and DPSVIn
demonstrate good performance, with AUC values of 0.75 and
0.79, and TPRs of 71% and 68%, respectively. For NX in
the descendent orbit, all indices except DPSVIn show optimal
performance, with large AUC (from 0.82 to 0.90) and TPR
(from 73% to 82%) values and low FPR (from 12% to 21%).

For FIM in the ascendent orbit, PR1 and DPSVIn also show
good performance, similar to NX in the ascendent orbit. AUC
values range from 0.70 to 0.79, with TPRs around 65%-71%.

In the descendent orbit, all indices except DPSVIn exhibit
optimal discrimination performance for FIM, with AUC values
ranging from 0.81 to 0.89, TPRs varying between 70% and
79%, and FPRs between 9% and 23%.

The observed difference in Fisher-Shannon response be-
tween infected and uninfected trees may be associated with
variations in the photosynthetic activity. The Pinus pinea
canopy in healthy conditions exhibits a well-defined seasonal
pattern, which is effectively captured by SAR signal, reflecting

order and organization within the time series. In contrast,
TP infestation reduces photosynthetic activity, leading to
widespread tree desiccation and a loss of phenological cycles.
This results in a diminished seasonality and increased disor-
der in the SAR signal. The two adopted metrics effectively
highlight both healthy and unhealthy vegetation conditions.
Therefore, the classification of FIM and SE metrics within the
SAR time series enhances the ability to discriminate alterations
in vegetation structure and moisture content induced by insect
infestations or diseases

V. CONCLUSION AND FUTURE WORKS

This study investigates the potential of using Sentinel-1
(S1) data to monitor and detect forest vegetation infestations
and insect-related diseases, with a focus on two test sites
in Italy: Castel Porziano, which is affected by Toumeyella
parvicornis, and Follonica, which remains unaffected. The
primary difference in vegetation health between the two sites
is the presence of the parasite. The findings reveal a significant
influence of the parasite on the S1 SAR signal, which corre-
lates directly with vegetation changes caused by: (i) canopy
drying and reduced humidity, and (ii) a gradual decline in
canopy density due to the suppression of new needle growth.
This effect is clearly visible through the statistical methods
employed in this study. The application of ROC analysis to
the Fisher-Shannon-based metrics allowed for the evaluation
of the performance of S1 vegetation indices across two orbit
types (Ascending and Descending). The highest discrimination
performance was observed with NX of PR2 and with FIM
of NRPB both in the descending orbit. Our results clearly
show that S1 data can effectively detect changes in vegetation
structure and moisture content linked to insect infestations or
diseases, improving the identification of backscattering signal
alterations and recognizing deviations from typical patterns.
This capability facilitates a clear distinction between healthy
and unhealthy areas. Descending acquisitions generally yield
superior results compared to ascending acquisitions when
monitoring vegetation with SAR. This advantage is primarily
attributable to differences in illumination geometry, shadow-
ing, as well as moisture content and dielectric properties.
In descending mode, SAR satellites typically acquire images
in the afternoon when the sun is at a higher angle. This
configuration minimizes terrain shadowing and promotes a
more consistent backscatter response from vegetation. Con-
versely, ascending acquisitions, usually obtained in the early
morning, are more prone to pronounced shadow effects due
to lower sun angles, which can diminish the visibility of
certain features. Furthermore, vegetation generally exhibits
higher moisture content during early morning hours (when
ascending passes occur) due to dew formation and overnight
cooling. The increased moisture enhances signal absorption
and reduces backscatter, complicating the discrimination of
vegetation structures. During descending passes, vegetation
tends to dry slightly due to daytime heating, resulting in a
more stable and consistent radar response. Both illumination
geometry and moisture content contribute to a more stable and
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Fig. 3. Boxplots of NX and FIM of the five vegetation indices for the ascendent and descendent orbits.
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TABLE II. RESULTS OF THE ROC ANALYSIS FOR NX FOR THE ASCENDENT TYPE OF ORBIT. (THE * REFERS TO THE VALUE
OF TPR AND FPR CORRESPONDING TO THE OPTIMAL THRESHOLD)

PR1 PR2 NRPB DPSVIm DPSVIn

AUC 0.75 0.55 0.66 0.65 0.79
Optimal threshold 2.6 · 10−2 1.3 · 10−1 1.3 · 10−2 9 · 10−3 1.8 · 105

TPr* 0.71 0.45 0.54 0.59 0.68
FPr* 0.34 0.33 0.31 0.31 0.15

TABLE III. RESULTS OF THE ROC ANALYSIS FOR NX FOR THE DESCENDENT TYPE OF ORBIT. (THE * REFERS TO THE
VALUE OF TPR AND FPR CORRESPONDING TO THE OPTIMAL THRESHOLD)

PR1 PR2 NRPB DPSVIm DPSVIn

AUC 0.82 0.90 0.89 0.84 0.53
Optimal threshold 2.3 · 10−2 9.3 · 10−2 1.1 · 10−2 7.5 · 10−3 3.2 · 105

TPr* 0.73 0.8 0.82 0.81 0.66
FPr* 0.21 0.12 0.13 0.21 0.54

TABLE IV. RESULTS OF THE ROC ANALYSIS FOR FIM FOR THE ASCENDENT TYPE OF ORBIT. (THE * REFERS TO THE
VALUE OF TPR AND FPR CORRESPONDING TO THE OPTIMAL THRESHOLD)

PR1 PR2 NRPB DPSVIm DPSVIn

AUC 0.70 0.56 0.64 0.6 0.79
Optimal threshold 43.34 10.25 82.86 136.4 7.8 · 10−6

TPr* 0.65 0.54 0.5 0.59 0.71
FPr* 0.34 0.43 0.29 0.39 0.19

TABLE V. RESULTS OF THE ROC ANALYSIS FOR FIM FOR THE DESCENDENT TYPE OF ORBIT. (THE * REFERS TO THE
VALUE OF TPR AND FPR CORRESPONDING TO THE OPTIMAL THRESHOLD)

PR1 PR2 NRPB DPSVIm DPSVIn

AUC 0.81 0.87 0.89 0.83 0.51
Optimal threshold 50.91 14.07 104.35 159.75 4.8 · 10−6

TPr* 0.7 0.75 0.79 0.78 0.53
FPr* 0.19 0.09 0.17 0.23 0.47

interpretable radar response during descending passes. Nev-
ertheless, the optimal acquisition mode depends on specific
environmental conditions, sensor characteristics, and research
objectives. Further investigations will be carried out to explore
in greater depth the potential and limitations of Sentinel-1 data.
Nevertheless, the value of these preliminary findings lies in
demonstrating that early detection of infestations is crucial
for developing mitigation strategies and effectively preventing
their rapid spread.
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Abstract—This paper presents an empirical study on the use of
Artificial Intelligence (AI) to enhance the teaching and learning
of Python programming through our Smart Coding Tutor (SCT)
system . Designed for an online course with 315 students from
various academic disciplines and levels, the system creates an in-
teractive coding environment with automated validation through
hidden test cases and support from three specialized AI teaching
assistants. These assistants provide personalized guidance on
code structuring, debugging, and optimization, allowing students
to address challenges effectively while developing essential pro-
gramming skills. The study analyzes data collected from student
interactions, including usage patterns and the effectiveness of
AI assistants. The results show that the students are happy to
use SCT to learn programming and can achieve better learning
outcomes with the assistance of SCT. This research underscores
the potential for integrating AI-driven tools into programming
education to address diverse learning needs and streamline
instructional support. The findings contribute to the growing
body of evidence on how AI can enhance teaching practices
and student outcomes, paving the way for further innovation
in education technology.

Keywords-Programming Education; Large Language Model;
Online Judge System; Artificial Intelligence.

I. INTRODUCTION

Large Language Models (LLMs) are advanced artificial in-
telligence systems designed to understand and generate human
language with remarkable fluency [1]. Built on transformer-
based architectures, Large Language Models (LLMs) such as
OpenAI’s Generative Pretrained Transformer (GPT) series and
Google’s Bard, are trained on extensive datasets containing
diverse forms of text, enabling them to capture complex
linguistic patterns and contextual relationships. These models
rely on billions of parameters that allow them to process and
produce coherent language outputs across a wide range of
tasks. By integrating both pre-training on generalized corpora
and fine-tuning on specific domains, LLMs exhibit impressive
versatility in solving problems and engaging in natural lan-
guage interactions.

In the field of education, LLMs have shown transformative
potential by enhancing both teaching and learning experiences
[2], [3]. For students, LLMs act as virtual tutors capable
of providing instant explanations, feedback, and personalized
learning support. This adaptability enables learners to study
at their own pace, access customized resources, and engage
with challenging material more effectively. LLMs also play
a crucial role in language learning by offering conversational

practice, correcting grammar, and translating content, making
them especially valuable for individuals who want to improve
their proficiency in a new language.

Learning programming is inherently challenging due to the
necessity of transforming real-world problems into abstract
logical constructs. This process requires not only a deep
understanding of computational thinking, but also proficiency
in syntax, debugging skills, and problem-solving strategies.
For beginners, these challenges can be particularly daunting
as they must simultaneously grasp new conceptual models and
navigate the intricacies of programming languages. However,
advances in artificial intelligence, particularly in large lan-
guage models, have the potential to reduce these barriers [4],
[5]. By providing real-time assistance, code suggestions, and
explanatory feedback, AI-powered tools can facilitate a more
intuitive learning experience, allowing students to focus on the
core principles of programming rather than being hindered
by syntactic difficulties. As a result, these technologies can
enhance engagement and foster a greater appreciation for the
creative and logical aspects of coding.

Online judge systems are widely used in programming
education [6]. Students can practice programming in this
environment and receive rapid feedback to correct their code.
In this work, we develop an online judging system called
Smart Coding Tutor (SCT) integrated with the LLM engine.
Three types of AI tutors were developed to help students
from different contexts. They may use AI to guide their first
step, debug, or improve their code. An experimental study was
conducted on students at Feng Chia University in Taiwan. We
hope to explore more behavioral patterns, effects, and feelings
of using artificial intelligence by analyzing system logs and
applying Lag Sequential Analysis (LSA) methods. Such an
analysis helps us develop better learning tools. Excessive use
of AI can cause students to develop unhealthy dependence,
so how to strike a balance between thinking and use is an
important issue.

The paper is organized as follows. Section II introduces
some work in the application of LLM in programming and the
prompting engineering used in the field. Section III introduces
our SCT system, an online judge with 3 types of AI tutors.
Section IV discusses our empirical study in 2024 courses for
Feng Chia University students in Taiwan. In Section V, we
discuss what we learned in the study and future work.
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II. RELATED WORK

A. Applications and Effects of Large Language Models in
Programming Education

The integration of Large Language Models (LLMs) into
programming education represents a significant paradigm shift
in computer science pedagogy. While multiple studies have
investigated this transformation, their findings reveal both
promising opportunities and methodological challenges that
warrant careful examination.

Recent empirical investigations have demonstrated varying
degrees of effectiveness across different educational contexts.
Becker et al. [4] and Kazemitabaar et al. [7] present com-
plementary perspectives on LLM implementation, the former
examining technical integration aspects across various tools
(OpenAI Codex, DeepMind AlphaCode, Amazon CodeWhis-
perer), while the latter focusing specifically on novice learners’
interactions with Codex. Notably, Kazemitabaar’s controlled
study (n=69) demonstrated statistically significant improve-
ments in code completion (1.15× increase) and correctness
(1.8× higher scores).

These findings are further contextualized by Rahman and
Watanobe’s [2] investigation into ChatGPT’s programming
assistance capabilities. Their survey revealed 87% positive
response rates among participants, yet this high approval
rate must be interpreted within the context of potential self-
selection bias and the absence of objective performance
metrics. The study predominantly attracted participants with
pre-existing interest in AI technologies, potentially skewing
positive responses, while assessment relied on subjective sat-
isfaction measures rather than quantifiable indicators such as
code quality improvement or learning outcome measurements,
thus limiting objective evaluation of ChatGPT’s educational
efficacy. The convergence of these studies suggests that while
LLMs show promise in programming education, their effec-
tiveness varies significantly based on implementation context
and student characteristics.

B. Design of AI-Assisted Strategies Based on Prompt Engi-
neering

The efficacy of LLMs in programming education critically
depends on prompt engineering strategies, with recent re-
search revealing complex relationships between prompt design
and educational outcomes. A comparative analysis of differ-
ent prompting approaches demonstrates varying effectiveness
across educational contexts.

Denny et al.’s [5] investigation of GitHub Copilot’s perfor-
mance on CS1 programming problems provides foundational
insights into prompt engineering effects. Their finding that
strategic prompt modifications increased solution rates from
47.6% to 79% demonstrates the significance of prompt design.
However, their focus on Python potentially limits the general-
izability of their findings to other programming paradigms.
This limitation intersects with Ta et al.’s [8] research on
ExGen, which revealed that few-shot prompting significantly
outperformed zero-shot approaches (57% vs. 31% success rate

for elementary exercises). While these studies demonstrate the
importance of prompt strategy selection, they also highlight the
need for more comprehensive evaluation frameworks that con-
sider both technical accuracy and pedagogical effectiveness.

The relationship between prompt design and educational
efficacy is further illuminated by Hellas et al.’s [9] comparative
analysis of LLM responses to programming help requests.
Their finding that GPT-3.5 achieved higher accuracy in error
identification compared to Codex (90% vs. 70% for single
errors, 57% vs. 13% for comprehensive error detection) sug-
gests that model selection significantly influences educational
outcomes. However, their methodology did not account for
critical variables such as student background knowledge and
learning preferences, limiting our understanding of how these
factors mediate LLM effectiveness.

III. SMART CODING TUTOR

A. System Introduction

We developed the Smart Coding Tutor online judge system,
which is an interactive educational system designed to improve
students’ programming skills through hands-on practice and
AI-based guided assistance. Within this system, students can
write, test, and refine their code in an engaging and structured
environment. Each exercise or problem in the system includes
a series of hidden test cases that automatically evaluate the
validity and functionality of the submitted code. By receiving
instant feedback, students can iteratively improve their solu-
tions while learning to critically think about their approach.
As illustrated in Figure 1, the SCT system integrates core
components including an assignment module, code editor,
automated judger, and test case evaluator, along with AI-
powered virtual assistants to facilitate interactive, iterative
programming practice.

What sets SCT apart is its seamless integration of intelligent
AI assistants. When students encounter difficulties or are
unsure how to proceed, they can call these virtual assistants
for support. Each assistant plays a specified role, offering
tailored guidance, explanations, and suggestions to address the
student’s challenges effectively. The system encourages active
learning by providing help that complements the student’s own
efforts, rather than simply offering direct answers. This bal-
ance ensures that students develop their problem-solving and
debugging skills while receiving the right amount of support.
In addition to fostering technical competence, SCT promotes a
growth mindset by emphasizing iteration and exploration. The
hidden test cases not only evaluate correctness but also encour-
age students to consider edge cases and alternative approaches.
This approach, combined with the dynamic support of AI
assistants, creates a holistic learning experience that prepares
students for real-world programming tasks. By simulating the
iterative nature of software development, the system equips
students with the confidence and practical knowledge needed
to excel in coding.

In SCT, students receive feedback on their code submissions
through predefined result categories that indicate the correct-
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Figure 1. Design of the Smart Coding Tutor.

ness and execution status of their solutions. These results
typically include the following.

• Accepted (AC), which signifies that the submission meets
all problem constraints and passes all test cases success-
fully;

• Partially Accepted (PA), which indicates that the submis-
sion passes only a subset of the test cases;

• Runtime Error (RE), which occurs when the code en-
counters execution failures such as division by zero, out-
of-bounds errors, or memory violations. Additional result
categories may include:

• Wrong Answer (WA), indicating incorrect outputs;
• Time Limit Exceeded (TLE), where the solution does not

complete within the allowed time;
• Compilation Error (CE), which denotes issues preventing

successful code compilation.

B. Types of Tutors

1) Guidance Assistant Guidey: Guidey, an alias chosen to
add a sense of familiarity (the original system had a Chinese
name, which was translated), specializes in helping students
navigate coding challenges by providing clear instructions,
explaining programming concepts, and offering step-by-step
support. Whether a student is new to programming or tackling
a complex problem, Guidey is always there to provide advice
and give students the appropriate hints. The Guidey button is
positioned at the top of the code editing interface (see Figure
2a), enabling students to access the activation interface of the
AI teaching assistant while they compose their code.

The design of Guidey, a specialized programming education
assistant, exemplifies a four-component prompt engineering
framework. Through precise Role Definition, Guidey adopts
the persona of an approachable programming mentor. Its Goal
Setting focuses on facilitating student learning through guided
programming experiences. The Action Framework implements
step-by-step instructional support, while Boundary Setting
ensures student autonomy by limiting direct solution provision.
The prompt is designed as follows:

You are an excellent programming educator who provides
clear guidance and encourages independent thinking. As a
Python teaching assistant, you focus on guiding students

through problem-solving. Your goal is to help students tackle
programming challenges by understanding problems and
designing solutions. You also strive to enhance their program-
ming skills, ensuring they grasp core concepts and write code
that meets requirements. Students must write code that meets
problem requirements, input/output rules, and format con-
straints. Your task is to guide them with hints and suggestions
to help them find solutions. You may provide pseudo-code,
but not executable solutions. You must not provide executable
Python code to prevent direct copying. Avoid greetings to
maintain focus. Your responses should be limited to hints and
guidance without giving direct answers. These rules ensure
you effectively support students while fostering independent
problem-solving.

2) Correction and Debugging Assistant (Debuggy): De-
buggy is a great helper in identifying and fixing code errors.
Debuggy not only explains obscure error messages, but also
explains the cause of the error and suggests possible solutions,
making the debugging process both educational and helpful for
students who are striving to improve their problem-solving
skills. When the written code has a compiler error, the De-
buggy tutor will be displayed (as Figure 2a). Students can
press the button to ask for help.

The prompt design is similar to Guidey, with four-
components to illustrate: role definition, goal setting, action
framework, and boundary setting. The prompt is defined as
follows (the parts similar to Guidey are skipped by inserting
...):

You are an experienced debugging educator who special-
izes in error identification and correction. As a Python debug-
ging assistant, you focus on helping students understand and
fix code errors. Your goal is to help students understand pro-
gramming errors by analyzing error messages and identifying
their causes. You also strive to enhance their debugging skills,
ensuring they learn from their mistakes. ... Your task is to
analyze the provided code and error messages, explaining the
cause of errors in clear terms. You may provide error analysis
and correction suggestions, but not complete solutions. You
must not provide executable Python code for fixes. ...

3) Optimization Assistant (Opti): Opti is a specialized
assistant that helps students improve the performance and
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(a) The right upper and the bottom is Guidey tutor and Debuggy tutor. (b) The Opti button is positioned beneath the "AI Assistant" text.

Figure 2. Screenshots of Smart Coding Tutor.

quality of their code. Opti not only identifies inefficiencies in
code, but also explains optimization principles and suggests
specific improvements, making the optimization process both
educational and practical for students who are learning to
write more efficient programs. When a student’s code works
correctly but could benefit from optimization, the Opti tutor
will be displayed (as Figure 2b). Students can press the button
to receive optimization guidance. The prompt design follows
the same four-component framework as previous assistants:

You are an excellent programming educator who special-
izes in code optimization and efficiency. As a Python teaching
assistant, you focus on helping students improve their code
quality. ... Your goal is to help students enhance code perfor-
mance by analyzing their solutions for potential improvements.
You strive to develop their optimization skills, ensuring they
understand efficiency concepts and implementation strategies.
Your task is to analyze student submissions based on their
status (Accepted, Wrong Answer, Error, etc.), identify all po-
tential optimization areas and error causes. You may provide
similar examples and pseudo-code, to guide their learning.
You must not provide executable Python code as solutions. ...
All responses must be in Chinese. These guidelines ensure ef-
fective support while promoting independent problem-solving
skills in code optimization.

With these three teaching assistants, students can get help at
any time, whether they do not know how to start, get frustrated
during the process, or want to do better. In the next section,
we will use an empirical study to explore how the students
interact with the tutors.

IV. EMPIRICAL STUDY

This empirical study focuses on the use of SCT in the 2024
Fall Semester at Feng Chia University in Taiwan. Participants
in this program come from different academic departments,
covering disciplines such as engineering, business and social
sciences, and students range from freshmen to seniors in
programming. A total of 315 students from different courses
participated. In addition to watching videos to learn, SCT

provided a total of 86 programming exercises or homework
(different courses provided different questions). During the
midterm and final exams, some students are required to take
actual tests on SCT and are not allowed to use external AI
tools.

By collecting data on students’ interactions with SCT, we
can explore their usage pattern and the effectiveness of AI use.

1) Usage pattern:
• In our analysis of 4,982 instances of student submissions,

we found that 26.4% of students sought assistance from
AI tools. Among them, 67.4% sought the help of more
than one AI tutor. Even though AI is very convenient
in programming, there are still students who insist on
relying on their own thinking.

• Among the data that involved AI tutors, 58.8%
(773/1,315) used Guidey, making it the most frequently
used, as shown in Figure 3. This was followed by
Debuggy, which was used in 47.7% of the cases. Opti
was used in 30.6% of the cases. Guidey is probably the
most commonly used because it provides comprehensive
assistance, not just debugging.

Figure 3. Usage of different types of tutors.

• When students encountered an error during the test-
ing phase, they sought the help of Debuggy. 37.5%
(1,869/4,982) of the data involved an error during testing,
and among these, 30.2% (564/1,869) used Debuggy to
help fix errors. Some students want to debug on their own
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and improve their debugging skills, while others give up
when they encounter frustration.

• We apply Lag Sequential Analysis (LSA) for analyzing
the usage behavior. LSA is a statistical method used to
examine sequential patterns in time-series or event-based
data. It helps identify dependencies between behaviors
by analyzing whether one event is likely to be followed
by another at different time lags [6]. Figure 4 presents
the event transition relationships between various types
of errors and Debuggy. The number in the relationship
denotes the probability of one event leading to another.
The results show that the likelihood of using Debuggy
as the next action is statistically significant and average,
regardless of the type of error encountered.

Figure 4. Event transitions between Debuggy and different types of erros
during testing in LSA analysis.

• Among all student data, 32.4% (1614/4982) encountered
a submission error upon resubmission, while 12.3%
(615/4982) experienced runtime errors. Of these, 23.1%
(373/1614) and 24.4% (150/615) sought help from Opti,
respectively. The LSA analysis in Figure 5 presents
significant transitions from submission/runtime errors to
Opti.

Figure 5. Event transitions between Opti, AC and errors in LSA analysis.

• In addition to providing suggestions on how to modify
the code to meet the requirements of the problem, we
expected students to continue to interact with Opti after

achieving an AC to learn how to further optimize their
code. However, the results of LSA analysis in Figure 5
show that students rarely continue to optimize their code
after meeting the problem requirements.

2) Effectiveness analysis:
• Among students who encountered errors during testing

and sought help from Debuggy tutor, 76.1% (429/564) ul-
timately achieved AC, while only 2.5% (14/564) remained
in CE/RE. This is an exciting statistic, demonstrating
that the AI tutor effectively supports students. However,
further analysis reveals that 76.7% of students who did
not use Debuggy also achieved AC, indicating that the
difference is not substantial. A deeper analysis shows
that students who sought help from Debuggy generally
faced more errors and frustrations. As shown in Table
I, they encountered an average of 7.2 errors during
testing—about seven times more than students who did
not use Debuggy, who averaged only one error. After
submission, these students received an average of 3.3
submission errors and 0.8 runtime rrrors, which were 3.1
times and 3.0 times higher, respectively, than those who
did not seek help. This result suggests that students who
struggled were more likely to seek assistance from the AI
tutor and ultimately achieved comparable performance to
their peers.

TABLE I. NUMBER OF ERRORS FOR USING AND NOT USING Debuggy IN
DIFFERENT PHASES

With Debuggy Without Debuggy
#Error in testing 7.2 1.0
#Error in submission 3.3 1.1
#Error in run time 0.8 0.3

• Expanding the scope to include all AI tutors, not just
Debuggy, 73.9% (972/1315) of students who used AI
tutors ultimately achieved AC. The majority of the re-
maining students received PA (12.6%), with a smaller
portion ending with WA (3.3%) and RE (2.7%). Similar
to the case with Debuggy tutor, there was no significant
difference in final results between students who used
AI tutors and those who did not. As shown in Table
II, students who sought help from AI tutors generally
had weaker programming skills and encountered more
obstacles during problem-solving. On average, they ex-
perienced 4.5 errors during testing (with a maximum of
99 errors). After submission, they received an average of
3.3 Submission Errors (maximum 68) and 0.7 Runtime
Errors (maximum 20). In contrast, students who did
not use AI tutors encountered significantly fewer issues,
averaging only 0.8 errors during testing, 0.6 submission
errors, and 0.2 runtime errors. The error frequencies for
those seeking AI tutor assistance were 5.7, 5.1, and
3.7 times higher, respectively. Despite these challenges,
interaction with AI tutors still helped 73.9% of students
achieve AC, demonstrating that our AI tutors effectively
assist students in problem-solving—even without directly
providing answers.
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TABLE II. NUMBER OF ERRORS FOR USING AND NOT USING AI TUTORS
IN DIFFERENT PHASES

With AI tutor Without AI tutor
#Error in test 4.5 0.8
#Error in submission 3.3 0.6
#Error in runtime 0.7 0.2

• In general, among the data that involved AI tutors, a
significant 73.9% (972/1,315) ultimately achieved an AC
result. Most of the remaining cases received a PA result
(12. 6%), while only a small percentage ended with WA
(3.3%) or RE (2.7%). This indicates that AI tutors are
effective in helping students solve problems.

In terms of learning results, the average score for the entire
class learning Python was 75, and only 2% of the students
dropped out. In the past, the class average was about 55, and
dropouts were close to 10%. It is obvious that with the help
of AI, programming is no longer a scary subject and learning
is more fulfilling.

V. CONCLUSION AND FUTURE WORK

This study examined the usage and effectiveness of the
Smart Coding Tutor (SCT) system in improving programming
education through AI-assisted instruction. Through empirical
analysis of 315 students’ interactions in multiple Python
courses at Feng Chia University, we found that AI-based
tutoring significantly improved learning outcomes and reduced
course dropout rates from approximately 10% to just 2%,
while increasing average scores from 55 to 75.

The findings reveal different usage patterns among the three
specialized AI assistants—Guidey, Debuggy, and Opti—with
26.4% of student submissions involving AI assistance. Despite
the availability of AI tools, a substantial majority of students
(73.6%) chose to rely on their own problem solving abilities,
indicating a preference for independent thinking in the pro-
gramming learning process. Guidey, providing comprehensive
guidance, was utilized most frequently (58.8%), followed by
Debuggy (47.7%) for error correction, and Opti (30.6%) for
code optimization. Lag Sequential Analysis demonstrated that
students strategically accessed different assistants depending
on their specific challenges, with statistically significant tran-
sitions from various error types to Debuggy assistance.

Our analysis revealed that students who sought AI assistance
typically demonstrated weaker initial programming skills, re-
sulting in significantly more errors during testing (4.5 vs. 0.8),
submission (3.3 vs. 0.6), and runtime (0.7 vs. 0.2) compared
to those who did not use AI support. This suggests that AI
tutors served as a critical scaffold for struggling students rather
than being used indiscriminately. After receiving AI assistance,
these students showed a marked improvement in their ability
to solve complex programming challenges. Despite their initial
difficulties, 73.9% of students using AI tutors ultimately
achieved successful Code Acceptance (AC), demonstrating
the system’s ability to provide meaningful assistance without
diminishing the educational value of problem-solving.

Notably, our analysis of student behavior post-acceptance
showed limited engagement with optimization opportunities.

Few students interacted with Opti after achieving basic func-
tionality, suggesting an area for pedagogical improvement
to encourage code refinement beyond initial success. This
observation highlights the need for instructional approaches
that emphasize both functional correctness and code quality.

Future research should focus on refining prompt engi-
neering techniques to better address diverse error types and
learner needs. Development of more sophisticated metrics
for measuring learning outcomes across varying skill levels
and task complexities would enhance understanding of AI’s
educational impact. While our implementation focused on
Python, the SCT approach could be adapted to support other
programming languages and more advanced domains. Finally,
pedagogical frameworks that optimize the balance between
AI assistance and independent problem-solving should be
developed to maximize learning while preventing over-reliance
on AI tools. Such balanced approaches would preserve the
cognitive benefits of struggle while providing targeted support
when most beneficial to student learning.
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Abstract—This research addresses the challenge of multimodal
learning in the context of grounded language-based object
retrieval. We propose an innovative approach called Extended
Multimodal Alignment (EMMA), combining geometric and cross-
entropy methods to enhance performance and robustness. Our
method leverages information from diverse sensors and data
sources, allowing physical agents to understand and retrieve
objects based on natural language instructions. Unlike existing
approaches that often use only two sensory inputs, EMMA
accommodates an arbitrary number of modalities, promoting
flexibility and adaptability. On the GoLD benchmark EMMA
reaches 0.93 mean-reciprocal rank and 78.2% top-1 recall,
outperforming the strongest baseline by +7.4 pp MRR while
converging five times faster (three epochs, 40 min on a single
RTX 4090). When any single modality is withheld at test
time, EMMA retains 88% of its full-modality accuracy, whereas
competing methods drop below 65%. We introduce a generalized
distance-based loss that supports the integration of multiple
modalities—even when some are missing—thereby demonstrating
EMMA’s scalability and resilience. These results open avenues
for improved multimodal learning, paving the way for advanced
applications in object retrieval and beyond.

Keywords-Multimodal learning; Object retrieval; Sensor fusion;
Contrastive loss; Grounded language

I. INTRODUCTION

Inspired by the multimodal nature of human interaction with
the world, it is intuitive that agents learning about the world,
upon encountering new concepts and new objects, should
form a model that incorporates information from all available
sensors and data sources. The benefits of integrating multiple
modalities are twofold: first, complementary information can
be extracted from different modalities that can help with
understanding the world, and second, additional modalities can
help in the cases when one or more sources of data about the
world become unavailable. Grounded language understanding,
in which natural language is used as a query against objects in
a physical environment, allows a real-world, intuitive mech-
anism by which users can instruct physical agents to engage
in tasks such as object retrieval. Visuolinguistic approaches to
such object inference tasks typically involve training on large
pools of image/text pairs and then using language to subselect
elements of the sensed environment [1][2].

Although physical agents, such as robots typically have
access to sensory and interactive modalities beyond vision, and
learning from multiple modalities can improve performance on
downstream tasks, most approaches use at most two sensory
inputs (e.g., visual data such as RGB plus depth images) with
single labels, such as those provided by textual natural lan-
guage. Simultaneously using additional inputs from different

modalities is an underexplored area, in part due to the domain-
specific nature of such n-ary learning approaches. With the
modern proliferation of audio and text-based communication
and home agents (e.g., Alexa/Google Home), there is a grow-
ing need to handle more modalities and simultaneously their
potential failures.

One difficulty with working with complex multimodal data
is the increased likelihood that one or more modalities may
have missing information. Hardware can become damaged or
defective, sensors can get blocked or obstructed, and various
adverse but not uncommon conditions can remove a modality
from use. Current multimodal approaches are typically not
robust to the loss of one or more modalities at test time, as may
happen if, for example, a physical agent fails to retrieve data
from a particular sensor. In order to fully leverage multimodal
training data while being robust to missing information, we
propose a generalized distance-based loss function that can be
extended to learn retrieval models that incorporate an arbitrary
number of modalities.

We consider the domain of grounded language-based object
retrieval [3][4], in which objects in an environment must be
identified based on linguistic instructions. This can be consid-
ered a special case of image retrieval [5]–[8] in which objects
are identified using visual inputs in combination with other
sensor modalities. Approaches to acquiring grounded language
have explored various combinations of sensor inputs such as
depth and RGB with labels provided by textual language or
speech [9]. However, despite object retrieval’s multisensory
nature, much of the existing work has not previously been
extended to include an arbitrary number of modalities.

To this end we introduce Extended Multimodal Alignment
(EMMA), a retrieval framework that fuses a geometric dis-
tance objective with a cross-entropy based supervised con-
trastive loss function [10]. EMMA (i) accommodates an
arbitrary number of sensory and linguistic modalities, (ii) con-
verges approximately five times faster than strong SupCon [11]
and SimCLR [10] baselines while matching or exceeding their
accuracy, and (iii) remains robust when one or more modalities
are ablated at test time-achieving a mean-recall improvement
of 7.4 pp on the GoLD benchmark. Treating speech and text
as first-class input modalities further demonstrates that label
information can be leveraged even when explicit annotations
are sparse.

Paper organization. Section II reviews related multimodal
and contrastive learning work. Section III formalizes the
EMMA objective. Section IV details the end-to-end retrieval
pipeline, and Section V describes datasets, implementation,
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and training protocol. Experimental results and ablations are
presented in Section VI, followed by a discussion of limita-
tions and broader impact. Section VII concludes the paper and
outlines future directions.

II. RELATED WORK

A. Image–Text Retrieval

Retrieval systems that align free-form language with im-
ages range from fashion matching [12][13], sketch search
[5], and large-scale photo datasets [1][6][7], to compositional
language-vision models [8]. Extensions that ground queries in
external knowledge [14][15] remain limited to two modalities,
motivating our focus on robust multimodal grounding.

B. Multimodal Datasets and Fusion

New corpora highlight the need for techniques that cope
with more than vision & text. CMU-MOSEI combines video,
speech, and text for sentiment analysis [16]; GoLD pairs
household objects with RGB, depth, spoken and written
language [17][18]. Baltrušaitis et al. catalogue five core
challenges (representation, translation, alignment, fusion, co-
learning) in multimodal learning [19]; our work tackles the
alignment problem when any subset of sensors may be absent.

C. Instance- vs Class-Level Retrieval

Multi-modal retrievers such as [20][21] treat objects with
the same class label as interchangeable. For grounded robotics
we instead require instance discrimination: the agent must
find that red mug, not any red mug. We therefore adopt
an instance-level objective and explicitly test robustness to
missing modalities, an aspect ignored in prior class-level
systems.

D. Alignment Losses and Robustness

Contrastive learning methods cluster into two families:
classification/cross-entropy objectives [10][11] and geomet-
ric/metric losses [22]–[24]. Hybrid approaches are rare.
Alayrac et al. align video, audio, and text with a dual-space
loss [25], and Nguyen et al. use cosine similarity for image-
language retrieval [26]; neither scales beyond three modalities
nor handles sensor drop-out. Triplet-based works [4][27] often
rely on costly hard-negative mining [28]–[35], which we avoid.

E. Higher-Order Multimodal Models

Efforts to fuse more than two modalities include three-
way tensor products for images, hashtags, and users [36],
quadruplet losses for sketch-image matching [37][38], and
co-attention for image, sketch, and edgemap retrieval [39].
Emotion recognition combines face, speech, and text via CCA
[40]; deception detection merges language, physiology, and
thermal data [41]; heterogeneous transfer predicts a third
modality from two inputs [42]. All scale poorly as modalities
grow or assume every sensor is present. Our EMMA loss
unifies an arbitrary number of modalities and demonstrates
graceful degradation across nine missing-modality scenarios.

Figure 1. Multimodal object-retrieval setup (RGB, depth, speech, text).

III. PROBLEM DESCRIPTION

Given a language command—either text or speech—that
describes an object, we want our model to retrieve the correct
object from a set of objects. This problem is an exemplar task
in grounded language learning within the fields of robotics
and natural language processing. Intuitively, the goal is to
accept unconstrained natural-language queries and select the
appropriate object by leveraging the complete set of sensor
inputs available to the agent. We demonstrate a domain
containing four modalities, each referring to objects in the
environment: spoken language, written text, RGB images, and
depth images. Figure 1 illustrates our object-retrieval task: the
spoken query “A white textbook titled algorithms” is provided
to our contrastive model, which identifies the item outlined in
red in Figure 1 as the most likely object referred to by the
query.

More formally, given a spoken-language command xs, a
textual command xt, a set of RGB images Xr = {x(1..n)

r }, and
a set of depth images Xd = {x(1..n)

d }, the task is to retrieve
the correct object by choosing the index with the minimum
distance to either language command across all modalities.
Depending on which modalities are or are not ablated, we
consider up to four distance vectors: sr, distances between
xs and all RGB images in Xr; sd, distances between xs

and all depth images in Xd; tr, distances between xt and
all RGB images in Xr; and td, distances between xt and
all depth images in Xd. To select the correct object, we first
compute a component-wise average of the relevant modality-
pair distances for the available modalities, then choose the
object with the minimum of this averaged vector (i.e., we take
the argmin).

Depending on which sensors are available at test time, any
combination of these four distance vectors may be present.
For example, if no written instructions are available—a salient
setting because, although large bodies of text may exist during
training, a user interacting with a physical agent might provide
only spoken commands—we average sr and sd and select the
object whose entry yields the lowest average distance. This
method allows us to extend our model to arbitrary modality
sets while remaining robust when some modalities are missing
or incomplete.
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IV. APPROACH

In keeping with previous work on the closely related
problem of image retrieval, we focus on contrastive-loss
approaches, where the goal is to learn an embedding in which
similar samples—in our case, instances of the same object
class—lie close together, while dissimilar samples are farther
apart. We develop a novel geometric loss function, GEOMET-
RIC ALIGNMENT, that simultaneously minimizes intra-class
distances and maximizes inter-class distances across every pair
of modalities, yielding a model that is effective at the retrieval
task defined above and robust to modality drop-outs at test
time. We further combine this GEOMETRIC ALIGNMENT loss
with a classification-based cross-entropy term, producing a
superior model relative to either loss alone; we refer to this
combination as Extended Multimodal Alignment (EMMA).

A. Core concepts.

The methods described in this section share terminology
but differ in what they incorporate. Three terms recur: anchor,
positive, and negative. The anchor is the reference data point;
positives are samples similar to the anchor, and negatives
are dissimilar. For example, to learn the concept “book,” the
anchor might be an RGB image of a book; the corresponding
text description and depth image form the positive set, whereas
the description and RGB image of an apple belong to the
negative set. The methods below vary in how they choose
these sets and in the objective functions they employ.

B. Baselines

We compare both EMMA and GEOMETRIC ALIGNMENT
with the contrastive learning method of Chen et al. [11] and
with supervised contrastive learning [10], hereafter SUPCON.
We treat SUPCON as the principal baseline, as it generalizes
several contrastive objectives, including triplet loss, the classic
self-supervised contrastive loss [11], and N-pair loss [43].

1) Contrastive Loss: We re-implement the contrastive
method of Chen et al. [11], which employs the normalized
temperature-scaled cross-entropy loss (NT-Xent). Following
SimCLR, we use cosine similarity; an unnormalized inner
product [10] is numerically unstable because it is unbounded,
but a normalized inner product is equivalent to cosine simi-
larity. The loss is formulated in Equation (1).

−
∑
i∈I

log
exp(sim(zi, zj(i))/τ)∑

a∈A(i) exp(sim(zi, za)/τ)
(1)

where i is the index of the anchor, j(i) is the index of the
positive item with respect to the anchor zi and is not the same
as an anchor, A(i) is the set of all negatives and the one
positive indices excluding anchor, and z = f(x).

We can treat different modalities of the same instance as
additional input that augments the available information and
consider them positive points for the anchor. Equation (1) can
be rewritten with the sum over more than one positive item as
formulated in Equation (2):

−
∑
i∈I

∑
p∈P (i)

log
exp(sim(zi, zp)/τ)∑

a∈A(i) exp(sim(zi, za)/τ)
(2)

where I is a batch consisting of one or more instances,
each with a set of all its modalities, and P (i) is the set
of modalities/augmentations of the anchor i excluding itself
(e.g., RGB image, depth image, speech, text) and z = f(x).
Therefore, if we have four modalities and the batch size is
64, the size of I is 256, the size of P (i) is M − 1 = 3
where M is the number of modalities, and the size of A(i) is
256− 1 = 255.

2) Supervised Contrastive Learning: [10] extend the con-
trastive learning method (NT-Xent) and propose a supervised
way of performing contrastive learning to treat not only
augmentations of the anchor but also every item that shares
the same label with the anchor as positives. This loss function
is shown in Equation (3).

∑
i∈I

−1

|P (i)|
∑

p∈P (i)

log
exp(zi · zp/τ)∑

a∈A(i) exp(zi · za/τ)
(3)

Although this loss function does not use cosine similarity,
embeddings are normalized before performing the dot product,
which is equivalent to cosine similarity.

The main difference between the contrastive loss baseline
in Section IV-B1 and SUPCON is that there is no notion
of meaningful negative points in the contrastive loss, and
everything in the batch that is not the anchor or one of
the positive views is considered to be negative. In SUPCON,
however, all elements in the batch that have the same label
as the anchor are also considered positives, in addition to
different views of the same instance. While the denominators
of Equations (2) and (3) stay the same, this subtle difference
affects the numerator and includes more positive examples,
which prevents the unintended use of actual positives as
negative examples.

While this model is a strong baseline, the authors applied
it to a unimodal dataset. In this paper, we extend the baseline
to multimodal data and show that it learns more slowly than
EMMA and performs worse when all modalities are available
at test time.

Since SUPCON considers all pairwise distances within a
batch, with M modalities and a batch size B, each batch
contains B ×M items, and the computation involves (BM)2

pairwise-distance terms, which depend on batch size. By
contrast, the computations in our GEOMETRIC ALIGNMENT
approach are agnostic to batch size, making it more scalable.

As originally proposed, the SUPCON baseline was applied
to unimodal datasets such as ImageNet [44], CIFAR-10 [45],
and CIFAR-100 [45]. We demonstrate both that it can be used
with multimodal datasets and that augmenting it with geo-
metric components improves training speed and performance
when modalities are dropped.
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C. EMMA: Extended Multimodal Alignment

Our proposed multimodal method comprises two com-
plementary parts. The first is a geometric loss based on
latent-space distances; the second is a supervised contrastive
loss based on cross-entropy (SUPCON). The geometric loss
converges faster, whereas the cross-entropy loss aligns more
closely with the downstream retrieval task. We therefore
combine them to obtain Extended Multimodal Alignment
(EMMA).

a) Geometric Alignment Loss: We define a distance-
based loss function applicable to an arbitrary number of
modalities. Our method is inspired by the well-known
similarity-based triplet loss [4][23] and, under certain settings,
resembles contrastive loss [10][11]. Triplet-loss learning forces
similar concepts from different domains together in a shared
embedding space while pushing dissimilar concepts apart.
The name derives from the three data points it relies on:
an anchor, a positive, and a negative. Standard triplet loss,
however, cannot be applied to more than two modalities.

To address this limitation, we optimize pairwise distances
for all data points, enabling use with an arbitrary number of
modalities. In contrast, prior work that employs triplet loss
[4][17] concatenates RGB and depth into a single “vision”
vector, preventing robust handling of RGB or depth ablation
at test time. Our method also avoids the need for hard-negative
mining.

During training, we sample two object instances and gather
their representations from every modality, producing a positive
set (one object) and a negative set (a different object), as shown
in Figure 2. Unlike some earlier triplet-loss methods [4][17],
the anchor is not randomly chosen per batch. Instead, every
item in the positive set becomes an anchor once; we minimize
its distance to the other positive items while maximizing its
distance to all negative items. Thus, our formulation is one-
to-many rather than one-to-two.

To clarify our terminology:

• Positive (Instance) — embeddings of a single object
(e.g., RGB image, depth image, text, and speech for an
apple), shown in green in Figure 2.

• Negative (Instance) — embeddings of a different object
(e.g., the same four modalities for a mug), shown in
orange.

• Anchor (Modality) — each modality within the positive
set is treated as an anchor once. In Figure 2, all four
modalities serve in turn as anchors, forming the basis for
distance learning.

The objective is to (i) minimize the distance between
each pair of positive points from different modalities and
(ii) maximize the distance between each positive and every
negative point across all modalities.

We refer to this approach as GEOMETRIC ALIGNMENT,
formulated in Equation (4); an illustration appears in Figure 2.

Modality 1:
Text

Modality 3: 
Depth

Modality 2:
RGB

A coffee 
mug.

“A Gala apple.” “Black and gold mug.”Modality 4: 
Speech

This is a red 
apple.

BERT

BERT

ResNet152

ResNet152

BERT

BERT

ResNet152

ResNet152

3 FC layers

3 FC layers

3 FC layers

3 FC layers

3 FC layers

3 FC layers

3 FC layers

3 FC layers

Figure 2. EMMA overview and GEOMETRIC ALIGNMENT loss (four
modalities). Gray arrows = frozen encoders; black arrows = 3-layer FC +
ReLU projectors. Green = positive, orange = negative embeddings; dashed

lines maximize, dotted lines minimize distances.

L =

M∑
m1=1

[
M∑

m2=1

[
−max

(
dist(z+m1

, z−m2
) + α, 0

)]
+

M∑
m3=m1+1

[
min

(
dist(z+m1

, z+m3
), 0

)]] (4)

In Equation (4), M is the number of modalities, the su-
perscripts + and − represent positive and negative objects,
α represents the enforced margin between each positive and
negative point, which we set to 0.4 for all modalities without
tuning, and z is the embedding we get by applying a mapping
function f , which in our case is a neural network on our input
data. In other words, zm = fm(xm), where each modality m
has a specific model fm that is different from the models for
other modalities. These models do not share their weights.

Cosine similarity is the opposite of distance, and we need to
reverse the logic for maximization and minimization. There are
different options for measuring distance in embedded space.
We use cosine similarity between pairs of embeddings, i.e., we
measure the cosine of the angle between embeddings. Cosine
similarity is a good choice for high-dimensional data as it
is bounded between -1 and 1. Other distance metrics, such
as Euclidean distance, grow in value with respect to their
dimensionality, resulting in very large distances for data points.

Here, the generic dist function is replaced with the specific
cos(·), and we omit the max notation for clarity by defining
Equation (5):

g(x, y) = max(cos(x, y)− 1 + α, 0)

h(x, y) = min(1− cos(x, y), 0).
(5)

The first portion of the following equation maximizes all
unique pairwise distances between modalities of positive and
negative instances. The second portion minimizes the unique
pairwise distances among the modalities of positive cases.

L =

M∑
m1=1

M∑
m2=1

g(z+m1
, z−m2

)︸ ︷︷ ︸
push negatives away

+

M∑
m1=1

M∑
m3=m1+1

h(z+m1
, z+m3

)︸ ︷︷ ︸
pull positives together

(6)
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Our proposed GEOMETRIC ALIGNMENT loss function in
Equation (6) can be rewritten as shown in Equation (7) by
fully specifying the summations to understand better how our
objective function can be reduced to well-known losses such
as triplet loss and pairwise loss.

L =

M−1∑
i=1

M∑
j=i+1

h(z+i , z
+
j )

+ g(z+i , z
−
j ) + g(z−i , z+j )

+

M∑
i=1

g(z+i , z
−
i ).

(7)

If M = 2, which means the number of modalities is 2, and
we ignore the last two terms in the derived objective function,
it results in the triplet loss method. If M = 2, then our objec-
tive function reduces to the quadruplet loss method [37][38]
if we multiply the first term by 2, ignore the third term, and
change the last summation to be up to M − 1 (which results
in a single term). If M = 1, only the last term remains in the
loss function, which is exactly the pairwise distance-based loss
function. This loss function can be seen as a contrastive loss
usually used in the domain of self-supervised learning [11].
However, our proposed loss function has two advantages over
the traditional contrastive loss expressed in Equation (1). The
first advantage is that our loss function does not loop over
multiple positives and negatives in a large batch. Instead,
we sample only two objects (positive and negative), each of
which has M modalities, which gives us 2M datapoints (or
embeddings). Hence, our model can be trained using smaller
batch sizes, which reduces the number of negative samples
we need. The second advantage is that this loss function can
be used in a multimodal setting with an arbitrary number
of modalities and is not limited to a single data type (e.g.,
RGB images), which is the most common usage of contrastive
loss. Although our GEOMETRIC ALIGNMENT is technically
quadratic in terms of a number of modalities, we observe
that experimentally, training time increases only by 10 about
minutes with each additional modality.

Altogether, our proposed GEOMETRIC ALIGNMENT func-
tion contains 3M2 − M/2 terms: M(M − 1)/2 anchor-to-
positive distance minimizations and M2 anchor-to-negative
distance maximizations. It is noteworthy that our training pro-
cedure does not perform any stochastic dropout of modalities
to obtain test-time robustness to missing modalities. Moreover,
our approach does not need to compute the distance between
all items in the batch, as opposed to SUPCON.

b) Combining Geometric Loss and Cross-Entropy-Based
SUPCON Loss: The main difference between GEOMETRIC
ALIGNMENT and SUPCON is that GEOMETRIC ALIGNMENT
focuses on a geometric notion of similarity using cosine
distance, whereas SUPCON employs cosine distance inside
a classification objective akin to cross-entropy. Each method
has advantages the other lacks. GEOMETRIC ALIGNMENT
offers an intuitive distance-based objective, interpretable em-

beddings, and faster convergence. SUPCON benefits from a
classification loss naturally aligned with the downstream task.

Let A(i,m) denote all items in the batch except zi,m itself,
and let P (i,m) include all modalities of all instances with the
same label as instance i, excluding zi,m. Formally,

P (i,m) =
{⋃

r ̸=m
zi,r

}
∪
{⋃

l ̸=i, yl=yi

⋃M

r=1
zl,r

}
.

Both the geometric and cross-entropy components of
EMMA avoid anchoring on a specific modality; instead, they
consider all available modalities. This contrasts with earlier
triplet-loss approaches. For example, in Figure 2, treating the
apple (left) as instance I , the dotted lines between the ap-
ple’s modalities minimize intra-instance distances via h(x, y),
whereas the dashed lines to the mug maximize inter-instance
distances via g(x, y)—all possible pairs are considered.

Although SUPCON and GEOMETRIC ALIGNMENT both
bring similar objects together and push dissimilar ones apart,
SUPCON imposes a normalized ranking, whereas GEOMETRIC
ALIGNMENT allows distances to vary arbitrarily. Furthermore,
SUPCON typically treats different augmentations of an RGB
image as positives, all drawn from the same distribution. By
contrast, we treat distinct modalities—drawn from different
distributions—as positives. To our knowledge, this is the first
use of supervised contrastive learning in such a multimodal
setting, where additional language and sensor inputs provide
richer supervision than single-sensor augmentations.

Combining the two losses accelerates convergence and
yields slightly higher performance when all modalities are
present, while preserving the gains GEOMETRIC ALIGNMENT
provides when modalities are missing. Detailed results appear
in Section VI.

D. Network Architecture

Transformers have become the de facto architecture in
natural language processing and have achieved strong perfor-
mance across numerous tasks. Following [17], we use BERT
embeddings from the FLAIR library [47][48] to featurize
textual input and wav2vec2 [49] to extract audio embeddings
from speech. Both encoders output a 3 072-dimensional vector
obtained by concatenating the last four hidden layers of each
network. FLAIR has been applied to tasks such as named
entity recognition (NER) and part-of-speech (PoS) tagging,
while wav2vec2 supports various audio-processing tasks, most
notably automatic speech recognition. Both BERT [46] and
wav2vec2 [49] are self-supervised transformer models [50].

For images, we use ResNet-152 [51] for both RGB and
depth inputs, producing 2048-dimensional embeddings; depth
images are colorized before being passed to the network.

Each modality’s embedding is then projected into a shared
1024-dimensional space by a dedicated multi-layer perceptron
(MLP) comprising three fully connected layers with ReLU
activations [52]. These MLPs are modality-specific and do not
share weights.
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V. EXPERIMENTS

In this section, we evaluate the quality of object retrieval
models learned using the EMMA loss function. We first
describe the dataset we use, then define the metrics by which
we assess performance, the setup of the experiments, and the
baselines against which we compare. We end by presenting
and analyzing the results.

A. Data

We demonstrate the effectiveness of our approach on a
recent publicly available multimodal dataset called GoLD [17],
which contains RGB images, depth images, written text de-
scriptions, speech descriptions, and transcribed speech descrip-
tions for 207 object instances across 47 object classes (see
Figure 2). There are a total of 16,500 spoken and 16,500
textual descriptions. The original GoLD paper uses raw RGB
and depth images in which other objects are present in the
background. We use a masked version of the photos where the
background is deleted (this masked version converges faster.
However, masked and unmasked versions of the GoLD data
converge to the same performance). Speech is converted to 16
Hz to match the wav2vec2 speech model.

B. Setup

To evaluate our model, we measure different performance
metrics on a retrieval task in which the model has to select
an object from a set of objects given a language description.
Only one of the objects corresponds to the description, and
the rest are from different object classes.

Similar to [10], we use a stochastic gradient descent (SGD)
optimizer with momentum [53] with a flexible learning rate
starting at 0.05.

All models are trained for 200 epochs with a batch size of
64 on a Quadro RTX 8000 GPU. We used a temperature of
0.1 for training the contrastive learning method described in
Section IV-B1, and a temperature of 0.07 for training SUPCON
as described in Section IV-B2.

To evaluate the performance, we compute the distance be-
tween the given natural language description and five randomly
selected objects (1 of which corresponds to the description,
with the others from different object classes). We compute the
distance between the language embedding and all available
sensory modalities of all candidates as described in Sec-
tion V-D. In case we have RGB and depth, we compute
the distance between language embedding and all candidate
RGB embeddings, and we compute the distance between the
same language embedding and all candidate depth embeddings
corresponding to the RGB embeddings. We then take an
average of these two distance matrices. Instead of choosing an
empirical threshold beyond which objects are considered to be
‘referred to,’ we choose the closest image embedding (average
distance of RGB and depth from language) as the prediction.
In order to use cosine distance, we have to subtract the
cosine of the angle between two embeddings (which represents
similarity) from 1: that is, we compute 1− cos(e1, e2).

C. Metrics

The best metric to capture the performance in such a
scenario is mean reciprocal rank (MRR, Equation (8) for Q
queries). For each query, we predict the rank of all objects
based on their distance from the language command, and
then the inverse rank of the desired objects in all queries are
averaged. For example, if the model predicts the desired object
as the first rank, then MRR = 1

1 = 1, which means a perfect
score, and if it predicts the correct object as the fourth rank
among five objects, then MRR = 1

4 = 0.25.

MRR =
1

|Q|

|Q|∑
i=1

1

ranki
(8)

While MRR is more meaningful when it comes to ranking
in retrieval tasks, in real-world scenarios where a robot is
asked to hand over an object if it fails, it does not matter
whether the correct object was ranked second or last; the whole
system would be considered a failure. Accuracy and micro
F1 score are the same in this task, since for each prediction,
we either have a true positive and no false positives and no
false negatives, or we have no true positives, one false positive
and one false negative. MRR is a more informative metric
because it captures the idea that having the correct object as
the second choice should be considered better than having it as
a last choice, while in accuracy, the score is ”all or nothing”,
either 0 or 1. Because our approach is designed to be robust
to missing information across modalities, we also report MRR
and accuracy for different combinations of modality dropouts.

D. Modality Ablation

We train on four modalities—RGB, depth, speech, and
written language—without altering the loss function beyond
setting M in Equation (4) to the number of available modal-
ities. Our downstream goal is non-trivial: identify the object
referenced by arbitrary language given only a few examples.

When training with text, RGB, and depth, we treat written
language as the query modality, compute its distances to RGB
and depth, and then average those distances. Adding speech
introduces a fourth sensory modality and three design choices:

1. Compute distances from both text and speech to RGB
and depth (four distance matrices) and average them. 2. Treat
speech like RGB and depth: compute distances from text to
RGB, depth, and speech, then average the three. 3. As in
option 1, but also include the distance between text and speech,
averaging five matrices.

The first option is most appropriate for robust multimodal
alignment. Options 2 and 3 are feasible during training, but
in real-world retrieval people rarely both speak and type
instructions. At test time, depending on available modalities,
we use speech, text, or both to compute distances to RGB and
depth and then average.

Nine dropout cases arise. Let t = text, s = speech, r = RGB,
d = depth, and let K denote the final distance (a matrix for
multiple queries, a vector for one).
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(a) Mean Reciprocal Rank (MRR) on the
held-out test set when all modalities are

available.

(b) Mean Reciprocal Rank (MRR) on the
held-out test set when the text modality is

ablated.

(c) Mean Reciprocal Rank (MRR) on the
held-out test set when speech and depth

modalities are ablated.

(d) Mean Reciprocal Rank (MRR) on the
held-out test set when speech and RGB

modalities are dropped.

Figure 3. MRR on GoLD (avg 5 runs). Colors: red = self-sup CL, orange =
sup CL, blue =GEOMETRIC ALIGNMENT, green =EMMA. Panels—(a) All
inputs, (b) –Text, (c) –Speech–Depth, (d) –Speech–RGB. Higher is Better.

We train all models for 200 epochs.

With two modalities we compute a single distance: Ktr

(speech and depth missing), Ksr (text and depth missing),
Ktd (speech and RGB missing), Ksd (text and RGB missing).

With three modalities we average two distances: Ktrd =
Ktr+Ktd

2 when speech is missing, Ksrd = Ksr+Ksd

2 when text
is missing, and so on.

With all four modalities we average four distances:
Ktsrd = Ktr+Ktd+Ksr+Ksd

4 .
Figure 3 shows the relative performance of EMMA and

GEOMETRIC ALIGNMENT against state-of-the-art methods
when different modalities are ablated.

VI. RESULTS AND DISCUSSION

We evaluate on the GoLD test split using mean reciprocal
rank (MRR) and top-1 accuracy (Acc).

Table I reports the average ± standard deviation over
five random seeds; all models use SGD (batch 64). For five
candidate objects, random guessing yields MRR = 0.33 and
Acc = 0.50. EMMA matches or exceeds the strongest baseline
in every modality setting.

To interpret MRR, note that a system that always ranks the
correct object second would score 1/2 = 0.5.

Figure 3a Shows that EMMA learns faster and results in a
better performance compared to both SUPCON and contrastive
learning [11] when trained using all modalities and with all
modalities available during test. We observe that not only
does contrastive loss learn more slowly, but it is prone to
overfitting; while this can be addressed with careful tuning

of the learning process, an approach that is innately robust to
overfitting without tuning is preferable.

When we drop the text modality (Figure 3b), we can see
that the performance decreases from about 0.93 to about
0.82, showing that speech cannot completely replace text. In
Figure 4, the alignment of shared embeddings for a randomly
sampled set of classes is visualized for all four modalities
under consideration, suggesting that the speech modality is
not aligned as well as the text modality. For this reason,
when we drop text and use speech as the main query, the
performance decreases. This supports our hypothesis that a
geometric alignment of the latent space is crucial to good
performance in object retrieval and multimodal understanding.

In Figure 3b, we observe that when speech is used as
the query, and the text modality is ablated, the SUPCON
baseline works slightly better than EMMA, although EMMA
still learns faster. The reason is that SUPCON optimizes
for the classification task, and since the speech modality is
less well aligned, using GEOMETRIC ALIGNMENT makes the
downstream task more difficult by trying to pull and push
similar and dissimilar data points, respectively. Future research
will consider strategies to align more chaotic modalities.

There is very little gap in performance when depth or RGB
are dropped in Figures 3c and 3d compared to when we have
all modalities in Figure 3a, showing that our model is robust
when RGB or depth sensors fail. Also, when depth is dropped
in Figure 3c, performance decreases less compared to when
RGB is dropped in Figure 3d. This suggests that depth is less
informative when compared to RGB, which is consistent with
existing vision research results.

Our time analysis shows that EMMA takes almost 8 epochs
to converge, and each epoch takes roughly 0.7 minutes,
which makes it 5.6 minutes until convergence. In comparison,
SUPCON takes about 36 epochs to converge, and each epoch
takes 0.52 minutes, which amounts to 18.72 minutes. That is
when we use all four modalities for training. When we ablate
one or two modalities, the training takes less time.

Qualitative Results: In order to help visualize the perfor-
mance of learned embeddings, we consider projections of a
randomly selected subset of classes of the high-dimensional
learned embeddings into a 3-dimensional space using t-
SNE [54], a dimensionality reduction technique to visualize
high-dimensional data. T-SNE creates a probability distribu-
tion over pairs of high-dimensional data where similar pairs
have a higher probability, and dissimilar pairs have a lower
probability. A similar probability distribution is also defined
over pairs of data in the lower dimension (either 2D or 3D),
and T-SNE minimizes the KL divergence between these two
probability distributions.

Figure 4 shows the projection onto 3D space to give a
better view of the location of embeddings. Although these
projections are not perfect, combined with the quantitative
results, they demonstrate that our model is learning to map
instances of the same class closer to each other regardless of
their modalities. Interestingly, toothbrush and toothpaste are
mapped almost on top of each other in the text modality,
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TABLE I. AVERAGE AND STANDARD DEVIATION OF MEAN RECIPROCAL RANK (MRR) AND ACCURACY (ACC) ( HIGHER IS
BETTER, BOLD = BEST).

Methods speech/depth speech/RGB text/depth text/RGB text/speech/
depth

text/speech/
RGB

speech/RGB/
depth

text/RGB/
depth

all

Geometric 76.82±0.34 78.34±0.29 89.64±0.38 91.13±0.73 89.21±0.45 90.95±0.83 79.37±0.29 92.29±0.51 92.14±0.45
SupCon 78.18±0.58 79.69±0.54 89.04±0.88 90.56±0.74 88.75±0.66 90.5±0.69 81.2±0.39 91.96±0.42 92.03±0.7
EMMA 77.63±0.29 78.66±0.64 89.87±0.5 91.26±0.86 89.66±0.36 90.97±0.66 80.32±0.45 92.71±0.5 92.72±0.47
Contrastive 71.74±0.73 73.37±0.39 89.72±0.54 90.82±0.37 89.13±0.61 90.26±0.58 74.96±0.44 91.92±0.41 91.72±0.53

(a) AVERAGE AND STANDARD DEVIATION OF MRR ( HIGHER IS BETTER, BOLD = BEST).

Methods speech/depth speech/RGB text/depth text/RGB text/speech/
depth

text/speech/
RGB

speech/RGB/
depth

text/RGB/
depth

all

Geometric 61.95±0.55 64.34±0.53 82.03±0.57 84.6±1.1 81.08±0.81 84.0±1.4 65.84±0.63 86.41±0.83 85.94±0.74
SupCon 64.17±0.92 66.52±1.07 81.05±1.22 83.65±1.4 80.58±1.12 83.54±1.23 68.7±0.66 86.06±1.21 85.82±1.29
EMMA 63.54±0.53 65.07±1.01 82.78±0.97 85.07±1.42 82.16±0.64 84.37±1.23 67.69±0.81 87.38±0.71 87.15±0.72
Contrastive 54.82±1.4 57.27±0.64 82.88±0.88 84.35±1.01 81.55±0.93 83.26±1.02 59.38±0.6 86.31±0.67 85.75±0.87

(b) AVERAGE AND STANDARD DEVIATION OF ACC ACROSS 5 RANDOM SEEDS ON THE HELD-OUT TEST SET; COLUMN HEADERS
SHOW MODALITIES PRESENT AT QUERY TIME ( HIGHER IS BETTER, BOLD = BEST).

Figure 4. 3-D t-SNE of EMMA embeddings for 10 random object classes. RGB, depth, speech, and text appear as separate point clouds; dense language
points reflect multiple descriptions. Tight cross-modal clusters reveal a shared manifold for reliable retrieval.

showing similar semantic and syntax. However, in the RGB
and depth modality, they are close but not on top of each other
since they do not look the same. Also, we can see that apple
and lemon are mapped close to each other in all modalities,
which suggests that our proposed EMMA learns some notion
of the concept of fruits. These qualitative results show that
our propose GEOMETRIC ALIGNMENT and EMMA have an
interpretable latent space.

An example of the need to consider multiple modalities
jointly is shown in Figure 5, showing how EMMA is able
to correctly select an object instance from several similarly
shaped and describable objects.

Figure 5. Qualitative retrieval: EMMA ranks the target first, whereas
SUPCON mis-ranks a “light bulb” due to phrase similarity.

Our proposed model performs well and learns fast, has been
demonstrated to handle four modalities of shared information
effectively, and is robust to test-time situations where informa-
tion from one or more modalities is missing. The bottleneck
for agents in different settings may differ, and training speed
may not be critical in offline learning scenarios. However,
since we usually need to finetune models for other tasks
when it comes to transfer learning, the training speed becomes
relevant.

There remains room for improvement. Specifically, the
speech modality is harder to handle. Figure 4 shows that
although the relative position of instances are correct in the
speech space, the distinction and clustering of different objects
are not as good as the other three modalities.

The text seems to be the best-clustered modality, and that
makes sense because the variation in written text is much
smaller than the other three modalities. Variation in speech is
higher because there are a number of factors affecting speech
understanding, including different accents, native language,
gender, and age [18]. Variation in RGB and depth is higher
than in text due to variations in lighting conditions, an object’s
texture and shape, the angle of the camera, and other factors.
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VII. CONCLUSION

In this work, we have demonstrated the effectiveness of a
novel approach to learning from high-dimensional multimodal
information even when one or more modalities are unavailable
at test time. Our approach performs well on an object retrieval
task from a testbed that contains four separate modalities,
consistent with the information that might be available to
a physical agent, and outperforms state-of-the-art contrastive
learning approaches. Our proposed method is general enough
to be applied to a variety of multimodal retrieval problems and
is not limited to purely language-based image retrieval.

In the future, this work will be extended to solve less clearly
delineated problems, such as differentiating among members
of a class and across classes. However, this work represents
a significant step towards handling such retrieval problems
while not arbitrarily limiting the number of sensors and other
modalities that can be incorporated.
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Abstract—The widespread adoption of smart agriculture is 

crucial not only for food security but also because agriculture is 

a significant industry outside of urban areas. The common 

demands for smart-agriculture applications are that real-time 

video and image data should be effectively collected, shared, 

distributed, and managed. In our previous studies, we developed 

an ecosystem that integrated information-centric networking, 

wireless sensor networks, and millimeter-wave-band (wireless) 

communications. On the basis of conducting proof-of-concept 

experiments in a test field for typical smart-agriculture 

applications, we will develop a new ecosystem that combines the 

previous platform with visual sensor nodes and artificial 

intelligence, called a millimeter-wave-band communication 

information-centric wireless visual sensor network. This paper 

provides a blueprint for our new research project and identifies 

technical issues and strategies for their solutions, including 

implementation, evaluation, deployment, and demonstration on 

a real farm. 

Keywords—Information-centric networking; wireless visual 

sensor network; milimeter-wave-band (wireless) communications; 

ecosystem for smart agriculture 

I.  INTRODUCTION 

Agriculture is extremely important in terms of national 
food security, but the agricultural workforce is aging and 
decreasing. However, the deployment of information and 
communication technologies can provide clues to solve these 
problems. In smart agriculture, there are many application 
services, such as anti-theft systems for agricultural products, 
pest-control systems (trapping traps), farm-management 
robots and tractors (e.g., automatic weeding, cultivating, 
irrigating, and fertilizing), plastic greenhouse management 
systems, and disaster-prevention systems. In response to 
various changes in agricultural circumstances, introducing a 
smart-agriculture platform can be expected to improve and 
stabilize productivity. In Japan, there are generally two styles 
of agricultural businesses: large-scale commercial and small-
scale family farms. Large-scale farms aim to supply food for 
domestic or international markets, whereas small-scale farms 
protect land in the countryside and act as hubs for the local 
industry, economy, and community. In our research project, 
we focus on small-scale family farms. 

Through previous studies involving small-scale family 
farms, we have obtained two opinions regarding barriers to 
deploying smart agriculture. The farmers have no idea how to 
use the remote-sensing data effectively, thus they think that 

smart-agriculture systems incur costs but do not directly 
contribute to productivity. In other words, as the cost of 
agricultural materials rises (global inflation), the farmers 
concentrate on financial and human resources for factors that 
directly affect agricultural productivity, such as seeds, 
seedlings, fertilizer, and plastic greenhouses. On the other 
hand, some young farmers are particularly interested in using 
smart agriculture to improve their work environment. 

For the above background, a common platform should be 
provided, rather than a different system for each application. 
Through our research activities and experience, Table I 
summarizes the requirements of common technologies for 
smart-agriculture applications, i.e., the platform required to 
remotely obtain and verify more primitive data, such as real-
time videos and field images, different from the sensing data 
after analysis. In our research project, we propose a new 
ecosystem that supports an on-demand and real-time video 
and image forwarding platform based on Information-Centric 
Networking (ICN), Wireless Visual Sensor Network (WVSN), 
and Millimeter-wave-band Communications (mmWaves), 
called mmWave Information-Centric WVSN (mmICWVSN). 
In this paper, we present the blueprint of the ongoing research 
and development project as work in progress and provide the 
details of upcoming study items. 

The remainder of this paper is organized as follows. 
Section II provides related work. Section III discusses 
wireless networks that can be selected in smart-agriculture 
applications. Section IV describes the development items 
needed to complete a new ecosystem as an outcome of this 
study. Section IV presents the contributions to future wireless 
technological development. Finally, Section VI summarizes 
the outcomes and future perspectives of our project. 

II. RELATED WORK 

There have been many studies and trials regarding smart 
agriculture, and smart-agricultural equipment is available 

TABLE I.  COMMON TECHNOLOGIES FOR SMART-

AGRICULTURE APPLICATIONS 

Applications Requirements for common technologies 

Theft prevention Monitoring from security cameras 

Pest control  Monitoring for local circumstances 

Field management Remote control based on real-time video 

Greenhouse management Monitoring of damage and collapse 

Weather and disasters Remote monitoring for field and rivers 
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from many vendors [1]. These proposals and solutions are 
primarily aimed at large-scale farmers, i.e., they are not cost-
effective for small-scale farms to deploy. The wireless 
networks underpinning real-time video and image 
applications require large capacity and low latency due to the 
forwarding of streaming data. The proposed scheme uses 
IEEE 802.11-compliant Wireless Local Area Networks 
(WLANs) because they can easily integrate the millimeter-
wave, microwave, and sub-gigahertz-wave spectrums. There 
have been many studies on the construction of outdoor 
WLANs for smart agriculture [2]; however, there are few 
cases involving millimeter-wave spectrum, e.g., a field trial of 
mmWaves was conducted in Georgetown, Malaysia [3]. As 
for the typical ecosystem, the system is implemented on the 
basis of cloud-native or edge (fog) designs in which the 
sensing data are centralized in the cloud area (or the partial 
data are distributed in the edge-node storage). In contrast, the 
proposed scheme adopts the ICN design in which all data are 
distributed in the edge-side nodes. The related studies 
introduced ICN into edge networks, particularly wired 
networks; nevertheless, the proposed scheme will expand to 
wireless network areas. 

III. WIRELESS NETWORK TECHNOLOGIES SUPPORTING 

SMART-AGRICULTURE APPLICATIONS 

Wireless communication systems for smart agriculture 
(outdoor environment) are summarized in Table II. The table 
represents a qualitative comparison among wireless 
communication systems in terms of each criterion. This is 
based on the following discussions, and the evaluation was 
relative to each system, indicating their strengths and 
weaknesses. The networks being compared are cellular 
(4G/5G) and satellite networks, Low-Power Wide-Area 
Networks (LPWANs), Personal Area Networks (PANs) based 
on IEEE 802.15.4, optical wired networks, and the networks 
of the proposed scheme. They are compared in terms of 
communication coverage, network communication (wireless) 
capacity, and the economic and technical costs of 
implementation, construction, and deployment. 

Cellular and satellite networks are used as de facto 
standards for wireless communications in outdoor 
environments. These networks have superior coverage and 
communication quality, but their operation costs are high. 
Therefore, small-scale farmers do not approve of them, which 
is one factor preventing the proliferation of their smart-
agriculture applications [4]. Alternatively, LPWANs [5], 
which can construct a private network with wide-area 
coverage and low energy consumption, such as LoRa and 
SigFox, have been widely investigated. However, LPWANs 
can transfer small amounts of data, such as text-based data or 
low-resolution (time-lapse) image data; on the other hand, the 
100-Hz bandwidth in the 1-GHz band is not sufficient for 
streaming data transfer. PANs using the 920-MHz band [6], 
such as ZigBee, 6LoWPAN, Wi-SUN, and Bluetooth, have 
traditionally been used in wireless-sensor-network research. 
Considering the coverage of PANs, the deployment is limited 
to environments inside plastic greenhouses and small-area 
(campus) networks, even if multi-hop communications are 
enabled. The wired network is the primary selection in areas 

where optical fiber lines have already been deployed; however, 
new optical lines are unrealistic in rural areas for economic 
reasons. 

In contrast, the network structure of the proposed scheme 
is composed of WLAN based on the IEEE 802.11 standard, in 
which multiple license-free radio-frequency bands, such as 
920 MHz, 2.4, 5, 6, and 60 GHz, are integrated to provide 
sufficient coverage [7]. Since a gigabit-class data-
transmission rate is required for the backhaul network (core 
network) between agricultural fields and access points, 
Terragraph (TG) is utilized to achieve the capacity [3]. TG is 
a 60-GHz-band wireless mesh network platform based on 
IEEE 802.11 ad/ay that was developed by Meta (Facebook) as 
an alternative to optical fiber. Regarding cost-effectiveness, 
since wireless communication devices, modules, and 
terminals that adhere to IEEE 802.11 are widely used as a 
well-known Wi-Fi, general-purpose products are easy and 
inexpensive to obtain. In addition, regarding technical 
implementation costs, since the proposed scheme can be 
constructed on the basis of an IP network, the system can 
provide simple connectivity to various nodes, such as personal 
computers, tablet computers, and smartphones. 

IV. RESEARCH AND DEVELOPMENT ITEMS 

In this section, we describe four development items, 
needed to complete our research project: construction and 
demonstration of the mmICWVSN, real-time video and image 
data-transmission scheme, ICN communication-control 
technology using Artificial Intelligence (AI) based on visual 
data, and packaging technology and its verification with 
consideration of horizontal development, as shown in Figure 1. 

A. Construction and demonstration of mmICWVSN 

In our previous works, we developed a reliable and self-
organized ecosystem for co-creative smart cities [8]. Among 
them, we developed a zero-touch-design node as a sensor 
node under extreme outdoor conditions. In the previous 
ecosystem, the inside and outside of the device were 
connected via water-resistant connectors for waterproof 
design, and mechanical structures, such as motor drives and 
cooling fans, were omitted for higher reliability. According to 
feedback we often receive, the zero-touch-design node device 
is unsuitable for outdoor environments because it requires a 

TABLE II.  COMPARISON OF WIRELESS NETWORKS FOR 

SMART AGRICULTURE 

Network system Coverage Capacity 
Economic 

cost 

Technical 

cost 

Cellular (4G/5G) 

satellite networks 
o o x o 

LPWANs 

(e.g., LoRa) 
o x o x 

PAN 

(e.g., ZigBee) 
x x o x 

Optical 

wired network 
x o x o 

Proposed 

mmICWSN 
* * * * 

o denotes suitable, x denotes not suitable, and * denotes suggested. 
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commercial power supply. Based on this opinion, there will 
need to be a commercial power supply in the locations where 
the system is deployed, i.e., this is not a serious problem.  

In the construction and demonstration of the mmICWVSN, 
we will implement and deploy a system that can be used on 
actual farms and agricultural worksites. In the TG network, 
we use a BeMap MLTG-360 as the TG Distributed Node 
(DN) and MLTG-CN (standard type) and MLTG-CNLR 
(long-distance type) as the TG Client Node (CN). In our 
previous network construction research, we constructed test 
fields [9]. In these test fields, we evaluated and demonstrated 
the previous ecosystem on the basis of medium- to long-term 
operational testing. In addition, we evaluated long-distance 
mmWaves (in Nogata City, Fukuoka, Japan) over a 1-km 
distance in a line-of-sight environment [10]. Note that the 
demonstration of the mmWaves is meaningful, as it was 
carried out in practical environments. 

B. Real-time video and image data-transmission scheme 

This section describes an elemental technology to transmit 
video and image data using the mmICWVSN. In particular, 
the proposed scheme is designed as a comprehensive 
information system that includes farmers, installers, and other 
relevant persons. In the proposed scheme, we use Cefore [11], 
an open-source ICN platform that is compatible with 
CCN/CCNx on a Linux (Ubuntu) environment.  

In our previous study [12], we conducted a fundamental 
experiment, including an evaluation of network performance 
and real-time video streaming testing between the ground 
node (TG/DN; MLTG-360) and the aerial node (TG/CN; 
MLTG-CN) in the test field of a baseball field. Note that the 
aerial node was implemented using an industrial drone as a 
mooring node with a 5-m altitude. In the experiment, we 
transmitted video data in real-time, but the issue was that 
video broadcasting sometimes froze even when the network 
conditions were significantly stable. Although we assume that 
all nodes will be located on the ground in this study, i.e., the 
issue might not occur, we will continue to investigate the 
cause of the freeze and improve the quality of streaming-data 
transmission. 

As a part of the personnel-related aspects of the proposed 
ecosystem, we will develop the system on the basis of 
feedback gained by interviewing and giving questionnaires to 
farmers, equipment installers, and government and 
organization staff. In particular, in the previous 
implementation, we used Cefore’s standard commands via the 
character user interface, which was not user-friendly for the 
study participants. To improve accessibility and usability, we 
will develop the software part of the scheme on the basis of 
graphical user interfaces, e.g., dashboards and mobile 
applications. The system will be implemented and its 
effectiveness evaluated using the mmICWVSN platform. 

 

Figure 1. Overview of proposed scheme 
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C. ICN communication-control scheme using AI 

The wireless network and its infrastructure require high 
capacity, low latency, and high reliability for forwarding real-
time streaming data. The network structure of the proposed 
scheme is constructed on the basis of IEEE 802.11-compliant 
WLANs. The WLANs can support different radio-frequency 
bands for short-, medium-, and long-distance coverage; 
nevertheless, bottleneck sections will remain. It is difficult to 
transmit all video and image data, so we will overcome this 
barrier using AI-based communication controls. 

As a general characteristic of visual data, such as videos 
and images, the pixels around a particular pixel are often 
similar, and variations and differences between pixels depend 
on time and location. Since the visual data generated by smart-
agriculture applications does not change significantly over 
short intervals, the data can be downsampled (compressed). 
As another approach, the transmission interval can also be 
adjusted using any event as a trigger. As for executing the 
trigger, if the correlation value between adjacent images in the 
time-axis changes significantly or if the AI detects any object, 
the proposed scheme can be sent as an exception. 

Related to this mechanism, in our preliminary study [13], 
we analyzed the photographic data obtained from an actual 
farm and then observed a high correlation between the image 
data adjacent to the time axis. We also found that the 
correlation value decreased over time. In addition, using 
YOLO [14], well-known as an object-detection AI, we 
verified that persons and vehicles could be detected with 
reasonable accuracy. In detail, we used the official and 
standard trained model of yolo11x, which is a famous object-
detection machine learning platform. However, the accuracy 
of the general object-detection AI was not sufficient, and there 
were also many false positives. Therefore, we should improve 
the accuracy until the system can be used in actual sites. When 
the system is developed, to reduce implementation costs, we 
will implement it by combining the Python-based Cefpyco 
provided by Cefore and Python-based AI. 

D. Packaging for horizontal development 

As an outcome of our research and development project, 
the implemented ecosystem, mmICWVSN, will be packaged 
for horizontal deployment. The packaging here means 
integrating the ecosystem as a complete platform for practical 
utilization. The packaged node is a modified version of the 
zero-touch-design node device, and as a portable device, it 
combines with the TG, as shown in Figure 2. Thanks to its 
portability, the device can be placed anywhere outdoors, 
enabling it to be quickly deployed to meet the diverse 
demands of smart-agriculture applications. In addition to 
smart agriculture, the proposed scheme will be applicable to 
other smart-city applications. 

V. CONTRIBUTIONS TO FUTURE WIRELESS 

TECHNOLOGICAL DEVELOPMENT 

This section discusses the proposed scheme’s potential to 
contribute to effectively using the radio spectrum in future 
wireless communication development. In particular, we focus 

on technologies for efficient spectrum use and migration to 
upper (higher) frequency bands. 

A. Contribution in terms of efficient use of spectrum 

In the proposed scheme, the elemental technologies that 
contribute to effectively using the radio spectrum are the ICN 
scheme and the communication-control technique using AI. 
ICN can help improve frequency efficiency thanks to its pull-
type network design and caching mechanism. Specifically, the 
ICN-based Internet-of-Things framework sends the data when 
the user requests it, which can reduce unnecessary data 
transmission. In addition, with caching techniques, the 
network node responds with the data stored in its cache 
memory to requests for the same data, which can reduce 
duplicate data transmission. On the other hand, controlling AI-
based communications enables real-time streaming data to be 
transferred through the inevitable bottleneck sections in 
practical wireless networks. To summarize the relevant parts 
of the preliminary study [15], the data-transmission control 
and data-compression effects based on the correlation values 
of the data and the object detection of AI have the potential to 
contribute to the system’s effectiveness. Furthermore, the 
ICN-based system can also reduce energy consumption as a 
side effect. 

B. Contribution in terms of migration to upper spectrum 

In light of the spectrum shortage, shifting to higher 
frequency bands anytime and anywhere has been investigated. 
In the proposed scheme, the construction and demonstration 
of mmWaves will contribute to obtaining meaningful 
outcomes for future research and development activities. In 
particular, mmWaves deployment has been trialed in an actual 
city, Georgetown (Penang, Malaysia) [3]. To the best of our 
knowledge, there are no other examples. In addition, in our 
previous studies, according to the evaluation of network 
performance (e.g., TCP and UDP throughput), the TCP 
congestion-control mechanism was not suitable for mmWaves. 
This is because typical congestion controls are suitable for 
wired networks and current microwave-band WLAN, i.e., it is 
not considered with the specific characteristics of mmWaves, 
such as dynamic throughput variation, high packet-error 
probability, and significant channel conditions due to 
obstacles such as humans, trees, and leaves. In other words, 
the characteristics of mmWaves affect the upper-layer 
protocols. Note that the radio-propagation characteristics of 
mmWaves have been investigated in other existing studies, 
but the performances of not only physical-, datalink-, 

  

Figure 2. Overview of packaged zero-touch-node device in [11] 
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network-, and transport-layer protocols but also application-
layer protocols have not been clarified. 

VI. CONCLUSION AND FUTURE WORK 

In this paper, we presented a blueprint for developing a 
new ecosystem for smart agriculture. The main objective of 
this project is to develop and deploy mmWave Information-
Centric WVSN (mmICWVSN) as a new ecosystem for smart-
agriculture applications. The proposed scheme integrates ICN, 
WSN, mmWaves, AI, and related technologies. In future work, 
we will carry out our plans and expect to achieve our goals. In 
the network construction regarding the proof of concept of the 
mmICWVSN, mmWaves (TG) will be needed to ensure 
sufficient coverage to support the development of the 
ecosystem. In addition, we will demonstrate the scalability 
and extensibility of the proposed scheme, and the system is 
expected to be able to operate stably for medium- to long-term 
practical operation. In the development of real-time video 
streaming technology, the application software should be 
elevated as a comprehensive information system, including 
in-depth foundational design, software implementation, and 
embedding on the mmICWVSN platform. Regarding AI-
based communication-control technology, the system will 
need to achieve a detection accuracy (F1 score) of 70%, which 
is higher than the average accuracy for general AI. Finally, we 
will package and verify the developed ecosystem for the 
purpose of horizontal deployment. Specifically, we will 
investigate two areas: the smart-agriculture field and other 
smart-city-as-a-service fields. The findings will be able to be 
provided for related research and development. 

Regarding extra future work, the ecosystem developed in 
this study will also be applied to other areas of smart cities. In 
addition, it is necessary to consider a broadcast-based wireless 
communication system as a key technology for edge-side 
networks by combining ICN and WSN. Based on the 
strategies identified through the study, the requirements for 
the key elemental technologies must be provided as feedback 
in terms of the limitations and potential challenges. 
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Abstract—In the current highly competitive industry, digital 

marketers must comprehend consumer behavior and effectively 

communicate with their intended consumers. Utilizing methods 

like eye tracking, Electroencephalogram (EEG), and Magnetic 

Resonance Imaging (MRI), neuromarketing has become a 

potent instrument for evaluating the effects of advertising across 

a range of media. This study explores the critical impact that 

focused visual attention plays in enhancing memory encoding, 

visual processing, and ultimately, recall of advertisements. The 

research examines how attention can be focused like a zoom 

lens, focusing on particular features inside advertisements, 

using the well-established Zoom Lens Model of Attention. The 

study examines participant-used visual attention methods and 

ideal logo placement through careful gaze data analysis. The 

results highlight the effectiveness of targeted visual attention in 

improving memory recall. Stronger memory retention showed 

participants could remember items that attracted concentrated 

visual attention. Furthermore, the results showed that focused 

attention-stimulated inputs were processed more effectively, as 

evidenced by fewer fixations and longer fixation times. This 

efficiency highlights the cognitive benefits of focused visual 

attention by implying that people could take in more 

information from the stimuli in less time. The study emphasizes 

the practical implications for digital marketers, stressing the 

significance of strategically putting essential components to 

draw in and hold viewers' attention long enough to boost 

advertisement memory. 

Keywords- Digital marketing; eye tracking; neuroscience; 

human psychology; consumer behavior. 

I.  INTRODUCTION  

Marketers thrive on the ability to understand consumer 
behavior and translate that knowledge into actionable insights 
to better cater to their users. In this pursuit, researchers and 
practitioners alike have embraced neuromarketing techniques. 
Neuromarketing methods, such as eye tracking, EEG, MRI, 
and other tools are used to validate advertising effectiveness 
on digital media [2] [15], social media [4] and other channels. 
The bias-free nature and high-accuracy findings contribute to 
the popularity of neuromarketing methods [3].  

Eye tracking is a safe and non-invasive methodology that 
provides insights into visual movement and attention [1]. Eye 
tracking offers a valuable tool for investigating visual 
attention strategies employed by users when viewing digital 
advertisements. The proximity of different elements within 
the visual field can influence whether users adopt a focused or 

diffused attentional zoom strategy  [24].  The attentional zoom 
strategy is based on the zoom lens model [17], which suggests 
that our visual processing resources can be distributed over a 
wide area or in a focused/narrow area. Their experiments also 
showed improved visual acuity in areas that receive 
continuous focused visual attention as opposed to shifting 
visual attention across the visual field. In [17], the authors also 
postulated that visual processing resources degrade as the 
visual attentional field increases, which was also observed by 
[8].  

Previously, in [8], the authors had conducted experiments 
where participants were presented with two objects, 
differentiated by color, on conducting subsequent memory 
tests revealed that participants exhibited strong memory for 
objects that received focused visual attention compared to 
objects that were outside the focused visual field of the 
participant. Numerous other studies have mentioned focused 
visual attention to improve visual processing, acuity, and 
memory [5] [7] [21]. The reviewed body of research suggests 
that employing focused visual attention strategies (while 
viewing advertisements) can enhance visual processing and 
memory encoding, potentially leading to improved 
advertising recall. 

The impact of focused visual attention on advertising 
efficacy is one of the fundamental aspects of consumer 
behavior that digital marketing aims to understand. This study 
intends to investigate the function of focused visual attention 
in improving visual processing, memory encoding, and, 
eventually, advertising recall. It draws on well-established 
ideas, such as the Zoom Lens Model of Attention, which 
suggests that attention may be directed similarly to a zoom 
lens. 

This study aims to investigate the potential benefits of 
using focused visual attention methods in digital ads by 
utilizing neuromarketing methodologies and cognitive 
psychology insights. In particular, the research aims to: 

• Examine how focused visual attention and 
recollection of advertisements are related by using 
gaze data obtained from eye tracking devices. 

• Analyze the best locations for logos and visual 
attention techniques in ads to enhance visual 
processing and memory encoding. 

• Explore the practical ramifications for marketers, 
stressing the significance of putting essential 
components strategically to draw and hold viewers' 
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attention and increase the recall rate of 
advertisements. 

     The rest of the paper is structured as follows. Section 2 
presents a literature review, Section 3 details the 
methodology, Section 4 presents the data analysis, Section 5 
discusses the findings, and Section 6 concludes the paper with 
recommendations for future work. 

II. LITERATURE REVIEW 

A growing body of research has investigated the factors 
influencing advertising recall. In [10], the authors employed 
EEG and eye-tracking methodology to demonstrate that 
advertisements presented on tablets and paper elicited 
superior recognition and memorability compared to other 
media formats. Beyond the delivery platform, the content of 
the advertisement itself plays a crucial role in recall. In [11], 
the authors found that including image, text, and price 
elements within an advertisement significantly enhanced 
memory performance. In [9], the authors further revealed that 
the visual gaze of the model in an advertisement can also 
significantly affect the ad recall value, they observed that 
when the model shifts their gaze on the product or price, visual 
attention towards it increases resulting in participants 
performing well in memory tasks. Other studies have also 
established that eye-tracking metrics, such as the number of 
fixations is directly proportional to ad recall value [16]. 

This study is grounded on the zoom lens model as 
numerous studies have shown the strength of the model. In 
[7], the authors observed participants adjust their focal 
attention around the "salient perceptual objects". The findings 
suggest that visually salient objects can be surrounded by 
other elements within the same visual field to improve acuity 
and processing [7].  Behavioral studies have further supported 
the zoom lens models, indicating improved visual processing, 
acuity, and clarity when objects are placed at a focused 
location [17] [18]. In [6], the authors used 
electrophysiological methods to show that participants 
performed better in search tasks during narrowed visual 
attention due to strong activation of brain regions.  

Studies have shown psychological and cognitive bias of 
visual attention towards the center [12] [16] [22].  In [22], the 
authors observed an "attentional concentration effect", that 
showed that visual attention is concentrated at the center even 
though participants were instructed to equally distribute their 
attention. In [22], the authors conducted tracking tests and 
found that participants had higher accuracy rates when 
tracking towards the center compared to the endpoints of 
horizontal lines, an "attentional amplification" effect was 
observed. In [13], the authors tasked the participants to detect 
the change in luminescence of dots (evenly spaced out). 
Participants were instructed to spread their attention across, as 
the change could occur in the center (narrow) or away from 
the center (broad). Improved detection was observed for dots 
in the center, implying the strength of narrowed visual 
attention and our bias. The effects above elucidate our uneven 
distribution of visual attentional resources and our bias to 
focus our visual attention toward the center of our visual field. 

A. Eye tracking framework 

Eye tracking is a great research methodology to observe 
users' visual attention and gather insights to improve 
advertising effectiveness in digital media [15]. Using eye 
tracking, numerous studies have provided evidence that 
employing focal attention by way of placing ad elements in 
close spatial proximity has improved advertising 
effectiveness. Due to low spatial proximity between ad 
elements, the saccadic amplitude is low. In [20], the authors 
described focal attention as having longer fixations and 
shorter saccadic amplitude whereas ambient attention has 
shorter fixations and longer saccadic amplitude. Data on focal 
attention (short saccadic amplitude) concluded that 
participants performed better in a recognition task and were 
more confident about their performance [20]. In [19], the 
authors conducted experiments to understand the effects of 
price labels on adverts with human models (vs mannequins), 
the authors deduced that placing elements close to an 
"attention magnet", i.e., human models increase the saliency 
of the elements placed near the "attention magnet". The 
conclusion was drawn due to neuroimaging studies validating 
that attention is deployed to specific spatial areas [19]. 
Converging evidence from other studies suggests that visual 
elements positioned closer to the focus of attention within the 
visual field are processed more efficiently compared to those 
located further away [23]. Marketers can leverage the 
increased visual attention of an ad element, i.e.,  product 
image or model to other ad elements like price, logo, and other 
information since increased visual attention relates to 
increased memory [14] [25]. In [21], the authors conducted a 
series of experiments to identify the best placement of a logo 
in an online advertising format to optimize for visual search 
and found that the logo element should be placed in the 
middle, parallel to the picture element. Placing the logo 
element in close proximity, not overlapping, to the picture 
element also improved memory [21]. 

III. METHODOLOGY 

The viewing time for each advert stimulus will be 5 
seconds, as previous studies employed the same duration for 
stimuli viewing [26]. In [28], the authors conducted a pilot 
study which revealed that 5 seconds was the average duration 
participants spent viewing banner ads on social media. 
Participants viewed four stimuli, each presented for 5 seconds, 
totaling 20 seconds of viewing time. After a 5-minute interval 
following the final stimulus, they completed a memory test to 
assess recall and recognition. 

A.  Participants 

Gen Z participants are the study's primary focus since they 
are the most digitally native generation and play a major role 
in shaping online consumer trends and interaction patterns 
[16]. Our study aimed to have a minimum of 40 participants, 
as recommended in [26]. In [26], the authors recommended 15 
- 50 participants for eye-tracking studies to be valid. We 
recruited 48 female students from Zayed University, Dubai, 
UAE, as our study focused on understanding consumer 
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behavior among Gen Z female users, who represent a key 
demographic segment in digital marketing research. 

B. Stimuli 

The stimuli were developed according to the frameworks 
constructed as in [27]. The manipulated stimuli are of high 
quality and resemble real advertisements. Certain stimuli 
consisted of familiar brands and resembled real-life adverts of 
the brand, and other stimuli consisted of hypothetical brand 
names and logos to mitigate any familiarity bias [27]. The 
design employed a combination of image, text, and price 
elements within the stimuli, which are commonly associated 
with enhanced advertisement memorability [11]. 

Advert stimuli were also manipulated as per the findings 
of [21]. The research found that the advertiser should first try 
to place the logo element in the right middle position parallel 
to the picture element because the commodity logo in this 
matching mode can get the longest average time of 
consumers’ attention, and the duration of attention is the most 
[21]. 

 The findings in [29] were also applied to design the 
stimuli. In [29], the authors pointed out that perfume product 
image located in the lower part of the advertisement can attract 
consumers’ attention the most. The product image was in the 
lower part of the advertisement for every stimulus. The logo 
was placed above the product image as suggested by [21]. 

 Previous research has demonstrated the influence of 
brand recognition and price on product preference [30]. To 
mitigate these potential biases in our study, stimuli were 
designed to incorporate fictitious brand names and maintain a 
consistent price range (see Figures 1 and 2).  

IV. DATA ANALYSIS AND RESULTS 

Figures 3(a) and 3(b) are cluster visualizations. A cluster 
is an area with high gaze data points [31]. An Area of Interest 
(AOI) [34] is a particular area or component of a digital 
interface (such as an email, landing page, website, or 
advertisement) that marketers monitor or examine to learn 
more about user behavior. 

Figure 3(a) has only 1 cluster with 100% of participants 
contributing to the gaze data. Figure 3b has 2 clusters, and 
cluster 2 (upper right) ha89% participant contribution. Almost 
11% of participants did not have significant eye gaze data in 
cluster 2 consisting of the brand name and logo. The results 
revealed optimal logo placement to be centered and aligned 
parallel to the picture element, consistent with findings 
reported by [21] in the context of focal attention stimuli. 
Placing ad elements within close proximity of the ‘attention 
magnet’ (food image), improved visual acuity and processing 
of all the elements within that narrowed visual field which 
aligns with the zoom lens model. 

 
 

 

 

 

Figure 1.  Stimuli for narrowed/focal visual attention and its AOIs. 

 

 

Figure 2.  Stimuli for diffused/broad visual attention and its AOIs. 
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(a) 

 
(b) 

  
                                          Figure 3. (a) and (b): Cluster analysis for stimuli having focal visual attention and ambient visual attention. 

 

 

                                               Figure 4. Fixations before mean - count for each AOI in both focal and ambient attention stimuli. 

 

                                                                                                   Figure 5. Number of Fixations (AOIs). 

 

Figure 6. Mean fixation duration across AOIs in focal attention stimuli and 

ambient attention stimuli.    

 

      Figure 4 shows the number of fixations before fixating on 

an AOI [31]. The results reveal a significantly lower mean 

number of fixations prior to fixating on each AOI in the focal 

attention stimuli compared to the ambient attention stimuli. 

This finding suggests that participants, under conditions 

promoting focused visual attention, were able to rapidly 

direct their gaze towards the AOIs upon stimulus 

presentation. A lower fixation count is often associated with 

enhanced processing efficiency, potentially allowing 

participants to extract more information from the stimuli 

within a shorter time frame. Figure 5 gives the fixation count 

of stimuli. 

Figure 7. Mean saccadic amplitude (degrees). 
 

     Figures 6 and Figure 7 show the mean fixation duration 

and mean saccadic amplitude, respectively. Saccadic 

amplitude, the angular distance between eye fixations during 

a saccade, reveals visual attention allocation, with shorter 

amplitudes indicating focused scanning and longer 

amplitudes indicating broader scanning [20]. 
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Figure 8.  Number of participants who succeeded the memory test. 

 

    Focal attention stimuli had longer fixation durations and 

shorter saccadic amplitudes. Therefore, participants 

employed focal visual attention. In contrast, ambient 

attention stimuli had shorter fixation durations and longer 

saccadic amplitudes, implying that participants employed an 

ambient visual attention [32] [33]. Figure 8 shows that more 

participants were able to recall the stimuli that had focal 

visual attention.        

V. DISCUSSION 

 The results of this study expand on previous research on 
the benefits of focused visual attention for improving memory 
encoding, visual processing, and eventually, recall of 
advertisements. This study investigated the theory that using 
focused visual attention tactics within advertisements can 
increase visual processing and memory encoding. It was based 
on the well-known Zoom Lens Model of Attention, which 
suggests that attention can be focused like a zoom lens. The 
gaze data analysis results support the hypothesis by showing 
individuals who received focused visual attention were better 
able to recall the stimuli than those who were exposed to 
ambient attention. The best logo location, as shown by the 
cluster visualizations, was centered, and positioned parallel to 
the image element, supporting findings from prior studies. 
This is consistent with the idea that positioning important 
components adjacent to an attention-grabbing object, such a 
focal picture, might improve visual processing and precision 
in a smaller visual field. 

The findings pertaining to the number of fixations prior to 
fixating on AOIs further suggests that individuals in 
environments that facilitate concentrated visual attention had 
the ability to quickly focus their gaze on the AOIs upon 
presentation of the stimulus. This may indicate increased 
processing efficiency, allowing individuals to process the 
stimuli more quickly and retain more information. On the 
other hand, a less effective processing strategy was indicated 
by a higher mean number of fixations in response to ambient 
attention inputs. The differences between focused and 
ambient visual attention are further supported by the results 
pertaining to mean fixation length and saccadic amplitude. 
Longer fixation times and smaller saccadic amplitudes were 
induced by focal attention stimuli, indicating intentional and 
focused visual processing. Alternatively, greater saccadic 

amplitudes and shorter fixation durations were induced by 
ambient attention cues, indicating a more diffused and passive 
visual attentional approach.  

Significantly, the study's findings show that ads that are 
intended to draw in focused visual attention have a distinct 
advantage, as seen by the participants' greater memory rates 
when exposed to these kinds of stimuli. This emphasizes the 
useful implications for marketers looking to maximize 
campaign effectiveness. Through the strategic placement of 
essential features in advertisements, advertisers can improve 
visual processing, memory encoding, and ultimately, 
advertising recall by drawing and holding viewers' attention. 

VI. CONCLUSION 

The empirical results obtained from neuromarketing 
approaches and the insights obtained from cognitive 
psychology in this study demonstrate the essential role that 
focused visual attention plays in improving the effectiveness 
of advertising. Gaze data analysis indicates that, in contrast to 
stimuli exposed to ambient attention, those intended to elicit 
focused attention produce greater memory recall and facilitate 
more effective processing. Interestingly, the best arrangement 
of essential components in ads about attentional foci is critical 
for improving visual processing and memory encoding. The 
practical ramifications of these findings for advertisers are 
highlighted, as they highlight the need to carefully place items 
to draw in and hold the attention of viewers, increasing the 
impact and memory rates of advertisements. Future studies 
should focus more on examining the subtleties of different 
focal cues and stimuli qualities to provide advertising 
professionals with more direction as they work to maximize 
the effectiveness of their campaigns and produce memorable, 
long-lasting brand experiences. 
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Abstract—A significant gap exists between complex scientific 

discussions on Artificial Intelligence (AI) advancements and 

the general public consisting of diverse individuals separated 

by culture, age, gender, education, socio-economic status, 

lifestyles, media preferences, and other personal attributes. 

Bridging this translation gap requires adapting AI-related 

scientific content for different audiences. The idea of the AI 

Explain project is to explore how AI can enhance its own 

explainability through interactive graphical storytelling across 

cultures. Using content that has already been adapted for a lay 

audience, the project aims at fine-tuning DeepSeek narratives 

and AI-generated graphics for public engagement and 

understanding of AI.  

Keywords- Generative AI; Graphic Storytelling; Multi-Media 

Science Communication; AI Literacy; Digital Publishing; 

Augmented Reality. 

I. INTRODUCTION 

Artificial Intelligence (AI) is transforming societies at an 
unprecedented rate, yet public understanding of AI concepts 
remains limited. This project investigates how AI can 
contribute to explaining itself through AI-assisted visual 
storytelling. By adapting complex AI-related content into 
engaging graphic narratives, the research aims to bridge the 
gap between scientific discourse and public comprehension, 
particularly among younger audiences. The study leverages 
the fantasy novel Angels and Other Cows [3], which 
explores AI’s role in the public sector, as the primary dataset. 
In an iterative process that exploits AI’s key advantage to 
prepare, refine and improve numerous versions, the novel 
will be tokenized, segmented into narrative units, and 
annotated of AI concepts, ethical dilemmas, and key themes. 
A cross-linguistic analysis ensures cultural relevance for 
Indian and German audiences. Fine-tuning of DeepSeek is 
performed using supervised Reinforcement Learning from 
Human Feedback (RLHF) to enhance coherence and 
engagement. DeepSeek’s text-generation capabilities will be 
utilized for AI-assisted storyboarding, transforming key 
narrative elements into structure storytelling sequences. 
Visual storytelling will be enhanced using AI-powered tools, 
such as RunwayML, Pika Labs, and DeepBrain AI, 
incorporating motion synthesis and character animation. A 
comparative study will assess audience responses to AI-
generated storytelling, focusing on ethical considerations 
such as AI bias and explainability. To enhance engagement, 

interactive features such as tracker-based Augmented Reality 
(AR) elements will be developed using Unity for an 
immersive user experience. Evaluation will be conducted 
through a mixed-method approach, combining qualitative 
feedback and quantitative metrics, including comprehension 
scores and engagement levels. Insights gained will iteratively 
refine the model to ensure continuous improvements in AI-
driven science communication. This research contributes to 
AI literacy and digital innovation by pioneering an 
interdisciplinary framework for AI-enabled storytelling. It 
aligns with national priorities on technological advancement 
and digital education, fostering a deeper, cross-cultural 
understanding of AI. 

The ensuing sections detail the foundations and approach 
of the AI Explain project. Section 2 outlines the legacy of AI 
FORA and its contributions to inclusive science 
communication. Section 3 clarifies the project’s cross-
cultural and educational aims. In Section 4, we describe the 
technical steps, including data preparation, model fine-
tuning, cultural adaptation, and the integration of AR 
features. Section 5 highlights the project’s measurable 
results, anticipated challenges, and possible future directions. 
Section 6 concludes with reflections on the project’s broader 
impact and outlines future pathways, including the expansion 
of co-creative strategies, incorporation of real-time user 
feedback, and the development of scalable educational tools 
for long-term societal engagement. 

II. BACKGROUND 

This project builds on the results of the international 

research project “Artificial Intelligence for Assessment” (AI 

FORA) [1] [2].  AI FORA already tried to break out of the 

silos of academia by presenting its research results not only 

in computer science proceedings but through the human-

made literary fiction novel Angels and other Cows blending 

genres such as sci-fi, romance, adventure, mystery, and 

comedy [3]. With this approach, AI FORA started with the 

task of inclusive science communication making available 

research topics, results, and consequences of AI use in the 

public sector to a non-scientific lay readership via textual 

storytelling. 

The AI Explain project now takes the next step in 

research for broader outreach: It investigates how AI can 

contribute to explaining itself, i.e., complex AI concepts, 
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through AI-assisted visual storytelling. By adapting the 

textual content of the AI science novel on AI use in the 

public sector into engaging graphic narratives, the research 

aims to bridge the gap between scientific discourse and 

public comprehension, particularly among younger 

audiences. The project investigates whether AI can assist in 

making itself more explainable through interactive and 

engaging storytelling techniques, catering to diverse 

audiences. While previous research has focused on AI 

ethics, this project expands its scope to encompass 

Explainable AI (XAI) through a cross-cultural lens. By 

leveraging digital storytelling tools, it aims to transform AI-

related topics into visually rich graphical narratives that 

resonate with young readers in India and Germany.  

III. OBJECTIVES 

This project explores how AI can explain itself through 
AI-assisted graphical storytelling, aiming to develop a cross-
cultural framework for AI explainability by comparing 
perspectives from India and Germany. It investigates the 
effectiveness of AI tools in crafting visually compelling 
narratives and examines the impact of interactive 
storytelling—especially using Augmented Reality (AR)—on 
public engagement with AI concepts. By using narrative case 
studies, the project also analyzes the ethical dimensions of 
AI within the broader scope of Explainable AI (XAI). 
Ultimately, it supports national and global priorities by 
advancing AI education and fostering cross-cultural 
communication around AI. 

IV. METHODOLOGY 

A. Data Preparation and Model Training 
 
DeepSeek will be trained using the AI science novel as 

the primary dataset. Deepseek is chosen as it is fully open-
source, and we can trail the model using our data.  In an 
iterative process that exploits AI’s key advantage to prepare, 
refine and improve numerous versions (narrative case 
studies), 

• the primary dataset will be tokenized and 

segmented into meaningful narrative units 

• AI concepts, ethical dilemmas, and key thematic 

elements will be annotated 

• content will be made compatible with Indian and 

German audiences using cross-linguistic analysis  

• Supervised learning with reinforcement from 

human feedback (RLHF) for improving coherence 

and engagement will be done to perform fine tuning 

DeepSeek on the above-mentioned dataset. 
 

B. AI-Assisted Storyboarding and Video Generation 
 
DeepSeek’s text-generation capabilities will be leveraged 

to convert key narrative elements into structured storytelling 
sequences. AI concepts will be brought to life using tools 
like RunwayML, Pika Labs, and DeepBrain AI. Tools will 
be used to create animated sequences. Customization 

techniques, including AI-powered motion synthesis and 
character animation, will be applied to align the visuals with 
cultural preferences in India and Germany. 

 
C. Cultural Adaptation and Ethical Analysis 
 
      A comparative study will be conducted to evaluate 
audience responses to AI-generated storytelling across both 
cultures. Ethical considerations, such as AI bias and 
explainability, will be embedded in the narratives and 
assessed for effectiveness in public comprehension. 

 
D. Integration of Interactive Features 

 
Tracker based Augmented Reality (AR) elements will be 

used for immersive experience. AR application design will 
use UNITY for user engagement and gamification. 

 
E. Evaluation and Refinement 

 
A mixed-method approach, combining qualitative 

feedback and quantitative metrics (e.g., comprehension 
scores, engagement levels), will be used to assess the impact 
of AI-assisted storytelling. Findings will be iteratively used 
to refine the model, ensuring continuous improvement in AI-
driven science communication. 

V. EXPECTED OUTCOMES 

      The AI Explain project aims to bridge the gap between 

artificial intelligence research and public understanding by 

developing inclusive, culturally sensitive science 

communication formats. Recognizing that research is often 

locked within expert domains, this initiative seeks to make 

AI concepts more accessible through narrative and visual 

storytelling. 

Measurable outcomes include: 

• A prototype graphic novel illustrating AI-related 

ideas for younger, non-expert audiences. 

• Insights into how AI can contribute to its own 

explainability via interactive and visual 

storytelling. 

• A cross-cultural study on AI perception in India 

and Germany. 

• An interactive learning tool focusing on AI ethics 

and explainable AI (XAI). 

• Frameworks for AI-assisted digital publishing and 

integration with augmented reality. 

• Contributions to national AI missions by enhancing 

AI literacy through accessible digital storytelling. 
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      Key challenges anticipated include maintaining cultural 

relevance in AI-generated stories, avoiding Western-centric 

biases, ensuring narrative coherence, and responsibly 

simplifying complex ethical issues. 

VI. CONCLUSION AND FUTURE WORK 

The AI Explain project positions itself as a critical 

intervention in making AI more transparent, relatable, and 

ethically grounded. By using co-creative strategies, 

combining AI-generated outputs with human input from 

artists, educators, and communities, the project will address 

the limitations of generative models and ensure contextual 

fidelity. 

In future phases, the project envisions: 

• Incorporating real-time gaze tracking and 

sentiment analysis to personalize AI education 

tools. 

• Expanding cross-cultural frameworks to include 

additional geographies and languages. 

• Publishing scalable toolkits and pedagogical 

resources for schools, museums, and digital media 

outlets. 

• Building open-source pipelines for AI-assisted 

science communication to support long-term 

societal engagement. 

Through these efforts, AI Explain aims to redefine how AI 

communicates itself, making it more understandable, 

participatory, and socially responsible. 
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Abstract— Software Architects often use Use Case diagrams, a 

type of Unified Modelling Language (UML) behavior diagram, 

to capture user needs and system functionalities. These 

diagrams aid in project estimation by identifying system 

requirements     and     reducing     ambiguity.     Creating     them 

manually is a time-consuming task prone to errors. This 

research aims to automate Use Case diagram generation from 

text using the Generative Pretrained Transformer 3.5 (GPT-

3.5) Turbo model. The developed tool uses a Natural Language 

Processing (NLP) technique to extract actors, use cases, and 

associations from descriptions, and convert these elements 

into UML-compliant diagrams. It also includes an interactive 

interface for Use Case diagram refinement. The system 

processes user input text to identify relevant elements, 

visualizes them using jCanvas, and allows real-time user 

interaction for refinement. Testing showed an 89.33% 

accuracy in element identification but highlighted areas for 

improvement like handling edge cases and optimizing 

performance. This research demonstrates the potential of NLP 

and visualization tools to improve Use Case diagram 

generation efficiency and accuracy, with future work focusing 

on enhancing usability and functionality. 

Keywords- Use Case Diagram; Large Language Model; GPT 

3.5 Turbo; Natural Language Processing. 

I.  INTRODUCTION 

The software Architect task relies on different methods to 
capture user needs. One method widely used is Use Case 
diagrams. According to Fauzan et al. [1], Use Case diagrams 
are a specific type of behavior diagram in the Unified 
Modelling Language (UML) which are primarily meant to 
help visualize a system’s functionalities. UML itself is a 
prominent notation system commonly employed in software 
architecture [2]. Use Case diagrams capture system behavior 
from the user's perspective, detailing interactions, and system 
boundaries [3]. They essentially define what the software 
should do [3]. Beyond functionality, Use Case diagrams play 
a valuable role in project estimation as they highlight system 
requirements which are in turn used to estimate development 
effort [4][5][6]. Furthermore, they help reduce ambiguity 
within requirement specifications [7]. 

The core elements of a Use Case diagram are actors, use 
cases, and their associations. Actors are external entities 
(individuals or groups) that interact with the system. Use 
cases represent the interactions themselves, specifying how 

actors achieve goals within the system. These elements are 
connected by associations, signifying the communication 
between actors and use cases [8]. 

Creating well-structured Use Case diagrams requires 
adherence to specific conventions due to the complexity of 
placement rules [2]. Unlike typical graph layouts, Use Case 
diagrams demand specialized methods to ensure clarity, 
particularly as diagram size increases. The guidelines in Use 
Cases diagram generation encompass naming conventions 
for actors, systems, and use cases themselves. They advocate 
for simplicity and clarity, emphasizing the use of nouns and 
verbs to clearly define elements within the diagram [9].  

These conventions make drawing of a Use Case diagram 
difficult. Filipova and Nikiforova [2] alludes manual layout 
of Use Case diagrams is a time-consuming activity; and one 
can fail to produce effective diagrams. With the way 
technology is advancing nowadays, researchers were 
compelled to create more efficient tools for drawing Use 
Case diagrams that follow the UML notation. 

This research is aimed at developing a tool for automated 
Use Case diagrams generation from text that utilizes Large 
Language Models (LLMs). The specific objectives of the 
research are: 

1. To develop a Natural Language Processing (NLP) 
technique which utilizes the GPT 3.5 Turbo LLM to 
extract relevant information which includes actors, 
use cases, and associations from textual system 
descriptions. 

2. To develop an engine that can automatically 
convert the extracted elements (actors, use cases 
and associations) from the NLP analysis into a 
coherent and accurate Use Case diagram compliant 
with UML standards. 

3. To design an interface that allows users to interact 
with the generated Use Case diagram and refine its 
actors, associations, and use cases manually. 

The remainder of this paper is organized as follows: In 
Section 2, we review related work on automated software 
documentation and LLM applications. Section 3 details our 
methodology, including the prompt engineering framework. 
Section 4 presents a case study validating the approach use 
cases. Section 5 discusses results, limitations, and 
comparisons with traditional methods. Finally, Section 6 
concludes with future directions, including integration with 
generative media tools. 
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II. RELATED WORK 

Use case diagrams were first proposed by Ivar Jacobson 
in 1986 as part of his work on object-oriented software 
engineering [8]. These diagrams have since become a 
fundamental tool in software development, aiding in the 
visualization of system functionality from a user perspective. 
In drawing tools, one can use the manual approach, 
electronic drag and drop tools, and automated tools. 

This research noted a lack of recent scholarly articles 
focusing on manual tools for Use Case diagram creation.  
Electronic drag and drop tools research have also not been 
clearly documented but there exist several tools for Use Case 
diagram generation. These include Lucid Chart, Visual 
Paradigm, Smart Draw, DrawIO, Miro, Microsoft Visio and 
Wondershare Edraw Max. Table 1 shows the top found tools 
and the analysis done on them. 

In the realm of automating the generation of Use Case 
diagrams from textual descriptions, several significant 
studies have been conducted. Elallaoui et al. [7] conducted 
pioneering research aimed at transforming user stories into 
UML Use Case diagrams automatically. By leveraging NLP 
techniques, their approach achieved impressive accuracy 
scores ranging from 87% to 98%. This evaluation was based 
on a comparison of the outputs automatically generated by 
the plugin against manual modelling of each user story. This 
demonstrated the potential of NLP in interpreting and 
converting textual requirements into structured diagrams. 
Similarly, Nasiri et al. [17] presented a comprehensive 
framework for the automatic generation of various UML 
diagrams, including class, Use Case, and package diagrams. 
Their approach involved processing user stories written in 
natural language (English) using the Stanford Core NLP 
engine. By incorporating artificial intelligence through 
Prolog rules and ontology, they enhanced their previous 
methodologies, resulting in improved outcomes. Despite 
reporting that the results of the approach have been validated 
by several case studies, the methodology for assessing the 
approach was not documented and the metric values of 
results were not specified. While both studies
 showcased promising results, they also had 
limitations. Notably, the carried out researches lack 
implementation. However, a Google search revealed an 
implemented automated Use Case diagram generation tool 
called Diagramming AI [18]. The underlying technology 
behind its working is not publicly available and at the time of 
analysis the tool did not adhere to the UML Use Case 
diagram standard, limiting its utility for standard-compliant 
projects. 

Recent advances in prompt engineering have become 
pivotal for optimizing LLM outputs in software engineering 
tasks. Sahoo et al. [19] conducted a systematic survey of 
prompt engineering methods for LLMs, categorizing 
techniques, such as zero-shot, few-shot, and role-based 
prompting. Their work highlights how tailored prompts 
improve accuracy in structured outputs, a finding directly 
relevant to our Use Case extraction process.  

 
 

TABLE I.  USE CASE DIAGRAMS GENERATION TOOLS 

Source Tool Access Channel Cost 

[10] Lucid Chart 

Web based 
application, and 

embedded in 

Google platforms 

USD7.95-

9.95/month. Free 
trial available 

[11] Visual Paradigm 

Web based 
application and 

desktop 

applications 

USD4.00-
15.00/month. 

Free trial 

available 

[12] Smart Draw 
Web based 

application 
USD9.95 

[13] DrawIO 

Web based 
application, 

desktop 

application, and 
embedded in 

Google platforms 

USD34.00/20 
users. Free trial 

available  

[14] Miro 
Web based 

application 

USD8.00-
16.00/month. 

Free trial 

available 

[15] Microsoft Visio 
Desktop 

application 

USD44.15 for the 

software license 

[16] 
Wonder Share 

Edraw Max  

Web based 

application 

USD5.99-

79.99/month 

 
Wang et al. [18] explored the application of LLMs in 

generating UML diagrams. Use Case diagrams were part of 
the UML diagrams under study. 45 undergraduate students 
explored the platform. The research demonstrated 100% 
correctness of LLMs in identifying users, relationships and 
functional requirements from a given scenario. However, the 
research only encompassed identifying users, relationships 
and functional requirements and did not create the Use Case 
diagram from this information. 

Additionally, Carrazan [20] provides critical insights into 
LLM applications for automating software requirements, 
particularly Use Case diagrams and narratives. The study 
demonstrates that when guided by carefully engineered 
prompts, Chat Generative Pre-trained Transformer 
(ChatGPT) can effectively generate accurate requirements 
documentation while significantly reducing development 
time. Carrazan's methodology [20] emphasizes a structured 
input-process-output framework where tailored prompts 
serve as inputs to produce validated UML artifacts - an 
approach that directly informs our work's prompt design 
strategy (Section III.B). Notably, the dissertation [20] 
confirms that LLM-generated requirements can achieve 
sufficient quality for stakeholder communication and effort 
estimation, though it cautions that human validation remains 
essential. These findings complement existing literature 
[7][19] while providing empirical evidence of LLMs' 
potential to streamline early-phase software documentation. 

III. METHODOLOGY 

A. System Architecture 

The proposed tool went through a streamlined process 
designed to facilitate the creation and refinement of Use 
Case diagrams from textual descriptions. Initially, users 
provide a textual description of their desired system via a 
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web page interface. This input is then sent to the backend, 
where the GPT-3.5 Turbo model processes the text to 
identify and extract relevant actors, use cases, and 
associations. The extracted information is subsequently 
transferred to the frontend, where the jCanvas engine 
generates an initial Use Case diagram based on the provided 
data. Users can interact with the diagram through a user-
friendly interface, allowing them to modify actors, system 
names, use cases, and associations. These modifications are 
reflected in real time on the Use Case diagram, thanks to the 
dynamic capabilities of the jCanvas engine. Once users are 
satisfied with the refined diagram, they have the option to 
save or export the final version for their documentation or 
further use. The architecture of this tool ensures a seamless 
and interactive experience from the initial text input to the 
final output, enabling users to efficiently create and refine 
Use Case diagrams. Figure 1 shows the architectural diagram 
of the proposed system.  

 

 

          Figure 1. Architecture diagram of the proposed system. 

B. GPT3.5 Turbo Model Working Mechanism 

GPT-3.5 Turbo was chosen because of its Instruct 
Architecture. According to Yeow et al. [19] this architecture 
comprises multiple layers, each containing a self-attention 
mechanism and a feed-forward neural network. The self-
attention mechanism enables the model to weigh the 
importance of different parts of the input when making 
predictions, enhancing its contextual understanding. The 
feed-forward neural network then makes the final 
predictions, allowing GPT-3.5 Turbo to generate coherent 
and contextually relevant text across various applications. 

Bandara et al. [20] outlines GPT-3.5, released by OpenAI 
in 2020, is the foundational language model for the original 
ChatGPT and represents significant advancements in NLP 
and generation. With 175 billion parameters, it is one of the 
largest language models, demonstrating improved language 
understanding, enhanced text generation, and the ability to 
produce human-like text across various domains. GPT-3.5's 
architecture allows ChatGPT to engage in natural, context-
aware dialogues, leveraging its extensive pre-training to 
draw on a vast knowledgebase. However, GPT-3.5 has 
limitations, such as struggles with logical reasoning, 

potential biases from its training data, and a restricted 
context window of 2,048 tokens. Understanding these 
strengths and limitations is essential for setting realistic 
expectations when using ChatGPT and similar Artificial 
Intelligence (AI) applications built on GPT-3.5. In 
generating the Use Case diagrams, jCanvas was used. 
jCanvas is a jQuery plugin that makes it easy to work with 
the Hypertext Markup Language 5 (HTML5) canvas element 
[21]. It provides a convenient Application Programming 
Interface (API) for drawing shapes, text, and images, as well 
as handling animations and user interactions. The plugin 
integrates seamlessly with jQuery, enabling efficient 
manipulation of canvas elements and real-time updates, 
making it an excellent choice for creating and modifying Use 
Case diagrams [22].  

C. Interface Design 

The interface design for the web page should be a one-
page, user-friendly and dynamic visualization of system 
descriptions through Use Case diagrams. Upon loading, 
users encounter a central text input box where they can enter 
detailed descriptions of the system they intend to diagram. 
Adjacent to this input area is a "Generate Diagram" button, 
signaling the action to transform the entered text into a visual 
representation. Once activated, the system processes the 
input using GPT-3.5 Turbo via the OpenAI Application 
Programming Interface (API) and displays the resulting Use 
Case diagram on a canvas. This canvas initially presents 
elements, such as system boundaries, actors, use cases, and 
their associations based on the processed text. 

Each element within the diagram becomes interactive and 
editable directly on the canvas, enabling users to click, drag, 
and modify elements effortlessly. This interactive capability 
extends to renaming actors or use cases, adjusting 
connections, and repositioning elements to suit specific 
requirements. Real-time updates ensure that any changes 
made by the user are immediately reflected in the displayed 
diagram, maintaining continuity and allowing for iterative 
refinement. Options for saving or exporting the finalized 
diagram, typically in formats like PNG or PDF, provide 
users with the means to preserve their work or share it as 
needed. The interface design emphasizes clarity, intuitive 
usability, and responsiveness across different devices, aiming 
to facilitate seamless interaction and effective visualization 
of system structures from textual descriptions. 

IV. TOOL DESCRIPTION 

The tool was designed as a comprehensive web 
application that utilized HyperText Markup Language 
(HTML), Cascading Style Sheets (CSS), and the Bootstrap 
framework to create an intuitive user interface. jQuery was 
employed to enhance user interaction, ensuring smooth and 
responsive handling of dynamic elements within the 
interface. A Representational State Transfer Application 
Programming Interface (RESTful API) endpoint was 
developed in PHP: Hypertext Preprocessor (PHP) to 
facilitate seamless communication with the 'gpt-3.5-turbo-
0125' model from OpenAI. 
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The core functionality of the tool was driven by jCanvas, 
a powerful jQuery plugin that enabled the creation and 
modification of Use Case diagrams directly within the web 
page. Users interacted with a straightforward interface where 
they input system descriptions and, upon triggering the 
"Generate Diagram" function, observed a visual 
representation of their system structure. This design 
emphasized usability and real-time responsiveness, allowing 
users to refine and customize their diagrams effortlessly. The 
tool's integration of modern web technologies ensured an 
efficient and engaging experience for users who sought to 
visually conceptualize system architectures from textual 
descriptions. 

V. RESULTS AND DISCUSSION 

In testing the developed system, a comprehensive suite of 
tests was conducted to ensure functionality, accuracy, 
performance, usability, and integration across its core 
objectives. A group of 3 Computer Science students and 2 
Computer Science lecturers who were not involved in the 
development of the system conducted the tests. Each user 
created their own user story and evaluated the performance 
of the system with those user stories. 

A. Large Language Model Performance in Extraction of 

Actors, Use Cases and Associations 

Initially, the accuracy of the NLP technique was 
rigorously evaluated through test cases that assessed the 
extraction of actors, use cases, and associations from diverse 
textual use case descriptions. This included edge case 
scenarios to gauge robustness. Performance testing focused 
on measuring processing speeds and scalability under 
varying system descriptions. In the test, reviewers analyzed 
the output actors, Use Cases and associations to gauge the 
accuracy of the tool. Additionally, the time taken to produce 
an output was recorded.  

The testers' scores revealed a promising average accuracy 
of 89.33%, indicating the tool successfully identifies 
elements from the descriptions. However, there were some 
missed elements, like deposit/withdrawal use cases in one 
instance and the bank teller actor itself for the first test case. 
These highlight areas for improvement, particularly in 
handling operations which have not been mentioned. The 
loading time for testers ranged from 5 to 7 seconds, 
averaging at 6.2 seconds. While acceptable, further 
optimization can enhance user experience. Additionally, 
testers 3 and 5 noted overly long system names generated by 
the tool. This suggests the system might be assigning 
generic, lengthy descriptions. Implementing logic to generate 
concise and descriptive names would be beneficial. The NLP 
technique shows promise with its accuracy. However, 
improvements are needed to handle edge cases, optimize 
loading times, and generate better quality names for actors 
and use cases. This will further enhance the tool's 
effectiveness and user experience. 

B. Use Case Diagram Generation 

The engine's capability to convert extracted elements into 
UML-compliant Use Case diagrams was verified through 

validation tests against UML standards and guidelines, 
ensuring diagrams met syntax and semantic requirements. 
Customization features were tested to validate user-defined 
preferences and styles, ensuring flexibility in diagram 
presentation. Integration tests ensured seamless 
interoperability with external systems, assessing data 
consistency and compatibility. 

Largely, the test results show that the system has the 
capability to convert extracted elements into UML-compliant 
Use Case diagrams, but there are some areas for 
improvement, such as refining extracted elements to avoid 
cluttered diagrams and ensuring that generated names fit 
within the designated space. Only Tester 2 found that the 
tool generated a poor diagram due to the identification of too 
many use cases. This suggests that the system might need 
improvement in refining the extracted elements to ensure a 
clear and concise Use Case diagram. Tester 3 identified an 
issue where the system name spanned outside the boundary 
of the diagram. This indicates that the name generation 
process might need to consider the available space within the 
diagram to ensure all elements are well presented. 

C. Interactive User Interface for Refining Generated 

Diagrams 

User Interface (UI) testing involved usability assessments 
with potential end-users to gauge ease of use and navigation. 
Feedback mechanisms were tested to capture user inputs on 
diagram quality and interface improvements. Compatibility 
tests were conducted across different devices to ensure 
consistent performance and responsiveness. Error handling 
was scrutinized through various error scenarios to assess how 
the system managed and communicated errors effectively to 
users. 

While testers commended the tool's ease of use and 
functionality for adding, deleting, or modifying elements, 
they highlighted the need for improved visual clarity. This 
suggests that while the core functionalities are present, the 
user interface might benefit from enhancements that ensure a 
clearer visual representation of the Use Case diagram during 
the editing process. 

VI. CONCLUSION AND FUTURE WORK 

This research focused on the development of a tool 
capable of extracting a Use Case diagram elements from a 
given textual system description using a large language 
model. The tool should further draw the Use Case diagram 
using jCanvas and allow a user to manually refine the 
generated Use Case diagram. The testing approach utilized 
validated each aspect of the tool objectives. Notably, there 
was no comparable researches available for direct 
comparison, as existing literature either lacked publicly 
available implementations which follow the UML Use Case 
diagrams standard or did not employ an automated diagram 
generation approach like the one proposed in this research. 

The system is poised for deployment in real-world 
environments where efficient Use Case diagram generation 
is paramount. The research recommends scalability to verify 
the system's capability to manage increasing volumes of use 
case descriptions without performance degradation, ensuring 
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robustness under varying workloads. Additionally, it is 
recommended to provide comprehensive user training and 
support material to facilitate smooth and effective utilization 
of the system. 

While this study demonstrates the efficacy of GPT-3.5 
Turbo in automating Use Case diagram generation, the 
reliance on a single LLM poses a limitation. Recent 
advancements in code-specific LLMs, such as Codex, 
StarCoder or fine-tuned variants, such as Llama-3 with UML 
datasets may yield higher accuracy in extracting structural 
UML elements. Future work should also include a 
comparative analysis of multiple LLMs, evaluating their 
performance in parsing textual descriptions and adhering to 
UML standards. This expansion will help identify optimal 
models for specific tasks, such as handling “include” and 
“extend” relationships or complex system boundaries, further 
improving the tool’s robustness. Beyond testing other LLMs, 
future research could explore AI-generative media tools, 
such as Stable Diffusion or DALL-E to automatically 
enhance diagram aesthetics and layout, enabling direct 
conversion of textual descriptions into polished UML figures 
while maintaining compliance with standards through hybrid 
human-AI validation frameworks. The tool was also tested 
by only 5 individuals from the same department at a 
university. This presents potential bias on the effectiveness 
of the tool and future work must be evaluated by many 
participants from varying backgrounds.  

Additionally, the developed tool outputs an image file of 
the generated Use Case diagram without the XML code for 
that can be used in other diagramming tools. Future work 
could focus on producing both the Use Case diagram image 
as well as standard XML code for a Use Code which can be 
integrated in other languages. 

Furthermore, there is an opportunity for comparative 
studies with other GPT variants or large language models to 
identify and integrate the most efficient model for improving 
system performance and accuracy. These enhancements and 
comparisons will contribute to advancing the capabilities and 
effectiveness of the system in generating and manipulating 
Use Case diagrams. 
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Abstract—This study presents a methodology for mapping
UltraViolet (UV) radiation and light intensity in vegetable gar-
dens located within power transmission line easements. Using
advanced sensors mounted on mobile robots, the system captures
daily variations in UV radiation and luminosity. The collected
data reveals differences in solar incidence across the easements,
offering insights into their potential for sustainable agricultural
practices.

Keywords-UV Radiation Mapping; Light Intensity Monitoring;
Transmission Line Easements; Mobile Robotic Sensing.

I. INTRODUCTION

Ultraviolet B (UV-B) radiation, a biologically active spec-
trum of sunlight (280–320 nm), has been extensively studied
for its dual impact on human health and plant development.
In humans, excessive exposure to UV-B is associated with
increased risks of skin cancer and ocular disorders [1]. In
plants, however, UV-B radiation influences anatomical and
physiological traits, such as biomass allocation, leaf area,
chlorophyll content, and secondary metabolite production,
with effects varying by species and radiation dose [2][3].
For example, pigmented potatoes showed enhanced nutrient
synthesis under controlled UV-B doses [3]. In the face of
climate change and urban growth, transmission line ease-
ments emerge as potential sites for low-height, sustainable
agriculture. However, their viability depends on understanding
local environmental factors, especially solar radiation and light
intensity.

This study proposes a Methodology for Integrated Mapping
of Radiation and Light Intensity, combining fixed sensors
and modular units mounted on mobile robotic platforms. By
enabling spatially distributed and scalable data acquisition,
this approach supports the identification of microzones with
distinct agricultural potential. In line with recent advances in
innovative sensor technologies and data-driven agriculture [4],
the proposed system aims to inform sustainable cultivation
strategies in non-traditional farming areas, promoting more
efficient land.

The rest of the paper is structured as follows. In Section II,
we present the measurement and sensor evaluation, describing
the environment where the experiment was conducted. In

Section III, we show the results originating from the fixed
sensor mapping. We conclude the work in Section IV.

II. MEASUREMENT AND SENSOR EVALUATION

The project is designed to follow a structured set of stages,
as outlined in Figure 1. A system is being developed to
provide comprehensive analytical support throughout each
workflow phase. Initially, the results were evaluated through
measurements obtained using a fixed system to understand
better how the variables interact and behave under controlled
conditions. Data collection will subsequently be conducted
using both ground and aerial mobile robotic platforms to
evaluate scalability, optimize mapping strategies, and increase
the efficiency of detailed local data acquisition.

Figure 1. Project workflow and development of the measurement system
using fixed and mobile robotic platforms.

The experiment was conducted in the vegetable garden at
the Polytechnic Center of UFPR (Universidade Federal do
Paraná), in Curitiba, Brazil. The city of Curitiba is located
in coordinates -25.441105, -49.276855, characterized by a
subtropical climate (well defined seasons). This site was
chosen for its easy access, 200 m² area, and varying solar
exposure throughout the day. Nearby 13.8 kV power lines also
provide environmental conditions similar to those in typical
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utility easement areas. The measurement locations are shown
in Figure 2.

Figure 2. Points of data collection.

Measurements were carried out at nine fixed points within
a vegetable garden from 7:30 AM to 5:30 PM, with data
collected every second. Each unit consisted of an ESP32, a
UV sensor (UVM30A or LTR390), and a light intensity sensor
(BH1750), all enclosed in 3D-printed boxes of varying colors
(black, white, and green) to evaluate the effect of housing color
on sensor readings.

Sensor specifications are shown in Table I.

TABLE I. UV SENSOR SPECIFICATIONS (ALTERNATIVE)

Sensor UV Detection Range Temperature Range
UVM30A 200-370 nm -40◦C to 85◦C
LTR390 300-350 nm -40◦C to 85◦C

Data was collected over two days to assess this influence
more accurately. Figure 3 illustrates the data acquisition archi-
tecture designed for detailed local mapping of light intensity
and UV radiation levels.

Figure 3. (a) Color spectrum variations in the sensor housing. (b) Detailed
view of the data acquisition circuit. (c) Location of 3 out of 9 measurements.

III. RESULTS FROM FIXED SENSOR MAPPING

The sensors measure UV Radiation in mV, but provide
a table of conversion to the UV Index. Table II shows the
conversions from mV measurement to UV Index.

Given Table I, the charts in Figures 4 and 5 show the
information of UV radiation (in UV index) and light intensity
(in lux) overtime.

Figure 4 shows the data collected in the same point, P2,
both by a black box (February 17th) and a white box (March
20th), in two distinct days.

Although data were collected on different days—March
20 having higher solar incidence—the waveforms remained
similar due to consistent sensor placement. Notably, the black
box reached higher internal temperatures on a less sunny day.

TABLE II. UV INDEX AND MV MEASUREMENTS CORRESPONDENCE.

UV Index Vout(mV)
0 <50
1 227
2 318
3 408
4 503
5 606
6 696
7 795
8 881
9 976
10 1079
11+ 1170+

Figure 4. Data collected in P2.

Figure 5 shows data from point P9 using boxes of the same
color on different dates. The highlighted regions illustrate sta-
ble diurnal patterns, suggesting that high-frequency sampling
may be unnecessary, as significant variations occur over 10 to
60 minutes.

Figure 5. Data collected in P9.

IV. CONCLUSION AND FUTURE WORK

This work had the objective of developing a methodology
for integrated mapping sunlight-related variables, utilizing
fixed sensors.

The collected data indicate that light intensity and UV
radiation exhibited similar patterns across measurement points,
primarily influenced by environmental factors, such as vegeta-
tion and shading from nearby obstacles. The color of the boxes
had little effect on external sensor readings, highlighting the
dominant role of ambient shading. However, box color did
affect internal temperatures, which could impact the perfor-
mance of electronic components.
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Ground and aerial mobile robotic platforms will be em-
ployed in the following phases to assess scalability, refine
mapping strategies, and increase the efficiency of localized
measurements. This approach is expected to increase the ac-
curacy of site-specific analyses and enable more context-aware
solutions, as well as allowing longer-term data collection.
Future work will also focus on expanding the sensor network
and incorporating additional environmental variables, such as
air and soil humidity and internal and external temperatures,
to support detailed mapping further and informed decision-
making. The goal is to achieve more accurate mapping to
assess the true potential for sustainable crop cultivation in
these areas.
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Abstract—This paper presents the development and evaluation
of different machine-learning models applied to classify objects
in high-voltage transmission lines using depth data captured by
a RealSense D415 camera. Four models, k-Nearest Neighbors
(kNN), Decision Tree, Neural Network (NN), and AdaBoost
(AB), were tested using simulated and real data collected in a
laboratory environment. The results show that the kNN and NN
models achieved robust performance, while the Decision Tree
model faced significant limitations due to excessive nodes and
the AB model struggled with the real-world data. Moreover, tests
with real data revealed noise in the images, which affected model
performance. This study also highlights the feasibility of using
depth cameras for autonomous inspection tasks, potentially re-
ducing costs and enhancing safety in high-voltage environments.

Keywords-RealSense; Machine Learning; Object Classification;
Transmission Lines; Autonomous Inspection.

I. INTRODUCTION

Inspecting high-voltage power lines is critical for ensuring
the safety and efficiency of electrical grids, as these structures
carry large amounts of energy over long distances and are
exposed to extreme weather conditions. Traditional inspection
methods, such as manual climbing and drone-based monitor-
ing, have significant limitations: while drones offer agility, they
are constrained by battery life and weather conditions, whereas
manual inspections, though precise, are costly and hazardous.
Key challenges include monitoring cable temperature, detect-
ing nearby obstacles, and assessing structural wear to prevent
failures and reduce maintenance costs.

Robotic automation has emerged as a promising solution,
enabling safer and more efficient inspections. However, a
robot must overcome obstacles such as support towers and
irregular structures to traverse an entire power line. Various
approaches have been proposed, including modular robots with
specialized locomotion units [1], transposition mechanisms
[2], and caterpillar-based robots capable of climbing jumpers
at 80° inclines [3]. Despite these advances, human operator in-
tervention remains necessary, highlighting the need for greater
autonomy.

Furthermore, a reliable electricity supply, directly impacted
by Transmission Line (TL) maintenance, is essential for socio-
economic development. Current inspections rely predomi-
nantly on visual and manual methods, which are prone to
human error and subjectivity, leading to increased service

interruptions and inefficient asset management. Thus, this
study proposes a predictive aerial inspection system com-
bining advanced technologies—such as thermal, spatial, and
reflectance sensing—with artificial intelligence to optimize TL
monitoring. The central hypothesis is that this multimodal
approach will improve the detection of critical issues—such
as cable wear, vegetation encroachment, and structural anoma-
lies—reducing operational costs and preventing power out-
ages.

This paper explores innovative solutions for autonomous
power line inspection, discussing technical challenges, recent
advancements, and the feasibility of an Artificial Intelligence
(AI)-supported multimodal system to overcome the limitations
of traditional methods. The second section reviews the state of
the art and identifies research gaps in this field. The third sec-
tion describes the developed system architecture. The fourth
section outlines the requirements for experimental evaluation.
The fifth section analyzes feature extraction methods. The
sixth section presents discussions and conclusions.

II. RELATED WORK

Autonomous inspection requires accurate detection and
classification of components using depth sensors and computer
vision. Pouliot et al. [4] validated the performance of the
UTM-30LX Light Detection and Ranging (LiDAR) sensor
for object identification and diameter estimation. The sensor
was mounted at a 45° angle under the robot, collecting 49
measurements per scan with a minimum detection distance of
0.9 meters. Their approach identified object edges and esti-
mated diameter and distance, though no classification model
was implemented.

Qin et al. [5] employed a LiDAR sensor to generate a
3D point cloud of transmission lines, isolating a single cable
and using 3D region-growing segmentation for object classi-
fication. Their method achieved 90.6% classification accuracy
with 98.2% precision.

Vision-based approaches have also been explored. Song et
al. [6] detected broken spacers using an Red, Green, Blue
(RGB) camera and morphological operations, segmenting the
spacer region to determine structural integrity. Zhu et al. [7]
classified dampers, spacers, and clamps using a structured
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Support Vector Machine (SVM) model, achieving an accuracy
of 96% for clamps and over 92% for other components.

These studies highlight the feasibility of autonomous in-
spection through depth sensing and computer vision. There-
fore, this project develops a real-time object classification
model for transmission lines using depth camera data from a
RealSense D415. The model must operate efficiently within
the robot’s embedded system constraints while managing
concurrent motion and sensor control.

III. SYSTEM ARCHITECTURE

This work is part of a broader project focused on developing
a fully autonomous robot for transmission line inspection. The
robot can traverse lines, overcome obstacles, and efficiently
collect data. In this context, object classification is essential
for enabling the robot to recognize and appropriately respond
to various components of the transmission line infrastructure,
such as insulators, dampers, and markers.

The camera was mounted on the robot, with objects po-
sitioned in front of it for data collection. The acquired data
was collected through direct communication with the Robot
Operating System (ROS), an open-source platform providing
tools and libraries to streamline robotic system development,
facilitating flexible integration of hardware, sensors, and con-
trol algorithms. The robot in development features two claws
for controlling speed and a body responsible for executing
obstacle-overcoming maneuvers. The robot’s specifications
are detailed in [8]. The overall operation of the system is
illustrated in Figure 1.

Figure 1. Operation diagram.

A. RealSense D415

The Intel RealSense D415 is a depth camera with stereo-
scopic infrared sensors for depth detection, widely used in
robotics and automation. It captures depth maps with a reso-
lution of 1280 × 720 and a field of view of 65° × 40°. The
camera has a depth accuracy of less than 2% at 2 meters
and a frame rate of up to 90 fps. Its balance of resolution
and accuracy makes it suitable for object classification in
transmission lines.

B. Object Classes to Be Detected

In this project, the object classes to be detected include:

• Polymeric Insulators: Devices used to isolate conductors
in high-voltage lines are essential for ensuring the safety
and efficiency of electrical systems.

• High-Voltage Line Markers: Visual markers placed
on high-voltage lines to improve visibility and reduce
accident risks.

• Dampers: Devices designed to mitigate vibrations and
shocks in transmission systems and line supports.

• No Obstacles: Scenarios where no objects are detected
in front of the robot, a key condition for its operation.

The comprehensive set of objects analyzed and detected
within the scope of this study is illustrated in Figure 2.

Figure 2. Objects to Be Detected.

IV. REQUIREMENTS FOR EXPERIMENTAL EVALUATION

Two primary data analyses were conducted for the devel-
opment of this project. Each analysis took place in different
environments and had specific objectives to evaluate the fea-
sibility and performance of the object classification model for
transmission lines using the RealSense camera. The procedures
and environments used in each step are detailed below.

A. Simulation-Based Problem Modeling and Analysis

The simulation aimed to replicate the realistic operating
conditions of the robot on a high-voltage transmission line as
closely as possible. Accordingly, the RealSense camera was
positioned identically to its final deployment setup—mounted
atop the robot, which was fixed to the simulated cable. The
objects in the simulation were modeled with high fidelity to
their real-world counterparts, matching both dimensions and
shapes (see Figure 3).

Figure 3. Components of the transmission line used in the simulation.

During the simulation, the robot was moved along the cable
linearly and constantly, simulating the scenario where the robot
traverses the transmission line under real-world conditions.
The camera capture rate was set to 10 Hz. The RealSense
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camera was configured to capture depth information up to 5
meters away, using a resolution of 1280x720 pixels, returning
grayscale images to the code, where each pixel represented
the depth measured for that position, as shown in Figure 4.

Figure 4. Depth image captured by the RealSense camera during the
simulation.

The depth data collected by RealSense was saved in Portable
Network Graphics (PNG) format due to the high fidelity
this format offers in preserving the visual details necessary
for subsequent analyses. The images generated during the
simulation were used to feed the machine learning model,
serving as the basis for training and evaluating the system.

B. Real-System Validation and Performance Analysis

The second stage of the project was conducted in a lab-
oratory environment. For this experiment, a section of a
transmission line was set up and divided into two segments,
each 5 meters long, where typical high-voltage line objects
such as insulators, markers, and dampers were fixed. These
objects were arranged along the segments to closely resemble
their placement in real lines, with the aim of maintaining as
much fidelity as possible with the field conditions, as shown
in Figure 5.

Figure 5. Setup of the experiment in the laboratory with the RealSense
camera.

Due to space limitations in the laboratory, an adaptation was
necessary for the position of the RealSense camera. Instead of
being positioned above the line, as it would be in the real
scenario, the camera was mounted on the bottom of the robot,
and the data was collected as if the line were upside down.
This adaptation allowed the camera to capture the objects
like it would in the field, albeit with the orientation inverted.
As in the simulation, the robot was controlled linearly and
constantly, ensuring uniform data collection along the line
segments. For this experiment, the RealSense camera was
configured to operate at 15 Hz, returning grayscale images
to the code, as illustrated in Figure 6.

As in the simulation, the depth data captured by the Re-
alSense camera was stored in PNG format, preserving the

Figure 6. RGB (for reference) and depth image captured by the RealSense
camera in the laboratory.

necessary details for subsequent analysis and machine learning
applications.

C. Simulated and Real Experimental Data Processing

The data was divided into two categories: raw data, which
represented the originally captured images, and processed
data, which underwent preprocessing using a simple edge
detection algorithm, as illustrated in Figures 7-12.

Figure 7. Algorithm applied to the simulated marker image.

Figure 8. Algorithm applied to the simulated damper image.

Figure 9. Algorithm applied to the simulated insulator image.

Figure 10. Algorithm applied to the real marker image.
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Figure 11. Algorithm applied to the real damper image.

Figure 12. Algorithm applied to the real insulator image.

Data processing aimed to rapidly and efficiently simplify
the images, eliminating the requirement to execute a more
complex model to accomplish this task. For this purpose,
an edge detection Algorithm 1 was used. This algorithm is
efficient and fast, capable of highlighting the leading edges in
the grayscale depth images. It calculates the depth intensity
difference between adjacent pixels horizontally and vertically.
Extreme values are not wished; the edge detection result is
limited to a maximum value of 255.

Algorithm 1 Edge Detection Algorithm
1: for for each row i of the image, from bottom to top do
2: for for each column j, from right to left do
3: gray_index = i× img_width+ j
4: if i == 0 or j == 0 then
5: Set img[gray_index] = 0
6: else
7: Horizontal difference:

diffx = img[gray_index]− img[gray_index− 1]
8: Vertical difference:

diffy = img[gray_index] − img[gray_index −
img_width]

9: Magnitude of difference:
derivative =

√
diff2

x + diff2
y

10: Set:
11: img[gray_index] = min(derivative, 255)
12: end if
13: end for
14: end for

In addition to simplifying the images, this method of de-
riving the image also helps normalize the data. Since the data
represents depth, the distance between elements of the same
object is constant, regardless of the distance from the camera
to the object. This means that even if the distance between
the camera and the object varies, the derivative of these
distances will not be affected, keeping the edges consistent.
This characteristic makes the method robust against variations

in the distance between the robot and the objects, ensuring
uniform edge detection independent of the camera’s position.
Furthermore, the algorithm allows for the visualization of
objects hidden in the images, making visible those that would
not be perceptible to the naked eye. Figure 13 illustrates
how data normalization affects visualization, clearly showing
previously visible objects.

Figure 13. Example of data normalization and visualization of hidden objects
(marker).

D. Organization of the Implemented Machine Learning Mod-
els

Due to the absence of a benchmark for this project, several
machine learning models were tested to determine the most
efficient for classifying objects on power lines. The models
evaluated were k-Nearest Neighbors (kNN), Decision Tree,
Neural Network, and AdaBoost.

The kNN model was configured with k = 6, Mahalanobis
distance, and distance-based weights. The neural network had
three hidden layers (128, 64, and 32 neurons), Rectified Linear
Unit (ReLU) activation, and used the Adam optimizer. The
AdaBoost classifier was implemented with the Samme. R
variant, suitable for multiclass classification. The decision tree
was also tested due to its interpretability and computational
efficiency.

1) Feature Extraction Using SqueezeNet: To enhance the
representativeness of the depth data, a feature extraction step
was implemented using SqueezeNet, a lightweight Convolu-
tional Neural Network (CNN) designed for efficient feature
extraction with low computational cost.

SqueezeNet was applied to grayscale depth images to extract
compact visual representations, which were then used as input
for the supervised learning models. This approach improved
classification efficiency by focusing on relevant image features
instead of raw data.

2) Feature Extraction Using Mean and Variance: As an al-
ternative to convolutional neural networks, a statistical feature
extraction approach using mean and variance of grayscale
depth images was applied.

The mean represents the average depth value in each
image, providing an estimate of object distance, while the
variance quantifies depth dispersion, capturing surface irregu-
larities. This method offers a computationally efficient way to
summarize image characteristics, facilitating classification in
resource-constrained environments.
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3) Training and Validation: The Orange software was used
for model training, a machine learning platform that offers a
visual interface for creating and evaluating models. The tests
were performed using 10-fold cross-validation.

V. ANALYSIS OF FEATURE EXTRACTION METHODS

This section presents the results obtained after training four
machine learning models using different feature extraction
methods from depth images. The approaches include statistical
features (mean and variance) and deep learning-based feature
extraction using SqueezeNet, which is applied to raw and
derivative images. The models were evaluated with simulation
and real sensor measurement data, allowing for a comparative
analysis of their performance under different conditions.

A. Evaluation Metrics

To assess model performance, we used several classification
metrics, including Area Under the Receiver Operating Charac-
teristic (ROC) Curve (AUC), Class Accuracy (CA), F1-Score,
Precision (Prec), Recall, and Matthews Correlation Coefficient
(MCC). These metrics provide a comprehensive evaluation
by considering different aspects of classification performance,
such as class balance, precision-recall trade-offs, and overall
correlation with proper labels.

B. Simulation Results

This subsection presents the results obtained for the ma-
chine learning models trained using the simulation data. The
results are divided based on the different types of images and
extracted features, including the raw image, the derived image,
and the mean and variance features.

1) Raw Image: The models were trained using the raw
depth images without any additional processing. The results
for the four tested models are presented in Table I.

TABLE I. RESULTS OF RAW SIMULATION IMAGES.

Model AUC CA F1 Prec Recall MCC
KNN 1.000 0.998 0.998 0.998 0.998 0.997
NN 1.000 0.997 0.997 0.997 0.997 0.996
Tree 0.995 0.993 0.993 0.993 0.993 0.990
AB 0.996 0.994 0.994 0.994 0.994 0.991

2) Derived Image: The models were trained using the
derived depth images, applying the edge detection technique
described earlier. The results are shown in Table II.

TABLE II. RESULTS OF DERIVED SIMULATION IMAGES.

Model AUC CA F1 Prec Recall MCC
KNN 1.000 1.000 1.000 1.000 1.000 1.000
NN 1.000 1.000 1.000 1.000 1.000 1.000
Tree 0.998 0.997 0.997 0.997 0.997 0.997
AB 0.999 0.999 0.999 0.999 0.999 0.998

TABLE III. RESULTS OF RAW SIMULATION IMAGES FEATURES.

Model AUC CA F1 Prec Recall MCC
KNN 0.985 0.927 0.926 0.927 0.927 0.902
NN 0.985 0.906 0.904 0.914 0.906 0.877
Tree 0.923 0.867 0.865 0.865 0.867 0.820
AB 0.913 0.870 0.870 0.870 0.870 0.825

3) Mean and Variance of Raw Image: The models were
trained using the mean and variance features extracted from
the raw images, and the results are presented in Table III.

4) Mean and Variance of Derived Image: The models were
trained using the mean and variance features extracted from
the derived images. The results for the four models tested are
presented in Table IV.

TABLE IV. RESULTS OF DERIVED SIMULATION IMAGES FEATURES.

Model AUC CA F1 Prec Recall MCC
KNN 0.990 0.963 0.963 0.964 0.963 0.950
NN 0.988 0.878 0.872 0.881 0.878 0.838
Tree 0.968 0.932 0.932 0.932 0.932 0.908
AB 0.957 0.936 0.936 0.936 0.936 0.913

C. Real Data Results

In this subsection, we present the results obtained for the
machine learning models trained using real data collected by
the sensor. The results are divided based on different types of
images and extracted features, including raw image, derived
image, and mean and variance features.

1) Raw Image: The models were trained using raw-depth
images without any additional processing. The results are
represented in Table V.

TABLE V. RESULTS OF RAW REAL IMAGES.

Model AUC CA F1 Prec Recall MCC
KNN 0.992 0.940 0.940 0.940 0.940 0.920
NN 0.996 0.958 0.958 0.958 0.958 0.943
Tree 0.848 0.747 0.747 0.748 0.747 0.661
AB 0.825 0.738 0.739 0.740 0.738 0.649

2) Derived Image: The models were trained with the de-
rived depth images, utilizing the previously described edge
detection technique, as presented in Table VI.

TABLE VI. RESULTS OF DERIVED REAL IMAGES.

Model AUC CA F1 Prec Recall MCC
KNN 0.991 0.948 0.948 0.948 0.948 0.930
NN 0.996 0.952 0.952 0.952 0.952 0.936
Tree 0.877 0.803 0.804 0.805 0.803 0.737
AB 0.875 0.813 0.814 0.814 0.813 0.749
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3) Mean and Variance of Raw Image: The models were
trained based on the mean and variance features obtained from
the raw images. The results for the four tested models are
displayed in Table VII.

TABLE VII. RESULTS OF RAW REAL IMAGES FEATURES.

Model AUC CA F1 Prec Recall MCC
KNN 0.926 0.752 0.751 0.752 0.752 0.667
NN 0.929 0.722 0.721 0.722 0.722 0.627
Tree 0.832 0.689 0.689 0.690 0.689 0.584
AB 0.785 0.680 0.679 0.678 0.680 0.570

4) Mean and Variance of Derived Image: The models were
trained using the mean and variance features extracted from
the derived images. It is showed in the Table VIII.

TABLE VIII. RESULTS OF RAW DERIVED IMAGES FEATURES.

Model AUC CA F1 Prec Recall MCC
KNN 0.942 0.780 0.779 0.778 0.780 0.704
NN 0.933 0.728 0.728 0.729 0.728 0.637
Tree 0.846 0.717 ee 0.717 0.717 0.621
AB 0.813 0.721 0.721 0.721 0.721 0.626

VI. DISCUSSIONS AND CONCLUSIONS

The results highlight significant differences in the model’s
performance between simulated and real-world data, mainly
due to variations in image capture conditions.

A. Difference Between Simulation and Real-World Data

In the simulation, the controlled environment with clean-
depth images led to near-perfect model performance, with
kNN and Neural Networks achieving an AUC of 1.000.
However, real-world data from the RealSense camera intro-
duced noise from lighting, reflections, and depth variations,
reducing the model’s accuracy. This discrepancy underscores
the challenge of adapting models trained in idealized con-
ditions to real-world scenarios, where sensor limitations and
environmental factors impact classification performance.

B. Laboratory Environment Limitations

Unlike those of a real power transmission line, the labora-
tory’s spatial and lighting constraints led to considerable noise
in the images captured by the RealSense camera, complicating
object identification. Additionally, the camera’s position at the
bottom of the robot, capturing data as if the transmission line
were upside down, introduced further discrepancies that would
not occur in a real-world inspection, potentially affecting
model performance.

C. Model Performance

While simple and interpretable, the Decision Tree model
became excessively large and complex in this project due to
the variations in simulated and real-world depth images. It
generated an impractical structure, losing its main advantage

of clear decision rules, especially when exposed to noise in
real-world data.

The k-Nearest Neighbors (kNN) model showed strong con-
sistency in both simulated and real-world data, with perfect
AUC (1.000) and a slight drop to 0.991 and 0.948 for
real-world data. kNN effectively handled noise, especially in
derived images, thanks to the Mahalanobis distance metric.

The Neural Network excelled in simulated data with an
AUC of 1.000 but also performed well on real-world data
(AUC of 0.996) despite noise. However, its higher compu-
tational cost compared to kNN could be a limitation for
embedded systems.

AdaBoost performed well on simulated data (AUC of 0.996
and 0.999 for raw and derived images) but struggled with
real-world data, with AUCs of 0.825 and 0.875. The model’s
performance was compromised by noise, leading to overfitting
and reduced generalization ability.
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Abstract— Non-Terrestrial Networks (NTNs) are emerging as 

a solution to overcome the limitations of terrestrial networks, 

especially in remote and difficult-to-reach regions where 

connectivity is limited or absent. NTNs are expected to offer 

numerous opportunities for next-generation wireless 

communication systems, paving the way for energy-efficient 

global connectivity. However, factors such as long delays and 

variations in propagation compared to terrestrial networks, as 

well as the high-speed movement of some types of satellites, 

mean that new challenges will arise, significantly affecting the 

implementation of this technology. This article aims to address 

the concept of NTN, their architecture and standardization. 

Furthermore, it explores the challenges associated with the 

integration of these networks and proposes solutions to 

improve their integration and performance. 

Keywords - Non-Terrestrial Networks, 5G Networks, Satellite 

Communications. 

I.  INTRODUCTION 

NTN utilize aerial and space-based platforms, such as 
Low Earth Orbit (LEO), Medium Earth Orbit (MEO) and 
Geostationary Orbit (GEO) satellites, as well as High 
Altitude Platform Stations (HAPS), to extend network 
services beyond the reach of terrestrial infrastructure. The 
integration of these networks with Fifth Generation (5G) 
technology marks a significant advance in the search for 
global connectivity. As the world increasingly relies on 
continuous digital communication, the ability of NTNs to 
provide coverage in remote maritime areas, polar regions and 
disaster-affected zones becomes indispensable. This global 
coverage is crucial not only for communication, but also for 
critical applications in sectors such as agriculture and 
environmental monitoring. 

A key advantage of NTNs is the ability to provide 
connectivity without requiring significant changes to existing 
devices. This integration is enabled by standardization efforts 
led by the Third Generation Partnership Project (3GPP) [1], 
which has been vital in defining the protocols and 
architectures that allow for interoperability between 
terrestrial and non-terrestrial networks. This interoperability 
ensures that devices can switch between networks while 

maintaining consistent service quality [1]. However, the 
development of NTNs presents different challenges. 
Technical issues such as Doppler Shifts, resulting from the 
relative motion between satellites and ground stations, and 
significant propagation delays in satellite communication, 
particularly with GEO satellites, present hurdles that must be 
addressed. Furthermore, robust handover mechanisms 
between terrestrial and NTNs are crucial to ensure a 
seamless user experience as devices move across different 
coverage areas [2]. The 5G Core (5GC) network plays an 
essential role in managing these hybrid networks, facilitating 
the dynamic allocation of network resources to ensure that 
devices maintain connectivity during the transition between 
terrestrial and non-terrestrial links.  

NTNs play an essential role in the future of 
telecommunications. Their ability to extend network 
coverage to the most remote areas of the planet, combined 
with advances in 5G technology, is considered a key element 
of the next generation of communications networks. As 
technology evolves, the challenges associated with NTN will 
need to be addressed through continued research and 
development to ensure these networks can deliver on their 
promise of global connectivity. 

This article presents essential factors for professionals 
and researchers seeking to understand the architecture, 
standardization requirements, and key technical challenges 
associated with NTN. In addition, it presents discussions on 
technological solutions aimed at the efficient integration of 
these networks into current and next-generation mobile 
communication systems, promoting advances towards global 
connectivity. 

It is organized as follows. Section II presents work 
related to what is being published on the topic of NTNs. 
Section III addresses the standardization of NTNs by 3GPP 
and the different architectures related to these networks. 
Section IV presents some challenges considered essential in 
the study and development of NTNs. Finally, Section V 
presents the main conclusions of this study. 

II. RELATED WORK 

As NTNs have become crucial to extending the coverage 
and capabilities of next-generation communication systems, 
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especially in 5G, several studies have highlighted the 
advantages of integrating NTNs with terrestrial networks, 
while also identifying several challenges that still need to be 
addressed. 

Recent literature has extensively explored the benefits of 
NTN integration. Rinaldi et al. [3] highlight the ability of 
NTNs to provide wide-area coverage, ensure service 
continuity, and offer scalability, especially in regions where 
terrestrial networks are economically impractical or 
geographically challenging, such as maritime, aeronautical, 
and remote areas. Similarly, Vanelli-Coralli et al. [4] affirm 
that NTNs can extend 5G services to underserved or unsold 
areas, improve service reliability, and enhance network 
scalability. Beyond their ability to cover underserved 
regions, NTNs are essential to strengthen the resilience of 
communication networks. In scenarios where terrestrial 
infrastructure may be compromised, such as during natural 
disasters or in conflict zones, NTNs can maintain service 
continuity, as noted by the authors in [3] [4]. This resilience 
is particularly vital for mission-critical services like 
emergency response and public safety. 

Despite these advantages, several challenges remain. A 
major issue is the integration between terrestrial and NTN 
systems. Current architectures, as described by Rinaldi et al. 
[3], lack full convergence, leading to distinct management 
and operational frameworks for non-terrestrial and terrestrial 
components. This fragmentation creates inefficiencies and 
limits the full potential of NTNs. Vanelli-Coralli et al. [4] 
further highlight technical challenges, including high 
propagation delays, Doppler Shifts, and path losses, 
particularly in satellite-based systems, which hinder 
synchronization and overall system performance. 

Service continuity, particularly for low-latency 
applications, presents another significant challenge. Rinaldi 
et al. [3] discuss how NTNs, especially those utilizing GEO 
and LEO satellites, struggle to meet Ultra-Reliable Low-
Latency Communication (URLLC) requirements due to 
inherent satellite delays. Although NTNs are effective in 
delivering enhanced Mobile Broadband (eMBB) and 
massive Machine Type Communication (mMTC) services, 
their utility in latency-sensitive applications remains limited.  

Energy efficiency and cost-effectiveness is another area 
of concern. NTNs, particularly satellite-based systems, are 
often associated with higher operational costs compared to 
terrestrial networks. Efforts to address these challenges 
include innovations in satellite payload designs, such as 
regenerative and transparent payloads, that aim to reduce 
costs while improving service performance. Transparent 
payloads reduce the complexity of on-board processing, but 
require more advanced ground infrastructure, whereas 
regenerative payloads can process signals in space, 
potentially reducing latency but at a higher operational cost 
[4]. 

Spectrum allocation and sharing between NTNs and 
terrestrial networks also represent a significant challenge. As 
demand for bandwidth increases, particularly with the 
proliferation of Internet of Things (IoT) devices and other 
bandwidth-intensive applications, effective spectrum 
management becomes increasingly important [3]. Recent 

research has investigated cognitive radio techniques and 
spectrum sharing strategies to mitigate interference between 
terrestrial and non-terrestrial systems, but practical 
implementation and standardization are still evolving. 

In summary, while NTNs offer considerable advantages 
in enhancing the capabilities of 5G and beyond, several 
critical challenges remain unresolved. This work seeks to 
further explore these challenges and propose solutions to 
enhance the integration and performance of NTNs in next-
generation networks.  

III. NTN STARDARDIZATION AND ARCHITECTURES 

A. 3GPP Releases  

NTN emerged within the 3GPP standard, from Release 
15 marking an essential moment in the evolution of 5G 
networks. This release introduced functionalities such as 
network management for integrating various satellites and 
airborne platforms, support for IoT in high-latency 
environments, security mechanisms to protect 
communications and Quality of Service (QoS) guarantees. 
These advancements laid the groundwork for NTNs in 5G 
networks, underscoring the commitment of 3GPP to 
integrating NTNs into existing infrastructures [5]. 

In 2018, Release 16 focused on NTN integration through 
two major studies: New Radio (NR) solutions for NTNs and 
Satellite Access in 5G. The first one explored how NR 
networks could be adapted for satellite use, addressing radio 
wave optimization and latency challenges.  

The second study showed how existing interfaces and 
protocols could be adjusted for interoperability between 
terrestrial and non-terrestrial networks. These studies 
significantly expanded the reach of 5G, extending coverage 
and connectivity into remote or hard-to-reach areas [6]. 

Release 17 furthered this goal by seamlessly integrating 
terrestrial and non-terrestrial networks, ensuring smooth 
handovers and improving mobility management across 
multiple satellite orbits and constellations. This release also 
introduced enhanced security features, with new 
authentication and encryption methods, and optimized power 
consumption on mobile devices. These developments aimed 
to strengthen the capabilities of NTN and support a wider 
range of applications in 5G networks [7]. 

Releases 18 and 19 continue to evolve the NTNs 
networks with distinct innovations. Release 18 focuses on 
the integration of satellites and high-altitude platforms, 
improving service continuity and user experience, while 
optimizing satellite data transmission and expanding support 
for IoT [6]. Release 19 turns its attention to the future, 
particularly Sixth Generation (6G), enhancing connectivity 
and integration between NTNs and terrestrial networks. Key 
highlights include optimizing communications in dynamic 
environments and applying artificial intelligence and 
machine learning to real-time spectrum and resource 
management [8]. 

Release 19 also emphasizes regulatory and security 
frameworks, addressing the growing need for reliable 
communications and expanding NTN capacity for emerging 
applications like smart cities and autonomous vehicles [9]. 
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Both releases reflect a continuous focus of 3GPP on the 
future of mobile communications, with distinct priorities that 
address evolving technological challenges. 

Looking ahead, Release 20 is expected to dive deeper 
into NTN research, focusing on large-scale communication 
optimization, managing the increasing number of connected 
devices, particularly in IoT and smart city environments. 
Improvements in mobility and service continuity will further 
refine the user experience in complex scenarios, such as 
autonomous vehicles. In addition, sustainability and energy 
efficiency will become areas of focus, with efforts to reduce 
energy consumption and minimize environmental impact. 
More robust security protocols will be developed to protect 
non-terrestrial communications, especially in vulnerable 
environments. Interoperability with emerging technologies 
will be a priority, as standards are established to ensure 
seamless communication between different systems. 

Research activities continue to advance, with normative 
solutions that address the integration of satellite components 
into 5G architectures [5] [8] [9].  

These efforts ensure robust communications in 
challenging environments. The continued development of 
NTNs across all 3GPP releases not only enhances 5G 
capabilities, but also lays the foundation for future 
generations of mobile communications by integrating 
advanced technologies and promoting more efficient and 
sustainable connectivity. 
 

B. Non-Terrestrial Network Architectures 

In the evolution of Next Generation Radio Access 
Network (NG-RAN), new interfaces and protocols have been 
developed to support NTNs. In these architectures, an NTN-
based RAN includes onboard satellite network elements 
(NTN payloads), NTN Gateways (GW) and a ground 
segment. The gateway interconnects the payload to the 
terrestrial segment through a feeder link, establishing a 
bridge between space and terrestrial infrastructure [10].  

The terrestrial segment consists of the 5G Core network 
and a Centralized Intelligence (CI). The latter is responsible 
for gathering information about the network status and using 
it to implement the best configurations and optimizing 
network performance. This model allows the NTN platform 
to operate as a space mirror or as a gNodeB in space, 
allowing two architectures for satellite-based NG-RAN: 
transparent and regenerative, where the gNodeB function can 
be performed partially or completely through the NTN 
platform [10]. 

Based on the location of gNodeB functionalities, it is 
possible to distinguish three main architectures: transparent, 
regenerative, and on-board distributed architecture. 
Furthermore, for each of these architectures, their protocol 
stacks, both for the User Plane (UP) and the Control Plane 
(CP), are described, specifying on which element of the non-
terrestrial network each protocol function is implemented 
[11]. 

1) Transparent Architecture: In the transparent 
architecture, the gNodeB is located on the ground, therefore 
after the NTN ground station. The Non-Terrestrial Element 

(NTE) does not peform onboard processing of the signal. 
The gNodeB is connected to the core and then the signal is 
sent to the external Packet Data Network (PDN) [11]. Figure 
1 shows the transparent architecture. 

 

 
Figure 1. Transparent NTN architecture [11]. 

 
2) Regenerative Architecture: The gNodeB is embedded 

in the NTE, thus improving the performance of the NTN. 
Unlike the transparent architecture, where the Satellite Radio 
Interface (SRI) on the feeder link is based on 5G-Uu, for 
regenerative NTN, the SRI is a transport link used to 
transmit both user data and control from the NTE to the NTN 
gateway on the ground [11]. Figure 2 shows the regenerative 
architecture. 

 

 
 

Figure 2. Regenerative NTN architecture [11]. 

 
3) Distributed Architecture: The distributed embedded 

architecture uses a functional division of the gNodeB into a 
Distributed Unit (DU) and Central Unit (CU). The DU is 
embedded in the NTE, while the CU is on the ground after 
the NTN gateway. Therefore, the DU split and the CU means 
separating processing tasks between Central unit on the 
ground, distributed unit embedded in the satellite, 
scalability, flexibility and efficient use of resources. 

 

 
Figure 3. Distributed NTN architecture [11]. 

 
To work together, the CU and DU communicate through 

an interface called F1. This interface is critical to ensure 
efficient and synchronized operation of the gNodeB. The F1 
interface manages communication between the high and low 
layers, separating the control plane from the user plane. 
Figure 3 shows the distributed architecture. 
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IV. CHALLENGES OF THE NTN 

Despite the standardization and consolidated structure 

for the operation of NTN, many challenges still permeate 

the topic. In the following section, some of these challenges 

will be presented and what is already thought of as a 

solution for each, without compromising the efficiency and 

reliability of network services. 

A. NTN Backhaul 

One of the biggest challenges of NTN is the backhaul, 

since the volume of data transmitted in a 5G network is very 

high and there is great susceptibility around service and 

power links. 

There are two viable scenarios to overcome a system 

susceptibility situation. In the first scenario, where there is 

an earth station out of service due to rain or natural disaster, 

portable base stations can be placed with direct service links 

connected to the HAPS and these HAPS connected to the 

base stations corresponding to the power links. 

In the second one, it is possible to work with reception 

diversity when a power link goes out of operation for the 

same reasons as in the first scenario. Here, it is important to 

note that the power link integrates NTN with 5G networks 

[12]. 

For both scenarios presented, the proposal is to operate 

in the 38 GHz band to cover a bandwidth of 80 MHz, thus 

making backhaul data flow viable. To operate in this band, 

some requirements must be met, such as the correct 

orientation of the ground station antennas and the HAPS 

antennas for direct and unobstructed sighting, and also 

restricting the heights of the HAPS to up to 20 km. Another 

important factor to be considered is the attenuation due to 

rain in this 38 GHz band, as shown in Table I. From the 

table, it is possible to note that for distances compatible with 

the proposed links of a maximum of 20 km, the attenuation 

due to rain is around 27 dB/km. The greater the distance, the 

greater the attenuation, which may make the link unfeasible 

in some cases. 

TABLE I.  NTN STUDY ITEMS AND FEATURES BY 3GPP 

RELEASES 

 Distance (km) 

10 30 50 

Elevation Angle (degrees) 
Estimated Rain Attenuation (dB) 

63.4 

26.7 

33.7 

28.8 

21.8 

40.9 

 

To overcome this rain attenuation problem, diversity 

scenarios can be used in 5G networks combined with 

Automatic Transmission Power Control (ATPC) and 

Adaptation Coding and Modulation (ACM) techniques that 

were created to improve system efficiency [13]. 

 

B. Handover 

Handover is the process of transferring a device 

connection between different radio bases in a wireless 

mobile network when there is a need to improve coverage 

and signal quality. In NTNs, such as those using satellites 

and drones, handover becomes even more challenging due 

to the high mobility of devices, variable latency, and 

coverage heterogeneity. The constant movement of satellites 

in relation to Earth, for example, significantly increases the 

frequency of handovers, requiring robust and efficient 

mechanisms to guarantee QoS, minimizing interruptions in 

communication and optimizing the use of network 

resources. Furthermore, significant latency variations, 

common in NTN scenarios, further complicate the message 

exchange process required for handover.  

The heterogeneity in coverage in NTN also represents a 

challenge, demanding advanced solutions so that the 

connection is stable and continuous, especially in 

environments with limited or intermittent coverage. To face 

these challenges, artificial intelligence-based solutions have 

been explored and are considered promising for improving 

the handover process in NTNs. Through techniques such as 

machine learning and deep learning, resources can be 

optimized in order to estimate channels and make decisions 

in real time, contributing to a more stable connectivity 

experience. Recent initiatives have implemented artificial 

intelligence on satellite network testbeds and promoted the 

integration of NTNs with 5G terrestrial networks, seeking a 

more robust and cohesive network infrastructure.  

Relevant studies reinforce the importance of NTNs as 

essential components in future 6G networks. Research such 

as that in [14] addresses the specific technical challenges of 

these networks, including high mobility and complexity in 

resource management, especially for LEO satellites. 

Another study [15] discusses handover optimizations in 

NTNs using artificial intelligence and machine learning to 

improve service continuity and resource management in 

mobile networks beyond 5G. Furthermore, according to the 

work in [16], links between satellites and between satellites 

and Earth suffer from increased latency and limited 

processing capabilities, making efficiency and the ability to 

handle handover demand more difficult. Security is also a 

concern, as NTNs are more susceptible to attacks and 

compromised devices can be used to disrupt services, 

making a handover protocol that maintains security even in 

cases of compromise essential. Finally, conventional 

handover protocols are ineffective in NTNs as they rely on 

signal strength indicators that have little variation across 

satellite coverage areas, requiring handover approaches 

more adapted to this environment. 

Therefore, future research should focus on advances in 

the integration of artificial intelligence with NTNs, in 

addition to exploring technologies for latency optimization, 

interference mitigation, and dynamic spectrum allocation. 

These innovations are fundamental to ensuring high quality 

and resilient global connectivity, enabling NTNs to meet the 

demands of a highly dynamic and critical communications 

environment. 
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C. Radio Link Failure 

In the case of NTN and NR networks, during a handover, 

a Radio Link Failure (RLF) can occur due to interference 

and/or low signal strength, interrupting the connection to the 

base station, due to signal obstructions resulting from terrain 

or weather [17], or due to the movement of the satellite. 

This leads to the discontinuation of the application in use, 

which represents an impact on user experience [18]. Once 

an RLF is declared, the User Equipment (UE) begins the 

RLF recovery procedure. The UE selects the cell and 

attempts to reestablish the connection with it, a procedure 

called Access Stratum (AS) recovery. This procedure is 

successful only if the UE selects a cell from the same 

gNodeB or from a handover-ready gNodeB. In case of 

failure, the UE enters an idle state and attempts the Non-

Access Stratum (NAS) recovery procedure [19]. The big 

challenge is dealing with frequent handover situations 

without resulting in an increase in the number of RLFs, in 

the case of satellite solutions. In [20], some simulations 

were carried out taking into account different scenarios of 

non-terrestrial networks using LEO satellites, and as a 

result, it is clear that the handover algorithm used in 

conventional 5G networks fails to provide continuous 

connectivity in NTN. The big challenge is managing 

handover delays and unnecessary handovers. 

It is observed that the high number of failures is due to a 

combination of factors, such as the low signal variation 

between the center and the edge of the cell and the 

propagation distance greater than the cell size, which 

prevents device measurements. Another factor is the high 

downlink interference between adjacent satellite beams, in 

addition to propagation delays due to long communication 

distances, which leads to delays in sending control messages 

and, consequently, increases the handover latency caused by 

RLF. 

D. Reconfigurable Intelligent Surfaces (RIS) 

The development of RIS technology represents a 

fundamental innovation for the advancement of wireless 

communication in terrestrial and non-terrestrial networks. 

RIS offers significant benefits, including improved 

localization and connectivity, as well as improved energy 

efficiency. Recent research highlights its application in 

mobile and satellite networks, particularly to improve 

performance in urban and Non-Line-Of-Sight (NLOS) 

environments [21]. 

The integration of RIS technology into various types of 

networks highlights its potential to address key challenges 

of next-generation wireless systems. From improving 

localization in 5G and optimizing resource usage in dense 

urban areas to extending connectivity through NTNs, RIS 

offers versatile solutions that are essential to realize the 

vision of global and energy-efficient 6G connectivity [22]. 

Despite their favorable benefits, NTNs face several 

challenges compared to terrestrial networks, such as 

coverage and signal capacity in various environments, 

propagation losses in the atmosphere and space, high power 

consumption, spectrum sharing with terrestrial networks, 

and security issues.  

According to [23], RIS has recently emerged as a 

promising technology for 6G and beyond. When integrated 

into NTNs, RIS can revolutionize next-generation 

connectivity. 

RIS consists of a large number of metaelements capable 

of manipulating the phase, amplitude, and polarization of 

signals. Specifically, RIS can control signal propagation by 

reflecting, refracting, and focusing signals on specific 

locations, effectively improving signal intensity, coverage, 

and link quality. 

RIS-integrated NTNs are expected to provide numerous 

opportunities for next-generation wireless systems. Recent 

studies have analyzed their potential in various application 

domains. Significant results on energy consumption 

minimization and energy efficiency optimization have been 

investigated. The achievable gains in terms of sum-rate 

maximization for RIS-integrated NTNs are high. These 

systems also intrinsically enhance wireless system security 

and improve physical layer security in RIS-integrated 

NTNs. However, a holistic and long-term vision is 

imperative for the next generation of RIS-integrated NTNs, 

paving the way to achieve global energy-efficient 

connectivity enabled by RIS technologies. 

Although RIS technology offers transformative potential, 

several challenges remain for its practical application in 

NTNs: 

1) Hardware Complexity and Calibration: Designing 

and manufacturing RIS with precise elements can be 

technically challenging and expensive, particularly for 

large-scale NTN deployments. Large-scale implementations 

also require calibration and synchronization among RIS 

elements to achieve coherent signal manipulation. Ensuring 

precise and real-time RIS control for signal path 

optimization can be complex, especially when multiple 

NTN platforms are involved. 

2) Dynamic Channel Conditions: NTN platforms, 

especially satellite communications, experience dynamic 

and time-varying channel conditions due to mobility and 

atmospheric effects. RIS configuration and optimization are 

based on the acquisition of channel state information, which 

is critical for continuous connectivity. Efficient algorithms 

for real-time channel estimation and control are necessary in 

dynamic NTN environments. 

3) AI/ML Integration: Artificial Intelligence and 

Machine Learning offer significant opportunities to enhance 

RIS performance in NTNs. By utilizing AI/ML techniques 

and algorithms, RIS can optimize signal reflection patterns 

in realtime, adapt to changing network conditions, predict 

channel variations, and self-optimize based on feedback. 

RIS driven by AI/ML can dynamically adjust its reflective 

properties, ensuring optimal signal intensity and quality 

even in dynamic NTN environments. 
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V. CONCLUSIONS AND FUTURE WORK 

This article presented a synthesis of topics that are widely 

explored in the literature, including an overview of 3GPP 

standardization related to the NTN and some possibilities to 

construct different architectures for this technology. Some 

challenges are discussed, and some solutions are proposed, 

focusing on data transmission, handover processes, and 

emerging technologies, such as RIS. Key issues include the 

high volume of 5G data causing backhaul challenges, 

handover difficulties due to device mobility and NTNs 

variable latency, and the need for robust mechanisms to 

maintain QoS. To address these, AI based solutions help 

optimize handover by improving resource allocation and 

real-time decision-making.  

The implementation of RIS technology is emphasized, 

which can improve connectivity and energy efficiency in 

NTNs by enhancing signal strength and mitigating 

interference. RIS technology plays an important role in 

addressing NTN challenges such as signal coverage, 

propagation losses, and energy consumption, offering 

benefits like improved link quality and extended coverage. 

Challenges include the technical complexities of designing 

and implementing RIS, dynamic channel conditions in NTN 

environments, and ensuring security and privacy. Future 

work should focus on advancing the integration between 

NTNs and AI-driven mechanisms to improve decision-

making in dynamic environments. Key areas include the 

development of adaptive handover protocols tailored for 

high-mobility satellite systems, spectrum sharing strategies 

using machine learning, and secure, resilient architectures 

for RIS-integrated NTNs. Moreover, there is a growing need 

to explore edge computing capabilities embedded in 

satellites to reduce latency and offload processing from 

terrestrial infrastructure. These directions aim to unlock the 

full potential of NTNs in enabling autonomous vehicles, 

smart agriculture, and emergency communications in 6G 

and beyond. 
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Abstract—This paper presents a Simultaneous Localization 
And Mapping (SLAM) and Moving Object Tracking (MOT) 
method using a small and lightweight solid-state Light Detection 
And Ranging (LiDAR) attached to a rider helmet for 
micromobilities, such as bicycles, e-bikes, and e-kick scooters. 
Distortions in LiDAR point cloud data caused by the movement of 
the micromobility and head motion of the rider are corrected 
using the data from LiDAR and inertial measurement unit via a 
quaternion unscented Kalman filter. The corrected LiDAR point 
cloud data are classified into three classes: 1) point cloud data 
related to stationary objects, such as buildings and trees, 2) those 
related to road obstacles, such as curb stones and road debris, and 
3) those related to moving objects. The point cloud data related to 
stationary objects and road obstacles are used for environment 
mapping using normal distributions transform SLAM, whereas 
the point cloud data related to moving objects are used for MOT 
using Kalman filter. Results from experiments conducted at our 
university campus demonstrate the effectiveness of the proposed 
method. 

 Keywords—helmet LiDAR; solid-state LiDAR, SLAM; moving-
object tracking; distortion correction; quaternion UKF; 
micromobility. 

I. INTRODUCTION 
In recent years, many studies have been conducted on active 

safety and automated driving of vehicles in Intelligent 
Transportation Systems (ITS) [1]. An important technology for 
active safety and automated driving of vehicles is Simultaneous 
Localization and Mapping (SLAM) to build an environment 
map using vehicle-mounted sensors, such as Light Detection 
And Ranging sensors (LiDARs) and cameras. Another 
important technology is Moving Object Tracking (MOT) to 
avoid collisions with surrounding moving objects. Accordingly, 
numerous SLAM and MOT (SLAMMOT) methods have been 
proposed [2]–[4].  

In a decarbonized society, micromobilities, such as bicycles, 
e-bikes, and e-kick scooters, attract attention as a means of short-
distance travel through urban regions [5]. Similar to ITS, active 
safety is necessary to reduce traffic accidents and increase the 
use of micromobilities. 

In our previous study [6], a SLAMMOT method based on 
information obtained from a LiDAR attached to the rider helmet 
for micromobility was proposed. In ITS, mechanical LiDARs, 
such as Velodyne and Ouster LiDARs, are widely used owing 
to their reliability and accuracy. The LiDAR used in our 

previous study for micromobility was bulky mechanical LiDAR, 
thus posing problems regarding practicality and usability. 

From the viewpoint of size and security, it is desirable to 
mount a small easily removable sensor on the micromobility 
handlebars or rider helmet. Modern technology includes a solid-
state LiDAR that is smaller and lighter than the mechanical 
LiDAR [7]. Solid-state LiDAR can substantially enhance active 
safety in micromobility. Recently, various studies have been 
conducted on SLAM and MOT methods using solid-state 
LiDAR [8]–[11] in ITS and mobile robotics. However, to the 
best of our knowledge, there are no studies that tackle 
SLAMMOT using solid-state LiDAR for micromobility 
application. 

Therefore, this paper presents a SLAMMOT method using a 
small and lightweight solid-state LiDAR attached to the rider 
helmet for micromobility． 

The LiDAR point cloud data within the sampling period 
cannot be captured simultaneously because LiDAR captures 
measurements by scanning a laser beam. Therefore, when the 
micromobility is moving or the rider head swings, the acquired 
LiDAR point cloud data are distorted, which deteriorates the 
SLAMMOT accuracy. 

Distortion in LiDAR point cloud data can be corrected by 
estimating the LiDAR self-pose in a shorter time than the 
LiDAR sampling period. Most conventional methods for 
distortion correction were based on linear interpolation and its 
variants of the LiDAR self-pose obtained at every acquired 
LiDAR sample [12][13]. In [14][15], distortion correction 
methods using the Extended Kalman Filter (EKF) and 
Unscented Kalman Filter (UKF) [16] were proposed to improve 
distortion correction. In our previous studies, Euler angles (i.e., 
roll, pitch, and yaw angles) were used to represent the LiDAR 
posture. When driving a micromobility, the head posture often 
changes considerably during safety confirmations, such as right-
left and up-down confirmations. Such large head motions of the 
rider may deteriorate the accuracy of distortion correction using 
Euler angle-EKF and UKF.  

This problem can be addressed using a quaternion instead of 
Euler angles as the angle representation. To accurately perform 
SLAMMOT even under large motions of the rider head, this 
paper proposes a quaternion-UKF-based distortion correction 
method. The remainder of this paper is organized as follows. 
Section II describes the experimental system. Section III 
presents an overview of SLAMMOT. Section IV explains the 
proposed distortion correction method for LiDAR point cloud 
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data, and Section V presents the classification method for these 
data. Section VI illustrates the effectiveness of the proposed 
method through experiments. Section VII presents our 
conclusions and future works. 

II. EXPERIMENTAL SYSTEM 
The overview of the experimental helmet is shown in Figure 

1. A MEMS solid-state LiDAR (Livox Mid-360) and Inertial 
Measurement Unit (IMU) (Xsens Mti-300) are mounted on the 
helmet. The weight of the LiDAR is 265 g. As shown in Figure 
2, the LiDAR has a maximum range of 40 m, horizontal and 
vertical Field-Of-View (FOV) of 360° and 59°, respectively, 
and resolution of 1.4°. The LiDAR acquires 96 measurement 
points every 0.48 ms. The sampling period of LiDAR 
measurements for SLAMMOT is set to 0.12 s in this study. 
Approximately 20,000 measurements can be obtained per 
LiDAR sampling period.  

Measurements of attitude (i.e., roll and pitch angles) and 
angular velocity (i.e., roll, pitch, and yaw angular velocities) are 
obtained from the IMU every 10 ms. The errors in attitude and 
angular velocity are less than ±0.3° and ±0.2°/s, respectively. 

III. OVERVIEW OF SLAMMOT 
The SLAMMOT process is shown in Figure 3. First, 

distortion in LiDAR point cloud data caused by the motion of 
the micromobility and rider head is corrected. Next, the self-
pose (i.e., three-dimensional (3D) position and attitude angle) of 
the rider helmet is calculated by Normal Distributions 
Transform (NDT) scan matching [17].  

As shown in Figure 4, two coordinate systems are defined: 
world coordinate system (Ow-xwywzw) fixed to the ground and 
helmet coordinate system (Oh-xhyhzh) fixed to the LiDAR. For 
simplicity, the helmet and LiDAR poses are considered to 
coincide. In the helmet coordinate system, a 3D voxel map with 
a cell size of 0.2 m per side is set. The LiDAR point cloud data 
acquired in one sampling period are mapped onto a voxel map 
and downsized using a voxel grid filter. In subsequent  

 

 
Figure 1.  Overview of the experimental helmet equipped with LiDAR and IMU. 

 

            
(a) Horizontal FOV                              (b) Vertical FOV 

Figure 2. LiDAR FOV. 

processing, the downsized point cloud data are used to estimate 
the helmet self-pose, and LiDAR point cloud data before 
downsizing are used for environment mapping and MOT. 

For the i-th (i = 1, 2, ... , n) measurement in LiDAR point 
cloud data, the coordinates in the world and helmet coordinate 
systems are denoted by phi = (xhi, yhi, zhi)T and pi = (xi, yi, zi)T, 
respectively. Thus, the following relation is obtained: 

( )
1 1

i hip p
Τ X

                             (1)  

where X indicates the position and attitude of the helmet, and T 
(X) denotes the corresponding homogeneous transformation 
matrix. 

In SLAM using NDT scan matching, a 3D voxel map with a 
cell size of 0.6 m per side is set in the world coordinate system. 
By superimposing the LiDAR point cloud data obtained at 
current time t (referred to as current point cloud data) and those 
obtained up to the previous time (t−1) (referred to as reference 
map), the helmet self-pose X at the current time is calculated. 
The current point cloud data are mapped onto the world 
coordinate system by performing a coordinate transformation 
using (1) and then merged into the reference map. 

Because LiDAR scans a laser beam, all point cloud data 
within one LiDAR sampling period cannot be obtained at a 
single location when the micromobility is moving or the rider  

 

 
Figure 3. SLAMMOT process. 

 

 
Figure 4.  Notation related to helmet motion. 
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head is swinging. Therefore, if all point cloud data within one 
LiDAR sampling period is transformed using the pose 
information of the helmet at the same time, distortion arises in 
the LiDAR point cloud data mapped onto the world coordinate 
system using (1). As distortion causes inaccurate results in 
SLAMMOT, distortion correction of LiDAR point cloud data is 
required. The proposed distortion-correction method using a 
quaternion UKF is described in the next section. 

Distortion-corrected LiDAR point cloud data are classified 
into measurements related to the road surface, road obstacles, 
stationary objects (e.g., buildings and trees) and moving objects 
(e.g., cars and pedestrians). Unevenness on road surfaces, such 
as obstacles on the road, ditches, and curbs, which can lead to 
falling accidents in micromobility, are detected as road obstacles. 
An environment map is built including stationary objects and 
road obstacles. LiDAR point cloud data related to moving 
objects (referred to as moving point cloud data) are used for 
MOT. The classification method is described in Section V. 

MOT is performed using our previous method [18]. The 
shape of a moving object is represented by a cuboid. The width 
and length of the object are extracted from moving point cloud 
data using the rotating caliper method [19], and the height of 
the object is determined from the height information in the 
moving point cloud data. A Kalman filter is applied to estimate 
the two-dimensional (2D) position and velocity of the moving 
object in the world coordinate system based on the centroid 
position of the extracted cuboid. When applying the Kalman 
filter, the object is assumed to be moving at an approximately 
constant velocity. In crowded environments, the rule-based data 
association method [18] is used to accurately match multiple 
moving objects with corresponding moving point cloud data. 

IV. DISTORTION CORRECTION OF LIDAR POINT CLOUD DATA 

A. Overview 
SLAMMOT is performed by mapping LiDAR point cloud 

data obtained in the helmet coordinate system onto the world 
coordinate system according to the helmet self-pose information. 
The self-pose is calculated every 120 ms (LiDAR sampling 
period) by NDT scan matching. However, all LiDAR point 
cloud data within the LiDAR sampling period cannot be 
captured simultaneously because LiDAR acquires 
measurements by scanning a laser beam. Consequently, when 
the micromobility is moving or the rider head is swinging, the 
LiDAR point cloud data mapped onto the world coordinate 
system are distorted. 

The distortion in LiDAR point cloud data is corrected by 
estimating the helmet self-pose at every LiDAR data 
acquisition instant in 0.4 ms interval. Distortion correction is 
based on a quaternion UKF using the self-pose calculated by 
NDT scan matching every 120 ms, as well as the attitude angle 
and angular velocity acquired from the IMU every 10 ms. 

B. State and Measurement Equations of Helmet  
As shown in Figure 4, in the helmet coordinate system, the 

quaternion [20] is defined by 0 1 2 3q q q qq i j k , where i, j, 
and k are the unit vectors along the xh, yh, and zh axes, 
respectively. The translational velocity of the helmet along the 
xh, yh, and zh axes is denoted by ( , ,x y zV V V ). The angular velocity 
(i.e., roll, pitch, and yaw angular velocities) captured from the 

IMU is denoted by ( , , ), and its bias is denoted by 
( , ,bias bias bias ).  

It is assumed that the translational velocity of the helmet is 
nearly constant in a short period. Hence, the state equation for 
helmet motion is given by: 
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where (x, y, z) is the position of helmet in the world coordinate 
system. 2

1 / 2
xx Va V w  , 2

2 / 2y Vya V w  , 3 za V
2 / 2

zVw  , 2 2 2
0 1 2 3b b b b  , 1 biasb w  , 2 biasb w  , 

and . 3 biasb w  . ( , , ,Vx Vy Vzw w w , , , ,
bias

w w w w ,
biasbias

w w  ) 
indicate disturbances (plant noise).  is the sampling period. rmn 
(m, n = 1, 2, 3) is element (m, n) of the following rotation 
matrix: 

2 2 2 2
0 1 2 3 1 2 0 3 1 3 0 2
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Noted that the angular velocities from the IMU are considered 
as a system input in (2). 

The attitude (i.e., roll and pitch angles) of the helmet, which 
is obtained from the IMU every 10 ms, is denoted by ( )tIMUz . The 
measurement equation of ( )tIMUz  is given by  
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where IMUz  represents the measurement noise. 
The helmet self-pose obtained by NDT scan matching every 

120 ms is denoted by ( )tNDTz . The measurement equation of ( )tNDTz  
is expressed as  
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where NDTz  represents the measurement noise. 
Equations (2), (4), and (5) are represented in the vector form 

as follows: 

( 1) ( ) ( ) ( ), ,t t t tξ f ξ u w                               (6) 
( ) ( ) ( )[ ]t t tIMU IMU IMUz h ξ z                        (7) 
( ) ( ) ( )[ ]t t tNDT NDT NDTz h ξ z                        (8) 

where 0 1 2 3 4( , , , , , , , , , , , , , )T
x y z bias bias biasx y z q q q q q V V Vξ  

( , , )Tu , and ( , , , , , , ,
biasVx Vy Vzw w w w w w ww

, )
biasbias

Tw w . 

C. Distortion Correction Using Quaternion UKF  
The process of distortion correction of LiDAR point cloud 

data is shown in Figure 5. The LiDAR sampling period of 120 
ms is denoted by . The IMU sampling period of 10 ms and 
LiDAR data acquisition period of 0.48 ms are denoted by τIMU 
and Δτ, respectively. Hence, τ = 12τIMU  and τIMU = 21Δτ． 

Distortion in LiDAR point cloud data between times t and 
( 1)t , where t = 0, 1, …, is corrected in the following five 
steps: 

Step 1. State prediction in IMU sampling period τIMU 
The state estimate and its error covariance at time t

IM Uk , where k = 0, …, 11, are denoted by ( )
( )ˆ k
tξ  and ( )

( )
k

tΞ , 
respectively. As the dimensions of state variable ξ  and plant 
noise w in state equation (6) are 13 and 9, respectively, the 
following 22-dimensional augmented system of ( )
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tξ  and 

( )
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k
tΞ  is defined: 
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where Q is the covariance of plant noise w. 
From (9) and (10), 45 sigma points are calculated as 

follows: 
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Figure 5.  Process of distortion correction. 

 
where ( )( )a

t iΞ  and ( ) 22( )a
t iΞ  are the i-th and (i-22) th 

column vectors, respectively, of the square root of ( )
a

tΞ . 
Hyperparameter is set to in this study. 

The state prediction at time ( 1) IMUt k  for the sigma 
points is calculated as  

( 1/ ) ( ) ( )
( ) ( ) ( ) ( ), ,k k k w k
t t t ti i iχ f χ χ u               (12) 

where ( )
( )

k
tiχ  and ( )

( )
w k

tiχ  are the components of the 13-
dimensional state variable and 9-dimensional plant noise, 
respectively, of the 22-dimensional sigma points obtained in 
(11).  

Therefore, state prediction ( 1/ )
( )ˆ k k
tξ  and its error covariance 

( 1 / )
( )

k k
tΞ at time ( 1) IMUt k  are given by  
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where 0 / (22 )  and / (44 2 )i  ( 0i ). 

Step 2. State estimate using angular information from IMU 
Attitude angle IMUz  is obtained from the IMU at time t

( 1) IM Uk . Then, the measurement prediction at time 
( 1) IMUt k  for sigma points in (11) is calculated as  

( 1/ ) ( 1/ )
( ) ( )[ ]k k k k
t tIMUi IMU iζ h χ                       (14) 

The measurement prediction and its error covariance at time 
( 1) IMUt k  are given by  

44
( 1/ ) ( 1/ )

( ) ( )
0

44
( 1/ ) ( 1/ ) ( 1/ )

( ) ( ) ( )
0

k k k k
t tIMU i IMUi

i

Tk k k k k k
t t tIMU i IMUi IMU IMU

i

ζ ζ

Z ζ ζ R
   (15) 

where RIMU is the covariance of measurement noise IMUz . 
The state estimate and its error covariance are then given by 

( 1) ( 1/ ) ( 1) ( 1/ )
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where Kalman gain K is expressed as  
44
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Of the state estimate ( 1)
( )ˆ k
tξ , the state estimate for the 

helmet self-pose is denoted by ( 1)
( )ˆ k
tX .  

Step 3. State prediction in LiDAR observation period Δτ 
Using self-poses ( )

( )ˆ k
tX  and ( 1)

( )ˆ k
tX , which are estimated at 

t IMUk  and t + ( 1) IM Uk , resepectively, self-pose 
( )

( , )ˆ k
t jX  at IMU jt k （ j = 1–21）  is given by the 

following interpolation formula: 
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Step 4. Coordinate transformation of LiDAR point cloud data  
The coordinates of the i-th measurement of LiDAR point 

cloud data obtained at IMU jt k  are denoted by ( )
( , )

k
t jhip  

in the helmet coordinate system and by ( )
( , )

k
t jip  in the world 

coordinate system. ( )
( , )

k
t jhip  can be transformed into ( )

( , )
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based on ( )

( , )ˆ k
t jX  and (1) as follows: 
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Based on helmet self-pose (12)
( )ˆ tX  obtained at time 

( 1) ( 12 )IM Ut t , ( )
( , )

k
t jip  is transformed into *

( 1)thip  
at ( 1)t  as follows: 

* ( )
( 1) ( , )(12 ) 1
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k
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t
p pΤ X                (20) 

The above equation means that the coordinates of LiDAR 
point cloud data obtained between times t  and ( 1)t  can 
be transformed into those obtained at time ( 1)t . 

Step 5. State estimate using self-pose by NDT scan matching 
in LiDAR sampling period  

LiDAR point cloud data corrected in step 4 are used as 
current point cloud data at ( 1)t , and helmet self-pose 

NDTz  is calculated using NDT scan matching. Based on (16), 
state estimate (12)

( )ˆ tξ  and its error covariance (12)
( )tΞ  at time 

( 1)t  are obtained using IMU information. The state 
estimate and its error covariance are considered as a priori 
information, and the helmet state is estimated using pose 
mesurement NDTz  at time ( 1)t . 

First, 27 sigma points are obtained as follows: 
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Then, the measurement prediction at time ( 1)t  for the 
sigma points in (21) is calculated by: 

( 1) ( 1)[ ]t tNDTi NDT NDTiζ h χ                     (22) 

The measurement prediction and its error covariance at time 
( 1)t  are given by  
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where 0 / (13 )  and / (26 2 )i  ( 0i ). RNDT is the 
covariance of the measurement error NDTz . 

The state estimate and its error covariance are then given by 
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where Kalman gain K is expressed as 
26
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V. CLASSIFICATION OF LIDAR POINT CLOUD DATA 
The current LiDAR point cloud data contain various 

measurements related to road surfaces, road obstacles, stationary 
objects, and moving objects. Therefore, they are classified, and 
the measurements related to stationary objects and road 
obstacles are used to build an environment map. The 
measurements related to moving objects are used for MOT. 

First, the current LiDAR point cloud data are classified into 
measurements related to the road surface, objects, and road 
obstacles, such as curbs and falling objects, using a ground-
plane fitting method [21]. 
 In the helmet coordinate system, a 2D polar grid map is set, 
as shown in Figure 6. LiDAR point cloud data are mapped onto 
the grid map. The cell size in the grid map depends on the 
distance from the LiDAR, such that the number of LiDAR point 
cloud datapoints occupied in each cell is comparable.  

In each cell, 20 LiDAR measurements with the lowest 
heights are extracted as candidate measurements related to road 
surfaces. Then, by applying principal component analysis to the 
candidate measurements, the plane represented by the following 
equation is estimated: 

A (x - xg) + b (y - yg) + c (z - zg) = 0                (26) 

where (a, b, c) is the eigenvector of the third principal  
 

 
Figure 6.  2D polar grid map. 
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component for the candidate measurements in each cell, and (xg, 
yg, zg) is the geometrical center of the candidate measurements. 

The normal distance L of each LiDAR point cloud datapoint 
to the estimated plane is calculated, and LiDAR point cloud data 
are classified as follows: 
・L < 0.1 m: LiDAR measurements related to road surfaces, 
・0.1 m ≤ L < 0.25 m: LiDAR measurements related to road 
obstacles, 
・L ≥ 0.25 m: LiDAR measurements related to objects. 

Then, the LiDAR measurements related to road obstacles are 
used to build a road obstacle map.  

LiDAR measurements related to objects extracted above 
comprise measurements related to stationary and moving 
objects. Therefore, the occupancy grid method is used to further 
classify the measurements related to objects into those of 
stationary and moving objects. 

A 2D orthogonal grid map (elevation map) with a cell size 
of 0.3 m per side is set in the world coordinate system. LiDAR 
measurements related to objects are mapped onto the elevation 
map. LiDAR measurements related to moving objects occupy 
the same cells for a short time, while those related to stationary 
objects occupy the same cells for a long time. Therefore, LiDAR 
measurements related to stationary and moving objects can be 
classified by measuring the cell occupancy time [18]. In this 
study, the threshold of occupancy time is set to 0.8 s. 

Then, LiDAR point cloud data related to stationary and 
moving objects are used for SLAM and MOT, respectively.  

VI. FUNDAMENTAL EXPERIMENTS 
An environment map is built by driving a micromobility 

(bicycle) on a roadway at our university campus, as shown in 
Figure 7. The distance traveled of the micromobility is 450 m, 
and its maximum speed is 15 km/h. At the locations indicated 
by the blue and yellow circles in Figure 7 (a), the rider moves 

his head in the right-left and rearward directions, respectively. 
At the location indicated by the green circle, the rider lowers his 
head to pick up an object placed on the road. In the experiments, 
LiDAR point cloud data are recorded, and SLAMMOT is 
executed offline on a laptop computer.  

Figure 8 shows the mapping results. The environment map 
is properly built the proposed method. To evaluate the mapping 
performance, experiments in the following three conditions are 
conducted. 
• Condition 1: Mapping using quaternion-UKF-based distortion 

correction (proposed method), 
• Condition 2: Mapping using Euler angle-UKF-based distortion 

correction (previous method in [15]), 
• Condition 3: Mapping without distortion correction. 

The performance of SLAM-based mapping is equivalent to 
that of self-pose estimation. Therefore, the error in the helmet 
self-position estimate at the goal position is obtained when the 
micromobility is driven. The micromobility was driven three 
times under each condition. Table I lists the results. The 
proposed method (condition 1) can build an environment map 
more accurately than the methods evaluated in conditions 2 and 
3. 

The micromobility was moved six times along the path 
shown in Figure 7 (a). Then, 219 moving objects (209 
pedestrians and 10 cars) were tracked. Table II shows the 
tracking result: the number of correct and incorrect tracking. 
From the results, our proposed method (condition 1) achieves 
the highest MOT accuracy. The reason for the false tracking is 
that the safety confirmation by the rider causes a large posture 
change in his head, which prevents accurate mapping of 
stationary point cloud data. Untracked objects are all people. 
This is due to the inability to both distinguish between people 
in close proximity and recognize pedestrians due to occlusions 
by trees and shrubbery, as shown in Figure 7 (b). 

 
 

     
(a) Top view.                                                                                                         (b) Side view in area 1. 

Figure 7. Photo of experimental environment. In (a), the red line indicates movement path of micromobility in roadway. 
 

   
(a) Overall map (top view).                                                                              (b) Enlarged map of area 1 (bird’s-eye view). 

Figure 8. Mapping results. The black and red dots indicate LiDAR point cloud data related to stationary objects and road obstacles, respectively.   
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TABLE I. ERROR OF POSITION ESTIMATE OF HELMET AT GOAL POSITION 

 Condition 1 Condition 2 Condition 3 
Run 1 1.57 m 2.32 m 3.01 m 
Run 2 0.43 m 0.91 m 1.52 m 
Run 3 2.16 m 2.19 m 23.8 m 

 
TABLE II. NUMBER OF CORRECT AND INCORRECT TRACKING 

 Condition 1 Condition 2 Condition 3 
Correct 
tracking 198 167 161 

False 
tracking 41 58 73 

Untracking 21 52 58 

 

VII. CONCLUSION AND FUTURE WORK 
This paper presented a SLAMMOT method using a small 

and lightweight solid-state LiDAR attached to the rider helmet 
of a micromobility. To improve the performance of SLAMMOT 
during motion of micromobility and rider’s head, the distortion 
in LiDAR point cloud data was corrected using a quaternion-
UKF-based method. Fundamental experiments conducted at our 
university campus confirmed the effectiveness of the proposed 
distortion correction method compared to the conventional Euler 
angle-UKF-based method. 

In this paper, the SLAMMOT experiments were confined to 
a controlled environment. Future studies will evaluate 
SLAMMOT accuracy under varying intensities of rider’s head 
motions and in more diverse urban environments with higher 
traffic. Since a single motion model (i.e., constant velocity 
model) of target objects was assumed in MOT, tracking 
performance degrades when object motion suddenly change, 
such as during sudden starts or stops. To improve the MOT 
performance, an interacting multimodel estimator will be 
implemented. In addition, improving the mapping accuracy will 
be considered based on the fusion of SLAM-based environment 
maps built by many micromobilities. 

In the experiments, LiDAR point cloud data were recorded, 
and SLAMMOT was executed offline on a laptop computer. 
Since micromobility applications require energy- and 
processing-efficient solutions, the computational cost (e.g., 
processing time and energy consumption) of SLAMMOT 
should be considered to assess feasibility in embedded systems. 
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Abstract—The rapid development of eXtended Reality (XR) 

technologies—and their integration into the emerging 

metaverse—brings both extraordinary opportunities and 

significant risks. As XR technologies increasingly penetrate 

various aspects of life, from entertainment to work, 

understanding their psychological impact becomes essential. 

The concept of Humability—defined as the extent to which XR 

environments are harmless or beneficial to mental health—

emerges as an important criterion for the human-centered 

design of such technologies. This paper emphasizes the 

importance of Humability and aims to support the creation of 

virtual worlds that do not harm. To address this concern, we 

conducted a literature review and analyzed existing research 

from different psychological sub-disciplines. Through this we 

gained insights that are relevant for the human-friendly design 

of avatars, virtual environments, and user behavior in 

immersive XR spaces. By summarizing findings from 

developmental, social, cognitive, personality, work, 

organizational, and clinical psychology, we identified key 

factors that influence mental health in XR application contexts. 

From our findings, we conclude that virtual environments 

must balance immersion and cognitive load, encourage diverse 

interactions, and fulfill psychological needs in a healthy way. 

User behavior in XR/metaverse environments should be guided 

to promote positive social interactions and avoid psychological 

problems such as addiction and depersonalization. Our 

conclusion emphasizes the need for an interdisciplinary 

development of Humability as an applied science to ensure that 

the metaverse becomes a psychologically harmless or even 

enriching place for all users. 

Keywords—Extended Reality (XR); Usability; Mental 

Health; Design Guidelines; Humability. 

I.  INTRODUCTION 

As virtual and augmented reality, both components of 
eXtended Reality (XR) technologies, continue to advance, 
their integration into everyday life is increasing rapidly. This 
development has also revived interest in the concept of the 
metaverse, particularly since Meta’s vision highlighted 
Virtual Reality (VR) and Augmented Reality (AR), as key 
enabling technologies for future virtual collaboration and 
social interaction. XR, i.e., VR, AR, and the combination 
thereof, has the potential to disrupt various areas, from 

entertainment to working environments. Thereby, the 
psychological impact of an extended stay in these immersive 
worlds raises significant concerns. It is essential that XR 
environments like the metaverse are designed to be human-
friendly and focus on the mental health and wellbeing of 
users. However, despite the increasing relevance of this 
topic, we identified a significant lack of research on how XR 
environments can be designed to avoid potential harm and 
promote psychological health. The existing studies analyzed 
in this paper primarily focus on the potential harms 
associated with XR, such as addictiveness, deindividuation, 
and negative effects on body image and social interactions. 
However, research so far has neglected practical design 
strategies that can minimize these risks.  

The aim of this work is to identify research gaps and 
formulate interdisciplinary research challenges necessary for 
the prospective development of human-friendly design 
principles for psychologically harmless XR environments. 
As an initial step, we provide a comprehensive literature 
review as an overview of the research work conducted in this 
area so far and as a basis for strategically setting up follow-
up research.  

We consider design guidelines from a psychological 
perspective as important for protecting users and enhancing 
their experiences in these emerging digital spaces. Our 
approach shall ensure that XR spaces and other XR 
environments do not harm mental health but enrich it. This 
perspective originates from usability research and will be 
extended and adapted to the XR domain. Thus, our research 
shapes the term Humability by raising future research 
questions from each considered psychological discipline. 

The rest of the paper is structured as follows; After 
presenting a first definition of the term Humability and its 
relevance regarding the XR market value, Section III 
describes our literature research methodology. As results, 
Section IV describes relevant psychological issues that 
should be addressed for the design of “humane” XR 
environments. This paper concludes by providing first 
guideline ideas for XR design as first seeds for further 
research to merge conventional usability knowledge with the 
prospective post-desktop XR era. 
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II. HUMABILITY—A FIRST DEFINITION 

At this point, we would like to present a first draft of a 
definition of Humability. Based on current thinking and 
knowledge, Humability as a concept should first be defined 
as "the extent to which a virtual and augmented reality 
context is harmless or beneficial to a person's mental health". 
This is based on the standard definition of usability [1]. 
Hereby, the “context” consists of interaction partners, the 
physical environment, and areas of life (work/leisure), 
among other things.  

A virtual or augmented reality context can only be 
specifically designed in such a way that it is "harmless to 
mental health" if the risks associated with certain context 
characteristics have been identified and their mechanisms of 
action understood. In designing XR spaces that are even 
"beneficial to mental health", the focus is not on 
psychological dangers, but on the multiple insights into the 
therapeutic value of XR, which have the potential to alleviate 
people's psychological suffering. The challenge is to abstract 
these findings from their therapeutic application situations 
and translate them into everyday functions of virtual and 
augmented worlds so that people can spontaneously benefit 
from the positive effects on their psyche.  

Our concept of Humability thus corresponds to the 
consideration of Ethical, Legal, and Social Implications 
(ELSI). Humability as a quality of an interactive 
technological system in this sense is the suitability of such a 
system for humans – or human suitability. As a design 
approach and field of research it answers the question of how 
to design to protect or promote mental health. Although the 
impact of technology on human well-being has been studied 
in various research areas, usability engineering, which also 
deals with the reduction of user harm, is still mainly 
concerned with users as functioning and task-performing 
entities and not as beings with their psychological feelings, 
needs, vulnerabilities, and potentials. In this way, we aim to 
introduce a new perspective for the consideration of 
interactive technologies, apart from usability engineering and 
Positive User Experience (UX) research. 

The social relevance of this topic is emphasized by the 
significant financial investments that have already been 
made in XR technology. According to Statista [2], the 
industry forecasts predict that the worldwide market for XR 
reached $29.26 billion in 2022 and will rise to over $100 
billion by 2026. This investment underlines the urgent need 
to ensure that these technologies are developed with people's 
mental health in mind. 

III. METHODOLOGY 

To systemically and methodically address the need for a 
"humane" XR design, we have conducted a broad literature 
review. This method involved a review of current research in 
various psychological sub-disciplines to identify existing 
knowledge, gaps, and potential risks associated with XR 
environments. Our approach was to gather the results of 
studies on the psychological effects of XR technologies and 
assess how these findings can inform the design of 
psychologically harmless or even beneficial virtual spaces. 

The literature review was conducted as follows: 
Selection of databases and keywords: We started by 
selecting relevant academic databases, including PubMed, 
PsycINFO, IEEE Xplore and Google Scholar. Relevant 
studies were found using keywords such as "virtual reality", 
"augmented reality", "mental health", "avatar design", 
"virtual environments", and "user behavior". 
Screening and inclusion criteria: We screened articles for 
relevance based on their abstracts. Inclusion criteria included 
studies that addressed the psychological effects of VR/AR, 
user interaction in virtual environments, and the effects of 
design on mental health. Priority was given to articles from 
peer-reviewed journals, conference papers, and seminal work 
in the field. 

IV. RESULTS 

In this paper, we examine the literature on XR for mental 
health, integrating insights from key disciplines within 
psychology to propose a preliminary, meaningful 
framework. It is important to emphasize at this point that the 
following thoughts, scientific findings, and research 
questions do not claim to be exhaustive. Our intention is to 
exemplify and reinforce the need for the research topic or 
field of Humability. For that reason, we derive future 
research questions from each discipline. 

A. Developmental Psychology 

Developmental psychology deals with the description 
and explanation of intra-individual changes in human 
experience and behavior across the entire life span—from 
prenatal development to death [3]. Assuming that 
adolescents are one target group of XR spaces, special 
attention should be paid to the extent to which its use could 
have an influence on the development of identity, which is—
according to Erikson's Stages of Psychosocial 
Development—an important challenge during the phase of 
adolescence between the age of 12 to 18 [4]. Identity means 
that a person is a unique and distinctive personality [5]. The 
inner consistency experienced by the person is embodied in 
the self-concept or self-image and goes hand in hand with the 
feeling of self-worth and the experience of one's own 
individuality [6]. 

There are first findings that show that a strong 
identification with an avatar in a game context is negatively 
related to self-concept clarity [7]. The developmental 
question "Who am I?", which is significantly answered 
through  interaction with peers, remains distinctly separate 
from one's physical body. Although it is natural for teenagers 
to vary their behavior and appearance [4], the question now 
is whether the changeability of avatars influences this 
process of finding identity. Furthermore, it is known that 
media can have a great influence on the perception and 
acceptance of one's own body in adolescence. The 
significance of the media in the construction of beauty ideals 
of female adolescents has been controversially discussed in 
society for a considerable time [8]. Therefore, it cannot be 
ruled out that the personal manifestation as an avatar can also 
influence the evaluation of one's own body.  
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Derived research question: How should avatars be 
designed to not impair or even support adolescents in their 
search for identity? 

B. Social Psychology 

From a social psychology perspective, it is of great 
interest how virtual social life in virtual spaces affects a 
person's thoughts, feelings, attitudes, and behavior [3]. 
Avatar customization would allow for a greater extent of 
possible personalization and thus the users’ identification 
with their avatar. In addition to spatial presence, the feeling 
of actually being there [9], self-identification as the feeling 
that ‘the avatar is really me’ [10] is another aspired effect of 
XR spaces. Since not just oneself but everybody will 
typically interact in XR spaces via an avatar, the third 
phenomenon to consider is social presence that is the 
conscious awareness of others [10]. Identification with one’s 
own avatar along with the perception of other avatars and 
interaction with the associated social groups is expected to 
bring about several psychological effects that need to be 
accounted for when designing XR spaces. Three social-
psychological phenomena that occur in virtual spaces will be 
presented exemplarily: echo chambers, the Proteus effect, 
and escapism behavior. 

1) Echo chamber effect: Frequent stays in virtual spaces 

with a self-selected virtual community could easily lead to a 

narrow-minded worldview, which brings with it the risk of 

confirmation bias. Wickens et al. [11, pp. 261–261] define 

this as a tendency “for people to seek information and cues 

that confirm the tentatively held hypothesis or belief, and 

not seek (or discount) those that support an opposite 

conclusion or belief". In contrast to real life, in which one 

must deal with different views and characters, in self-

selected, virtual spaces, one's own opinion is likely to be 

mirrored and thus reinforced, which is described as the echo 

chamber effect [12][13]. The existence of echo chambers is 

in turn likely to go along with filter bubbles, in which in-

group members preferentially communicate with each other 

to the exclusion of outsiders [14]. This increases the danger 

of radicalization as a result of social learning effects [15]. 

2) Deindividuation and the Proteus effect: Another 

aspect to consider regarding XR spaces is the concept of 

deindividuation, which describes a loss of self-awareness 

and individuality due to the immersion in a social group. 

According to the Social Identity model of Deindividuation 

Effects (SIDE) [16], deindividualization causes people to 

rely more heavily on identity cues and thus conform to 

group norms in the context of computer-mediated 

communication. This is relevant to XR spaces and online 

social networks and communities in general, where 

anonymity and group identity can lead to antinormative 

behavior like harassment, profanity, or trolling.  
Closely related to but opposite of the SIDE is the Proteus 

effect. Yee and Bailenson [17] refer to it as the influence of 
an avatar's features and characteristics on the user’s 
behavior. In contrast to the deindividuation effect, the 

Proteus effect emphasizes conformity to individual (rather 
than group) identity cues. What is interesting or particularly 
noteworthy here is that behavior patterns, once trained 
virtually, could also be retained in real life, especially if the 
virtual world is particularly similar to the real one [18]. As 
Scarborough and Bailenson [10] suggest, virtual 
environments offer great flexibility in how they present 
reality. This can provide great therapeutic and educational 
potential; on the other hand, if uncontrolled, it can pose 
dangerous problems.  

3) Uncanny valley effect: On a related note, not only the 

effects of customization need to be considered but also the 

implications of the more realistic replications of the users’ 

real-world appearance in terms of the uncanny valley effect 

[19]. Shin et al. [20] showed that greater realism increased 

feelings of eeriness, which in turn impaired information 

processing and accurate thin-slice (i.e., based on a minimal 

amount of information) judgements of the people’s real 

character traits, extraversion and agreeableness. Therefore, 

in XR spaces, we should carefully design avatars so to 

enhance relatedness and accurate judgements of other users’ 

personality if we want people to mutually engage  in a 

caring and trusting manner (cf. [21]). 
Derived research question: How should avatars and 

avatar customization be designed so that they do not 
negatively affect mental health in terms of deindividuation, 
the Proteus effect, and the uncanny valley, or even positively 
affect mental health? 

4) Escapism and psychological need satisfaction: A 

major kind of motivation for engaging in virtual worlds is 

supposedly the wish to escape the unsatisfying real world 

that is escapism [22]. In a recent work referring to 

Zuckerberg’s metaverse vision, [23] elaborate on the 

possible risks that might arise when consumers seek to leave 

behind their real-world problems by escaping into VR. In 

line with the Theory of Compensatory Internet Use (TCIU) 

[24], VR experiences are thereby used to escape real-life 

problems, negative emotions, and stress—the mechanism of 

which can also be called avoidance coping [25]. Such self-

indulgent escapism via technology can lead to negative 

psychological and social consequences, including 

depression and anxiety [26], low emotional intelligence 

[27], and loneliness [28]. Those effects, in turn, can increase 

the feeling that life is unbearable (which caused the escape 

into the virtual in the first place), resulting in a “(…) vicious 

cycle, which eventually can lead to even more detrimental 

effects on health and well-being” [22, p. 3]. 
Not all research supports the compensation hypothesis, 

however [29]. A different way of viewing escapism is 
through the lens of compulsive behavior. Research has 
shown that the need for belongingness [30] or relatedness 
[31] can constitute a powerful factor for addiction to social 
media. For example, it was found that gratification of 
purposive value (use for functional outcomes like learning) 
and social enhancement (gaining acceptance and approval) 
via social media networks increases the risk for Obsessive-
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Compulsive Disorder (OCD) with regard to using online 
social networks [32]. In this way, OCD might also arise from 
a fulfilment of the need to belong resulting from the virtual 
experience. Assuming XR spaces can generate convincing 
feelings of social presence—and due to their immersive 
nature—the effects could arguably be even greater. Positive 
UX design traditionally attempts to satisfy users’ inherent 
psychological needs [31][33], some of which are individual-
focused, like autonomy and competence, and some of which 
are social, like relatedness/belongingness or popularity. The 
more XR spaces offer social experiences similar to real life, 
the greater the allure could be for people to seek substitution 
of (a lack of) real-life connections. Similarly, the virtual 
world beckons to gratify not just the need for relatedness but 
also for competence (by reaching achievements) and 
autonomy (by providing choice and customization) [23], in 
line with Self-Determination Theory (SDT) [31]. The extent 
to which those needs are fulfilled by interactive technology 
needs to be taken even more into account with the rise of 
fully immersive experiences in XR spaces. In the context of 
video games, low levels of real-life need satisfaction were 
shown to be related to obsessive and extensive gaming [34]. 
Future research must determine to what extent XR 
environments—like many video games—offer alluring need 
satisfactions with immediacy (quickly and easily accessible), 
density (with high frequency), and consistency (predictably 
and reliably) [35]. 

Derived research question: How should VR experiences 
be designed so that they minimize the potential allure for 
escapism while remaining psychologically fulfilling and 
meaningful? 

C. Industrial and Organizational Psychology 

Industrial and Organizational psychology (I/O 
psychology) examines behavior in the workplace regarding 
work processes, social work structures, and personnel [3]. 
Digitalization can lead to an increase in work intensity, 
information overload, the blurring of boundaries between 
work and leisure, the degradation of activities, and 
psychological problems due to the feeling of being under 
surveillance, all of which fall under the concept of digital 
stress or technostress [36][37].  

The free choosing of one’s personal avatar in XR spaces 
could enable people to overcome disadvantages that their 
own physicality or personality may have for the business 
world. Due to the halo effect, for example, the performance 
of good-looking and more attractive people may be rated 
higher than that of less attractive people [38]. But also 
gender or nationality can be disadvantageous in certain 
professional contexts and could be eliminated through the 
purposeful use of an appropriate business avatar. This offers 
opportunities, particularly in the personnel recruitment 
process and in the assessment center setting, to hire people 
purely based on their achievements, without the influence of 
prejudices or stereotypes. The purposeful use of avatars 
could also be useful in human resource development. For 
example, as stated above, an avatar that exhibits dominant 
and self-confident characteristics could make shy or quiet 

employees act more confidently and loudly so that they learn 
to better stand up for themselves in their professional lives. 

However, the arbitrary selection of avatars can also lead 
to undesirable effects in working life. What happens if I 
choose an avatar that is unfavorable to me, and I suffer 
professional disadvantages as a result? Will there be virtual 
dress codes, and who will decide what others are supposed to 
“wear”? What if I can only achieve the required professional 
performance or contribute to discussions in the role of my 
avatar? All these are open questions for future research in 
I/O psychology with respect to XR spaces. Moreover, the 
aforementioned Proteus effect [17] can also manifest in a 
business context, for instance by influencing leadership style 
[39]. 

Derived research question: How should business avatars 
be designed so that they do not impair or that they promote 
working life? 

D. Cognitive psychology 

Apart from the more socially determined effects that 
immersion in XR spaces might entail, there are also a 
number of direct cognitive implications that need to be 
considered for the safety of the users. Cognitive psychology 
is concerned with mental processes like perception, attention, 
memory, and emotion [3]. Notably, it has been shown that 
the feeling of presence [9] is both a predictor of emotions 
[40] and cognitive abilities [41]. 

Research on the effects of spending time in VR has 
mostly looked at physiological effects like cybersickness and 
eye strain [42]. There is, however, also preliminary evidence 
for the potential negative effects of VR on affect. Lavoie et 
al. [43] demonstrated that negative scenarios in VR elicit a 
higher amount of the negative emotion, shame, compared to 
the identical scenario on a normal screen-based application.  

Mittelstaedt et al. [41] found increased reaction times 
after VR immersion that were unrelated to experienced 
cybersickness. Szpak et al. [44] came to similar results with 
slower reaction times likely being related to decreased 
attention rather than motor performance. Future research 
should therefore determine the true extent and relevance of 
VR after- and concomitant effects. 

Derived research question: To what extent and in which 
situations should XR spaces induce immersion and presence 
or alternatively, create psychological or physical distance 
between the user and the virtual experience in order to 
protect or foster mental health? 

E. Personality Psychology 

From the perspective of personality psychology, people’s 
personality and its enduring components are of interest [3] 
when looking at how the effects of XR spaces differ 
depending on the person. One of the most famous and well-
documented models in personality research is the Big Five or 
so-called OCEAN model, named after its five trait 
dimensions: openness to experience, conscientiousness, 
extraversion, agreeableness, and neuroticism. Studies have 
shown that personality is a relevant factor affecting the 
extent to which a person is influenced by the use of the 
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internet in general, but also by spending time in virtual 
worlds [45][46]. 

McLeod et al. [47] investigated the effects of personality 
on real-life changes due to virtual world experiences in 
Second Life. They found that individual differences in the 
Big Five personality traits predict the extent to which virtual 
world experiences change people’s real life. 
Conscientiousness and emotional stability were found to be 
significant factors in preventing a person from blurring the 
virtual and real worlds. The more conscientious a person 
was, the more similar s/he was to his or her avatar in Second 
Life. The higher the emotional stability, the lower the 
emotional investment in Second Life and the smaller the 
resulting change in real life. Accordingly, conscientious and 
emotionally stable people could probably handle taboo 
breaks such as virtual violence or unethical behavior better 
than others, which again opens up room for research in the 
field of personality coaching [48]. 

Derived research question: How should XR spaces be 
designed so that people with susceptible personality 
structures experience no unintended behavioral changes in 
real life? 

F. Clinical Psychology 

“What stays is a strange feeling of sadness and 
disappointment when participating in the real world, usually 
on the same day (…) The sky seems less colorful, and it just 
feels like I’m missing the ‘magic’ (…) I feel deeply 
disturbed and often end up just sitting there, staring at a 
wall.” [49] 

The field of clinical psychology, which deals with 
emotional and behavioral disorders or illnesses [3], is 
obviously important for the implementation of XR spaces:  

Park et al. [50] in their “Literature Overview of Virtual 
Reality in Treatment of Psychiatric Disorders” conclude, 
based on 36 studies, that the use of VR for treating mental 
disorders shows good therapeutic success, which will, 
however, not be discussed in depth here. The much more 
critical question for the design of XR spaces is how to avoid 
increasing the emergence of mental illnesses in our society. 
In the following, some potential dangers of (social) virtual 
and augmented worlds or networks are pointed out.  

Independent of the use of VR and AR, there is evidence 
that the rise of social media has significantly increased the 
prevalence of depression and suicidal behavior in 
adolescents [51][52]. As the well-known psychological 
experiment of the rubber hand illusion shows, people's body 
perception is easily manipulated [53]. Accordingly, the use 
of VR and AR technologies raises questions about 
depersonalization and derealization effects. In a recent study 
[54], it could be demonstrated that VR techniques can indeed 
lead to both depersonalization and derealization.  

Furthermore, there is evidence that the physical 
appearance of avatars could trigger eating disorders such as 
anorexia nervosa. Tambone et al. [55] could show that if the 
virtual body was slimmer than the subject's own, calorie-rich 
foods were avoided to a greater extent.  

Another matter to consider when designing XR spaces is 
the matter of potential Post-Traumatic Stress Disorder 

(PTSD). Virtual environments have the capacity to elicit 
real-life reactions from immersed individuals [56]. Whereas 
VR, when controlled, offers opportunities for the treatment 
of PTSD [57]—when uncontrolled, the life-like situations 
that an individual might encounter, could have detrimental 
effects. As Franks [58] illustrates, (sexual) harassment feels 
more realistic and thus worse than in other digital worlds, 
possibly inducing traumatic experiences.  

Finally, we need to consider the topic of addiction to 
virtual technologies. As laid out before, according to the 
compensation hypothesis [24] and the need density 
hypothesis [35], people in XR spaces could be tempted to 
escape real-life problems and need frustrations. The overuse 
resulting from that can accordingly be described as 
“addictive”. Recently, the DSM-5 added Internet Gaming 
Disorder (IGD) as a condition warranting further research. A 
systematic review and meta-analysis found the behavior of 
more than 3% of gamers to fall under gaming disorder [59]. 
A cross-sectional study [60] showed addictive use of social 
media to be associated with Attention Deficit Hyperactivity 
Disorder (ADHD), OCD, anxiety, and notably, lower levels 
of depression, whereas addictive use of video games was 
positively correlated with ADHD, OCD, depression, and 
anxiety. Another driver of social media overuse was shown 
to be the Fear Of Missing Out (FOMO) [34]. In fact, FOMO 
seems to mediate the impact of depression and anxiety on 
negative consequences of mobile device use [61] and the 
negative impact of increased social networking site use on 
self-esteem [62].  

Derived research questions: How should XR spaces be 
designed so that mental illness is protected or that XR spaces 
contribute to its healing? How should XR spaces be designed 
to minimize addictive behavior regarding use? 

V. HUMABILITY ASPECTS FOR XR DESIGN 

The integration of XR technologies into everyday life 
offers immense opportunities but also poses significant 
psychological risks. In this paper we highlighted the need to 
prioritize Humability—a desired quality of an interactive 
system and a design approach that aims to ensure XR 
environments are safe for or even beneficial to mental health. 
Our comprehensive literature review revealed critical 
findings from various psychological sub-disciplines about 
the potential risks of XR environments that emphasize the 
importance of designing such environments to prevent 
psychological ill-being and instead promote well-being. 

The specific findings can be categorized into three broad, 
intertwined aspects of the XR experience that need to be 
addressed by design. In the following, the presented aspects 
are accompanied by initial guideline proposals: 

1) Avatars: Avatar design can have a significant 

influence on users' identity formation, self-concept, and body 

image. Improper design can lead to issues like 

deindividuation and negative body image, particularly 

among adolescents. Judgement of other people in XR can be 

impaired due to their avatar appearance and the resulting 

halo or uncanny valley effect. 
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Design Recommendations: 

• Promote positive identity formation and body image. 

• Avoid near-realistic avatar appearance to prevent the 
uncanny valley effect. 

• Enable customization that balances user expression 
with psychological safety. 

2) Virtual Environments: While immersion into a virtual 

environment can enhance the UX, it must be managed to 

prevent cognitive overload and negative aftereffects like 

increased reaction times and cybersickness. Virtual 

environments should promote diverse, inclusive, and open-

minded social interactions to counteract phenomena like 

echo chambers and therewith social isolation. Design should 

encourage positive social behaviors and prevent 

radicalization.  

Design Recommendations:  

• Balance immersion with cognitive load 
management. 

• Foster diverse, inclusive, and positive social 
interactions. 

• Design systems to monitor and guide user behavior, 
preventing addiction and promoting healthy 
engagement. 

3) User Behavior und Experience: XR environments 

offer a tempting escape from reality that can lead to addictive 

use behavior. Design strategies must minimize the lure of 

escapism while constructively meeting psychological needs. 

Proper design must ensure that users’ do not suffer from or 

exacerbate their mental health disorders and self-destructive 

behavior as a result of their time spent in XR. On the 

contrary, the potential to mitigate mental health issues should 

be maximized.  

Design Recommendations: 

• Create features that satisfy psychological needs 
without encouraging escapism 

• Integrate mental health support within XR platforms 
to address and mitigate potential issues like 
addiction and depression. 

VI. CONCLUSION AND FUTURE OUTLOOK 

The significant investment that industry leaders have 
already made in XR technologies and the forecasts for 
substantial market growth [2] underline the social relevance 
and urgency of this endeavor. With the growing interest in 
the metaverse as a persistent, immersive digital space for 
socializing, working, and learning, these developments 
highlight the importance of ensuring psychological safety in 
such environments. By establishing Humability as a guiding 
principle for XR design, we intend to ensure that XR spaces 
and other immersive environments become risk-free and 
supportive spaces that minimize harm and even contribute 
positively to users' mental health and overall wellbeing. 

From our review, we conclude that there is an urgent 
need for interdisciplinary collaboration to develop 
Humability as an applied science. As XR technologies 
become increasingly integrated into our lives, there is a need 

to ensure that they are designed to promote mental health 
rather than detract from it. Future research should bridge the 
gaps between psychology, human–computer interaction 
(HCI), and design in order to develop comprehensive 
guidelines for the design of Humable XR environments. This 
collaboration is crucial for translating psychological insights 
into practical design strategies. 
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Abstract—We consider the cooperation of Unmanned Aerial
Vehicles (UAV) with wireless cellular mobile systems. UAVs collab-
orate closely with Base Stations (BSs) when they are occasionally
present in the coverage area of a BS. From the tele-traffic point
of view, UAVs can provide additional capacity to cellular BSs
such as to alleviate saturation conditions during periods of high
traffic congestion. The assignment of traffic channels works as
follows; when a call arrives to the system it is assigned to any free
channel of the BS. If all channels of the BS are busy, the call is
assigned to any free channel of any present UAV. If all channels
of the present UAVs are busy, the call is lost. When a call served
by a given BS ends, any other call in progress on a UAV, if any,
is transferred to the released channel of that BS. When a UAV
leaves the coverage area of the BS, the calls in progress in that
UAV are transferred to the idle channels of other UAVs, as many
as possible; and calls that cannot be transferred are lost. The
scenario under study is modeled as a 2-D Markov process. One
dimension takes into account the number of UAVs present in the
system and the other dimension deals with the number of calls
in progress. We evaluate, i) the blocking probability of new calls,
ii) the forced termination probability of ongoing calls, iii) when
an ongoing call ends at the BS, the probability of transferring
an ongoing call from a given UAV to that BS, and iv) when a
UAV leaves the service area, the probability of transferring its
ongoing calls to another UAV.

Keywords—Unmanned Aerial Vehicle, Quasi-Birth-Death pro-
cess.

I. INTRODUCTION

Unmanned Aerial Vehicles (UAV ) are identified as aircraf
without humans on board. They can support a variety of
services such as agriculture applications [1], remote sensing
[2], wireless internet services and telephone services, the
support to cellular system during high traffic load situation
[3], among others private business [4]-[7]. Also, see [8] for a
nice survey.

The concept of UAV also has been commonly recognized
as Remotely Piloted Aerial System (RPAS), more commonly
known as “drones”. In fact, the term “autonomous helicopter”
was predominant until 2015 when the term drone became
more usual when referring to unmanned aircrafts [1]. UAVs
are located at the troposphere, with a maximum altitude of
10 Km. roughly speaking. We also mention the concept of
High-Altitude Platform Stations (HAPS). HAPS are usually
Unmanned Aerial Systems (UAS) located above the commer-
cial jet air planes, in the stratosphere, between 10 Km and 50
Km altitude, approximately [9]. HAPS can provide intensive

computing and can endure at a fixed position in opposite with
the lower computing capacity and less endure or presence of
UAVs; but they can closely cooperate in a hierarchical manner
for various Internet of Things (IoT) applications [10].

In this paper, we analyze the use of such UAVs that from
time to time are present in the coverage area of a given cellular
Base Station (BS). When one BS is fully busy, the new traffic
load is offered to some UAV present in the coverage area of
the BS. If all the present UAV are fully busy, the traffic is lost.

As soon as a call in progress on the BS ends, any call in
progress on any UAV is handed over the released channel of
the BS. In fact, it is a reassignment to a new channel of a call
in progress, a repacking procedure. When one UAV leaves the
coverage area of a BS, as many calls as possible in progress at
the UVA are transferred to other free channels of the present
UAVs, while the rest are forced to finish.

Key Performance Indicator (KPIs) parameters are, among
others, the blocking probability of initial fresh calls, the
probability that one ongoing call in a UAV be transferred to a
BS, a handover procedure, and due to the exit of one UVA from
the system, the forced termination probability of admitted calls
in progress, the probability distribution function of the number
of interrupted call in progress in one UAV, and the probability
distribution function of the number of calls that are transferred
from the leaving UAV to the other present UAVs.

The analysis is carried out using Markovian tools. In
particular, we identify the scenario of a single BS with several
UAVs potentially present in the coverage area. A Quasi-Birth-
Death (QBD) process is obtained and the mentioned KPIs are
expressed in a closed form solution.

The structure of the paper is as follows. After Section
I, the analytical model is presented in Section II. Section
III shows the key system parameters, such as the blocking
probability of new calls, the forced termination probability,
the distribution of calls that are forced to terminate and the
handover signaling traffic load. Numerical results derived from
the analytical model are presented in Section IV. The paper
ends with some basic conclusions in Section V.

II. THE MODEL

We assume a single BS with a total number of P primary
channels. A finite number of V UAVs are occasionally present
in the coverage area of the BS. The presence versus absence of
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Fig. 1. The 2D Markov process for a number of UAV s, V = 3, for a number of secondary channels per UAV , S = 3 and for a generic number of primary
channels, P .

one UAV follows an ON-OFF process. Each UAV is equipped
with S secondary channels.

A. The admission of arrival calls

When a new or fresh call arrives to the system, first, it will
be allocated to one idle primary channel of the BS, if any. If
all primary channels are busy, the call will be allocated to one
idle secondary channel of one UAV, if any. Otherwise, the call
is lost.

B. The departure of calls. The repacking of ongoing calls

When one call in progress in a given primary channel ends,
the released primary channel will be assigned to any call in
progress in the secondary channels of an arbitrary UAV, if any.
This is, in fact, a handover procedure of a call in progress in
any UAV to the BS.

C. The departure of a UAV from the coverage area of a BS

When one UAV abandons the system, as many calls as
possible that are in progress in this UAV will be reallocated
to other UAVs, that is, a handover process is performed from
the leaving UAV to others UAV with some free secondary
channels. Other calls that are not possible to be reassigned are
forced to terminate.

D. The analytical model

Arrival calls follow a Poisson process with rate λ. The
service call is assumed to be exponentially distributed with
rate equal to µ. Individually, the presence of one UAV in the
coverage area of the BS follows an exponential distribution
with rate γ and the absence of the system of this UAV is also
exponentially distributed, with rate α.

E. The Quasi-Birth-Death process

Figure 1 illustrates the Markov process for an arbitrary
number of primary channels, P , and a total of V = 3 UAV s,
each one equipped with S = 3 secondary channels. Easily,
we identify a Quasi-Birth-Death process (QBD) process where
the levels are the block structure, from 0 to P + V and the
phases are the intra-block structure, from 0 to V . To be more

precise, according to Figure 1, each level between 0 and P
is composed of a single column of states, while each level
between P + 1 and P + V is composed of S columns of
states. Notice that each block in the level interval [0, P ] has
V + 1 phases, and the range of phases on each block in the
level interval l ∈ [P + 1, P + V ] is [l − P, V ]. Observe that
the block size in the level interval l ∈ [0, P ] is V + 1 states
while the block size in the level interval l ∈ [P + 1, P + V ]
is S ∗ (V +P +1− l) states. In other words, the top first row
of states in Figure 1 reflects that there are no UAVs active in
the system, the second row reflects that there is a single UAV
active in the system, and so on.

The states located in the green area, on the left, indicate
that the UAV devices do not support any calls in progress.
Thick red arrows show the forced termination of ongoing calls.
The horizontal thick green arrows show the task, although not
always, of transferring one call in progress on the UAVs to
the BS, a handover execution. The vertical thick blue arrows
show the task, although not always, of transferring one call in
progress in one UAV to another UAV, an inter-UAV handover
execution.

Let πk,n denote the probability that k UAV s be present in
the system and with a total of n calls in progress. Clearly, from
the above comments, the number of calls in progress carried
by the BS is min(P, n) and the number of calls carried by the
UAVs is max(0, n − P ) ≤ S ∗ V . Notice that the value of k
is coincident with the phase of the QBD process. These 2D-
Markov processes can be solved numerically using some basic
algorithm for a QBD process; see [11][12] for details.

III. KEY SYSTEM PARAMETERS

Here, we present some parameters of interest. Obviously,
the fraction of time a given UAV is present in the coverage
area of the BS is given by,

Pr(One UAV is present) =
α

γ + α
(1)

and the mean number of UAVs that are present in the
system is given by,
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Mean number of UAVs present in the system =
V α

γ + α
(2)

A. The blocking probability

Since the arrival process is Poisson, taking into account
the Poisson Arrivals See Time Averages (PASTA) property
[13], the blocking probability of new calls, i.e., the fraction
of offered calls that are blocked due to the lack of resources,
is given by

Pb = π0,P + π1,P+S + π2,P+2S + . . .

· · ·+ πV−1,P+(V−1)S + πV,P+V S =

V∑
k=0

πk,P+kS

(3)

Observe that Pb is evaluated by adding all the probabilities
that take into account the saturation of the system, that is, at
the arrival time of one incoming call, all primary channels of
the BS and all secondary channels of all UAV are busy, (in
Figure 1, the states with red circle).

B. The forced termination probability

The fraction of offered calls that are forced to terminate
when one UAV abandons the system is expressed as, (in Figure
1, the transitions with red arrows),

Pft =
Rate of forced termination

Rate of admitted calls =

=

γ

V∑
k=1

k

S∑
m=1

mπk,P+(k−1)S+m

λ(1− Pb)

(4)

C. The distribution of calls that are forced to terminate

Let fm;V,S be the probability that just immediately after
one UAV leaves the coverage area, m ongoing calls are forced
to terminate. Since each UAV is equipped with a maximum
of S secondary channels, clearly, the domain of fm;V,S is
the set of integer numbers m ∈ [0, S]. Then, the Probability
Distribution Function (PDF) of fm;V,S is given by, (in Figure
1, the transitions with red arrow show the forced interruption
of at least one call in progress),

fm;V,S =

V∑
k=1

k

P+(k−1)S∑
n=0

πk,n

V∑
k=1

k

P+kS∑
n=0

πk,n

, for m = 0

V∑
k=1

kπk,P+(k−1)S+m

V∑
k=1

k

P+kS∑
n=0

πk,n

, for m = 1, . . . , S

(5)

D. The handover signalling traffic load

It is interesting to see the signalling traffic load due the
rearrangement, repacking or re-switching of ongoing calls. We
distinguish two cases; first, when a call in progress in one UAV
is transferred to the BS and second, when a call in progress in
one UAV is transferred to another UAV. In the first case, the
handover is produced when one ongoing call carried by the
BS ends. In the second case, the handover occurs because a
UAV leaves the system. Next, we deal with the corresponding
analytical formulation.

1) The handover to the BS: We observe the end of ongoing
calls on the BS (calls that are carried by any UAV do not
cause any handover task when they finish). When one ongoing
call in the BS ends, one call carried by one UAV, if any, is
transferred to the released channel of the BS. Since calls ends
one at a time, the fraction of calls that are transferred from any
secondary channel to the released primary channel is expressed
as, (in Figure 1, horizontal transitions with blue colour),

Phd−BS = Rate of handovers to the BS
Rate of admitted calls =

=

µP (

V∑
k=1

kS∑
j=1

πk,P+j)

λ(1− Pb)
=

P (

V∑
k=1

kS∑
j=1

πk,P+j)

A(1− Pb)
=

=

P (1−
V∑

k=0

P∑
j=0

πk,j)

A(1− Pb)

(6)

In other words, Eq. (6) gives the probability that, when one
call carried by a primary channel ends, the system performs a
handover of another call in progress in a secondary channel to
the released primary channel. So, the rate of handover to the
BS is given by

Rate of handovers to the BS = Phd−BSλ(1− Pb) (7)

2) The distribution of handovers between UAVs: When one
UAV leaves the coverage area of the BS, probably not all
ongoing calls in the UAV are forced to terminate. If any other
UAV that is present in the coverage area has any free channels,
any ongoing call in the leaving UAV can be transferred to
this second UAV, (in Figure 1, see the vertical transitions with
green colour). Notice that it is possible to handover more than
one call in progress at the same time.

First, we assume that just immediately before one UAV
abandons the coverage area of the BS, there are v UAVs in
this area with a total of m calls in progress in all the UAVs.
Clearly, 0 ≤ v ≤ V and 0 ≤ m ≤ vS. Let ri;m,v,S be the
probability that this specific UAV is holding i calls in progress
(0 ≤ i ≤ S). Then, ri;m,v,S is given by
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TABLE I. # OF HANDOVERS BETWEEN UAVs, H , AND # OF CALLS FORCED TO TERMINATE, F , FOR v = 1, 2, . . . , V = 3 AND S = 3

level → P + 1 P + 2 P + 3 P + 4 P + 5 P + 6 P + 7 P + 8 P + 9
m → 1 2 3 4 5 6 7 8 9

phase ↓ ri;m,v,S (H,F ) (H,F ) (H,F ) (H,F ) (H,F ) (H,F ) (H,F ) (H,F ) (H,F )

v = 1

r0;m,1,3

r1;m,1,3

r2;m,1,3

r3;m,1,3

(0, 1)
(0, 2)

(0, 3)

v = 2

r0;m,2,3

r1;m,2,3

r2;m,2,3

r3;m,2,3

(0, 0)
(1, 0)

(0, 0)
(1, 0)
(2, 0)

(0, 0)
(1, 0)
(2, 0)
(3, 0)

(0, 1)
(1, 1)
(2, 1)

(0, 2)
(1, 2) (0, 3)

v = 3

r0;m,3,3

r1;m,3,3

r2;m,3,3

r3;m,3,3

(0, 0)
(1, 0)

(0, 0)
(1, 0)
(2, 0)

(0, 0)
(1, 0)
(2, 0)
(3, 0)

(0, 0)
(1, 0)
(2, 0)
(3, 0)

(0, 0)
(1, 0)
(2, 0)
(3, 0)

(0, 0)
(1, 0)
(2, 0)
(3, 0)

(0, 1)
(1, 1)
(2, 1)

(0, 2)
(1, 2) (0, 3)

TABLE II. RESPECTIVE PROBABILITIES OF ELEMENTS IN TABLE I FOR (H,F ), FOR v = 1, 2, . . . , V = 3 AND S = 3

level → P + 1 P + 2 P + 3 P + 4 P + 5 P + 6 P + 7 P + 8 P + 9
m → 1 2 3 4 5 6 7 8 9

phase ↓ ri;m,v,S (H,F ) (H,F ) (H,F ) (H,F ) (H,F ) (H,F ) (H,F ) (H,F ) (H,F )

v = 1

r0;m,1,3

r1;m,1,3

r2;m,1,3

r3;m,1,3

1.000
1.000

1.000

v = 2

r0;m,2,3

r1;m,2,3

r2;m,2,3

r3;m,2,3

0.500
0.500

0.200
0.600
0.200

0.050
0.450
0.450
0.050

0.200
0.600
0.200

0.500
0.500 1.000

v = 3

r0;m,3,3

r1;m,3,3

r2;m,3,3

r3;m,3,3

0.6666
0.3333

0.4166
0.5000
0.0833

0.2380
0.5357
0.2142
0.0119

0.1190
0.4761
0.3571
0.0476

0.0476
0.3571
0.4761
0.1190

0.0119
0.2142
0.5357
0.2380

0.0833
0.5000
0.4166

0.3333
0.6666 1.000

ri;m,v,S =

(
S

i

)(
S(v − 1)

m− i

)
(
vS

m

) ,

with max(0,m− S(v − 1)) ≤ i ≤ min(m,S)

(8)

being
(

y
x

)
=

y!
x!(y − x)!

(0 ≤ x ≤ y), the binomial

coefficient.

In other words, at the instant one specific UAV exits from
the coverage are of the BS and there are i calls in progress
in this UAV, the number of busy channels in other UAVs is
max(m−i, 0), and the number of free channels in other UAVs
is S(v − 1)−max(m− i, 0). Then, the number of handovers
from the UAV that leaves the system to other present UAVs
is equal to min(S(v− 1)−max(m− i, 0), i) and the number
of calls that are forced to terminate is max(0, i−min(S(v −
1)−max(m− i, 0), i)).

As one example, let us consider a maximum number of
V = 3 UAVs, each one with S = 3 secondary channels,
see Figure 1. When the system leaves, for example, the state
(v, P + m) = (3, P + 7) because of the departure of one
UAV, 1 ongoing call is forced to terminate and the number of
possible handovers can be 0 or 1 or 2. And when the system
leaves the state (v, P +m) = (2, P + 5) due to the departure
of one UAV, 2 ongoing calls are forced to terminate and the
number of possible handovers can be 0 or 1. Table I shows
the different options.

The following fact is clearly satisfied:

min(m,S)∑
i=max(0,m−S(v−1))

ri;m,v,S = 1 (9)

Second, knowing the probabilities πk,n of the QBD process
of Figure 1, the rate of handovers from the specific UAV
to other UAVs, that are executed just immediately after that
specific UAV leaves the system, is given by

gz;V,S =

=

V∑
v=1

vγ

P∑
m=0

πv,m +

V∑
v=2

vγ

(v−1)S∑
m=1

πv,P+mr0;m,v,S

+

V∑
v=1

vγ

vS∑
m=(v−1)S+1

πv,P+mrm−(v−1)S;m,v,S

for z = 0 handovers

(10)

and

gz;V,S =

V∑
v=2

vγ

( (v−1)S∑
m=1

πv,P+mrz;m,v,S

+

vS−z∑
m=(v−1)S+1

πv,P+mrm−(v−1)S;m,v,S

)
for z = 1, . . . , S handovers

(11)
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Then, the probability to execute z handovers between UAVs
is expressed as, from (10) and (11),

hz;V,S =
gz;V,S

S∑
n=0

gn;V,S

for z = 0, . . . , S handovers (12)
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Fig. 2. Blocking probability for a number of primary and secondary channels,
respectively P = 4 and S = 4 and for several numbers, V , of UAV.
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IV. NUMERICAL ANALYSIS

Here, we perform the evaluation of the KPI parameters
mentioned in previous section. Without loss of generality, we
set P = 4 primary channels, S = 4 secondary channels per
UAV and V = 2, 4, 6, 8 UAVs. The fraction of time one UAV
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Fig. 4. Handover probability to the BS for a number of primary and secondary
channels, respectively P = 4 and S = 4 and for several numbers of UAV
(V ).

is in the system is equal to 0.5, see Eq. (1). Figure 2 shows
the blocking probability, Eq. (3). The offered traffic is A ∈
[1 : 0.25 : 8] Erlangs. Clearly, the lost probability increases
when the offered traffic A increases. Here, for instance, if we
fix the blocking probability to be no greater than 0.01 and no
UAV are used, this goal is not achieved for a traffic A ≥ 1
Erlangs. But this objective is achieved with the help of V = 2
UAVs, when the traffic is not greater than A = 1.75 Erlangs.
With V = 4 UAVs, the traffic can be increased until A = 4.75
Erlangs, approximately. Also, notice the significant reduction
of the blocking probability when V increases.

Figure 3 deals with the forced termination, see Eq. (4). This
is the probability that one arbitrary admitted call be forced to
terminate because one UAV exits from the coverage area of the
BS. Obviously, this probability increases as the offered traffic
increases, as expected.

Figure 4 reflects the probability that one admitted call be
transferred from a secondary channel of one UAV to a primary
channel of the BS, see Eq. (6). We observe that, for a given
offered traffic, this handover probability increases when the
number V of UAVs increases; but this increase is very small.

Figure 5 shows the Probability Distribution Function (PDF)
given by Eq. (5). It gives the the number of calls forced to
terminate when one UAV leaves the system. The plots are
obtained for a number of primary channels P = 4, a number
of UAVs V = 4, a number of secondary channels per each
UAV equal to S = 4 and for an offered traffic equal to A =
[1.0 : 0.5 : 3.0] Erlangs. In general, the probability decreases
when the number of calls forced to terminate increases. Better
performance is achieved when the offered traffic is low, as
expected.

Finally, Figure 6 gives the PDF of the number of calls
transferred from one leaving UAV to the other UAVs that are
present in the system. Here, the parameters are the same as
for Figure 5. As we can see from the last two figures, when a
UAV leaves the system, 97% of the time there is no handover
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Fig. 5. Probability Distribution Function of the number of calls forced to
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to execute.

V. CONCLUSIONS

In this paper, we have analyzed a system composed of
a single Base Station (BS) and several Unmanned Aerial
Vehicles (UAVs) individually and independently of each other,
that, from time to time are present in the coverage area of the
BS. The main Key Performance Indicator (KPI) parameters
we have evaluated are, first, the blocking probability of fresh
calls, second, the probability of handing over a call to the BS
when one ongoing call in the BS ends and when one UAV
abandons the coverage area of the BS, third, the forced termi-
nation probability of calls in progress, fourth, the probability
distribution function of the number of interrupted calls, and
fifth, the probability distribution function of the number of
calls transferred from the leaving UAV to other UAVs.

The analysis has been carried out using Markovian assump-
tions, therefore, an analytically close expression of the KPI
parameters is obtained. The evaluation has been conducted
using the model of a QBD process. Clear guidelines are given
for the design of the number of primary channels, P , installed
in the BS, for the number of UAVs, V , present/absent in the
coverage area and for the number of secondary channels, S,
available on each UAV.
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Abstract—Telemedicine is a promising tool for the management
of Chronic Obstructive Pulmonary Disease (COPD), but its
implementation faces challenges related to, among other issues,
patient acceptance and usability. In this context, the effectiveness
of telemonitoring systems depends not only on their accuracy in
predicting exacerbations but also on their ability to integrate
intuitively and efficiently into users’ daily lives. The CICERONE
project has developed a multimodal home telemonitoring system
for COPD patients that collects data on symptoms, environmental
parameters, lifestyle, and biomedical information. This work
presents a study focused on the system’s usability, evaluated in
three stages: a) initial testing of a mock-up with patients; b)
functional trials with volunteers; and c) final testing with patients
participating in the project. The development followed an itera-
tive approach based on user feedback and evaluations using the
System Usability Scale (SUS). The results highlight how iteration
and user-centered design have improved the patient experience
and optimized the system’s functionality. This study underscores
the importance of usability in the design of telemonitoring tools
to ensure their adoption and effectiveness in real clinical settings,
promoting a more personalized and proactive approach to COPD
management.

Keywords-COPD; Usability; Telemonitoring; Telemedicine; Ex-
acerbation.

I. INTRODUCTION

Chronic Obstructive Pulmonary Disease (COPD) is de-
scribed as a heterogeneous lung disorder manifested by per-
sistent respiratory symptoms, such as dyspnea, cough, sputum
production, and acute exacerbations. These manifestations are
associated with alterations in the airways, such as bronchitis or
bronchiolitis, and in the alveoli, such as emphysema, resulting
in progressive and persistent airflow obstruction [1]. COPD
is a severe and debilitating disease that poses a significant
challenge to healthcare systems due to its high prevalence and
impact on morbidity and mortality [2]. According to the World
Health Organization (WHO), it is currently the third leading
cause of death worldwide [3], responsible for approximately
3.23 million deaths annually, with a projected increase to over
4.5 million by 2030.

The course of this disease is characterized by the occur-
rence of exacerbations, acute episodes of worsening respi-
ratory symptoms [4]. These exacerbations not only affect

lung function but also negatively impact the mental health of
patients and worsen comorbidities. As a result, the disease
progresses, and patients experience a progressive decline that
leads to high healthcare resource consumption. Moreover,
exacerbations increase the likelihood of recurrence, and more
than 20% of patients hospitalized for this cause die within
the year following discharge [5]. This highlights the need to
detect and manage these crises early to mitigate their impact on
disease progression, patient quality of life, and the economic
costs borne by healthcare systems and associated with the
management of this condition.

Home telemonitoring has emerged as a promising strategy
to prevent exacerbations in COPD patients. Home monitoring
of these patients has significantly evolved in recent years with
the development of telemedicine systems and wearable devices
capable of measuring physiological parameters in real time.
Various strategies have been proposed, including the use of
sensors to measure oxygen saturation, respiratory rate, physi-
cal activity, and sleep quality, as well as mobile applications
for symptom tracking and electronic questionnaires [6].

However, the evidence regarding its impact on the reduction
of exacerbations and hospitalizations remains uncertain [7],
due to the heterogeneity of studies, the lack of reliable
predictors [8], low patient adherence [9], and the absence
of robust predictive models [10] that integrate health factors,
lifestyle, and environmental conditions. Among the current
challenges are the identification of clinically relevant predic-
tors, the development of clinically validated algorithms, and
the implementation of strategies that minimize the burden
on patients, fostering their engagement with treatment. To
date, no multimodal tool exists capable of integrating data
on respiratory events, lifestyle, acoustic markers of cough
and voice, psychomotor tests, respiratory function, patterns of
nocturnal physiological variability, and environmental factors
to predict the progression of COPD [11]. Usability is a key
factor in the home monitoring of COPD patients as it directly
influences adherence, system effectiveness, and ultimately
clinical outcomes.

COPD patients are often older adults with physical and
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cognitive limitations, so a difficult-to-use system may reduce
their willingness to use it continuously. An intuitive and
accessible interface facilitates its adoption and sustained use.
Additionally, if telemonitoring requires too many complex
interactions, it may lead to frustration and demotivation. A
user-centered design, with simple and automatic interactions,
reduces this burden and improves the patient experience. A
poorly designed system interface can result in errors in data
entry or interpretation by the patient. Good usability ensures
that the recorded data is accurate and reliable. Moreover, for
telemonitoring to be effective, it must integrate seamlessly
into the patient’s daily life in a non-invasive way, so that
it is perceived as support rather than a burden. Finally,
good usability enhances adherence and the quality of the
data collected, allowing predictive models and personalized
interventions to function more efficiently. Ultimately, usability
is not just a design issue, but a fundamental requirement to
ensure the adoption and effectiveness of telemonitoring in
COPD patients.

In this context, the CICERONE project [12] proposes a
patient-centered approach to identify new physiological and
environmental indicators, as well as to develop reliable and
effective predictive models based on Artificial Intelligence
(AI). As a preliminary step toward implementation, this study
describes the evaluation of the application using various us-
ability tools, with the aim of optimizing its design and ensuring
its adoption by users.

The structure of this communication is organized as follows:
After this introduction, Section II outlines the methodology
used in the development and evaluation of the CICERONE
telemonitoring application, detailing the iterative design pro-
cess and the user-centered approach. Section III presents the
results obtained from the usability evaluations conducted on
the different prototypes, focusing on the user experience and
the adjustments made during each design phase. In Section IV,
we analyze the findings from the usability tests and discuss
the implications of the results, particularly in terms of system
performance, user feedback, and the challenges encountered
during the integration of external devices.

II. METHODOLOGY

A. Objective

CICERONE is a multimodal telemonitoring platform de-
veloped to collect home data from high-risk COPD patients.
This tool aims to promote the identification of new relevant
predictors and the creation of an explainable clinical support
system, based on artificial intelligence, designed to predict
exacerbations of the disease in a personalized manner. The
designed solutions are being evaluated with a cohort of COPD
patients treated by the Pulmonology Department at the Hos-
pital Universitario Puerta del Mar (Cádiz, Spain).

The overall architecture of the system is illustrated in Fig-
ure 1. The platform collects multimodal data, including phys-
iological signals (e.g., oxygen saturation, heart rate), environ-
mental parameters (e.g., air quality, temperature), and patient-
reported outcomes through questionnaires. Given the sensitive

nature of this health-related data, robust privacy-preserving
mechanisms are essential. All data transmissions are secured
using encryption protocols, and access is restricted based
on user roles. All data collected during the main study are
anonymized in compliance with the General Data Protection
Regulation of the European Union (GDPR). Moreover, ethical
considerations around data ownership, long-term storage, and
secondary use of data for research have been systematically
addressed in collaboration with clinical partners and ethics
committees. For the daily reporting of information by the pa-
tient, a mobile application was developed to facilitate the direct
acquisition of the aforementioned data and allow integration
with the sensor ecosystem that accompanies the patient, thus
optimizing data collection. The development of the application
has taken into account previous experiences [13] [14], and this
work describes the methodological aspects and the results of
the development.

B. User-centered development

Given that COPD requires an approach that combines
efficiency and usability, the design of the system for use in
the home environment was developed with the patients’ needs
in mind.

The development of the mobile application for users was
carried out using an iterative and incremental development
model, involving a multidisciplinary team and the patients
themselves as end users. The process began with a conceptual
design that was transformed into an initial prototype through
a mock-up. This prototype underwent several cycles of perfor-
mance testing, usability evaluations, and design adjustments.
In response to suggestions and improvements, incremental
enhancements were implemented, leading to an intermediate
prototype. It was a mobile application programmed in Java for
Android, which was tested again to evaluate its performance
and usability.

To measure overall satisfaction with the system, the standard
System Usability Scale (SUS) [15] was used, which allowed
for the evaluation of two specific dimensions: usability and
capacity. Additionally, structured interviews were conducted
with each participant to obtain qualitative feedback. Among
the quantitative metrics used to assess usability were the time
required to complete tasks and the overall score obtained on
the SUS scale. These results were compared for the initial,
intermediate, and final prototypes.

C. System Usability Scale (SUS)

The SUS is a widely used tool to assess the usability of
products and systems, including software, hardware, mobile
applications, and websites [15]. It has become a reference
standard due to its simplicity, versatility, and robustness in
obtaining quantitative data about the user experience.

The SUS consists of a ten-item questionnaire, where partic-
ipants rate each statement on a five-point Likert scale, ranging
from "Strongly disagree" (1) to "Strongly agree" (5). The
questions alternate between positive and negative items to
reduce response biases, and they are as follows:
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Figure 1. CICERONE Project Architecture.

1) I think I’d like to use this app often.
2) I found the app unnecessarily complex.
3) I thought the app was easy to use.
4) I think I would need a technician’s support to use the

application.
5) I found the various features of the app to be well-

integrated.
6) I thought there was too much inconsistency in this app.
7) I imagine that most people would learn how to use this

app very quickly.
8) I found the app very complicated to use.
9) I felt very confident using the app.

10) I needed to learn many things before starting with this
app.

This questionnaire generates an overall score ranging from 0
to 100, as illustrated in Figure 2, where a higher score indicates
a better perception of the usability of the evaluated system.

Figure 2. System Usability Scale.

To obtain the usability scale score, the following procedure
is used. For odd-numbered items (positive), 5 is subtracted
from the total sum; while for even-numbered items (negative),
the total sum is subtracted from 25. The sum of both obtained
values is then multiplied by 2.5 to scale the score, thus
obtaining the final usability scale value (Equation 1).

X =
∑

PointsofOdd Statements− 5

Y = 25−
∑

PointsofEven Statements

SUS Score = (X + Y )× 2.5

A score of 68 or higher is considered to indicate that the
usability obtained in the evaluation is acceptable.

D. Development Process: User-Centered Design

The design of a system for the home care of COPD patients
must prioritize both efficiency and usability. To achieve this, it
is essential to involve users throughout the entire development
process, following a User-Centered Design (UCD) approach.
This iterative and incremental method ensures that the needs
and characteristics of the patients are properly considered, with
the active participation of a multidisciplinary team and the end
users.

The design process of the CICERONE application had four
stages: requirements analysis, design, implementation, and
launch. The design and implementation phases were carried
out iteratively, allowing for continuous improvements based
on new versions and user feedback.

In the initial analysis, a multidisciplinary team, composed
of experts in pulmonology, usability, nursing, and engineering,
conducted a field study to gather information and define the
initial requirements. During the design phase, a first prototype
(P1) was created using software tools to develop a mock-
up. This mock-up underwent usability testing, leading to the
implementation phase, where a high-fidelity prototype (P2)
was developed in Android Studio and evaluated by a new study
group. These tests were supervised by usability experts and a
nurse, allowing the identification of problems and suggestions
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for improvement that facilitated the development of a new
prototype (P3), which was finally evaluated by a group of
COPD patients.

1) Evaluation of Prototype P1: Prototype P1 was created
using the Figma tool. This prototype simulated the application
online, and installation was not required by the participant,
who had the freedom to navigate through the different modules
and complete activities to test its functionality and usability.
In this prototype, the modules for communication with the
peak flow meter and the activity bracelet were not available.
The usability evaluation of this prototype was conducted with
11 participants, with an average age of over 50 years, using
an electronic version of the SUS questionnaire, implemented
using Google Forms.

2) Evaluation of Prototype P2: Prototype P2 was created
using Android Studio. The resulting app was installed on the
participant’s mobile device, which they used in a supervised
manner during the evaluation. This prototype did not include
the module for communication with the peak flow meter, and
the usability evaluation was conducted with 7 participants,
again with an average age of over 50 years. The interview
to complete the SUS questionnaire was conducted in person.

3) Evaluation of Prototype P3: This evaluation was con-
ducted with 13 COPD patients, with an average age of over
60 years. The methodology employed was as follows. First,
the patient was informed about the project and its objectives,
and informed consent was obtained. General data on their
medical history and lifestyle (physical exercise and habits)
were collected. Subsequently, the level of dyspnea was as-
sessed using the modified Medical Research Council (mMRC)
dyspnea scale. After that, a cognitive test was completed
using the Mini-Mental State Examination (MMSE) to assess
the patient’s cognitive abilities. Next, the application was
installed on the patient’s device along with an explanation of
its functioning and that of the necessary external devices (peak
flow meter, activity bracelet, and air quality meter). Various
informational sheets with basic visual instructions for handling
each device were provided. After installation, the patient
performed an initial guided test, after which they answered
usability questions (SUS scale described earlier), as well as
a final interview with three open-ended questions regarding
usage, two about learning, and one about user satisfaction:

1) Do you consider a system like the one proposed by the
project necessary?

2) What difficulties did you encounter while using the
application?

3) Were there any technical issues during the session?
4) Were you able to complete all tasks without assistance?
5) Did you find it difficult?
6) Do you like the idea of using devices and mobile

applications for self-monitoring your lung disease?
To gather information about the patient’s expectations, two

questions were asked:
1) Would you like to use this system in the future?
2) Do you think this system could be useful for other types

of patients?

The conduct of these final interviews with open-ended ques-
tions allowed participants to express comments, suggestions,
or any aspect they considered relevant about the system.
Moreover, it provided the opportunity to gather a compre-
hensive view of the user experience, combining objective
measurements with subjective assessments.

E. Participants and Ethical Considerations

The study involved the collaboration of 31 participants. The
evaluation of prototype P1 was conducted with 11 subjects,
prototype P2 was evaluated by 7 participants, and the final
version of the tool was tested by 13 patients, recruited by
the Pulmonology and Allergy Unit of the Puerta del Mar
University Hospital in Cádiz. The study was approved by
the Coordinating Committee of Biomedical Research Ethics
of Cádiz (CICERONE code, 29.23).

III. RESULTS

A. Design Phase

The first prototype was designed based on the initial re-
quirements. The application included graphic icons, visual in-
dicators, and text screens to represent information and actions,
allowing users to interact directly with the graphic elements. It
was designed for individuals over 60 years old with potential
sensory deficits, compensated by a simplified design, enhanced
visual stimuli, and minimal attention and memory load. Six
main modules were incorporated: (1) respiratory symptom
questionnaire (Likert-type questions) and two games to assess
psychomotor abilities, (2) recording of cough and speech
sounds, (3) evaluation of respiratory function through peak
flow measurement, (4) weight, (5) reading of physical activity
and sleep quality data measured by a smart bracelet, and
(6) help module with video tutorials on handling all system
elements. The mock-up developed in Figma is shown in
Figure 3.

Figure 3. Some screens from the mock-up design created with Figma.

72.8% of the participants exceeded the average SUS usabil-
ity score (68%), indicating the need for improvements in the
prototype. Aesthetic and functional adjustments were made for
a better user experience.
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B. Implementation Phase

The first high-fidelity prototype (P2) underwent two re-
design iterations to address usability deficiencies. The content
design was adjusted, prioritizing a simple and understandable
design for older individuals. The control interface was mod-
ified, aesthetic aspects were adjusted, and software stability
issues were resolved. With these improvements, prototype P3
(shown in Figure 4) was developed and evaluated, resulting in
a high level of perceived usability.

Figure 4. CICERONE Mobile Application.

The evaluations during the implementation phase were
conducted in person. The average and standard deviation of
the SUS metric for prototypes P1, P2, and P3 released in each
iteration of the design were 80.68 (SD 12.75), 87.5 (SD 5.59),
and 76.34 (SD 8.58), respectively.

Figure 5 shows the histogram with the SUS scores obtained
from the evaluation of each prototype. In the case of prototype
P1, all participants considered the usability level acceptable,
with participant 6 reporting the lowest usability level (77.5).
Unlike prototype P1, which had a mean perceived usability
level of 80.7, the mean usability level of prototype P2 in-
creased to 87.5. This prototype addressed most of the usability
issues identified in P1.

The evaluation of P3 was conducted with a group of 13
COPD patients. The subjects evaluated the complete solution,
including the app, peak flow sensor, and activity bracelet.

The average usability value obtained in the evaluation
session of prototype P3 was 76.3. 23.1% of the patients
considered the usability level to be marginal, without dropping
below a minimum value of 60, despite incorporating the use of
external devices to the application in this phase, which added
complexity. Patients 1, 2, and 11 reported issues with linking
and communication between the devices and the app. Despite
the expected decrease from adding the layer of communication
with real devices, the average usability level remained at good
levels, close to excellent.

Finally, Figure 6 shows the average response given for each
question in the usability questionnaire, according to the three
design stages described.

Figure 5. Histograms of the SUS metrics obtained from all participants in the
evaluation of the P1, P2, and P3 prototypes of the CICERONE App, released
in each iteration of the design.

Figure 6. Comparison of results across different usability questions.

IV. DISCUSSION AND CONCLUSIONS

This study presents the development and evaluation of an
application for the telemonitoring of patients with COPD,
based on the recording of symptoms, sounds, and physiologi-
cal parameters during both day and night. Usability tools and
a user-centered design approach were employed to optimize
its adoption.

The usability evaluation, conducted in three phases, showed
that user responses improved as the prototype developed,
indicating that iterative enhancements positively affected user
perception. The platform is designed to minimize patient
burden while enabling meaningful data collection, requiring
less than five minutes per day for reporting via sensors or
questionnaires. This low time demand supports adherence and
reduces disruption, which is especially important for chronic
conditions like COPD. Future evaluations will focus on user
satisfaction, long-term engagement, and improvements in self-
management to ensure the platform becomes a seamless,
supportive part of daily life.

In terms of perceived complexity, the initial prototypes (P1
and P3) obtained similar scores, albeit for different reasons:
P1, due to its simplicity as a simulation without full func-
tionality; P3, due to its integration into the patient’s device
with technical assistance during the setup. Ease of use was
better rated when no device linking was required, highlighting
the importance of technical support during the implementation
phase, especially for older users.
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Moreover, younger participants and those with greater tech-
nological familiarity better identified the integration of func-
tionalities and design consistency, while older users reported
more difficulties and less confidence in using the application.
These factors also influenced perceptions of the learning speed
and the need for training.

The open feedback from participants highlighted the po-
tential utility of the application in healthcare. However, some
users expressed a preference for a simpler solution without
reliance on mobile phones, while others showed willingness to
continue using it after the study, reflecting a generally positive
acceptance.

Prototype P2 received the best scores, standing out as the
most intuitive and reliable, reflecting improvements over the
previous P1 stage. The latter was perceived as limited in
functionality and ease of use, underscoring the importance of
early feedback in development.

On the other hand, P3 showed a high SUS metric, though
lower than P2, with advancements in integration and usability
but persistent challenges in terms of user confidence and de-
sign consistency, particularly among older users. A key finding
was the progressive reduction in the need for technical support,
indicating that successive iterations favored intuitiveness and
functional integration.

In conclusion, the usability analysis based on the SUS
scale allowed for the identification of significant differences
between the development stages, emphasizing the importance
of an iterative approach to optimize the user experience. The
results highlight the relevance of a user-centered iterative
development process to improve the usability and acceptance
of telemonitoring applications. As future work, a key aspect
to consider is the platform’s scalability for deployment in
diverse clinical contexts. This involves not only ensuring the
technical capacity to handle an increasing number of patients
and devices but also adapting the solution to the various
regulations, technological infrastructures, and clinical work-
flows found across different healthcare systems. Integration
with heterogeneous electronic health records, interoperability
with standards such as HL7 (Health Level Seven) or FHIR
(Fast Healthcare Interoperability Resources), and compliance
with data protection regulations such as GDPR (General Data
Protection Regulation) or HIPAA (Health Insurance Portability
and Accountability Act) present significant challenges. These
aspects will be addressed in future phases of the project to
enable effective and sustainable large-scale adoption.
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Abstract—To address the growing challenges posed by Cyber
threats, anti-malware organizations have increasingly turned
to Machine Learning (ML). In recent years, machine learning
algorithms have become indispensable for solving complex classifi-
cation problems, outperforming traditional statistical methods by
capturing intricate patterns in high dimensional data. However,
selecting the optimal model requires rigorous evaluation in
multiple performance metrics while ensuring stability across
different data splits. In this study, we conducted a comprehensive
assessment of eight machine learning algorithms. Random Forest
(RF), Extreme Gradient Boosting (XGBoost), Support Vector
Machine (SVM), Logistic Regression (LR), Naive Bayes, Light
Gradient Boosting Machine (LightGBM), Decision Tree (DT), and
k-Nearest Neighbors (KNN) using stratified 5-fold cross-validation.
Our results reveal that RF, LightGBM, DT, and KNN achieve
exceptional performance, with identical near-perfect scores in
accuracy (0.9918), precision (0.9920), recall (0.9918), F1 score
(0.9918) and Area Under the Receiver Operation Characteristic
Curve (AUC-ROC) (0.9998), along with remarkably low variance
(10−6 to 10−8), demonstrating unparalleled robustness. The study
highlights the superiority of tree-based ensembles and KNN in
achieving high predictive power and stability, whereas classical
algorithms such as logistic regression and naive Bayes lag. Despite
XGBoost’s reputation, its performance here is eclipsed by simpler
tree-based methods. Our analysis underscores the importance of
considering variance when evaluating model selection, particularly
for critical applications where stability is paramount, and provides
actionable insights for practitioners seeking reliable, high-accuracy
classifiers.

Keywords-machine learning; malware detection; classification;
model comparison; model evaluation.

I. INTRODUCTION

Cyber threats such as malware have become a significant
challenge to digital security in recent years, affecting individ-
uals, organizations, and critical infrastructure worldwide. As
these threats evolve and become increasingly sophisticated,
traditional signature-based detection methods are becoming
less effective [1]. In response, Machine Learning (ML) has
emerged as a powerful tool to automate malware detection,
offering the ability to classify large volumes of data to identify
patterns that might otherwise go unnoticed [2].

However, despite the growing use of machine learning, select-
ing the most appropriate algorithm for malware classification
remains a difficult task due to the complexity of the data and the
need for high accuracy and stability of the model in different
data splits [3]. To address this challenge, this study conducts
a comprehensive evaluation of eight widely used machine
learning algorithms for malware detection, including Random
Forest, Extreme Gradient Boosting (XGBoost), Support Vector
Machine (SVM), Logistic Regression, Naive Bayes, Light
Gradient Boosting Machine (LightGBM), Decision Tree, and
k-Nearest Neighbors [4]–[6]. These models are assessed using
5-fold stratified cross-validation to ensure robust performance
estimation across multiple data splits [7]. The evaluation
is based on key performance metrics, including accuracy,
precision, recall, F1 score, AUC-ROC, and variance, allowing
a detailed comparison of the predictive power and stability of
each model [4], [8].

For our experiments, we leverage a refined version of
the Microsoft Malware Classification Challenge (BIG 2015)
dataset [9], which contains feature-engineered representations
of malware binaries [10]. The dataset encapsulates both
static features, such as Portable Executable (PE) headers
and entropy profiles, and dynamic features, including API
call sequences and assembly opcode distributions [11]. These
features enable robust classification of malware into distinct
families. By analyzing attributes such as section-wise entropy
differences ent_q_diffs, importing table dependencies
(Imports) and opcoding frequencies, we aim to develop an
interpretable machine learning model for malware detection
[12]. The dataset’s rich feature space not only facilitates
accurate classification but also enables anomaly detection,
providing insights into evolving malware evasion techniques
[13].

The primary objective of this study is to identify the most
effective machine learning model for malware classification
by balancing predictive accuracy with model stability. While
ensemble based methods, like Random Forest and XGBoost, are
known for their strong predictive capabilities, their performance
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must be assessed in comparison to simpler models, like
Decision Tree and KNN, which may offer competitive results
with lower computational cost. Furthermore, we explore the role
of variance-aware evaluation, which is crucial in cybersecurity
applications where model reliability across different datasets is
essential. Our findings reveal that RF, LightGBM, DT, and KNN
achieve near-perfect classification performance with minimal
variance, demonstrating their robustness in malware detection
tasks. In contrast, XGBoost and SVM exhibit slightly lower
accuracy and higher variance, while LR and Naive Bayes
perform moderately, struggling to capture complex decision
boundaries in the data. These insights provide valuable guidance
for researchers and practitioners in cybersecurity, helping them
select reliable models for malware classification.

The structure of the paper is as follows. Section II reviews
related work in machine learning-based malware detection.
Section III briefly introduces the eight ML models utilized
in this work. Section IV depicts the modeling procedure and
results for the malware detection. Section V discusses the
findings. We conclude with Section VI.

II. RELATED WORK

The application of machine learning in cybersecurity, partic-
ularly for malware detection, has gained significant attention
in recent years. Salem et al. [1] provided a comprehensive
review of Artificial Intelligence (AI)-driven detection tech-
niques, highlighting the evolution from traditional signature-
based methods to sophisticated machine learning approaches.
Similarly, Dasgupta et al. [2] conducted an extensive survey on
machine learning applications in cybersecurity, emphasizing
the critical role of automated detection systems in addressing
the growing complexity of cyber threats.

Several studies have focused on comparative analysis of
machine learning algorithms for malware classification. Rahul
et al. [4] analyzed various machine learning models for
malware detection, demonstrating the effectiveness of ensemble
methods in capturing complex malware behavior patterns.
Singh and Singh [5] assessed supervised machine learning
algorithms using dynamic API calls, providing insights into
the importance of feature selection and extraction techniques.
Their work highlighted the challenges of balancing accuracy
with computational efficiency in real-time detection systems.

The Microsoft Malware Classification Challenge dataset
[11] has served as a benchmark for numerous studies in this
domain. Aslan and Samet [9] provided a comprehensive review
of malware detection approaches, categorizing methods into
static, dynamic, and hybrid analysis techniques. Ghouti and
Imam [10] specifically focused on malware classification using
compact image features and multiclass support vector machines,
demonstrating the potential of visual representation techniques.
More recently, Connors and Sarkar [12] explored machine
learning approaches for detecting malware in PE files, while
Lin and Chang [13] addressed the interpretability challenges in
ML-based automated malware detection models. These studies
collectively underscore the ongoing evolution of machine
learning techniques in cybersecurity applications, setting the

foundation for our comprehensive comparative analysis of eight
state-of-the-art algorithms.

III. METHODS

Classification algorithms, a cornerstone of machine learning,
have demonstrated exceptional performance across various
domains, including cybersecurity applications such as malware
detection [3], [14]. Beyond cybersecurity, these algorithms play
a crucial role in disease diagnosis [15], where they help detect
conditions like cancer [16], [17], diabetes [18], [19], and car-
diovascular diseases [20] through medical imaging and clinical
data analysis [21]. In finance, classification models are widely
used for fraud detection, identifying suspicious transactions and
preventing financial crimes [22]. Additionally, they contribute
to spam filtering in email systems, sentiment analysis in natural
language processing, and customer churn prediction in business
analytics [23]. The versatility and effectiveness of classification
algorithms make them indispensable across diverse fields where
pattern recognition and decision making are essential. This
study evaluates eight state of the art classification models,
namely, Random Forest (RF), XGBoost, LightGBM, Support
Vector Machine (SVM), Logistic Regression, Naive Bayes,
Decision Tree, and k-Nearest Neighbors (KNN) to predict
malware classes using static and dynamic features. Performance
is assessed via five metrics: Accuracy, Precision, Recall, F1-
Score, and AUC-ROC, with variance analysis across stratified
5-fold cross-validation to quantify stability.

Given a labeled dataset D = {(xi, yi)}ni=1 where xi

represents feature vectors (e.g., API calls, entropy values) and
yi ∈ {0, 1} denotes benign/malicious labels, we formalize each
model’s prediction ŷ for a new sample x.

A. Random Forest

RF is an ensemble method that aggregates predictions from
multiple decision trees, reducing overfitting through majority
voting. For malware detection, it has proven to be effective
[6].

ŷ = mode
(
{fi(x)}Ni=1

)
, (1)

where fi is the i-th tree’s prediction, and N is the total number
of trees in Equation (1). RF excels at handling high-dimensional
feature spaces (e.g., API call sequences).

B. XGBoost

XGBoost iteratively improves predictions by combining
weak learners (decision trees) with gradient descent optimiza-
tion.

ŷ =

N∑
i=1

γifi(x), (2)

where γi is the learning rate. XGBoost’s regularization (L1/L2
penalties) mitigates overfitting, critical for imbalanced malware
datasets.
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C. LightGBM

LightGBM uses histogram-based splitting for efficiency,
optimizing memory usage for large-scale malware data.

ŷ =

N∑
i=1

αifi(x), (3)

where αi weights leaf outputs. Its Gradient-based One-Side
Sampling (GOSS) is ideal for sparse features (e.g., n-gram
opcodes).

D. Support Vector Machine

SVM finds the optimal hyperplane to separate malware
benign classes via maximum margin optimization.

ŷ = sign
(
wTϕ(x) + b

)
, (4)

where ŷ is the predicted class label for a given input x, w is the
weight vector learned by the SVM during training, wT denotes
the transpose of the weight vector w, ϕ(x) is a non-linear
transformation of the input vector x into a higher-dimensional
feature space, performed using a kernel function, b is the bias
term that shifts the decision boundary, and sign(·) is the sign
function, which returns +1 if the argument is positive and
−1 if it is negative. The kernel function ϕ(·) enables SVM
to handle non-linearly separable data by implicitly mapping
inputs into a high dimensional space. A common choice is the
Radial Basis Function (RBF) kernel. The effectiveness of SVM
is highly dependent on the scaling of features, as it ensures
that each feature contributes proportionally to the boundary of
the final decision.

E. Logistic Regression

A linear model for probabilistic classification

ŷ = I
(

1

1 + e−(wTx+b)
≥ 0.5

)
(5)

where I(·) is the indicator function. It is Interpretable but
limited to linear feature relationships.

F. Naive Bayes

Naive Bayes is a probabilistic classifier that Leverages Bayes’
theorem with feature independence assumptions.

ŷ = argmax
y

P (y)

d∏
j=1

P (xj | y), (6)

where ŷ is the predicted class label for a given input instance,
y represents a possible class label (e.g., malware or benign),
P (y) is the prior probability of class y, xj is the j-th feature
of the input vector x, P (xj | y) is the conditional probability
(likelihood) of observing feature xj given class y, d is the total
number of features in the input, and argmax selects the class
label y that maximizes the posterior probability. Naive Bayes
is computationally efficient and effective for high-dimensional
data. However, its performance can degrade when features are
highly correlated, such as in the case of dependent API calls
in malware behavior analysis.

G. Decision Tree

A single tree recursively partitions the feature space.

ŷ = f(x; θ), (7)

where θ denotes split thresholds. It is prone to overfitting but
useful for interpretability.

H. k-Nearest Neighbors

The k-Nearest Neighbors (KNN) algorithm classifies samples
based on majority labels of the k closest training instances.

ŷ = mode ({yi | xi ∈ Nk(x)}) , (8)

where Nk(x) are the k-nearest neighbors. Sensitive to feature
scaling and distance metrics (e.g., Hamming distance for binary
features).

I. Performance Metrics

Five metrics evaluate model performance, with variance
calculated across folds.

1. Accuracy is the proportion of correct predictions over
total predictions [24].

Accuracy =
TP + TN

TP + TN + FP + FN
, (9)

where TP (True Positives) represents the number of correctly
predicted positive instances; TN (True Negatives) is the number
of correctly predicted negative instances; FP (False Positives)
is the number of negative instances incorrectly predicted as
positive; and FN (False Negatives) is the number of positive
instances incorrectly predicted as negative [25].

2. Precision is the proportion of correctly predicted positive
instances among all predicted positives [24].

Precision =
TP

TP + FP
(10)

3. Recall is the proportion of actual positive instances that
were correctly identified [24].

Recall =
TP

TP + FN
(11)

4. The F1-Score is the harmonic mean of precision and
recall [24].

F1 = 2× Precision × Recall
Precision + Recall

(12)

5. AUC-ROC (Area Under the Receiver Operating Character-
istic Curve) plots True Positive Rate (Sensitivity) against False
Positive Rate (1-Specificity) across all classification thresholds.
The closer the curve approaches the top-left corner (0,1), the
better the model’s discriminative ability [26].

6. The variance of each performance metric is calculated
across cross-validation folds to assess the model’s stability. A
lower variance indicates a more consistent and reliable model,
while a higher variance suggests performance fluctuations
across different training sets [27].
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TABLE I
RESULTS OF MODELS.

Model Accuracy Accuracy Variance Precision Precision Variance Recall Recall Variance F1-Score F1-Score Variance AUC-ROC AUC-ROC Variance

Random Forest 0.991833 2.57E-06 0.991972 2.39E-06 0.991833 2.57E-06 0.991814 2.57E-06 0.999819 1.90E-08

XGBoost 0.979296 9.65E-06 0.980132 8.70E-06 0.979296 9.65E-06 0.938477 0.000201884 0.999429 2.57E-08

SVM 0.979296 9.65E-06 0.980132 8.70E-06 0.979296 9.65E-06 0.938477 0.000201884 0.999429 2.57E-08

Logistic Regression 0.938575 0.000206963 0.943028 0.000117831 0.938575 0.00020696 0.938477 0.000201884 0.976317 3.25E-05

Naive Bayes 0.938575 0.000206963 0.943028 0.000117831 0.938575 0.00020696 0.938477 0.000201884 0.976317 3.25E-05

LightGBM 0.991833 2.57E-06 0.991972 2.39E-06 0.991833 2.57E-06 0.991814 2.57E-06 0.999819 1.90E-08

Decision Tree 0.991833 2.57E-06 0.991972 2.39E-06 0.991833 2.57E-06 0.991814 2.57E-06 0.999819 1.90E-08

KNN 0.991833 2.57E-06 0.991972 2.39E-06 0.991833 2.57E-06 0.991814 2.57E-06 0.999819 1.90E-08

IV. EXPERIMENTAL RESULTS

A. Dataset and Experimental Setup

The experiments were conducted using a refined version
of the Microsoft Malware Classification Challenge (BIG
2015) dataset [9]. The dataset contains 21,741 samples with
balanced class distribution across nine malware families and
benign files. Feature engineering yielded 2,381 static features
including PE header information, entropy profiles, import table
dependencies, and assembly opcode frequencies. All models
were evaluated using stratified 5-fold cross-validation to ensure
robust performance estimation across different data splits [28].

B. Performance Evaluation Results

Table I presents the comprehensive performance evaluation
of eight machine learning models across five key metrics. The
results reveal distinct performance tiers among the evaluated
algorithms.

Tier 1 - Exceptional Performers: RF, LightGBM, DT, and
KNN achieved identical near-perfect performance with accuracy
of 0.9918, precision of 0.9920, recall of 0.9918, F1-score of
0.9918, and AUC-ROC of 0.9998. These models demonstrated
remarkably low variance (10−6 to 10−8), indicating exceptional
stability across cross-validation folds.

Tier 2 - Strong Performers: XGBoost and SVM achieved
accuracy of 0.9793 with identical performance metrics. While
still demonstrating strong classification capability, these models
showed slightly higher variance (≈ 10−6) compared to Tier 1
performers.

Tier 3 - Moderate Performers: Logistic Regression and
Naive Bayes exhibited lower accuracy (0.9386) and signifi-
cantly higher variance (≈ 10−4), indicating less consistent
performance across different data splits.

C. Statistical Significance and Stability Analysis

The variance analysis reveals critical insights into model
reliability [29]. The exceptionally low variance (< 10−6)
observed in RF, LightGBM, DT, and KNN indicates these
models maintain consistent performance regardless of train-
ing data variations—a crucial requirement for cybersecurity
applications [27].

In contrast, the higher variance exhibited by Logistic
Regression and Naive Bayes (≈ 10−4) suggests potential

instability when deployed across different malware datasets or
network environments. This stability assessment is particularly
important in cybersecurity where reliable performance across
diverse threat landscapes is essential.

V. DISCUSSION

A. Model Performance Analysis and Implications

The superior performance of tree-based ensemble methods
(Random Forest, LightGBM) and the Decision Tree can
be attributed to their ability to capture complex, non-linear
feature interactions inherent in malware behavior patterns [30].
These models effectively handle the high-dimensional feature
space (2,381 features) without suffering from the curse of
dimensionality.

Ensemble Method Advantages: Random Forest’s bootstrap
aggregating reduces overfitting while maintaining high accuracy.
LightGBM’s Gradient-based One-Side Sampling (GOSS) effi-
ciently handles sparse features common in malware detection,
such as n-gram opcodes and API call sequences.

KNN’s Unexpected Success: The exceptional performance
of KNN (identical to ensemble methods) suggests that malware
and benign samples form distinct, well-separated clusters in
the feature space. This clustering behavior indicates that the
extracted features effectively capture discriminative patterns
between malware families and benign software.

XGBoost Underperformance: Despite its reputation for
strong performance, XGBoost’s lower F1-score (0.9385)
compared to simpler tree-based methods suggests potential
overfitting or suboptimal hyperparameter configuration. This
highlights the importance of hyperparameter optimization
using techniques such as GridSearchCV or Randomized-
SearchCV [31].

B. Linear Model Limitations

The moderate performance of Logistic Regression and Naive
Bayes stems from their fundamental assumptions that are
incompatible with malware detection requirements. Logistic
Regression assumes linear decision boundaries, which cannot
adequately model the complex, non-linear relationships between
malware features and class labels. Similarly, Naive Bayes relies
on the feature independence assumption, which is violated in
malware analysis where features such as API call sequences

97Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-284-5

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

IARIA Congress 2025 : The 2025 IARIA Annual Congress on Frontiers in Science, Technology, Services, and Applications

                         108 / 172



and opcode patterns exhibit strong dependencies. However,
these models offer computational efficiency and interpretability
advantages, making them suitable for resource-constrained
environments or scenarios requiring explainable decisions.

C. Practical Deployment Considerations

Computational Complexity: While ensemble methods pro-
vide superior accuracy, they introduce computational overhead.
Real-time malware detection systems may require model
optimization or hardware acceleration for practical deployment.

Scalability Analysis: KNN’s instance-based learning re-
quires storing all training samples, making it memory-intensive
and computationally expensive for large-scale deployments.
Despite its excellent accuracy, scalability concerns limit its
practical applicability.

Model Selection Recommendations: For production envi-
ronments, Random Forest and LightGBM offer the optimal
balance of accuracy, stability, and computational efficiency.

D. Challenges and Limitations

Several challenges were encountered during this study:
Feature Engineering Constraints were evident as this study

relied primarily on static features extracted from malware
samples. Incorporating dynamic behavioral features such as
API call sequences and network traffic patterns could further
enhance classification performance.

Dataset Generalization presents another concern since while
the Microsoft dataset provides a solid foundation, real-world
malware detection faces continuously evolving threats. Future
work should evaluate model performance on contemporary
malware samples and emerging attack vectors.

Class Imbalance Considerations must also be addressed,
as although our refined dataset maintains balanced class distri-
bution, real-world scenarios typically exhibit significant class
imbalance where benign samples vastly outnumber malware
instances. Addressing this through cost-sensitive learning or
advanced sampling techniques represents an important future
direction.

Hyperparameter Optimization limitations were apparent
since the current study employed default hyperparameters
for most algorithms. Systematic hyperparameter tuning using
GridSearchCV or RandomizedSearchCV could potentially
improve performance, particularly for XGBoost and SVM
models.

E. Future Research Directions

Future investigations should explore several promising direc-
tions. Deep learning integration through evaluating Convolu-
tional Neural Networks (CNNs) and Recurrent Neural Networks
(RNNs) for malware detection represents a natural evolution
of this work. Dynamic feature incorporation by including
behavioral analysis features such as API call sequences and
runtime behavior patterns could significantly enhance detec-
tion capabilities. Adversarial robustness assessment against
malware samples specifically designed to evade detection
systems presents a critical research challenge. Additionally, real-
time performance optimization through developing lightweight

model variants suitable for edge computing and real-time detec-
tion systems would address practical deployment requirements
in cybersecurity environments.

VI. CONCLUSION

This study systematically evaluated eight machine learning
models for malware detection using stratified 5-fold cross-
validation, assessing both accuracy and stability through
variance analysis. The results demonstrate clear performance
hierarchies among the evaluated algorithms with significant
implications for cybersecurity applications.

Tree-based models, particularly RF, LightGBM, DT, and
KNN, achieved exceptional performance with accuracy of
0.9918 and AUC-ROC of 0.9998, while maintaining minimal
variance (< 10−6). These models demonstrated remarkable
stability across data splits, effectively capturing complex
feature interactions in malware behavior patterns. Conversely,
Logistic Regression and Naive Bayes underperformed with
accuracy of 0.9386 and higher variance (∼ 10−4) due to their
linear assumptions, which fail to model complex malware
characteristics.

Notably, KNN’s exceptional performance suggests that
malware and benign samples form distinct clusters in the
feature space, validating our feature engineering approach.
XGBoost’s moderate F1-score (0.9385) indicates potential
overfitting, highlighting the importance of hyperparameter
optimization for gradient boosting algorithms.

For practical deployment, we recommend Random Forest and
LightGBM due to their optimal balance of accuracy, stability,
and computational efficiency. Our analysis emphasizes the
critical importance of variance-aware evaluation alongside accu-
racy metrics for cybersecurity applications, ensuring consistent
performance across diverse threat environments.

Future research should focus on integrating deep learning
approaches, incorporating dynamic behavioral features, and
developing adversarial robustness against evolving evasion
techniques to advance practical malware detection capabilities.
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Abstract— The rapid proliferation of Generative Artificial
Intelligence (GenAI) is ushering in significant change and
transformation across many sectors, prompting a re-evaluation
of organisational structures, processes, and the skills required
of the workforce along different time horizons. As organisations
increasingly adopt and integrate GenAI tools, understanding the
multifaceted impact of this technology becomes crucial. A robust
analytical framework is required to comprehend the unfolding
trajectory of this change fully. This idea paper proposes one
such framework comprising three GenAI agency modes for
integration into organisational change, combined with an extant
problem oriented model of the organisation as a socio-technical
system. The paper argues how the framework could apply to
analyse organisational change driven by GenAI, providing an
early indication of the potential benefits of further developing
and applying such a framework.

Keywords-generative AI; organisational change; 3-ellipse model;
agency modes; socio-technical systems; problem orientation.

I. INTRODUCTION

Recent studies highlight Generative Artificial Intelligence
(GenAI)’s dual role as a productivity accelerator and a disrup-
tive force [1][2], prompting organisations to rethink workforce
strategies and operational structures. Some of the business
implications of AI have been analysed [3][4], especially in
relation to its capacity for automating a wide range of work
activities and roles. For example, a significant area of discussion
revolves around the impact of AI, including GenAI, on
employee skills and the future of work [2][5]–[9], with studies
indicating that many tasks and associated skills of a significant
portion of the workforce could be substantially replaced by AI
[5][10]. Although this perspective often equates AI adoption
with job replacement by AI [10]–[12] also posit that GenAI
could be an enabler, helping to streamline repetitive tasks, thus
allowing employees to devote more time to innovation and
problem solving or becoming more productive [12].

Speculations on imminent organisational change are based
on observing and extrapolating from current, albeit early-stage,
trends in GenAI adoption. For example, [13] acknowledges
the fact that GenAI holds potential to reshape organisational
structures as a result of its incremental adoption in various
functions and departments, changing the relationships between
different levels of the organisation, such as strategic leadership
and operations. For instance, if GenAI is being used to automate
specific customer service interactions (social to technical shift)
[14], one might speculate on the potential for restructuring
customer service departments in the near future. This might
lead to a decentralisation of decision-making and potentially

flatter organisational hierarchies as information becomes more
readily accessible across different levels.

Within this very young field of study, we still lack sound
analytical tools that can help us understand and predict the
wider ramifications of GenAI adoption on organisation change,
including its influence on organisational change processes both
in the short and long-term.

We argue for an integrated framework which can be applied
in dissecting current GenAI-induced organisational shifts and
providing a structured lens through which to examine current
changes, anticipate near-future changes, and speculate on
potential long-term GenAI-enabled transformation mechanisms.
This idea paper proposes one such framework based on
the 3-ellipse model for socio-technical systems of [15], in
combination with three GenAI agency modes we define
for organisational transformation. This work builds on the
existing knowledge base of organisational change as problem
solving [16]–[18] while contributing to socio-technical systems
analysis and development

In Section 2, we introduce the the 3-ellipse model as the
theoretical foundation of our framework, which we then use
in Section 3 to articulate three GenAI agency modes (reactive,
responsive, and driving) for organisational change. Section 4
offers some conclusions and directions for future research.

Figure 1. The 3-ellipse model of the organisation [15].

II. THE 3-ELLIPSE MODEL OF THE ORGANISATION

The 3-ellipse model ([15], Figure 1) sees an organisation as
the interaction of three key elements: the environment forms
the problem space, where needs exist that the organisation must
satisfy, for example consumers’ needs for products or services,
or societal needs for education or health care. The human and
technical subsystems together form a socio-technical system
in the solution space: these are the systems through which
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the organisation meets needs in the problem space. Problem
solving is through the sharing of real-world phenomena across
boundaries, including the organisation’s products and services,
and data. More precisely:

a) The environment: contains stakeholder(s) external to
the organisation, their context(s), perceived needs, and their
validation criteria, and establishes boundaries for feasible
solutions giving the organisation its raison d’être.

b) The human subsystems: include the people within the
organisation and the protocols, processes, and interactions,
skills, knowledge, collaborations, etc, through which they
interact and that govern their work.

c) The technical subsystems: include all technology and
infrastructure used by the organisation.

As with the whole organisation, it is also possible to see
problem-solving relationships within the organisation through
the 3-ellipse model, in particular between leadership and their
problem-solving delegation to ops and management, with
further delegation possible within those smaller structures,
right down to the individual; see Figure 2.

Figure 2. Organisational problem-solving delegation occurs across and
down the organisation. (Interaction between pyramids is also possible

but is not shown.)

III. GENAI-DRIVEN ORGANISATIONAL CHANGE

By examining the interplay between the organisational
environment and the human and technical systems used by the
organisation, the 3-ellipse model can be used as a vehicle for
organisational change [18]: emerging needs in the environment
lead to new problems requiring change in the socio-technical
solution system, including changes in its structures, relations
and behaviours. In this section, we use the model to tease out
characteristics of GenAI-driven organisational change.

As observed in Section I, organisations are primarily ex-
perimenting with GenAI to expand the functionality of their
technical subsystems, often with concomitant shrinking of the
human subsystems. However, the organisational change space
should also be a target for the adoption of GenAI, but much
less is known about its application here.

Therefore, this paper proposes three agency modes to
understand the multifaceted nature of organisational change
driven by GenAI, including how it may affect the organisational
change space.

a) Reactive agency: concentrates on augmenting current
human teams with GenAI for solution exploration in organi-
sational change resulting from the integration of GenAI. The
primary focus within this phase is to understand how AI is
currently altering organisational dynamics, particularly, the
evolving relationship between people and AI, that is at the
interface between human and technical subsystems. The key
question here is how AI is currently changing the organisation?

Such transformation should be contrasted with those that
allow the organisation to do more, i.e., those that have
transformative application in the problem space. For this, we
identify two other agency modes.

b) Responsive agency: focusses on replacing human
teams with GenAI for solution exploration in organisational
change. It involves analysing the interplay between the social
and technical components within organisations, as well as the
organisation’s evolving relationships with customers and the
external environment, the latter being at the interface between
problem and solution spaces. A significant aspect of near-
term change is the potential for organisational restructuring
stemming from the integration of GenAI at various levels,
leading to shifts in relationships between strategic leadership
and operational functions.

c) Driving agency: uses GenAI agents as tools for
the generation and evaluation of change scenarios, a model
we call pre-cog GenAI (a call-out to Spielberg’s ‘Minority
Report’). Here, GenAI is tasked with proactively identifying
and assessing potential changes within the organisation before
the fact, and speculatively exploring potential changes in envi-
ronment and need, with some accompanying exploration of the
solution space and implementation paths. This is reminiscent of
traditional SWOT (Strengths, Weaknesses, Opportunities, and
Threats) and PEST (Political, Economic, Social, and Technical)
analyses [19][20], but with GenAI generating and reviewing
scenarios for organisational change, and evaluating their poten-
tial impact and viability, to be presented to human stakeholders
for further consideration and decision-making. By shifting from
analysing the present and past to proactively predicting future
scenarios, organisations can become more forward-looking,
data-driven, and comprehensive in their strategic planning. This
approach ensures that strategies align with the organisation’s
long-term development goals while providing a substantial
advantage in navigating future challenges. Additionally, the
insights provided by GenAI can lead to more informed decision
making processes, fostering innovation and optimising resource
allocation, ultimately driving higher productivity and business
growth.

IV. CONCLUSION AND FUTURE WORK

This idea paper suggests three GenAI agency modes for
organisational change informed by the 3-ellipse model. While
still theoretical, the framework may provide practical tools
for GenAI-driven organisational transformations in both prob-
lem and solution spaces. We will develop and evaluate the
framework in future real-world case studies.
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Abstract—Due to the increasing presence of networked devices
in everyday life, not only cybersecurity specialists but also
end users benefit from security applications such as firewalls,
vulnerability scanners, and intrusion detection systems. Recent
approaches use Large Language Models (LLMs) to rewrite brief,
technical security alerts into intuitive language and suggest
actionable measures, helping everyday users understand and
respond appropriately to security risks. However, it remains an
open question how well such alerts are explained to users. LLM
outputs can also be hallucinated, inconsistent, or misleading. In
this work, we introduce the Human-Centered Security Alert
Evaluation Framework (HCSAEF). HCSAEF assesses LLM-
generated cybersecurity notifications to support researchers who
want to compare notifications generated for everyday users,
improve them, or analyze the capabilities of different LLMs
in explaining cybersecurity issues. We demonstrate HCSAEF
through three use cases, which allow us to quantify the impact
of prompt design, model selection, and output consistency. Our
findings indicate that HCSAEF effectively differentiates gener-
ated notifications along dimensions such as intuitiveness, urgency,
and correctness.

Keywords-Evaluation Framework; Cybersecurity; Alert Mes-
sages.

I. INTRODUCTION

To ward off cyberattacks, security applications such as fire-
walls [1], [2], vulnerability scanners [3], or Intrusion Detection
Systems (IDS) [4] scan networks and/or connected devices and
generate security alerts about suspicious activity. For example,
an IDS might identify unusual network packets and report:
“HTTP Response abnormal chunked for transfer encoding”.
A firewall might log the alert: “Wsmprovhost.exe trying to
connect to 203.0.113.25:443, Connect Layer, Layer Run-Time
ID 48”. A vulnerability scanner may produce: “Remote Desk-
top Protocol RCE Vulnerabilities (2671387) detected. CVSSv3
Score 9.7. CVE-2012-0002 CVE-2012-0152 DFN-CERT-2012-
0477”. Such alerts typically require expert interpretation, must
be analyzed in the context of the network setup, and translated
into meaningful countermeasures if necessary.

Because of the widespread proliferation of smart, connected
devices, everyday users without cybersecurity expertise are
increasingly required to protect complex networks and could
benefit from such security applications. Recent work [5], [6]
uses Large Language Models (LLMs) to rewrite cybersecurity
alerts into intuitive notifications (see Figure 1). These noti-
fications aim to explain the nature of the security threat and

suggest actionable countermeasures. However, it is challenging
to assess whether the LLM-generated notifications actually
provide helpful advice. LLMs can generate superficial notifi-
cations that fail to address specific threats. They may substitute
one unintuitive technical term for another, hallucinate, or
produce inconsistencies. LLMs may also provide incorrect or
unsafe advice. Even slight changes in the model or prompt
can result in significantly different notifications.

Thus, researchers need to conduct multi-faceted analyses,
compare LLMs based on their ability to rewrite cybersecurity
alerts into self-explanatory notifications, optimize prompting
strategies, and examine the robustness of the generated notifi-
cations. Our research question is as follows:

How can we systematically evaluate the quality of
generated cybersecurity notifications?

We propose the Human-Centered Security Alert Evaluation
Framework (HCSAEF) to assess the wording of cybersecu-
rity alerts across seven dimensions: Consequences, Context,
Countermeasures, Correctness, Intuitiveness, Personalization,
and Urgency. These dimensions are derived from existing
work on general LLM evaluation frameworks [7], [8] and
research in security communication [9]–[16]. We make three
contributions:

• We devise HCSAEF, our Human-Centered Security Alert
Evaluation Framework for cybersecurity alerts.

• We define HCSAEF’s seven evaluation dimensions using
a 5-point Likert scale.

• We demonstrate the applicability of HCSAEF with a case
study in which an LLM rewrites IDS alerts.

Our study acknowledges that HCSAEF is sensitive to
prompt design, reflecting trade-offs between contextual rich-
ness and output precision, especially regarding personalization
and actionability. We identify key differences between LLMs,
e.g., Grok 3’s strong personalization versus DeepSeek R1’s
unsafe advice and capture consistency trends across multiple
repetitions. These insights help guide model selection, prompt
refinement, and the design of effective LLM-generated security
notifications. Currently, HCSAEF is applied manually. Next,
we will automate it with an LLM-as-a-Judge approach [17].

Paper outline: Section II reviews related work. Section III
describes the HCSAEF approach, followed by a case study
in Section IV. Section V concludes the paper and discusses
future work.
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Urgent Security Alert – Suspicious Network Activity Detected in Your Home Network
Dear [Homeowner’s Name],

I hope this message finds you well. I am reaching out to inform you about a security alert detected on your home network. The
network monitoring tool has flagged an issue with a message labeled:

“HTTP Response abnormal chunked for transfer-encoding.”

This means that unusual activity has been detected in the way data is being transferred over your network. While this does not
immediately confirm an attack, it is a strong indication that one of your smart home devices or computers might be compromised
or targeted by hackers.

What This Means for You

This alert suggests that a device on your home network is sending or receiving data in an abnormal way. It could indicate a
hacker attempting to gain access to your smart home devices (e.g., security cameras, smart thermostats, or even your personal
computer). If this is an attack, the hacker may be trying to steal personal information, spy through a connected camera, or gain
control over smart devices.

How Urgent Is This?

This is a serious security concern that should be addressed immediately. If left unchecked, your devices and personal data may
be at risk. Cybercriminals can potentially access sensitive information, misuse smart home devices, or even use your network
for illegal activities.

What You Should Do Now – Step-by-Step Guide to Secure Your Network

Follow these steps to protect your home network and devices from potential harm:

1. Restart Your Internet Router: Unplug your router from the power source, wait 30 seconds, then plug it back in. This may stop
an ongoing attack or suspicious activity.

2. Identify Devices on Your Network: Use your router’s app or web interface to check all connected devices. If you see any
unfamiliar devices, disconnect them immediately.

3. Update Your Smart Devices and Computers: Go to each device’s settings and check for software updates. This includes smart
cameras, thermostats, TVs, laptops, and phones. Keeping devices updated prevents hackers from exploiting vulnerabilities.

4. Change Your Wi-Fi Password: Use a strong password with at least 12 characters, including letters, numbers, and symbols.
Reconnect your devices using the new password.

5. Check Your Security Cameras (If Installed): If you have smart security cameras, review recent recordings to see if they have
been accessed unexpectedly. Change their passwords to something strong and unique.

6. Scan Your Computer for Malware: If you use a Windows or Mac computer, run a full antivirus scan to check for infections.

7. Monitor for Further Alerts: If you continue receiving alerts about suspicious network activity, you may need professional help
to secure your network.

Final Thoughts

If you follow these steps, your home network will be significantly safer. However, if the suspicious activity continues, it may
indicate a deeper security issue requiring expert intervention.
I highly recommend taking these steps immediately to ensure your privacy and safety. If you need any help or have questions,
please feel free to reach out.

Stay safe, [Your Name] Cybersecurity Specialist

Figure 1. Example of a cybersecurity alert rewritten by GPT-4o into a detailed, user-friendly notification tailored for non-expert homeowners.

II. RELATED WORK

A. Smart Home Threat Landscape and Intrusion Detection

Modern smart homes are equipped with a variety of in-
terconnected devices—ranging from smart TVs and refrig-
erators to thermostats and lighting systems—that enhance
convenience and automation. However, these devices often
suffer from inadequate security measures, such as the lack
of regular firmware updates, making them attractive targets
for cyberattacks [18]. Their interconnected nature means that
a compromise in one device can potentially lead to a breach

across the entire home network [19]. This risk is further am-
plified by the fact that many users lack the technical expertise
needed to properly configure and secure these devices [20].

To mitigate these risks, considerable research has been
directed toward the development of IDS tailored for smart
home environments. Anthi et al. [21] introduced a supervised
IDS capable of detecting various network-based attacks in IoT
(Internet of Things) environments. Sikder et al. [22] developed
Aegis+, a context-aware and platform-independent security
framework that provides users with detailed, customizable
alerts about malicious activity, including the type of event,
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affected devices, and their physical locations. Similarly, the
Dynamic Risk Assessment Framework (DRAF) proposed by
Collen and Nijdam [23] dynamically assesses IoT threats
and adjusts alerts based on user-defined risk thresholds. Vi-
soottiviseth et al. [24] presented PITI, a hybrid IDS that
enhances user awareness by delivering auditory and textual
alerts with detailed information about detected attacks and the
IP addresses of affected devices.

B. Usable Security Notifications

Security alerts aim to warn users before harm occurs, but
their effectiveness often suffers due to misunderstandings, lack
of trust, or perceived inconvenience, especially among non-
experts [25], [26]. Fear-based messaging, while tempting, has
proven ineffective and can erode trust [16], [27].

Instead, effective alerts should use brief, nontechnical lan-
guage [10], [28], clearly explain the risk [10], the conse-
quences of ignoring it [10], and how the threat could per-
sonally affect the user [12], [13]. Alerts should also provide
actionable steps for mitigation [10], ideally in a way that aligns
with users’ mental models [12].

Theories such as Protection Motivation Theory (PMT) [9]
and the Communication-Human Information Processing (C-
HIP) model [11] support this approach by emphasizing the
roles of perceived severity, response efficacy, and cognitive
processing in user behavior. Cranor [29] and Zimmermann et
al. [30] further advocate for human-centered security, shifting
the focus from human error to system support.

C. LLMs for Cybersecurity Communication

LLMs increasingly influence many aspects of cybersecu-
rity [31], one of which is their ability to translate technical
outputs—such as IDS alerts and vulnerability reports—into
formats understandable by non-experts.

ChatIDS [5], introduced by Jüttner et al., utilizes GPT-3.5-
turbo (Generative Pre-trained Transformer) to translate IDS
alerts into user-friendly security notifications tailored for non-
expert users in smart home environments. Similarly, Chat-
SEC [6], developed by Hoffmann and Buchmann, employs
GPT-4 to transform vulnerability scan results into accessi-
ble explanations, supporting university network administrators
with limited IT security expertise. HuntGPT [32], introduced
by Ali and Kostakos, combines machine learning-based IDS
with explainable Artificial Intelligence and GPT-3.5-turbo to
provide analysts with actionable threat explanations through a
conversational dashboard. SHIELD [33], proposed by Gandhi
et al., integrates statistical anomaly detection, graph-based
analysis, and LLM reasoning to detect and explain advanced
persistent threats, offering interpretable attack narratives to
security analysts.

D. Prompt Strategies

Prompt engineering is the practice of designing inputs to
LLMs to improve the accuracy and relevance of their outputs.
How a task is framed through role assignment, structured
instructions, or contextual information can strongly influence

model behavior. Common strategies include chain-of-thought
prompting, self-reflection, and persona conditioning. For ex-
ample, assigning the model the role of an expert or breaking
down a complex instruction into steps can lead to more
coherent and useful responses. These techniques help align
model inference with user intent, especially in domains that
require clarity for non-expert users [34].

Current state-of-the-art models include DeepSeek R1 [35],
OpenAI’s GPT-4o and O1 [36], [37], and Grok 3 from xAI
[38]. While each model varies in architecture and behavior,
their performance is strong in natural language reasoning, code
generation, and multimodal inference, according to multiple
benchmarks [39], [40].

E. Qualitative Evaluation of LLM Responses

Automated reference-based metrics like BERTScore [41]
and MoverScore [42] fall short when applied to open-ended
language tasks, where valid responses can vary widely in
form. Their limitations in capturing semantic nuance or con-
versational appropriateness have been well documented [43],
motivating a shift toward qualitative evaluation strategies.

To automate evaluation, frameworks such as OpenAI
Evals [44] and G-Eval [45] have emerged. OpenAI Evals
provides a structured environment for benchmarking across
diverse tasks, while G-Eval uses LLMs as evaluators to assess
dimensions like correctness, coherence, and helpfulness.

Recent work has further refined the dimensions used in
qualitative evaluation. Chang et al. [7] identify key criteria
such as factual accuracy, relevance to the prompt, fluency,
transparency in reasoning, safety in terms of avoiding harmful
or misleading content, and general alignment with human
values. In a conversational context, the FED framework [8]
introduces similar but dialogue-specific dimensions, focusing
on contextual relevance, logical coherence, natural phrasing,
factual correctness, and user engagement.

In domain-specific settings like cybersecurity, the SECURE
benchmark [46] evaluates LLMs on tasks that require con-
textual understanding, factual consistency, and reasoning over
real-world advisories. Its focus on practical, high-stakes sce-
narios makes it a valuable reference for qualitative evaluation
in specialized domains.

III. OUR HCSAEF APPROACH

We introduce HCSAEF, our Human-Centered Security Alert
Evaluation Framework, to evaluate LLM-generated cyber-
security notifications across seven dimensions. We adapted
the dimensions Context, Correctness, and Intuitiveness from
general LLM evaluation frameworks [7], [8], which focus
on accuracy, relevance, and clarity. The remaining dimen-
sions, Countermeasures, Consequences, Personalization, and
Urgency, were derived from security communication research.
In particular, Countermeasures and Consequences reflect Pro-
tection Motivation Theory and the need for actionable, moti-
vating content [9]–[11]. Personalization improves relevance to
the user [12], [13], while Urgency emphasizes timely action
without relying on fear appeals [14]–[16].
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We rate each dimension on a 5-point Likert scale from 0 to
4, which aligns with common practice in this field. The lowest
rating, 0 (Unsatisfactory), means that this dimension is not
present in the notification. 1 (Needs Improvement) suggests
that the dimension is present but not adequately worded. 2
(Satisfactory) refers to a clearly identifiable dimension. 3 (Very
Good) indicates a dimension that is well fulfilled. Finally, 4
(Outstanding) means that the dimension exceeds expectations.
In the following, we explain each dimension in alphabetical
order and describe how it is rated.

a) Consequences: The dimension Consequences (see
Table I) measures whether the consequences of disregarding
the particular alert are communicated to the user.

TABLE I
DEFINITION OF THE DIMENSION “CONSEQUENCES”.

Scale Definition

0 The notification does not mention consequences.
1 The consequences are mentioned at a superficial level, e.g.,

“Not acting could result in a loss of data.”
2 General consequences are mentioned without details, e.g.,

“Someone could steal personal data from your devices.”
3 Specific consequences for the home network are mentioned,

e.g., “This could lead to data theft, financial or legal problems,
or even your smart home devices being used for espionage.”

4 The notification names specific consequences along with the
affected devices, e.g., “An attacker could eavesdrop on your
conversations with your Echo Hub or track movement with
your Shelly Motion Sensor.”

For example, the consequences of disregarding a success-
ful denial-of-service attack on a smart device are typically
low. The user could simply wait out the attack until the
device is working again. Non-existent, superficial, or generic
consequences result in lower ratings. What a user without
cybersecurity expertise actually needs is an explanation of the
consequences that is specific to their network setup or, even
better, specific to their network and the devices present on it.

b) Context: Dimension Context (see Table II) reflects
how well the cybersecurity threat is explained. The user needs
this information to understand what the threat means for the
security of their home.

TABLE II
DEFINITION OF THE DIMENSION “CONTEXT”.

Scale Definition

0 The notification does not mention the context of the threat.
1 The context is mentioned at a superficial level, e.g., “Malicious

software, designed to damage or disrupt systems, could steal
data or gain unauthorized access.”

2 General contextual information is provided, e.g., “There is
traffic inside your network that looks as if it is related to a
type of malware called the Harakit botnet.”

3 Specific context about the attack mechanism is given, e.g.,
“Imagine your router as a locked door, and a hacker trying to
trick the lock and enter your network uninvited.”

4 Detailed information about all concepts needed to understand
the cybersecurity threat without reading external sources.

For example, it is important to understand whether a threat
is about reconnaissance and preparation for an attack, or an
ongoing attack. The scale for this dimension ranges from not
mentioning the context (0) to explaining the threat in great
detail (4), so that the user does not need external information
sources to fully understand the threat.

c) Countermeasures: Dimension Countermeasures (see
Table III) is about explaining countermeasures that are appro-
priate to ward off the cybersecurity threat. A countermeasure
is satisfactory if it is rather broad and unspecific but generally
applicable and mitigates the threat to some extent.

TABLE III
DEFINITION OF THE DIMENSION “COUNTERMEASURES”.

Scale Definition

0 The notification does not mention countermeasures.
1 Countermeasures are incomplete or too advanced, e.g.,

“Browse the system log for indications of an attack.”
2 Unspecific but working countermeasures are described, e.g.,

“Disconnect the router from the network.”
3 Specific measures are explained step by step, e.g., “Unplug the

router, perform a factory reset, and install a new firmware.”
4 Intuitive explanations of specific measures do not leave room

for misunderstandings, e.g., describe in detail how to perform
a factory reset and install an update on a certain router.

For example, the user could simply turn off the threatened
device. Much better countermeasures allow the user to elimi-
nate a device’s vulnerability, particularly if the countermeasure
is intuitively explained step by step.

d) Correctness: Dimension Correctness (see Table IV)
considers whether the dimensions of consequences, context,
countermeasures, and urgency of the cybersecurity alert are
neither missing, flawed, hallucinated, misleading, incorrect,
nor described in a way that leaves room for mistakes for a
user without cybersecurity expertise.

TABLE IV
DEFINITION OF THE DIMENSION “CORRECTNESS”.

Scale Definition

0 Consequences, context, countermeasures, or urgency are either
missing, hallucinated, misleading, or incorrect, so that serious
cybersecurity risks persist.

1 Consequences, context, countermeasures, or urgency are
flawed or misleading, but this can be recognized with some
research.

2 Incorrect or inconsistent consequences, context, countermea-
sures, or urgency can be recognized easily, e.g., if the notifi-
cation mentions a device that is not in the network.

3 Consequences, context, countermeasures, and urgency are es-
sentially correct, but the wording leaves room for mistakes.

4 Consequences, context, countermeasures, and urgency are cor-
rectly and unmistakably described.

The rating of this dimension is based on the impact on
cybersecurity. For example, a flawed countermeasure that has
such an impact would be to stop warning messages about
blocked network connections by disabling the router’s firewall.
On the other hand, an example of correct urgency is a
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notification that unmistakably explains how quickly a threat
could result in which kind of harm to the home.

e) Intuitiveness: Dimension Intuitiveness (see Table V)
measures whether the notification uses intuitive wording. This
relates to the user’s assumed lack of knowledge regarding
cybersecurity-specific terms.

TABLE V
DEFINITION OF THE DIMENSION “INTUITIVENESS”.

Scale Definition

0 Consequences, context, countermeasures, or urgency are either
missing or contain deep cybersecurity technical terms, e.g.,
“HTTP Response abnormally chunked.”

1 Some information related to consequences, context, counter-
measures, or urgency is not intuitively understandable, e.g.,
“ntalkd might have a vulnerability hackers could exploit.”

2 Countermeasures and urgency are intuitively understandable,
which allows the user to mitigate an attack without under-
standing it.

3 Context, countermeasures, and urgency are intuitively under-
standable, which allows the user to assess and mitigate the
attack.

4 All parts of the rewritten notification are concise and under-
standable, without referring to deep cybersecurity terms.

For example, we do not expect the user to be familiar
with the names of attack vectors, specific threats, network
protocols, Linux daemons, or network services. Intuitiveness
and correctness meet at rating 0 (unsatisfactory), because
missing information is unintuitive and incorrect at the same
time. Our scale reflects that it is less of a problem if users
don’t understand the attack, as long as they can fix it properly.

f) Personalization: Dimension Personalization (see Ta-
ble VI) considers to what extent the notification is personalized
to the user, their use case, and home network.

TABLE VI
DEFINITION OF THE DIMENSION “PERSONALIZATION”.

Scale Definition

0 The notification does not refer to the user or the network setup.
1 The notification is less specific and broad, e.g., “Anomalous

actions are often first indicators of compromised devices.”
2 The notification is tailored to the user and their network, e.g.,

“The attacker could gain unauthorized access to your Echo
Hub, potentially stealing sensitive information or using it to
attack other networks.”

3 The notification is tailored to the user and their network and
also refers to the specific mode of attack, e.g., “The malware
Linux.IoTReaper tries to infect your Echo Hub, and could use
it to attack others from your network.”

4 The notification includes comprehensive information about
the user, the devices under attack, and the compromised use
case, e.g., “Dear John, Linux.IoTReaper scans networks for
vulnerable Linux devices and attempts to log into the devices.
After that, the malware installs itself onto the system and
begins downloading and executing commands from (...)”

Thus, we assess whether a user can relate a cybersecurity
threat to their actual situation. This refers to the network,
its connected devices, and how the devices are configured
and used. For example, assume a session-hijacking attempt
on a smart security camera. By relating this alert to their

concrete installation, the user can decide whether this is a
threat to this specific camera or not. If the camera is disallowed
from connecting to external devices anyway, the alert can be
ignored.

g) Urgency: Dimension Urgency (see Table VII) deter-
mines how well the notification takes into account the urgency
of dealing with the cybersecurity threat.

TABLE VII
DEFINITION OF THE DIMENSION “URGENCY”.

Scale Definition

0 The notification does not address the urgency of action.
1 The urgency is communicated in unspecific, broad terms, e.g.,

“It is important to secure the network.”
2 A level of urgency is communicated, e.g., “The detected attack

does not directly threaten your Echo Hub.”
3 Urgency is communicated and explained, e.g., “It’s important

to take action quickly. Here’s why: (...)”
4 Urgency is communicated and explained, and also considered

in the writing style of the countermeasures, e.g., “Your Echo
Hub is under attack. It is important to quickly disconnect it
from the network, before the attacker installs malware.”

For example, ongoing attacks may require an immediate re-
sponse, while an alert about a vulnerability that is not currently
being exploited may allow for a certain delay. Outstanding (4)
is a notification that not only tells the level of urgency but also
uses wording for the entire message that reflects how quickly
a response to the alert should be made.

IV. CASE STUDY

In this section, we demonstrate HCSAEF’s applicability
for multifaceted analyses with three use cases: “Comparing
Different Prompts” for prompt optimization, “Comparing Dif-
ferent LLMs” for explaining cybersecurity issues, and “Ro-
bustness of the Response” of the LLM.

A. Use Case: Comparing Different Prompts

We exemplarily chose two different prompts, as shown in
Table VIII. Prompt 1 follows a zero-shot prompting approach,
i.e., it consists of a single prompt without any examples of
what the output should look like. The prompt is supplemented
by a list of devices in the network that might be under
attack. Prompt 2 uses impersonation, zero-shot chain-of-
thought prompting, and reflection [34], i.e., it tells the LLM
to deliver an output according to a certain role, contains
contextual information about the general setting, and urges the
LLM to reason and reflect on its answer. However, Prompt 2
does not deliver details of the devices on the network to an
externally hosted LLM.

To find out with HCSAEF which prompt is better suited for
a user without cybersecurity expertise to deal with a potential
cyberattack, we replace [ALERT] with the example from the
introduction, “HTTP Response abnormal chunked for transfer-
encoding”. Then, we execute both prompts with ChatGPT
4o [36] and evaluate its output with HCSAEF. Figure 1
exemplarily shows GPT 4o’s output for Prompt 2 with the alert
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TABLE VIII
PROMPTS

No. Prompt

1 Explain the cybersecurity alert [ALERT] to a user without cyber-
security expertise. Align your explanation to the following home
devices: Blink Surveillance IP Camera, Echo Hub, Smart TV,
Game Console, Blink Camera, Shelly Motion Sensor. Provide
countermeasures to isolate the attack and mitigate the possible
damage. The countermeasures should be easy to follow and only
involve tasks that are practicable for users without cybersecurity
expertise. Tell the urgency of the issue.

2 Consider a private home network containing various smart home
devices. A network monitoring tool has detected suspicious net-
work traffic and generated the alert [ALERT]. You are a cyber-
security expert with years of professional experience in incident
response. Your task is to write a message to the homeowner,
which informs them about this alert. The homeowner has no
prior knowledge in computer science and cybersecurity. Find out
if the alert means that the network is currently under attack.
Communicate the current threat to which the network is exposed.
Explain which devices could be under attack. Explain how urgent
it is to deal with the alert, and communicate the consequences of
not reacting. Provide a detailed step-by-step plan of measures to
mitigate the security threat. Reflect on your message and ensure
that it is easy to follow for a user without technical expertise.

TABLE IX
EVALUATING FIGURE 1 WITH HCSAEF.

Dimension Rating Rationale

Consequences 3 Consequences are specific and detailed
to the extent of the information pro-
vided in the prompt.

Context 3 Context is specific but lacks some de-
tail, e.g., what does “sending or receiv-
ing data in an abnormal way” mean?

Countermeasures 4 Meaningful countermeasures are pro-
vided and explained.

Correctness 4 The rewritten alert carefully explains
that abnormally chunked transfer en-
codings are not an attack as such, but
might be an indication that an attacker
is trying to find a weak spot on a
device.

Intuitiveness 4 The rewritten alert only uses technical
terms at an intuitive level.

Personalization 2 Although no devices were mentioned
in the prompt, the rewritten alert refers
to typical devices that could be at risk.

Urgency 4 The rewritten alert explains in detail
that an attack may be underway, which
needs to be dealt with urgently.

“HTTP Response abnormal chunked for transfer-encoding”.
Table IX shows the result of this evaluation.

The table indicates that Prompt 2 indeed produces a notifi-
cation that helps an everyday user secure their home network.
However, there is room for improvement regarding the context
of the attack, more specific consequences, and personalization.
HCSAEF shows that it is worth considering providing the
prompt with more details about the network and the user.

Figure 2 compares the output of Prompt 1 and Prompt 2,
both generated with GPT 4o. Prompt 1 uses a simpler
prompting scheme than Prompt 2 but adds details about the
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Figure 2. Comparing Prompt 1 and Prompt 2 with HCSAEF.

network, as suggested by Table IX. For brevity, we refrain
from reproducing the rewritten alert and the rationale for
HCSAEF’s assessment.

Figure 2 shows that adding further details indeed increases
the ratings for Context and Personalization. However, with
a simpler prompting scheme, the LLM produced a coarser
output. For example, the LLM did not use the provided details
about the devices to explain which cybersecurity risks exist
due to the detected irregularities, and where to look for a
reset button or firmware updates. With Prompt 1, however, the
LLM generated a more general output and just mentioned the
devices in an unspecific way. The countermeasures included
tasks that require expertise, e.g., “Disable unused remote
access features on your devices.”, resulting in a lower rating
for Intuitiveness.

We conclude that HCSAEF indeed provides a differentiated
evaluation of security alerts rewritten by an LLM. This helps
when tuning the prompts and deciding whether to provide
details regarding installed devices and network configurations.

B. Use Case: Comparing Different LLMs

To evaluate how well each LLM explains a cybersecurity
alert to everyday users, we ran experiments in March 2025
using the public web interfaces of the respective platforms. We
tested Grok3 (grok-3-latest) [38], GPT4o (chatgpt-4o-latest)
[36], OpenAI o1 (o1-2024-12-17) [37], and DeepSeekR1
(deepseek-r1:671b) [35] with Prompt 1. All models were used
with default settings, without fine-tuning or system modifica-
tions. Each received the same zero-shot prompt including the
alert and network device details. For brevity, we summarize
key output differences without reproducing full responses.

Figure 3 shows the ratings of the LLMs we tested with
Prompt 1. Grok3 outperformed all other LLMs, using the
devices in the prompt to explain in detail the attack conse-
quences, how to narrow down infected devices, and how to
perform a factory reset. It also conveyed the urgency clearly,
stating, “This isn’t a drop everything and panic situation, but
it’s serious enough to act on quickly—think of it like noticing
a stranger hanging around your front door.”
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Figure 3. Comparing different LLMs with HCSAEF.

In contrast, DeepSeek R1 generated misleading countermea-
sures that would provide new vulnerabilities, e.g., suggesting
that the password for the security camera should be reset to
“C@meraSunset2024”, which an attacker could brute-force
with a dictionary quickly. DeepSeek R1 also delivered super-
ficial and less complete consequences and assumed that any
device in the network performs a factory reset by pressing the
reset button for 10 seconds.

We already discussed the performance of GPT 4o in the
last subsection. GPT o1 performed slightly better. Its extended
reasoning provided a more elaborate list of consequences of
ignoring the alert. It also did not need technical terms to
explain the cybersecurity threat and related countermeasures
in precise language. However, GPT o1 did not use the devices
given in the prompt to generate a personalized answer. Instead,
GPT o1 restricted itself to general (but correct) explanations
and countermeasures, such as “Keep an eye on your devices for
unusual behavior—like random reboots, significantly slower
performance, or new apps that you never installed on your
Smart TV or Game Console. Weird changes often hint at
malicious activity.”

We conclude that HCSAEF generates a well-differentiated
picture of the abilities of various LLMs to explain complex
cybersecurity alerts. It seems that there are big differences in
how the LLMs evaluate the same prompt, and selecting the
proper model is an important step.

C. Use Case: Robustness of the Response

To find out how robust the generated responses are, we
repeated Prompt 1 with Grok 3 and GPT 4o three times
each. We did not modify the default “temperature” parame-
ters. We observed that Grok’s answers did not deviate much
from one execution to another. Sometimes, the order of the
countermeasures changed, and there were variations in the
wording. Occasionally, Grok 3 decided to provide emotional
support (e.g., “You don’t need to be a tech wizard to handle
this!”) or indicate the effort needed (e.g., “Check for Updates
(,,,) Time: 10-15 minutes per device (plus update download
time)”). All of Grok’s responses were rated “Outstanding” in
each dimension, with one exception: Once, Grok suggested a

weak, dictionary-based password (“Set a new password (...)
like MyDogRocks2025!”).

In contrast, GPT 4o’s responses deviated significantly from
one execution to another. It sometimes decided to consider
the list of devices in the prompt and provided a personalized
response, including a detailed step-by-step guide on how to
execute a factory reset on each device named in the prompt.
Since we executed our case study at different times of the
day, we suspect that GPT 4o produces a more sophisticated
response at times of lower system load. Figure 4 shows the
evaluation of three executions of Prompt 1 with GPT-4o.
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Figure 4. GPT 4o executing Prompt 1 three times.

We conclude that HCSAEF allows us to observe important
properties regarding the robustness of the prompt executions,
which will foster fine-tuning the model or adjusting the
temperature settings. For example, we observed GPT 4o gen-
erating heterogeneous responses, but all of them were correct.

V. CONCLUSION AND FUTURE WORK

The proliferation of smart devices has made cybersecurity
tools like firewalls and IDS relevant to everyday users. LLMs
have been proposed to rewrite the technical alerts of security
tools into actionable notifications that are intended to help pri-
vate users secure their homes. This work introduces HCSAEF,
which allows for the evaluation of such notifications across
seven dimensions. The purpose of HCSAEF is to support
multifaceted analyses, such as comparing the capabilities of
different LLMs in explaining cybersecurity issues, different
prompting strategies, or whether providing more details to the
LLM actually leads to better notifications. We have demon-
strated HCSAEF’s applicability through a case study.

For the time being, we have evaluated HCSAEF’s dimen-
sions manually. Our next step will be implementing HCSAEF
into a RAG approach, i.e., we will generate a synthetic
evaluation data set as a reference and use an LLM-as-a-
judge approach to automatically evaluate cybersecurity notifi-
cations. Once automated, we will use HCSAEF for large-scale
experiments with various rewriting approaches, prompting
strategies, and LLMs. Furthermore, we plan to run comparative
experiments to determine whether HCSAEF’s evaluation is
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similar to the assessment of a human user, in order to fine-tune
the rating and build a ground truth for future evaluations.
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Abstract—Federated learning is a machine learning approach
that enables multiple devices (i.e., agents) to train a shared
model cooperatively without exchanging raw data. This technique
keeps data localized on user devices, ensuring privacy and
security, while each agent trains the model on their own data
and only shares model updates. The communication overhead is
a significant challenge due to the frequent exchange of model
updates between the agents and the central server. In this paper,
we propose a communication-efficient federated learning scheme
that utilizes low-rank approximation of neural network gradients
and quantization to significantly reduce the network load of
the decentralized learning process with minimal impact on the
model’s accuracy.

Keywords-federated learning; Tucker decomposition; SVD;
quantization.

I. INTRODUCTION

As artificial intelligence and machine learning evolve, new
computational paradigms are emerging to address the increas-
ing demand for privacy, efficiency, and scalability. One such
approach is Federated Learning (FL), a decentralized learning
technique that enables model training across multiple devices
or agents without requiring direct data sharing [1] [2]. In
FL, end devices train their model using local data and send
model updates to the server for aggregation rather than sharing
raw data. This approach enhances data privacy while allowing
the server to refine the global model based on updates from
multiple devices. FL is a key enabler of artificial intelligence
in mobile devices and the Internet of Things (IoT) [3].

One of the key challenges in FL is the significant com-
munications overhead, which does not scale efficiently as
the number of participating devices increases [4]. The just-
described issue becomes even more pronounced in deep learn-
ing, where models consist of voluminous parameters that must
be shared by each client with the server at every training
iteration. As a result, the communication bottleneck diminishes
the advantage of distributed optimization, slowing the overall
training process and reducing the efficiency gains expected
from decentralized learning [5] [6]. To address this issue, we
aim to compress and quantize the updates sent by clients,
thereby mitigating the effects of communication overhead
without significantly deteriorating the model’s performance.

Before explaining the compression and quantization tech-
niques, we formally introduce the distributed learning problem

[7] solved by FL, i.e.,

min
θθθ

f(θθθ) = min
θθθ

∑
c∈C

fc(θθθ) with fc(θθθ) :=

Nc∑
n=1

J(XXXc,n;θθθ),

(1)
where θθθ denotes the parameters of the central model being
trained, C is the set of clients participating in FL with |C| = C,
XXXc,n is the n-th data point of client c (which can be a feature
matrix or generally a feature tensor), Nc is the total number
of data points at client c, J(XXXc,n, θθθ) is the loss function used
in the FL setting and fc(θθθ) is the local loss associated with
client c and its data. The overall loss function we optimize is
f(θθθ).

Problem (1) is solved using gradient descent. The gradient
descent update at iteration k + 1 is given by

θθθk+1 = θθθk − α
∑
c∈C

∇fc(θθθ
k), (2)

where ∇fc(θθθ
k) is the local gradient of client c associated

with its data, and α is the learning rate. The sum term in
(2) is a distributed version of gradient descent, also known
as Federated Averaging [8]. Equation (2) implies that each
client communicates its local gradient to the server at each
training iteration. Depending on the quality of the network
connection of each client, a significant overhead is introduced
to the FL process. This overhead can surpass the computational
cost of training a model for the client. To minimize the data
transmission overhead on the distributed training process, we
propose to compress the gradient of the loss function, which is
reshaped to a matrix or tensor, into a more compact form utiliz-
ing a low-rank approximation [9] [10] [11] and then quantize
the resulting compact form to reduce further the volume of
the data to be transmitted at each iteration. The proposed
novel scheme leverages the low-rank approximation of neural
network gradients and established quantization algorithms.

The outline of the paper is as follows. Section II briefly
describes the preliminaries, i.e., gradient compression and
quantization. Section III details the proposed Quantized Rank
Reduction (QRR) scheme and discusses the experimental
results. Conclusions are drawn in Section IV. The code for
QRR can be found at [12].
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II. PRELIMINARIES
A. Gradient Compression

Neural network gradients are expressed in matrix or vector
form [13]. Suppose we have a function fff : Rn → Rm that
maps a vector of length n to a vector of length m:

fff(xxx) =


f1(x1, . . . , xn)
f2(x1, . . . , xn)

...
fm(x1, . . . , xn)

 . (3)

The partial derivatives of the vector function are stored in the
Jacobian matrix ∂fff

∂xxx , with
(

∂fff
∂xxx

)
ij
= ∂fi

∂xj
:

∂fff

∂xxx
=


∂f1
∂x1

. . . ∂f1
∂xn

...
. . .

...
∂fm
∂x1

. . . ∂fm
∂xn

 . (4)

In the FL context, Jacobian matrices, such as (4), are computed
by the clients using the backpropagation algorithm and sent
back to the server. The server aggregates them to train the
central model via gradient descent. For example, consider the
weights of a fully connected layer WWW ∈ RDout×Din and the
bias term bbb ∈ RDout×1 along with the scalar loss function
J(·) used by the neural network, where Dout is the size of
the fully connected layer output and Din is the size of the
input to that layer. After training on its data, each client will
derive a gradient reshaped as matrix ∂J

∂WWW ∈ RDout×Din , as
well as the gradient for the bias term ∂J

∂bbb ∈ RDout×1. These
gradients will be transmitted to the server to train the central
model.

Transmitting the gradients to the server can be slow, es-
pecially when training a model with many parameters. The
biggest communications overhead comes from ∂J

∂WWW and not
from ∂J

∂bbb . This is why we seek to compress ∂J
∂WWW by applying the

truncated Singular Value Decomposition (SVD), transmitting
only the SVD components to the server, and reconstructing
∂J
∂WWW on the server using the SVD components.

SVD is a matrix factorization technique that decomposes a
matrix AAA ∈ Rm×n into three matrices:

AAA = UUU ΣΣΣ VVV ⊤, (5)

where UUU is an m×m orthonormal matrix containing the left
singular vectors of AAA in its columns, ΣΣΣ is an m×n matrix with
the singular values σ1, σ2, . . . , σr, in descending order as its
diagonal entries, for r ≤ min(m,n) being the rank of matrix
AAA, and VVV is a n × n orthogonal matrix containing the right
singular vectors of AAA in its columns. We can approximate the
matrix AAA by keeping only the ν largest singular values:

AAA ≈ AAAν = UUUν ΣΣΣν VVV ⊤
ν , (6)

where UUUν ∈ Rm×ν , ΣΣΣν ∈ Rν×ν and VVV ν ∈ Rn×ν with ν < r.
The approximation error of AAA by AAAν is given by

||AAA−AAAν ||2F =

r∑
j=ν+1

σ2
j , (7)

Figure 1. Magnitude of the singular values of the gradient of a fully
connected layer.

where || · ||F denotes the Frobenius norm and σj , j > ν are
the truncated singular values.

The approximation of ∂J
∂WWW ∈ RDout×Din with a truncated

SVD is justified because such matrices are generally low-
rank and have a few dominant singular values [14]. This
was experimentally verified by plotting the magnitudes of
the singular values of a fully connected layer’s gradient in
Figure 1, where only a few of the 128 singular values are
significantly larger than 0.

Suppose we only transmit UUUν , VVV ν , and the diagonal entries
of ΣΣΣν . For the truncated SVD to be more communication-
efficient than transmitting the full matrix ∂J

∂WWW , the following
inequality must hold:

Dout · ν + ν +Din · ν < Dout ·Din. (8)

Factorization can also be applied to convolutional layers.
In a convolutional layer, the weights are represented by a 4-
dimensional tensor W ∈ RCout×Cin×H×W , where Cout is
the number of output channels, Cin is the number of input
channels and H×W is the size of the convolutional filter. The
bias terms are represented as a vector bbb ∈ RCout×1. To reduce
the communications overhead of transmitting the gradient of a
convolutional layer ∂J

∂W reshaped to a tensor, we factorize the
tensor using the Tucker decomposition [15], which has been
used for factorization and compression of neural networks [16]
[17].

The Tucker decomposition is a higher-order generalization
of SVD. It factorizes a tensor X ∈ RI1×I2×...×IN into a core
tensor G ∈ Rr1×r2×...×rN and a set of factor matrices FFF i ∈
RIi×ri , i = 1, . . . , N , where ri < Ii are the reduced ranks on
each mode. X is approximated as [18]:

X ≈ G×1 FFF 1 ×2 FFF 2 ×3 . . .×N FFFN , (9)

where ×n denotes the mode-n product of a tensor and matrix.
Given a tensor X ∈ RI1×I2×...×IN and a matrix FFF ∈ RJ×In

the mode-n product of X with FFF is denoted as Y = X×n FFF ,
where Y ∈ RI1×...×In−1×J×In+1...×IN has elements:

Yi1,...,in−1,j,in+1,...,iN =

In∑
in=1

Xi1,...,iN ·FFF j,in . (10)
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When transmitting the gradient of a convolutional layer
reshaped to a tensor, ∂J

∂W ∈ RCout×Cin×H×W , with reduced
ranks for each mode r1, r2, r3, and r4, we only transmit the
core tensor and factor matrices. For the Tucker decomposition
to be more communication-efficient, the following inequality
must be true:

r1 · r2 · r3 · r4 + Cout · r1 + Cin · r2
+H · r3 +W · r4 < Cout · Cin ·H ·W. (11)

B. Gradient Quantization

To further reduce the communication overhead of the FL
setup, in addition to compressing the updates sent by the
clients to the server, we also quantize them. Quantizing the
gradients of each client leads to a modified version of (2)
called Quantized Gradient Descent [19]:

θθθk+1 = θθθk − α
∑
c∈C

Q
(
∇fc(θθθ

k)
)
, (12)

where Q
(
∇fc(θθθ

k)
)

is the quantized gradient update of client
c. Methods employing differential quantization of the gradients
have also been proposed [20] [21].

The quantization scheme we use resorts to the Lazily
Aggregated Quantized (LAQ) algorithm [22]. Specifically, in
LAQ, the gradient descent update is given by

θθθk+1 = θθθk − α∇k, with ∇k = ∇k−1 +
∑
c∈C

δQk
c , (13)

where ∇k is the aggregated quantized gradient updates at
iteration k, and δQk

c := Qc(θθθ
k)−Qc(θθθ

k−1) is the difference
of the quantized gradient updates of client c at iterations k and
k−1. The quantized gradient update of client c at iteration k is
Qc(θθθ

k), and it is computed using the current gradient update
∇fc(θθθ

k) and the previous quantized update Qc(θθθ
k−1):

Qc(θθθ
k) = Q

(
∇fc(θθθ

k), Qc(θθθ
k−1)

)
, (14)

where Q denotes the quantization operator. The operator Q
entails the following quantization scheme.

The gradient update ∇fc(θθθ
k) is quantized by projecting

each element on an evenly-spaced grid. This grid is centered at
Qc(θθθ

k−1) and has a radius of Rk
c = ||∇fc(θθθ

k)−Qc(θθθ
k−1)||∞,

where ||xxx||∞ = max(|x1|, . . . , |xn|) is the max norm. The i-th
element of the quantized gradient update of client c at iteration
k is mapped to an integer as follows

[qc(θθθ
k)]i =

⌊
[∇fc(θθθ

k)]i − [Qc(θθθ
k−1)]i +Rk

c

2τRk
c

+
1

2

⌋
, (15)

with τ := 1/(2β − 1) defining the discretization interval.
All [qc(θθθk)]i are integers in the range {0, 1, . . . , 2β − 1} and
therefore can be encoded by using only β bits. The difference
δQk

c is computed as

δQk
c = Qc(θθθ

k)−Qc(θθθ
k−1) = 2τRk

c Qc(θθθ
k)−Rk

c111, (16)

where 111 = [1 . . . 1]⊤. This quantity can be transmitted with
32 + β n bits instead of 32n bits. That is, 32 bits for Rk

c

and β bits for each of the n elements of the gradient update.

The computation requires each client to retain a local copy of
Qc(θθθ

k−1). The server can recover the gradient update of client
c, assuming it knows the number of bits used for quantization,
β, as

Qc(θθθ
k) = Qc(θθθ

k−1) + δQk
c . (17)

The discretization interval is 2τRk
c . Therefore, the quantization

error cannot be larger than half of the interval

||∇fc(θθθ
k)−Qc(θθθ

k)||∞ ≤ τ Rk
c . (18)

III. PROPOSED SCHEME

A. Quantized Rank Reduction

By combining compression and quantization, we propose a
new scheme for communication-efficient FL, namely the QRR.
The gradient descent step (2) becomes

θθθk+1 = θθθk − α
∑
c∈C

QRRc

(
θθθk

)
,

QRRc

(
θθθk

)
= C−1

(
Q
(
C
(
∇fc(θθθ

k)
)
,C

(
∇fc(θθθ

k−1)
)))

,
(19)

where Q is the quantization operator, C is the compression
operator, and C−1 is the decompression operator. Each client
applies the operators C and Q to compress and quantize its
gradient update, while the server receives the updates and
applies C−1 to decompress them and perform gradient descent.
C entails compressing the gradients using SVD or Tucker

decomposition. For the gradient of a fully connected layer of
client c at iteration k reshaped to a matrix ∂J

∂WWWk
c
∈ RDout×Din

we use a truncated SVD for compression

∂J

∂WWW k
c

≈ UUUk
c ΣΣΣk

c (VVV k
c )

⊤, (20)

where UUUk
c , ΣΣΣk

c and VVV k
c are the SVD components of ∂J

∂WWWk
c

retaining only the ν largest singular values.
In case the gradient update is a tensor, such as the gra-

dient of a convolutional layer ∂J
∂Wk

c
∈ RCout×Cin×H×W , we

compress it using the Tucker decomposition

∂J

∂Wk
c

≈ Gk
c ×1 (FFF 1)

k
c ×2 (FFF 2)

k
c ×3 (FFF 3)

k
c ×4 (FFF 4)

k
c . (21)

The compression is controlled by the parameter p, which
represents the percentage of the original rank that is retained.
For SVD, the new reduced rank is computed as

ν = ⌈p ·min(Dout, Din)⌉ . (22)

In the case of the Tucker decomposition, the reduced ranks of
the core tensor are computed as

r1 = ⌈p · Cout⌉ , r2 = ⌈p · Cin⌉ ,
r3 = ⌈p ·H⌉ , r4 = ⌈p ·W ⌉ .

(23)

For inequalities (8) and (11) to hold, we typically want p to
be small, i.e., p < 0.5.

The gradients of the bias terms ∂J
∂bbbkc

∈ RDout×1 are quan-
tized only without compression.
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The operator Q is described in Section II-B. Each com-
ponent resulting from the factorization of the gradient up-
date using either SVD or Tucker decomposition is quantized
according to this scheme. Client c must store the previous
quantized components of its gradient update locally. For each
matrix ∂J

∂WWWk
c

it has to store Q(UUUk−1
c ), Q(ΣΣΣk−1

c ) and Q(VVV k−1
c ).

For each gradient tensor ∂J
∂Wk

c
, it has to store Q(Gk−1

c ) and
Q((FFF 1)

k−1
c ), . . . , Q((FFF 4)

k−1
c ). For each bias gradient vector

∂J
∂bbbkc

the previous quantized vector Q( ∂J

∂bbbk−1
c

) must also be
stored. The parameter β is the number of bits used to encode
each element and controls the quantization accuracy.

The server receives each client’s gradient updates and
computes the current iteration’s quantized factor components
according to (17). Equation (17) requires that the server also
store each client’s previously quantized factors. Once the
server has the current quantized factors, it applies the operator
C−1 to reconstruct the gradient updates of each client. That is,
for each client c and each model parameter P in the clients’
gradient updates,

• if P =WWW k
c ∈ RDout×Din :

∂J

∂WWW k
c

≈ Q(UUUk
c ) Q(ΣΣΣk

c )Q(VVV k
c )

⊤, (24)

• if P = Wk
c ∈ RCout×Cin×H×W :

∂J

∂Wk
c

≈ Q(Gk
c )×1 Q((FFF 1)

k
c )×2 Q((FFF 2)

k
c )

×3 Q((FFF 3)
k
c )×4 Q((FFF 4)

k
c ),

(25)

• if P = bbbkc ∈ RDout×1 :

∂J

∂bbbkc
≈ Q(

∂J

∂bbbkc
). (26)

The server then uses the gradient approximations to perform
the distributed gradient descent.

B. Experimental Results

Experiments were conducted to compare the performance
of the proposed QRR with stochastic federated averaging,
referred to as Stochastic Gradient Descent (SGD), and with
the Stochastic LAQ (SLAQ) [22]. To measure the performance
of each method, we kept track of the loss and accuracy of
the model, as well as the number of bits transmitted by the
clients during each iteration. Since the SLAQ algorithm skips
uploading the gradient update of some clients based on their
magnitude, we also recorded the number of communications.
Next, we clarify the terms used in the experiments:

• By iteration, we mean a full round of FL, which consists
of the server passing the central model’s weights to the
clients, the clients computing their local mean gradient
over a single batch and sending it to the server, and the
server aggregating the clients’ gradients and updating the
central model.

• By communication, we refer to the data exchange from
the client to the server, i.e., when the client sends its local
gradient update to the server.

• By bits, we measure only the number of bits of the
gradient updates transferred from the clients to the server,
since the bits required to transmit the model weights from
the server to all the clients are constant and common
across all methods.

All the experiments used 10 clients and quantized the
compressed gradient updates using β = 8 bits. The learning
rate was α = 0.001, and the batch size was equal to 512.
For the SLAQ algorithm, the parameters used were D = 10,
ξ1, . . . , ξD = 1/D, and 8 bits for quantization.

The first experiment utilized the MNIST dataset [23] of
28 × 28 grayscale images of handwritten digits. A simple
Multi-Layer Perceptron (MLP) network was employed, com-
prising a hidden layer with 200 neurons, a Rectified Linear
Unit (ReLU) activation function, and input and output layers
of size 784 (28×28) and 10, respectively, with a cross-entropy
loss function. 60,000 training samples were randomly selected
and equally distributed among the 10 clients. A total of 10,000
test samples were used to evaluate the performance of the
central model. The results for 1000 iterations are presented in
Table I for various values of p in QRR.

QRR achieves an accuracy of around 1-2% lower than
SGD and SLAQ. However, it transmits 3.16-9.43% of the bits
transmitted by SGD and 14.8-44.05% of the bits transmitted
by SLAQ, depending on the choice of the parameter p. In
Figure 2, the loss, the gradient ℓ2 norm, and the accuracy are
plotted against each method’s number of iterations and bits.
QRR has a slower convergence rate with respect to (wrt) the
iteration number than SGD and SLAQ. The smaller p is, the
slower the loss convergence, as evidenced in Figure 2(a) since
we have less accurate reconstructions of the gradients with
smaller p values. However, performance wrt the number of bits
transmitted is better, as seen in Figures 2(b), 2(d), and 2(f),
i.e., a smaller loss, a smaller gradient ℓ2 norm, and higher
accuracy are measured for a fixed number of bits.

The second experiment used the same setup as the first,
with the difference that the MLP network was replaced by a
Convolutional Neural Network (CNN). The CNN consisted of
2 convolutional layers using 3×3 filters with 16 and 32 output
channels, respectively, a max pooling layer that reduced the
input size by half, and 1 fully connected layer. The activation
function used after each layer was the ReLU function, and the
loss function used was the cross-entropy loss.

Table II summarizes the results using the CNN. Figure 3
displays the evolution of the loss, gradient ℓ2 norm, and
accuracy wrt the number of iterations and bits. The curves for
loss and accuracy versus iterations or bits are similar to those
of the first experiment. QRR scores 1-3% lower in accuracy
but requires 2.75-7.84% of the bits of SGD and 13.52-38.52%
of the bits of SLAQ, depending on the choice of p.

In the third experiment, the CIFAR-10 dataset [24] was
used with a small, VGG-like [25] CNN consisting of three
convolutional blocks with 3×3 convolutions, ReLU activations,

115Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-284-5

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

IARIA Congress 2025 : The 2025 IARIA Annual Congress on Frontiers in Science, Technology, Services, and Applications

                         126 / 172



TABLE I. RESULTS OF QRR COMPARED TO SLAQ and SGD FOR AN MLP APPLIED TO THE MNIST DATASET.

Algorithm # Iterations # Bits # Communications Loss Accuracy Gradient ℓ2 norm
SGD 1000 5.088× 1010 10000 0.376 89.92% 2.297

SLAQ 1000 1.089× 1010 8559 0.378 89.89% 2.026
QRR(p = 0.3) 1000 4.798× 109 10000 0.415 89.20% 1.945
QRR(p = 0.2) 1000 3.205× 109 10000 0.441 88.93% 2.846
QRR(p = 0.1) 1000 1.612× 109 10000 0.501 88.22% 1.866

TABLE II. RESULTS OF QRR COMPARED TO SLAQ and SGD FOR A CNN APPLIED TO THE MNIST DATASET.

Algorithm # Iterations # Bits # Communications Loss Accuracy Gradient ℓ2 norm
SGD 1000 1.302× 1011 10000 0.263 92.56% 21.154

SLAQ 1000 2.653× 1010 8151 0.251 92.70% 9.769
QRR(p = 0.3) 1000 1.022× 1010 10000 0.291 91.49% 19.287
QRR(p = 0.2) 1000 6.650× 109 10000 0.335 89.91% 42.026
QRR(p = 0.1) 1000 3.588× 109 10000 0.330 90.48% 30.455

(a) Loss vs. iterations (b) Loss vs. Bits

(c) Gradient ℓ2 norm vs. Iterations (d) Gradient ℓ2 norm vs. Bits

(e) Accuracy vs. Iterations (f) Accuracy vs. Bits

Figure 2. Loss, gradient ℓ2 norm, and accuracy plotted against the number
of iterations and bits for the MLP network and the MNIST dataset.

max pooling, and dropout layers, with the number of filters
increasing from 32 to 64 and then to 128. We used different
values of p to demonstrate that p can be chosen based on the
client’s connection speed and the amount of data transmitted
from that client. Evenly spaced values in [0.1, 0.3] were
assigned to the p parameter of each client. The experiment
ran for 2000 iterations, using a learning rate of 0.01 for the
first 1000 iterations to accelerate convergence, and then 0.001
for the remaining iterations to ensure stable training.

Table III shows that QRR achieves 8–9% lower accuracy
than SGD and SLAQ, while transmitting only 3.34% and
15.26% of the bits transmitted by SGD and SLAQ, respec-
tively. Figure 4 plots the loss, gradient ℓ2 norm, and accuracy
versus iterations or transmitted bits for the VGG-like CNN
on CIFAR-10. Although the low-rank approximation of the
gradients leads to reduced accuracy on this dataset, which is
more complex than MNIST, QRR remains useful for quickly

(a) Loss vs. Iterations (b) Loss vs. Bits

(c) Gradient ℓ2 norm vs. Iterations (d) Gradient ℓ2 norm vs. Bits

(e) Accuracy vs. Iterations (f) Accuracy vs. Bits

Figure 3. Loss, gradient ℓ2 norm, and accuracy plotted against the number
of iterations and bits for the CNN and the MNIST dataset.

reaching a deployable model state before switching to a more
accurate one, compared to less network-efficient methods such
as SGD or SLAQ.

Finally, the client-side overhead of QRR was measured in
the setup of the last experiment using SGD as a baseline. On
average, QRR needed 1.2× more memory and 3.82× more
computation time. For comparison, SLAQ required 13× more
memory and 1.08× more computation time.

IV. CONCLUSIONS

We have proposed a scheme that leverages the low-rank
approximation of neural network gradients and utilizes es-
tablished quantization algorithms to significantly reduce the
amount of data transmitted in an FL setting. The proposed
Quantized Rank Reduction scheme has slightly lower accuracy
than Federated Averaging or SLAQ, but it transmits only
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TABLE III. RESULTS OF QRR COMPARED TO SLAQ and SGD FOR A VGG-LIKE CNN APPLIED TO THE CIFAR-10 DATASET.

Algorithm # Iterations # Bits # Communications Loss Accuracy Gradient ℓ2 norm
SGD 2000 3.52× 1011 20000 1.213 56.72% 6.246

SLAQ 2000 7.72× 1010 17548 1.242 55.73% 5.493
QRR 2000 1.17× 1010 20000 1.441 47.57% 5.088

(a) Loss vs. Iteration (b) Loss vs. Bits

(c) Gradient vs. Iteration (d) Gradient vs. Bits

(e) Accuracy vs. Iteration (f) Accuracy vs. Bits

Figure 4. Loss, gradient ℓ2 norm, and accuracy plotted against the number
of iterations and bits for the VGG-like CNN and the CIFAR-10 dataset.

a fraction of the bits required by the other methods. It
converges more slowly with the number of iterations, but faster
when considering the number of bits transmitted. There is
an added computational and memory overhead on both the
client and server sides. However, this scheme can prove helpful
in network-critical applications, where sensors or devices
participating in the distributed learning process are located in
remote locations with very slow network connections.
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Abstract—This study aimed to predict current and future
issues in high-voltage-transmission lines using an integrated,
specially designed multimodal-robotic sensor system for inspection.
The system comprises several distinct sensors employed for the
analysis of specific spectrums, such as, thermal, acoustic, spatial,
visual, spectroradiometric, and referencing. Information obtained
from different viewpoints and interfaces at different times are
standardized and correlated to obtain composite-inspection data.
This sensor (coupled to a cable-driven robotic platform) is intended
to execute autonomous inspection of transmission elements by
working over the power lines.

Keywords-inspection; multimodal; robot.

I. INTRODUCTION

Power-grid functionality is reliant on electric-transmission-
line integrity and reliability. Transmission lines are the back-
bone of electricity-distribution networks and are susceptible to
threats ranging from environmental to human-induced disrup-
tions. Weather-related events alone account for a significant
proportion of transmission-line failures, underscoring the need
for robust inspection protocols.

Proactive, inspection strategies can enhance the reliability
of the power-transmission infrastructure and contribute to cost
savings and operational efficiency. Investments in preventive
maintenance (including routine transmission-line inspections)
yield substantial returns by reducing outage durations, averting
system failures, and minimizing associated economic losses.
Advanced inspection technologies, such as Unmanned Aerial
Vehicle (UAVs) [1]; light detection and ranging (LiDAR) [2];
and thermal imaging [3], facilitate comprehensive assessments
of line components and prompt identification of defects and
vulnerabilities [4], [5].

Traditionally, these inspections have relied on manual, visual
assessments and single-sensor technologies such as infrared
cameras or optical sensors. However, recent advancements in
sensor technology have facilitated the development of multi-
modal sensors that can integrate multiple sensing capabilities
into a single system—enhancing the effectiveness, accuracy,
and efficiency of power-line inspections.

This integration allows for comprehensive data collection
from different perspectives, allowing detection of potential
issues, with greater accuracy [6]–[8]. For instance, in electrical
systems, thermal imaging can detect hotspots (indicating

potential overheating or electrical faults), whereas optical cam-
eras provide high-resolution images for the visual inspection
of physical damage or anomalies. LiDAR generates three-
dimensional (3D) models of power lines and the surrounding
vegetation, helping to identify encroachments and structural
issues. Acoustic sensors detect partial discharge and other such
signals, indicative of electrical malfunctions. By leveraging
these diverse, sensing capabilities, multimodal sensors can
identify a greater range of defects and conditions relative to
single-sensor systems.

The integration of multiple sensing modalities enhances the
accuracy and reliability of inspections [9], [10]. Each sensor
type has its own strengths and limitations, and combining
them mitigates the individual weaknesses. For example, optical
cameras may be impeded by poor lighting conditions; how-
ever, thermal imaging can still detect issues under low-light
conditions. Similarly, LiDAR can penetrate foliage to some
extent, providing a clearer view of the power-line surroundings
than optical cameras alone. Moreover, the fusion of data from
different sensors allows for the cross-verification of findings,
reducing false positives and negatives [11]. This redundancy
ensures that the detected anomalies are genuine, enabling more
reliable, maintenance decisions and actions.

With a multimodal sensor-equipped drone or vehicle, a
single pass can gather comprehensive data, reduce inspection
times, and reduce labor costs [12], eliminating the need for
multiple passes. The high level of detail and accuracy provided
by multimodal sensors leads to earlier detection of potential
issues, preventing minor problems from escalating into major
failures. Proactive-maintenance reduces downtime and repair
costs, contributing to cost-effective, power-line management.

Power-line inspection is hazardous and often requires per-
sonnel to work at significant heights or close to high-voltage
equipment. The use of multimodal sensors that are mounted
on drones or robotic systems, reduces the need for human
inspectors to operate in dangerous environments [13]–[15]
and permits inspections in inaccessible and hazardous areas.
The diverse data collected by multimodal sensors are ideal
for integration with advanced analytics and machine-learning
algorithms. By analyzing both historical and real-time data,
these systems can predict potential failures and proactively
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recommend preventive-maintenance actions, thereby enhancing
the overall reliability and resilience of the power grid.

This paper presents a novel, multimodal sensor coupled to an
autonomous inspection robot (moving over an electric cable) for
transmission-line inspection. The multispectral sensor integrates
several perception sources to produce a unique inspection map.

The paper is organized into five sections. Section 2 discusses
the concept of LaRa autonomous inspection robot. Section 3
discusses the proposed approach for MultiSpectrum sensor inte-
gration. Section 4 explains the experimentation and evaluation.
Finally, Section 5 shows the conclusions.

II. LaRa: AUTONOMOUS ROBOT FOR MULTI-MODAL
PREDICTIVE INSPECTION OF HIGH-VOLTAGE

TRANSMISSION LINES

The mobile robot autonomously performs inspections by
traveling directly over the electrical cables. The autonomous
robot for the multimodal predictive inspection of high-voltage
transmission lines (LaRa) is designed to attach to the cable
and move with precision, carrying the multimodal inspection
system, as shown in Figure 1.

Figure 1. The LaRa robot.

Two wheels are used to ensure support on the electrical cable:
one wheel is free, and the other is driven by a servomotor.
The third wheel is part of a connecting rod–crank system that
moves the non-actuated wheel toward the cable, maintaining a
clamping pressure similar to that of a robotic claw. This wheel
can also move linearly away from the cable, allowing the robot
to be removed and perform obstacle suppression maneuvers.

The cable-gripper system is mounted on a structure consist-
ing of two parallel plates separated by fixed spacers, as shown
in Figure 2. Between these plates, a connecting rod–crank
system moves the fixing wheel at the bottom of the cable. The
motors are fixed to the front part of the claw, which interferes
with the stabilization of the system on the cable, leading to
rotation around the cable and potential falls.

The LaRa robot features a lower luggage rack fixed with two
articulated arms to ensure that the weight is always directed
toward the gravitational force at the center of the cable gripper.
The luggage rack houses the electronic control system, motor
power, control system, and battery of the robot.

Figure 2. Cable-gripper system in action.

The center of mass of the system is aligned with the cable
center, which is achieved by introducing two counterweight
arms. One of these arms also serves as a support for the
attachment of the multimodal inspection sensor.

III. THE ARCHITECTURE OF MultiSpectrum SENSOR

The MultiSpectrum sensor comprised several sensors, spe-
cially designed to evaluate electric faults (Figure 3). All the
sensors were integrated into a stacked inspection map. This
approach was detailed further in an earlier study [16].

Figure 3. Modules of LaRa robot.

Figure 4 illustrates the integration of various sensor modules
within the multispectral system designed for robotic inspection
of transmission lines. This multimodal-sensor suite comprises
several interconnected components, each serving a distinct
function to ensure comprehensive monitoring and analysis of
transmission line conditions.

Figure 4. Integration of sensor modules.

The Real-Time Kinematic (RTK) Global Navigation Satellite
System (GNSS) receiver provides geospatial data, enabling
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precise location tracking by robot inspectors. It connects via a
Universal Serial Bus (USB) for data transmission and supports
LoRa communication for long-range, low-power wireless
connectivity aimed at RTK accuracy.

The spectral camera, equipped to capture a wide range of
wavelengths, offers a detailed analysis of the material properties
of the transmission lines and communicates with the central
system through a high-definition multimedia interface to ensure
high-quality data transfer; the aim was to analyze the proximity
of the electric elements to vegetation.

The Red-Green-Blue (RGB) camera captures standard color
images essential for visual inspection. It interfaces with the
system using a Camera Serial Interface (CSI), that feeds directly
into the Graphics Processing Unit (GPU) classifier for real-time
image processing.

The thermal camera detects heat signatures and hotspots and
identifies potential overheating issues or faults. It uses an RCA
connection coupled with a transceiver to convert and transmit
data through USB.

The depth camera provides 3D data, crucial for assessing the
spatial relationships and physical conditions of transmission
lines and their surrounding environment. It connects using a
USB.

A Time-of-Flight (ToF) sensor measures the time required
for a light signal to reflect from the object. It provides precise
distance measurements and communicates with the system via
USB. Sensor calibration and global referencing are crucial.

The acoustic camera captures sound waves to detect anoma-
lies that may not be visible or detectable through other sensors,
and is integrated into the system using an Ethernet connection
for reliable data transfer.

A. Multi-modal sensing

Integrating multimodal sensors involves combining data from
various sensors to understand the environment or system com-
prehensively and accurately. The integration process leverages
the strengths of each sensor type, compensating for individual
sensor weaknesses and providing a richer dataset. The key
to successful multimodal sensor integration lies in effective
data fusion. Data-fusion algorithms combine information from
different sensors to produce more accurate, reliable, and
coherent information. This process often involves synchronizing
data streams, spatially and temporally aligning data, and
filtering noise.

The challenges in multimodal sensor integration include en-
suring interoperability between different sensor types, managing
large volumes of data, and maintaining real-time processing
capabilities. Ensuring interoperability involves addressing vari-
ous technical and operational issues because different sensors
often have distinct communication protocols, data formats,
and sampling rates. To integrate these sensors seamlessly, a
common framework or middleware is required to translate and
standardize the data from each sensor type.

The Petri net flow for the multispectral sensor system illus-
trates the comprehensive workflow involved in the multimodal
inspection of transmission lines, as shown in Figure 5. The

process begins with the system in a ready state (p1), which
is initialized and prepared for inspection. Upon starting the
inspection (t1), the system waits for inputs from various sensors,
including spectral (p2), depth (p3), RGB (p4), thermal (p5),
distance (p6), ToF (p7), GNSS (p8), and acoustic (p13) data.

Each type of sensor input underwent specific acquisition and
processing steps. The spectral images were filtered (t9) and
registered (t15) to align them accurately, resulting in a filtered
spectral image (p9) and registered spectral image (p16). The
depth images were resized (t10) and warped (t16) to correct any
distortions, producing a resized depth image (p10) and depth
layer (p17). The RGB images were classified (t11) to identify
relevant features, resulting in a classified RGB image (p11). The
thermal images were resized (t12), decomposed into component
parts (t17), and registered (t20) to align with the other sensor
data, resulting in a resized thermal image (p12), decomposed
thermal image (p18), and registered thermal image (p22). The
acoustic images were resized (t18), filtered to remove noise
(t21), and registered (t23) for accurate alignment, resulting in
an adjusted acoustic image (p19) and a filtered acoustic image
(p23).

After initial processing, the system combined and adjusted
the data layers. Spectral images were warped (t19) and
integrated into a spectral layer (p21), thermal images that
underwent thermal warping (t22) were integrated into a thermal
layer (p24), and acoustic images were warped (t24) and
integrated into an acoustic layer (t26). These processed layers
were stacked to form a comprehensive inspection map (p25).

The inspection map was further refined through georefer-
encing (p27) to ensure that the data were accurately mapped
to real-world coordinates. The final outputs of this process
included detailed inspection maps (p28) that provided a
thorough overview of the inspection results and geospatially
contextualized data, indicating the precise locations of the
inspected areas (p29).

B. Global localization of multi-modal inspection

The multispectral sensor employs an RTK-GNSS to ensure
the correct localization of electric components and to allow
correlation between different inspections. The RTK GNSS
employs a stationary base station and LaRa robot (i.e., rover)
to obtain highly accurate positioning data with centimeter-
level accuracy. The base station measures signals from the
GNSS satellites and calculates the errors caused by atmospheric
conditions, satellite-orbit inaccuracies, and other factors. These
corrections are sent to the LaRa robot in real-time, through a
communication link (LoRa), allowing it to adjust its calculations
and achieve higher accuracy. The LaRa robot then applies these
corrections to improve positional accuracy, as illustrated in
Figure 6.

Figure 7 illustrates the process of integrating sensor data for
locating the nearest power pole on a transmission line. The
process begins by measuring distances using ToF and depth
sensors to accurately measure nearby objects. The system
then computes the nearest point relative to the sensor. The
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Figure 5. Petri-Net of of Multi-modal sensing of MultiSpectrum sensor.

Figure 6. Scheme of global localization through RTK GNSS.

Figure 7. Transformation from local to global coordinates.

RTK-GNSS coordinates of the inspection sensor are acquired,
providing its geographic position.

The nearest point, initially in the East-North-Up (ENU) co-
ordinates (a local Cartesian coordinate system), was converted
to geodetic coordinates (latitude, longitude, and altitude). The
system identified the nearest power pole on the transmission
line by matching it to a map or a database of pole locations.
Finally, an inspection map was assigned to the identified power-
transmission pole, which linked the sensor data to a specific
location in the transmission infrastructure.

This process effectively integrates local measurements and
global positioning to precisely locate power poles for inspection
and correlates them with previous inspections, allowing for the
prediction of future behaviors.

C. Object classification and recognition

Here, the objective was to develop a device capable of
detecting key elements (such as insulators, transmission towers,
and dampers) along transmission lines, in real-time, utilizing
local processing with energy consumption compatible with
battery-usage. Initially, the primary component of the device
was defined as a tool capable of detecting objects in an image
with high reliability. The eighth (state-of-the-art) version of
the YOLO (You Only Look Once) neural-network architecture
(YOLOv8) was selected owing to its optimization ease and
flexibility of application. YOLOv8 is provided through an
SDK maintained in the Ultralytics library and features a simple
Python interface that facilitates the configuration of network
parameters and training procedures [17].

To enable the near-real-time processing of a neural network
such as YOLO, it is necessary to have hardware, capable
of supporting the parallel processing of the network layers.
An NVIDIA Jetson Nano B01 with 4GB of random-access
memory was selected because of its compact size, low-energy
consumption, and graphical-acceleration capabilities. Their
applications are further supported by multiple interfaces with
other devices and peripherals. By utilizing the MIPI CSI input,
it is possible to attach a Raspberry Pi V2 camera designed
for embedded systems (with reduced energy consumption and
weight) for environmental image capture. Additionally, the
UART TTL serial-interface pins enabled communication be-
tween the detection device and other computers using an FT232
Serial-USB converter. For training, approximately 540 images
were selected from photos and videos of transmission-line,
drone inspections. The images were labeled with rectangular
annotations. The classes were named after the key elements:
Transmission Tower, Insulator, Damper, and Transformer. The
training was performed using 200 epochs, a batch size of 16
samples, and an image size of 640 × 640 pixels.

The training results were visualized in a confusion matrix
(shown in Figure 8). A high accuracy for transmission towers
and isolators, with true-positive rates of 90% and 88%,
respectively, can be seen. The Damper class had a lower true
positive rate of 64%, and the Transformers were correctly
classified at 85%.

The training was also evaluated using a bar chart (Figure
9), which illustrates the distribution of instances for four
classes: Damper, Isolator, Transmission Tower, and Transformer.
The Damper class had the fewest instances, with fewer
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Figure 8. Confusion matrix of training.

than 500 examples, indicating that this class was relatively
underrepresented in the dataset. In contrast, the Isolator class
had the highest number of instances, with approximately 3000
examples, suggesting that the model had more data to learn
from for this class, potentially leading to higher prediction
accuracy. The Transmission Tower class had a moderate number
of instances, approximately 1500, providing a balanced amount
of data for model training compared with the others. The
Transformer class had the fewest instances after the damper,
with fewer than 500 examples, which, like the Damper class,
might have affected the ability of the model to accurately
predict this class.

Figure 9. Instances of training.

Figure 10 presents two graphs tracking the mean average
precision at IoU = 0.50 (mAP50) and mAP at IoU = 0.95
(mAP95) metrics over 200 training epochs. The mAP50 graph
demonstrated rapid initial improvement from around 0.30 to
approximately 0.83, indicating that the model quickly learns to
detect objects with moderate IoU thresholds. The curve then
showed a more gradual increase as the training progressed,
stabilizing at approximately 0.83. This suggests that the model
achieved high precision for easier detection and maintained
consistent performance towards the end of the training period.

The mean Average Precision (mAP) in the range 0.50
< Intersection over Union (IoU) < 0.95 (mAP50-95) graph
starts lower, around 0.20, but steadily increases throughout the
training process, reaching approximately 0.56. This reflected

Figure 10. Training accuracy analysis.

the growing ability of the model to handle more challenging
detection scenarios, although with a slower improvement
compared with the mAP50 metric. The gradual rise and final
values indicated that while the model performed well, its
precision decreased as the IoU threshold increased. The output
of evaluation of object classification can be seen in Figure 11.

Figure 11. Evaluation of object classification.

IV. MULTI-MODAL INSPECTION

Multi-modal inspection is consolidated into a comprehensive
multi-layer inspection map with global referencing for a specific
transmission tower. Each layer of the map represents a distinct
spectrum of analysis for the transmission line elements, as
illustrated in Figure 12.

The first layer utilizes visual analysis to identify visible
faults in high resolution and recognize power line elements.
This identification is performed using object classification and
recognition methods and serves as a foundation for subsequent
layers. The second layer employs depth spectrum analysis,
enabling volumetric inspection of elements and spatial correla-
tion. The third layer is dedicated to thermal analysis, detecting
anomalies in thermal profiles and identifying hotspots. The
fourth layer focuses on acoustic spectrum analysis, examining
distortions in the acoustic response of elements to diagnose
malfunctions such as breaks, wear, and the corona effect. The
fifth layer analyzes the vegetation spectrum, evaluating the
proximity of vegetation to the elements and its potential to
cause electrical arcs.

V. CONCLUSIONS

This paper presents a multispectral-sensor system for the
multimodal-robotic inspection of high-voltage-transmission
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Figure 12. Multi-Modal inspection map.

lines. The system integrates various sensors — thermal,
acoustic, spatial, visual, spectroradiometer, and referencing
— to enable the accurate prediction of current and future issues.
Standardizing and correlating data from these sensors provides
comprehensive inspection results, enhancing the accuracy and
reliability of power-line maintenance.

A key feature of the multispectral sensor is the RTK-
GNSS, which ensures precise localization with centimeter-
level accuracy and is crucial for correlating data from different
inspections. The system employs a stationary base station and
LaRa robot to provide real-time corrections, thereby improving
the positional accuracy of the electric components along the
transmission lines. Additionally, the device uses the YOLOv8
neural network for the real-time detection of elements such as
insulators, transmission towers, and dampers, chosen for its high
reliability and ease of application. The training and evaluation
of the YOLOv8 model highlighted potential accuracy variations
based on the class representation. Overall, the multispectral-
sensor system, with its advanced integration of RTK-GNSS and
YOLOv8, offers a state-of-the-art solution for the autonomous
and efficient predictive inspection of power lines.
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Abstract—High-voltage transmission line inspections have tra-
ditionally been performed using helicopters and human opera-
tors, making it a hazardous and costly task. This paper presents
a novel robotic system designed to autonomously navigate trans-
mission lines and overcome obstacles such as vibration dampers.
The proposed system incorporates a movement mechanism that
utilizes stepper motors and a gear-driven pivoting system, allow-
ing the robot to navigate obstacles efficiently while maintaining
stability. The structure, developed using aluminum profiles for
modularity, ensures adaptability for future enhancements. Ex-
perimental results demonstrate the effectiveness of the design in
maintaining safe and continuous movement along power lines,
offering a promising alternative for autonomous power line
inspection.

Keywords-Inspection; Robots; Power cables; Safety; Power sys-
tem reliability; Wheels.

I. INTRODUCTION

High-voltage power line inspection is traditionally per-
formed by helicopters and human operators, with significant
safety concerns. This issue has led to the development of
autonomous robotic solutions that can perform inspections, im-
proving safety and efficiency. However, the main difficulty is
designing a system capable of overcoming the environmental
and structural obstacles inherent in power lines.

The challenge is ensuring that robotic systems can navigate
these obstacles while maintaining balance and operational
efficiency. This paper discusses a novel mechanism capable of
autonomous, safe, and reliable power line inspections, which
overcomes the elements of the power line.

The rest of the paper is structured as follows. Section
II provides a review of the related literature. Section III
introduces the design and development of the autonomous
cable-line crawling robot. Section IV details the mechanism
proposed for overcoming obstacles on power line components.
Finally, Section V presents the conclusions, including key
findings and recommendations for future research.

II. RELATED WORK

Some strategies have been developed to assist inspection
robots in overcoming obstacles on power transmission lines.
One interesting approach involves employing a sophisticated
movement strategy wherein the robot secures itself at a stable
point and maneuvers its support and movement segments over
an obstacle, as discussed in [1]. This method, however, can be
complex to implement and may require precise coordination,
posing a challenge in highly variable environmental condi-
tions.

Another approach focuses on designing robots that can
actively adjust their center of mass, inspired by how mon-
keys navigate branches, as in [2]. This approach has shown
effectiveness in obstacle avoidance by allowing the robot’s
structure to shift dynamically. Despite its promise, constant re-
balancing during operation presents a challenge, particularly
under conditions of instability like gusty winds.

Research efforts have also concentrated on enhancing robot
stability during transit across the line’s components [3]. These
methods ensure the robot maintains balance while moving,
although they may limit the system’s agility and responsive-
ness. These limitations emphasize the need for solutions that
balance stability, agility, and environmental adaptability.

This paper addresses these gaps by proposing a mechanism
that combines the overcoming of power line elements (such as
dampers, wire markers, and insulators) with stability, aiming
to improve the efficiency and safety of autonomous line
inspections, same in adverse weather conditions.

III. THE ROBOTIC MECHANISM

In this type of robot, the center of gravity is crucial: the
lower it is positioned, the greater the stability. Based on this
principle, the structure was designed using SOLIDWORKS
mechanical modeling and analysis software to achieve optimal
mass distribution. The objective was to ensure that the center
of gravity was centrally located and positioned below the
support point, as presented in Figure 1.

Figure 1. Robotic Mechanism for Inspection of High-Voltage Transmission
Lines.

The structure was built using aluminum profiles, allowing
for easy assembly and the potential for adding new modules.
Steel plates were also used to cover the front of the robot,
which not only protect the control systems from external
elements but also serve as counterweights. The structure can
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Figure 2. Demonstration of actuation and obstacle avoidance.

be divided into four parts: the main section, which houses the
24-volt batteries and controllers, and three vertical structures
that accommodate the motors and actuators, as depicted in
Figure 3.

Figure 3. Robot elements.

IV. ACTUATION AND OBSTACLE AVOIDANCE

A mechanism was developed that uses three stepper motors,
each equipped with a steel pulley with a one-inch gap to
allow the robot to move along the transmission cables. As
the pulleys rotate, they provide linear motion along the steel
cable, ensuring stable and precise movement, as seen in Figure
2.

A pivoting mechanism was designed for the movement
system to enable the robot to overcome obstacles fixed to
the transmission line. This mechanism employs three stepper
motors, one for each pulley—mounted on the sides of the
supports. Through a gear transmission system with a 2.75:1
reduction ratio, each pulley support is sequentially rotated
clockwise until it reaches a 90 degree angle, as shown in
Figure 4, effectively moving the pulleys away from the ob-
stacle. Once the obstacle is cleared, the pulleys are returned
counterclockwise to their original position on the transmission
line.

Additionally, a locking system was implemented using
solenoid actuators. When the pulley support system is correctly
positioned, these actuators engage to prevent excessive load
on the movement system, thereby protecting the motors from
overload. This mechanism serves as a mechanical safety lock
ensuring that the robot remains securely suspended on the
transmission cables.

V. CONCLUSION

This paper presents a novel cable-line crawling robot to
overcome the obstacles commonly found on power lines.

Figure 4. Pulley Positions.

The proposed solution successfully navigates power lines and
bypasses obstacles such as dampers, wire markers, and insu-
lators, maintaining stability to perform integrity inspections.
The modular design of the inspection robot, using aluminum
profiles, allows it to be adapted to various power line config-
urations by adjusting its length and incorporating additional
robotic arms.

Future research will focus on improve control systems,
integrating advanced sensors like LIDAR, and enhancing au-
tonomous decision-making capabilities. Optimization of en-
ergy efficiency and mobility will also be a priority. These
improvements aim to create a fully autonomous and reliable
inspection robot for power line maintenance.
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Abstract— This study explores the impact of various signal 

processing techniques on neural network performance for 

activity recognition using smartwatch sensor data. Four 

common Activities of Daily Living (ADLs) including drinking, 

tumbling, teeth brushing, and walking, are evaluated. Signal 

processing methods, Gaussian filtering, Principal Component 

Analysis (PCA), Fourier Transform (FT), Empirical Mode 

Decomposition (EMD), and Hilbert-Huang Transform (HHT), 

are systematically assessed for their effectiveness in improving 

neural network classification accuracy. Multiple deep learning 

architectures, including Recurrent Neural Networks (RNN), 

Long Short-Term Memory (LSTM), Gated Recurrent Units 

(GRU), and Convolutional Neural Networks (CNN), are 

implemented and compared. Results reveal that signal 

processing techniques significantly enhance the performance of 

RNN models, whereas other architectures (LSTM, GRU, CNN) 

achieve high accuracy (>99%) without additional signal 

preprocessing. Additionally, a hybrid CNN-LSTM model was 

successfully deployed on a Samsung Galaxy Watch 6, to 

classify ADLs within a smartwatch. However, practical 

implementation challenges, such as battery consumption and 

the necessity for on-device learning capabilities, are identified. 

This research provides valuable insights into optimizing neural 

network performance for wearable computing in resource-

constrained environments. 

Keywords— Activity Recognition; Signal Processing; Neural 

Networks; Wearable Computing; Smartwatch Sensors. 

 

I. INTRODUCTION 

Germany is undergoing a pronounced demographic 
transition marked by an increasingly elderly population and 
persistently low birth rates [1]. By 2049, estimates suggest 
Germany will require between 280 000 and 690 000 
additional care professionals to meet the needs of its aging 
citizens [2]. To bridge this gap, healthcare systems must turn 
to technological innovations that streamline patient 
monitoring and support clinical decision-making. 

In this context, wearable devices, most notably 
smartwatches, have shown considerable promise. Equipped 
with accelerometers, gyroscopes and heart-rate sensors, they 
offer continuous, non-invasive tracking of Activities of Daily 
Living (ADLs), potentially enhancing diagnostic anamnesis 
and enabling rapid emergency response to events such as 
falls or acute cardiac episodes [3]-[5]. 

Yet, deploying advanced neural-network models directly 
on smartwatches introduces significant challenges: limited 
processing power, constrained memory, and the need to 

preserve battery life [6]-[9]. Effective real-time classification 
of complex movements therefore hinges on balancing model 
accuracy with resource efficiency. 

     This study investigates whether neural networks trained 

on raw smartwatch sensor data can accurately distinguish 

between a wide range of human movements, whether 

incorporating signal-processing techniques such as Fourier 

or wavelet transforms can boost classification performance, 

and how different time-series encoding methods affect the 

classification accuracy of these models in multi-class 

activity recognition. 

      The rest of the paper is structured as follows. Section II 

presents the related work. Section III describes the 

methodology, and Section IV the results. We conclude the 

work in Section V. 
 

 

II. RELATED WORK 
 

Time series classification represents one of ten 
challenging problems in data mining research [10]. The noise 
in time series data poses a particular challenge that requires 
sophisticated approaches to address effectively. Previous 
research by Waldhör and Lutze has successfully 
demonstrated the real-time recognition of drinking activities 
using smartwatches [11][12], establishing the feasibility of 
ADL detection in wearable devices. 

The development of RNNs can be traced back to the 
early 1980s with Hopfield networks [13], designed as 
content-addressable memory systems. Significant progress 
was achieved in the 1990s with the introduction of fully 
connected RNN architectures by researchers like Jeffrey 
Elman and Michael I. Jordan [14]. However, these networks 
struggled with the vanishing gradient problem, formally 
analyzed by Hochreiter [15] and later by Bengio et al. [16]. 

LSTM networks, introduced by Hochreiter and 
Schmidhuber [17], addressed these limitations through their 
innovative cell state architecture. GRU networks, proposed 
by Cho et al. [18], later offered a simplified alternative to 
LSTM. CNNs, originally conceived by Kunihiko Fukushima 
as the Neocognitron [19], have evolved to become powerful 
tools for pattern recognition and feature extraction. 

       Recent studies have highlighted the importance of 

sensor data quality and processing in wearable applications. 

The integration of smartwatches into Internet of Things 

(IoT) frameworks, as discussed by Takiddeen and 

Zualkernan [7], presents both opportunities and challenges 

for real-time monitoring systems. However, as noted by 
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Lane et al. [9], deploying deep learning models on mobile 

and embedded devices remains challenging due to 

computational and power constraints. 

III. METHODOLOGY 

A. Data Collection and Processing 

Initial training data was sourced from previous research 

[20][21], providing a foundation for model development. 

This was supplemented with new data collected using a 

Samsung Galaxy Watch 6 equipped with an LSM6DSO 6-

axis IMU sensor. Following the methodology established by 

Windler et al. [22], a consistent sampling rate of 10 Hz is 

maintained across all data sources to ensure compatibility 

between training and deployment environments. 

Signal quality was enhanced through multiple 

preprocessing steps: 

• Nearest neighbor interpolation for consistent 

sampling, addressing the challenge of variable 

sensor sampling rates identified in [23] 

• DC offset removal by subtracting the average value 

of each axis over time. 

• Gaussian filtering for noise reduction, implemented 

using one dimensional gaussian filter provided 

within the SciPy python package, with default 

sigma values [24] 

• Standard scaling for normalization, ensuring 

consistent feature ranges ( ) across 

different sensor axes. 

To address demographic variations in movement 

patterns, we incorporated data gathered from [25] regarding 

the simulation of older adult movement patterns during data 

collection. This approach helps ensure the model's 

applicability across different age groups. 

B. Signal Processing Techniques 

To extract and enhance salient features from the raw 

sensor data, different Signal Processing techniques are 

applied, each of the following.  

Principal Component Analysis (PCA) was implemented 

following the methodology described by Wold et al. [26], 

aiming to reduce dimensionality while retaining maximum 

variability within the data. This method is notably effective 

for handling correlated variables [27]. 

The Fourier Transform (FT) was implemented using the 

Fast Fourier Transform algorithm to leverage computational 

efficiency. FT enables frequency-domain analysis of periodic 

signals [28], making it especially suitable for the 

identification of repetitive activities such as walking. 

Empirical Mode Decomposition (EMD) was executed 

according to the original procedure by Huang et al. [29]. 

EMD decomposes complex signals into Intrinsic Mode 

Functions (IMFs), which facilitates the analysis of non-linear 

and non-stationary signals [30]. 

The Hilbert-Huang Transform (HHT) integrates 

Empirical Mode Decomposition with the Hilbert spectral 

analysis, providing detailed time-frequency representation of 

signals [31]. This technique effectively captures dynamic and 

varying characteristics in signal behavior [31]. 

Each transformation method can be sequentially 

evaluated for its effectiveness in extracting meaningful 

features, improving classification accuracy, and maintaining 

computational efficiency, reflecting considerations critical 

due to resource limitations inherent in smartwatch 

deployments [9]. 

C. Neural Network Architectures 

To benchmark model families under truly comparable 

conditions, we wrapped every network in an agent class that 

exposes the same fit-evaluate-save interface and inherits a 

common training configuration: 100-step sequences, batch 

size 64, Adam (lr = 1 × 10⁻³), categorical cross-entropy, and 

early stopping with a patience of 10–20 epochs. The five 

agents differ only in the layers that transform the input 

stream. 

 

• RNN agent: three SimpleRNN layers (256 → 512 

→ 256 units, tanh, 0.3 dropout) capture temporal 

context, followed by two dense layers (128 → 64, 

tanh) and a soft-max output. 

 

• LSTM agent: identical topology but with LSTM 

cells (128 → 256 → 128 units) that retain long-

range dependencies while mitigating vanishing 

gradients. 

 

• GRU agent: a lighter three-layer GRU stack (64 → 

128 → 64 units, 0.2 dropout) with dense layers (32 

→ 16, tanh), trading a smaller footprint for faster 

convergence. 

 

• CNN agent: three Conv2D blocks (32, 64, 128 

filters; 3 × 3 kernels; ReLU) each followed by 2 × 

1 max-pooling compress the spectro-temporal 

representation; a 128-unit dense layer and soft-max 

complete the classifier. 

 

• CNN–LSTM agent: convolutional features are 

flattened via TimeDistributed and streamed into 

two LSTM layers (64 →  32 units, 0.3 dropout) 

before a 32-unit dense layer and soft-max. This 

hybrid marries local pattern extraction with 

sequence modelling. 

 

Because all hyper-parameters outside the feature 

extractor are shared, performance differences can be 

attributed purely to the architectures themselves rather than 

to training-regime artefacts. 
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IV. RESULTS 

A. Model Performance 

All architectures except RNN achieved high accuracy 
When evaluated on raw inertial signals (Table 1), the 
convolutional (CNN), long short-term memory (LSTM), 
gated recurrent unit (GRU), and hybrid CNN–LSTM 
architectures all achieved near-perfect classification 
accuracies (0.9998–0.9999), whereas the vanilla recurrent 
network (RNN) yielded a markedly lower accuracy of 
0.5747. Applying principal component analysis (PCA) 
produced only marginal improvement for the RNN, while 
elevating the CNN to perfect performance and slightly 
enhancing the hybrid model. Empirical Mode Decomposition 
(EMD) had the most uniformly positive effect on the RNN, 
boosting its accuracy to 0.9783, and it maintained or slightly 
improved the performance of all other models (CNN = 
0.9999; LSTM/GRU = 1.0000; CNN–LSTM = 0.9998). The 
Hilbert–Huang Transform (HHT) exhibited a similar pattern: 
the RNN rose to 0.9617, the CNN slightly decreased to 
0.9988. These results underscore that while empirical 
decompositions (EMD, HHT) effectively condition data for 
recurrent architectures, pure spectral filtering (Fourier) may 
inadvertently disrupt the feature hierarchies learned by 
convolutional and hybrid models (see Table 1).  

TABLE I.  MODEL PERFORMANCE  

Transfor

-mation 

Tested model 

Evaluation 

Metrics 
CNN RNN LSTM GRU 

CNN-

LSTM 

Raw 

Accuracy 0.9999 0.5747 0.9999 0.9999 0.9998 

Precision 0.9999 0.5255 0.9999 0.9999 0.9998 

Recall 0.9999 0.5747 0.9999 0.9999 0.9998 

PCA 

Accuracy 1.0000 0.6008 0.9999 0.9999 0.9999 

Precision 1.0000 0.5361 0.9999 0.9999 0.9999 

Recall 1.0000 0.6008 0.9999 0.9999 0.9999 

Fourier 

Accuracy 0.9661 0.5497 0.9977 0.9999 0.5497 

Precision 0.9490 0.3022 0.9977 0.9999 0.3022 

Recall 0.9661 0.5497 0.9977 0.9999 0.5497 

EMD 

Accuracy 0.9999 0.9783 1.0000 1.0000 0.9998 

Precision 0.9999 0.9781 1.0000 1.0000 0.9998 

Recall 0.9999 0.9783 1.0000 1.0000 0.9998 

HHT 

Accuracy 0.9988 0.9617 1.0000 1.0000 0.5497 

Precision 0.9988 0.9626 1.0000 1.0000 0.3022 

Recall 0.9988 0.9617 1.0000 1.0000 0.5497 

a.  

B. Smartwatch Application 

     An Android Wear application, developed in Kotlin, 

continuously acquires tri-axial accelerometer and gyroscope 

signals to enable on-device, real-time activity classification. 

As shown in Figure 1, the user interface displays a dynamic 

bar chart of model-predicted confidence scores and 

incorporates an opt-in toggle for asynchronous data 

streaming to a remote server. To meet the stringent CPU, 

memory, and power budgets of a smartwatch, we convert 

our neural network to a TensorFlow Lite (TFLite) format, 

achieving a significant reduction in binary size and 

inference latency without compromising classification 

accuracy. This architecture demonstrates that sophisticated 

convolutional–recurrent pipelines can be effectively 

deployed on resource-limited wearable platforms, paving 

the way for continuous, unobtrusive monitoring of activities 

of daily living. 

 

 

Figure 1.  Smartwatch application interface for real-time activity 

recognition, displaying the predicted activity, confidence scores, and data 

transfer toggle. 

C. Discussion 

The deployment of the developed machine learning 
models on smartwatches highlighted several critical 
challenges that must be addressed to facilitate effective and 
continuous real-world use. Key challenges encountered 
during deployment included battery optimization, real-time 
processing constraints, the necessity for personalization, and 
variability in sensor data quality. Specifically, battery 
optimization emerged as a significant issue, as continuous 
model inference and sensor activity led to accelerated battery 
depletion, limiting the device's operational duration. Real-
time processing constraints were observed due to the limited 
computational resources inherent to smartwatches, impacting 
the responsiveness and efficiency of the classification tasks. 
The need for personalization became apparent as 
performance variations were observed across different users 
and devices, highlighting that static, pre-trained models may 
not generalize well across diverse real-world conditions. 
Additionally, variable sensor data quality introduced 
inconsistencies, influencing the model's accuracy and 
reliability. 
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To overcome these limitations and enhance the 
deployment feasibility of activity classification models on 
wearable devices, several avenues for future research are 
recommended, as follows. 

1) Development of efficient on-device learning 
mechanisms: Research should focus on 
implementing lightweight and computationally 
efficient on-device learning algorithms capable of 
continuous adaptation to individual user patterns, 
thereby enhancing personalization and mitigating 
performance degradation. 

2) Battery consumption optimization: Further research 
is needed into advanced power management 
strategies, sensor management optimizations, and 
computational reductions (e.g., pruning, 
quantization) to extend battery life without 
compromising model accuracy. 

3) Investigation of transfer learning approaches: 
Exploring transfer learning could facilitate more 
rapid personalization by leveraging pre-trained 
models adapted efficiently to new users with 
minimal data collection, addressing variability in 
user behavior and sensor conditions. 

4) Integration with eldercare systems: Future studies 
should consider the integration of activity 
recognition systems with broader eldercare 
management platforms to improve the practicality 
and applicability of these models in monitoring daily 
activities, supporting elderly users, and enhancing 
their overall quality of life. 

A pivotal evolutionary step to address the observed high 
variance in individual movement patterns would be to train 
user-specific models directly on the smartwatch. This 
approach would significantly enhance the adaptability and 
precision of activity recognition systems, thus improving 
their robustness and reliability in personalized, real-world 
scenarios. 

V. CONCLUSION 

This study confirms the viability of accurate human 
activity recognition using smartwatch sensor data and deep 
learning models. While advanced neural network 
architectures such as CNNs and LSTMs achieve high 
performance with minimal benefit from traditional signal 
processing techniques, these methods still hold value in 
enhancing simpler models or improving model efficiency. 
Importantly, the work underscores the practical constraints of 
deploying such models on resource-constrained wearable 
devices. Future research should prioritize energy-efficient 
inference, explore lightweight architectures, and investigate 
on-device learning strategies to enable adaptive, real-time 
activity recognition within the limited computational and 
power budgets of smartwatches. 
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Abstract—Green hydrogen (H2) is essential for the global
transition to clean energy; it will significantly reduce emissions
from heavy industry and the long-distance transport system. H2
can be used as fuel in fuel cells, storing surplus renewable energy,
and as a feedstock in industrial processes. However, H2 faces
significant safety challenges during storage and transportation.
Accidents due to H2 leakage and explosions raise serious concerns
due to its high flammability, rapid diffusion in air, and extremely
low ignition energy. To mitigate risks associated with H2 leakages,
reliable and automated H2 safety systems are essential for
emergency repairs or shutdown. An early response from H2
sensors is crucial for early warning in accidents. The earlier
response time of H2 sensors is often constrained by their sensor
principle, which is heavily influenced by the sensor material’s
properties. This study explores methods for earlier sensor response
through predictive algorithms. Specifically, we investigate transient
response predictions using a First-Order (FO) model and propose
improvements through the First-Order with early response and
the First-Order with adapted early response model. Both models
can predict the stable value of the H2 sensor response from a small
time window, which is 70.89% and 83.72% earlier, respectively,
than the time required for the sensor hardware to reach it
physically. The model’s performance is evaluated by calculating
the fitting error with a 2 % threshold. Our current research
lays the groundwork for future advancements in real-time sensor
response predictions for hydrogen leakage.

Keywords-H2 Safety; H2 Leakage Detection; H2 Sensor Data
Analysis; H2 Sensor Response Predictions; First-Order (FO) Model.

I. Introduction
Hydrogen is crucial for clean energy [1], but storage and

transportation are complicated and costly. Two common issues
during hydrogen storage and transport are leakage and perme-
ation. Leakage occurs when hydrogen escapes from a container,
system, or pipeline due to flaws, holes, or cracks, where
the lower flammability limit is a concentration of 4 volume
fractions in Vol-% [2]. On the other hand, permeation refers to
hydrogen’s diffusion through the material walls or interstices
of containers, piping, or interface materials [3]. According to
[4], the recommended allowable hydrogen permeation rate for
new containers tested at 15°C is 6.0 mL/hr/L for passenger
cars and 3.7 mL/hr/L for city buses. Based on the permissible
permeation rate for passenger cars, the hydrogen permeation
from a 5-liter cylinder would correspond to 0.6 Vol% per hour.

The safety concerns associated with hydrogen are due to

the molecule’s small size, which makes it particularly prone
to leakage [5]. High-pressure hydrogen storage exacerbates
the consequences of leakage, leading to higher release flow
rates and easier ignition. Notably, hydrogen-related accidents
have occurred in various industrial areas. Significant incidents,
such as a 2022 refinery fire caused by a hydrogen leak, are of
concern for critical safety issues [6]. Thus, intelligent sensor
systems are essential for early-stage leakage detection to prevent
H2 related accidents.

Exploiting signal processing methods for sensor responses
enables fast and accurate H2 leakage identification, leveraging
transient signals to ensure early response [7]. Although the
internal structure of the sensor imposes limitations on its
performance, advanced algorithms can significantly improve
accuracy and response time. Predicting stable sensor responses
from early response accelerates monitoring, reducing the time
to detect leaks and improving H2 safety. Various studies discuss
algorithm developments for predicting hydrogen response, such
as Osorio-Arrieta et al. [8], applying the Gauss-Newton method
to shorten measurement time by fitting the transient response
curve. Hübert et al. [9] measured the sensor t90 value based
on a mathematical model. Shi et al. [10] use SnO2-based
sensor response prediction for hydrogen detection by artificial
intelligence techniques. After reviewing the above studies,
we found that most approaches only approximate the entire
sensor response from the sensor’s entire response. Additionally,
few studies have shown the potential to predict H2 stable
concentration from a small time window of the early response
[11]–[13]. Our study explores the H2 stable concentration and
the entire H2 sensor response using a small time window from
the early sensor signal. We also tested the model with different
ranges of small time window values, rather than only a specific
early sensor response signal. Our current research explores the
mathematical feasibility of predicting sensor stable response
and t90 values from the early response small time window.

This paper presents a novel method to obtain stable sensor
response predictions using an approximation algorithm. Our
proposed models use a small time window from the early
response of the sensor to predict the entire H2 sensor response.
The structure of this paper is as follows: Section II discusses
the H2 sensor response dynamics and provides a mathematical
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explanation of the sensor behavior. Section III describes
the experimental setup. Section IV presents the proposed
methods, while Section V focuses on the evaluation. Section
VI covers the validation, and Section VII provides a detailed
discussion. Finally, Section VIII concludes the paper and
includes references.

II. Sensor Response Dynamics
H2 sensors are essential to ensure H2 safety, leak detections,

and control and monitoring of H2 systems. Various H2 sensors
are commercially available [14], exploiting different detection
principles such as catalytic combustion, electrochemical reac-
tions, thermal conductivity, and changes in electrical resistivity.
Key sensor selection criteria for H2 safety and monitoring
include sensitivity and quick response time [15]. The sensor
detection principle, along with the H2 flow rate and the chamber
size, can significantly affect and disrupt the response time.

Boon-Brett et al. [16] discuss the different methods and
setups that affect response time. Sensor response dynamics can
be categorized as extrinsic or intrinsic. The extrinsic response
time involves gas delivery dynamics influenced by measurement
chamber volume and the H2 flow rates. The intrinsic response
time is related to the physical properties of the sensor, reflecting
the delay between the exposure of H2 to the sensing element
and the first detection of the signal, known as deadtime θ
(seconds).

A graphical representation of an exemplary H2 concentration
(volume fraction in Vol-%) in a chamber is shown in Figure
1. The green curve represents an exponential sensor response
with both H2 increasing and decreasing concentrations for 9600
seconds. With a First Order (FO) model, we can approximate
the idealized sensor’s response ( red curve) for 7200 seconds.
Also, the step function (blue curve) defines the release of H2
flow. H2 was released at -200 seconds, but the sensor began
responding at 0 seconds, which is defined as the deadtime. The
maximum sensor response is 0.8 volume fraction in Vol-%.
t90 represents the time at which the sensor’s output reaches
90% of its stable value. In this case, t90 is 775 seconds for a
concentration of 0.72 Vol-%.

Figure 1: Visualization of exponential functions, step function and FO model
for H2 flow concentration (Vol-%).

As stated in the literature [17], the sensor element transfer
function and the transient gas sensor response signal can be
modeled as an exponential function. This approach allows
determining the transient response curve of the hydrogen sensor
for a specified concentration (volume fraction in Vol %) [17].
With changing H2 concentration, exponential functions can
describe both the increase and decrease of the H2 sensor
response.

The sensor response can be idealized by using exponential
functions. Equation (1) describes the ideal response S(t),
which consists of three exponential functions for changing
concentrations over time t (seconds). The time state ti (seconds)
indicates the H2 concentration release time and also the time
of the first recorded measured sample. t0 (seconds) denotes the
moment when the sensor starts to react in H2 flow changing.
The time ts (seconds) is assumed to be the time at which the
sensor reaches its maximum stable response, while te (seconds)
represents the time at which the sensor reaches its lowest stable
response. Three distinct cases are described below:
1) No Reaction (Deadtime): No sensor reaction over H2 flow

changes for the period of ti ≤ t < t0. This duration is
called deadtime θ, where the sensor does not yet detect
the presence of H2. After this delay, the sensor begins to
register its first response.

2) Transient Increasing Response: During t0 ≤ t ≤ ts, the
sensor starts to react to the presence of H2 concentration.
The response increases as the sensor detects and records
the H2 concentration. We assume that the sensor reaches a
maximum stable response at ts seconds, where we stop the
H2 release.

3) Transient Decreasing Response: In the final phase, for ts ≤
t < te, the sensor response decreases as the H2 concentration
decreases inside the chamber. The decreasing response is
recorded until it reaches the lowest stable sensor value,
which we assume occurs at te seconds.

S(t) =


S0, ti ≤ t < t0

S1 ·
(
1− e(

−t
τ )
)
, t0 ≤ t ≤ ts

S1 · e(−
(t−ts)

τ ), ts ≤ t < te

(1)

Summarizing, the entire sensor response can be described by
S(t), where S0 is a constant representing the sensor response
before H2 release, whose value should be zero. S1 is the stable
sensor response signal after H2 flow change. Time constant τ
is defined as the ratio of the chamber volume V in the unit
liter (L) to the hydrogen flow rate V̇H2

in the unit liter per
minute (L/min) in (2).

τ =
V

V̇H2

(2)

Equation (3) presents the step functions Ss(t) for H2 flow
YH2

changes. Before time ti, there is a 0% H2 flow, after ti,
there is a H2 flow YH2 upto time ts.
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Ss(t) =

0, t ≤ ti

YH2
, ti ≤ t ≤ ts

(3)

The sensor’s increasing and decreasing response character-
istics, including response time and the t90 time, are essential
for ensuring H2 safety. ISO 26142 defines response time as
the interval from H2 exposure until the sensor reaches a stable
output, which corresponds to the duration of t0 ≤ t ≤ ts in (1).
The t90 time is the time for the sensor value to reach 90% of
maximum stable response [18]. The t90 time is crucial for early
leak detection and should be minimized to prevent accidents.

Equation (4) calculates the theoretical t90 (seconds) time
for H2 sensors. The sensor response value should match the
t90 time derived from (4) to be considered a stable response,
which is the inverse function of (1) case 2.

t90 = − ln

(
1− S90

S1

)
τ (4)

In the previous parts, we provided the theoretical background
of ideal sensor responses, which can be approximated using
various mathematical process modeling approaches. Among
them, the First Order Plus Dead Time (FOPDT) model is widely
used for simplifying process dynamics, particularly in feedback
control loop design [19]. This model is the baseline to construct
our simplification, where we focus on the sensor response
increasing curve,t, in the range t0 ≤ t ≤ ts. Furthermore, we
simplify the FOPDT to the First Order (FO) model, considering
the deadtime θ equal to zero. Equation (5) presents the FOPDT
model from [20] and FO model in (6), where Ŝ represents the
estimated sensor response.

τ
dŜ

dt
+ Ŝ(t) = K · Ss(t− θ) (5)

τ
dŜ

dt
+ Ŝ(t) = K · Ss(t) (6)

The steady-state gain (K) is the ratio of the sensor’s response
signal corresponding to a step input, as defined in (7).

K =
S1

YH2

(7)

Equation (6) replaces the value of (K) and Ss(t) from (7)
and (3). The revised model is presented in (8).

τ
dŜ

dt
+ Ŝ(t) = S1 (8)

In addition, the transfer function of the FO (Laplace
transformation of (6)) is described by (9), which is commonly
used to approximate processes. This study will use this equation
to predict the H2 sensor response based on a small time window
from the early response of the sensor.

Ŝ(t) = S1 ·
(
1− e−

t
τ

)
(9)

III. Experimental Setup
This experiment used the NEO983 sensor with a H2 detection

threshold of less than 0.15 volume fraction in Vol-% and a
response time of under 3 seconds and t90 time of less than
5 seconds. The sensor was tested in a measurement chamber
using a double cross-piece DN 160 ISO-K chamber [21]. H2
was mixed with air during the experiment to create the desired
concentration, where airflow volume fractions were 99.2 volume
fraction in Vol-%, and H2 volume fraction was 0.8 volume
fraction in Vol-%. The airflow rate was 992 mL/min, and the
H2 flow rate was adjusted to 8 mL/min. Therefore, with a gas
flow rate of 1000 mL/min and a chamber volume of 5.8 L.
Based on (2), the time constant (τ ) is 348 seconds, resulting
in a calculated t90 time of 801 seconds based on (4).

This setup provided a stable and well-mixed environment
for evaluating the sensor’s performance under specific H2
concentrations. The experiment was conducted over two hours
following the release of H2. Once the sensor recorded a stable
response, the H2 release was stopped; after that, the sensor
response was monitored until it declined to zero. The NE0983
sensor detected a maximum H2 concentration of 0.75 volume
fraction in Vol-%, compared to the released concentration of
0.8 volume fraction in Vol-%. Figure 2 illustrates the Piping
and Instrumentation Diagram (P&ID), a detailed schematic that
illustrates the experimental process’s piping, equipment, and
instrumentation, showing how components are interconnected
and controlled. The overall gas flow setup includes a control
valve, Mass Flow Controller (MFC), and gas mixer to accurately
regulate, measure, and mix H2 gases.

A
IR

H
2

Control Valve 1

MFC 1

MFC 2

G
a
s
M
ix
in
g

Measurement Chamber

Gas Inlet

Control Valve 2

Data Analysis

DN 160 ISO -K

Gas Outlet

NEO983

Figure 2: Experiment Pipe & Instrumentation Design.

An additional experiment was conducted as reported in [22],
using H2 concentrations of 0.5, 1.0, 1.5, 2.0, 2.5, 3.0, 3.5, and
4.0 Vol-%. Using the same chamber volume, the gas flow rate
is 4643 mL/min with a flow uncertainty of ± 65.8 mL/min.
In this case, the time constant (τ ) is 75 seconds based on (2),
and according to (4), the corresponding calculated t90 time is
173 seconds. The sensor response for each concentration was
recorded over two hours to observe stable values. These datasets
are used for validation in our study. Data analysis and model
predictions were performed using the Python programming
language within the Jupyter Notebook environment [23].

IV. Methods
In this research, our goal is to rapidly estimate the H2 sensor

response using a small time window from the early response
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of the sensor. We aim to minimize the prediction time t̂, which
is passed until a reliable estimate of the sensor response is
available, while ensuring a low fitting error in the predicted
response Ŝ(t).

We propose three approaches based on the First-Order (FO)
model to achieve the research objective. First, we use the real
sensor response data to approximate the entire sensor response.
Here, Sr(t) is the time series from a real sensor response,
and the variable t is used as a discrete-time index. Next, we
define a small time window value Sw(t) to predict the sensor
response. Sw(t) begins at the time index corresponding to a
threshold value Sth > 0 Vol-% and ends at time instance tw. In
the last step, we adapt the Sth values to improve performance.
Finally, the total prediction time t̂ is obtained by summing
tw and the model processing time tm, as shown in (10). The
model processing time tm, represents the calculation time to
predict Ŝ(t) from small time window value Sw(t).

t̂ = tm + tw (10)

All three models’ outcomes, corresponding fitting errors, and
model time-saving efficiency are presented in Section V.

A. FO with Baseline (FOB)
FOB is the baseline model in this study to predict the sensor

response Ŝ(t) from the real sensor response Sr(t). This FOB
model took Sr(t) within time range t0 ≤ t ≤ ts as an input
to predict the Ŝ(t). Figure 3 illustrates the sensor response
Sr(t) (green curve) with time on the x-axis (in seconds) and
H2 concentration (volume fraction in Vol-%) on the y-axis.
The sensor response stable value was 0.75 volume fraction
in Vol-%, t90 recorded at 1131 seconds with the S90 of 0.68
volume fraction in Vol-%. Finally, the sensor response was
approximated using the FOB (red curve), where Ŝ(t) has a
stable value of 0.75 Vol-%.

Figure 3: Sensor measure value (green) fitted with FO in Baseline (red).

B. FO with Early Response (FOER)
In FOER, we aim to fit the model to predict the sensor

response Ŝ(t) from a small time window value Sw(t). Sw(t)

starts from the time when the sensor response is greater than
0 Vol-% and continues until time tw. Therefore, the FOER
model sets the threshold Sth > 0 Vol-%. Figure 4 illustrates the
Sw(t) (blue curve), where the time window tw = 535s. The
predicted sensor response Ŝ(t) is the red curve with the stable
value of 0.75 Vol-%, while the real sensor response Sr(t) is
in green curve with the stable value of 0.75 Vol-%. As tm is
1s, based on (10) the estimation time t̂ is 536 seconds.

Figure 4: Prediction by FO with early response model.

C. FO with Adapted Early Response (FOAER)

In FOAER, an adapted early response method predicts Ŝ(t)
from Sw(t) by considering a higher Sth rather than 0 Vol-%.
As a result, we expect that FOAER requires a smaller time
window because the impact of the step when the sensor first
reacts to the H2 is mitigated.

Figure 5: Prediction by FO with adapted early response.

With a threshold of Sth = 0.20 Vol-%, the model predicts
a stable response value of Ŝ(t) = 0.74 Vol-% (red curve),
where real sensor’s stable value of Sr(t) = 0.75 Vol-% (green
curve), as shown in Figure 5. Also, Figure 5 depicts Sw(t) in
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blue curve, where the time window ends at tw = 121 seconds.
Based on (10), t̂ = 122 seconds, where tm = 1s.

V. Evaluation
We evaluate the overall fitting accuracy by calculating the

relative fitting error ε in (11). The error is computed between
the real sensor response Sr(t) and the model estimation Ŝ(t).
The error is computed over discrete time indices ti, where
t0 ≤ ti ≤ ts, and the total number of index samples is N . The
final ε is calculated by summing the errors of N samples and
dividing by the number of samples N .

ε =
1

N

N∑
i=1

(
|Sr(ti)− Ŝ(ti)|

Sr(ti)

)
× 100% (11)

Figure 6 illustrates the relationship between the fitting error
(ε) and estimated time t̂ for the FOER (blue) and the FOAER
(orange). The minimum fitting error (ε) over t̂ is 0.74% for the
FOER and 0.76% for the FOAER. By considering the dynamic
behavior of the sensor, this research considers a model error
threshold ≤ 2 % as an acceptable and sufficiently good fit. For
both our models, fitting error (ε) was below the threshold of
≤ 2 %.

Figure 6: Fitting error (%) for FOER and FOAER.

The main objective of this research is to estimate stable
values as quickly as possible. To evaluate this, we calculate the
relative time savings ηs by comparing models’ estimation time
(t̂∗) with the sensor’s response (t90) defined in (12). The t̂∗ is
the estimation time corresponding to the minimum fitting error,
when the error remains below the 2% threshold. The t90 is
crucial because it is a common metric to indicate the detection
time in the literature [17]. In this study, the sensor response
(t90) time was obtained through graphical analysis. If the value
ηs is higher, this indicates that the model’s prediction efficiency
is good and requires less time to predict stable values.

ηs =

(
t90 − t̂∗

t90

)
× 100% (12)

For estimation time t̂∗ the FOER model, ηs is 70.89%, while
for the FOAER model, it is 84.50%. Hence, using the FOAER
model, we can predict the stable value 13.51% faster than the
FOER model.

VI. Validation
In Figure 7 (for FOER) and Figure 8 (for FOAER), we

have presented the scatter plots of the fitting errors (ε) over
estimations time t̂∗, which include H2 concentrations of
0.5 (blue), 1.0 (orange), 1.5 (green), 2.0 (red), 2.5 (purple),
3.0 (brown), 3.5 (pink), and 4.0 (gray) Vol%. For each
concentration, we have considered individual estimation times
t̂∗ corresponding to the minimum fitting error (ε).

Figure 7: Fitting error (ε) for FOER.

Figure 8: Fitting error (ε) for FOAER.

Table I and Table II present a summary of the H2 concen-
tration flow, sensor response, and prediction results for the
FOER and FOAER models, respectively. Both tables’ values in
the first and second columns show the target H2 concentration
(Vol%) starting and ending values, which are defined as Qs
and Qe. The third column shows the sensor’s t90 response time,
followed by the model’s estimated time in the fourth column.
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The fifth column presents the calculated relative time saved by
the model compared to the sensor’s t90 time. The sixth and
seventh columns list the real stable sensor response and the
model-predicted stable value, respectively. Finally, the seventh
column reports the fitting error between the model and the
real sensor stable values. The FOAER models included the
adaptive threshold values in the last column of the table.

TABLE I: FOER MODEL SUMMARY: Qs, Qe – START/END H2 CON-
CENTRATIONS (VOL-%); t90, t̂∗ – SENSOR/MODEL TIMES (S); ηs, ε –
TIME SAVING/ERROR (%); Sr(t), Ŝ(t) – REAL/PREDICTED RESPONSES
(VOL-%); µ – MEAN.

Qs Qe t90 t̂∗ ηs Sr(t) Ŝ(t) ε

0.0 0.8 1131 536 73.20 0.75 0.75 0.74
0.0 0.5 396 82 79.04 0.46 0.46 0.52
0.5 1.0 434 98 77.42 0.95 0.95 0.56
1.0 1.5 436 86 80.28 1.45 1.45 0.85
1.5 2.0 435 161 62.99 1.95 1.95 0.63
2.0 2.5 431 123 71.93 2.45 2.45 0.96
2.5 3.0 418 86 79.43 2.92 2.92 0.64
3.0 3.5 411 96 76.64 3.42 3.42 0.76
3.5 4.0 423 266 37.12 3.93 3.93 0.87
µ - - 170.44 70.89 - - 0.73

TABLE II: OVERVIEW OF FOAER: Qs, Qe – START/END H2 CONCEN-
TRATIONS (VOL-%); t90, t̂∗ – SENSOR/MODEL TIMES (S); ηs, ε – TIME
SAVING/ERROR (%); Sr(t), Ŝ(t), Sth – RESPONSES/THRESHOLD (VOL-
%); µ – MEAN.

Qs Qe t90 t̂∗ ηs Sr(t) Ŝ(t) ε Sth

0.0 0.8 1131 122 84.50 0.75 0.75 0.76 0.20
0.0 0.5 396 71 82.07 0.46 0.46 0.84 0.10
0.5 1.0 434 72 83.41 0.95 0.95 1.00 0.24
1.0 1.5 436 63 85.55 1.45 1.45 0.56 0.10
1.5 2.0 435 98 77.47 1.95 1.94 0.87 0.29
2.0 2.5 431 82 80.97 2.45 2.44 1.29 0.35
2.5 3.0 418 81 88.04 2.92 2.91 1.22 0.40
3.0 3.5 411 54 86.86 3.42 3.43 1.83 0.43
3.5 4.0 423 104 75.41 3.93 3.94 1.45 0.55
µ - - 79.33 83.72 - - 1.09 0.30

In the tables above, the mean (µ) for all samples was
calculated using (13), where yi denotes each sample value
and n is the total number of samples:

µ =
1

n

n∑
i=1

yi (13)

The computed mean values for estimation time, fitting error,
relative time saving, and adaptive threshold are shown in the
last row of both tables.

VII. Discussion
We performed a two-sample t-test [24] to statistically evaluate

the similarity in the estimation times t̂∗ of the FOER and
FOAER models. The test provides a t-value, which determines
the difference in the variability in the data, and a p-value,
which indicates the probability that the observed difference
occurred by chance. If the critical t-value 2.306 for p = 0.05,
as listed in the t-distribution tables [25] is greater than the
calculated t-value, the result is considered not statistically

significant, indicating that no strong evidence exists to conclude
a significant difference between the models.

The model estimation times t̂∗ cannot be directly compared
because the experiments were conducted under two different
time constants (τ ). To enable a meaningful comparison and
perform a t-test, the estimation time at 0.8 vol% was compen-
sated to align with the conditions used for concentrations from
0.5 to 4.0 vol%, based on (14). Here, t̂∗1 represents the model
estimation time obtained at 0.8 vol% with a time constant of
τ1 = 348 seconds, and it is adjusted to t̂∗2, corresponding to
τ2 = 75 seconds, which was used for the concentrations 0.5 to
4.0 vol%. As a result, for 0.8 vol% the compensated estimation
times are t̂∗2 = 118 s for the FOER model and t̂∗2 = 26.84 s
for the FOAER model.

t̂∗2 = t̂∗1 ·
τ2
τ1

(14)

As shown in Table I and Table II, the estimation time
(t̂∗) for the FOER model has a mean of 170.44 seconds,
while the FOAER model has a mean of 79.33 seconds. After
compensating 0.8 vol% estimation time (t̂∗), the FOER model
has a mean of 123.67 s with a standard deviation of 54.83
s, while the FOAER model has a mean of 68.92 s and a
standard deviation of 22.38 s. Based on a two-sample t-test,
the calculated t-value is 2.59, which is greater than the critical t-
value of 2.306 at a significance level of p = 0.05, as referenced
in the t-distribution tables [25]. Since the calculated t-value is
greater than the critical threshold, we conclude that there is a
statistically significant difference between the estimation times
of the FOER and FOAER models. However, when excluding
the values corresponding to 0.8 vol%, the t-value drops to
2.18, below the critical t-value. This indicates no statistically
significant difference between the estimation times of the two
models. The t-test results suggest that both models predict the
sensor response independently, but their prediction performance
is strongly correlated with the time constant (τ ) and the extrinsic
response time.

Overall, the FOER model achieves an average time-saving
efficiency of 70.89% with a fitting error of 0.73%, using a fixed
threshold Sth > 0. In comparison, the FOAER model shows an
average higher time-saving efficiency of 83.72% and a fitting
error of 1.09%, with the mean threshold of Sth = 0.30Vol%.
Both models can predict the sensor response using data from
a small time window; however, the FOAER model is more
appropriate for H2 leakage detection.

VIII. Conclusion
The study aims to predict the sensor response from a small

time window of the sensor’s early response without waiting for
the sensor values to converge. By leveraging sensor data from
various H2 concentration responses, two FO model approaches
are used to make accurate predictions. The evaluation of the
models was calculated by the average fitting error (%) with a <
2% threshold and model prediction efficiency. We find that the
stable value of the sensor can be predicted in the transient phase
of the sensor response with an average fitting error of 0.73%

136Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-284-5

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

IARIA Congress 2025 : The 2025 IARIA Annual Congress on Frontiers in Science, Technology, Services, and Applications

                         147 / 172



(for FOER) and 1.09% (for FOAER). This approach allows
the detection rate of dangerous concentrations of H2 70.89 %
and 83.72 % earlier than naive methods using unprocessed
sensor data. The advantage of the FO model is that it captures
systems with exponential response behavior and offers a simple,
interpretable framework that requires minimal data, making
it well-suited for processes with known dynamics. But on the
other hand, data-driven models—such as neural networks or
regression techniques—learn input-output relationships from
large datasets without relying on a physical model, enabling
them to predict sensor responses independently of system-
specific dynamics. While this study focused on a single sensor
with a deterministic response using the FO model, future
work will expand the experimental setup to include multiple
sensors and environmental factors, such as temperature and
pressure. This will allow the application of data-driven models
to capture the system’s complexity and variability. Additionally,
uncertainties in sensor responses will be addressed to generate
large-scale datasets for training robust multivariate data analysis
models that can accurately predict sensor stable responses.

Finally, to integrate our approach into embedded sensor
systems or edge computing environments, we will develop
software that incorporates the trained prediction model and
interfaces with the sensor system. In practical applications, this
software will capture the H2 sensor’s early response signal
immediately after gas exposure, within a defined time window.
The model will then analyze this early response to estimate
the sensor’s stable output value, enabling the system to make
rapid decisions or transmit the predicted concentration to
a user interface or cloud platform. This approach supports
real-time predicting potentially explosive H2 leaks in critical
environments such as hydrogen refueling stations or pipelines.
The predicted value will be continuously compared against
a predefined explosion threshold to trigger timely warnings,
activate alarms, or initiate automatic safety shutdowns when
necessary.

References
[1] Q. Hassan, S. Algburi, A. Z. Sameen, H. M. Salman, and

M. Jaszczur, “Green hydrogen: A pathway to a sustainable
energy future”, International Journal of Hydrogen Energy,
vol. 50, pp. 310–333, 2024.

[2] M. Molnarne and V. Schroeder, “Hazardous properties of
hydrogen and hydrogen containing fuel gases”, Process Safety
and Environmental Protection, vol. 130, pp. 1–5, 2019.

[3] W. Umrath, Fundamentals of Vacuum Technology. Leybold
GmbH, Cologne, 2016, Accessed: July, 01, 2025.

[4] P. Adams, A. Bengaouer, B. Cariteau, V. Molkov, and A.
Venetsanos, “Allowable hydrogen permeation rate from road
vehicles”, International Journal of Hydrogen Energy, vol. 36,
no. 3, pp. 2742–2749, 2011.

[5] L. Guo et al., “Hydrogen safety: An obstacle that must be
overcome on the road towards future hydrogen economy”,
International Journal of Hydrogen Energy, vol. 51, pp. 1055–
1078, 2024.

[6] J. X. Wen et al., “Statistics, lessons learned and recommenda-
tions from analysis of hiad 2.0 database”, International journal
of hydrogen energy, vol. 47, no. 38, pp. 17 082–17 096, 2022.

[7] R. R. Patil, R. K. Calay, M. Y. Mustafa, and S. Thakur,
“Artificial intelligence-driven innovations in hydrogen safety”,
Hydrogen, vol. 5, no. 2, pp. 312–326, 2024.

[8] D. L. Osorio-Arrieta et al., “Reduction of the measurement time
by the prediction of the steady-state response for quartz crystal
microbalance gas sensors”, Sensors, vol. 18, no. 8, p. 2475,
2018.

[9] T. Hübert, J. Majewski, U. Banach, M. Detjens, and C. Tiebe,
“Response time measurement of hydrogen sensors”, Hydrogen
Knowledge Centre, 2017.

[10] C. Shi, W. Pei, C. Jin, A. Alizadeh, and A. Ghanbari,
“Prediction of the sno2-based sensor response for hydrogen
detection by artificial intelligence techniques”, International
Journal of Hydrogen Energy, vol. 48, no. 52, pp. 19 834–19 845,
2023.

[11] Y. Shi, S. Ye, and Y. Zheng, “Rapid forecasting of hydrogen
concentration based on a multilayer cnn-lstm network”, Mea-
surement Science and Technology, vol. 34, no. 6, p. 065 101,
2023. doi: 10.1088/1361-6501/acbdb5.

[12] V. Martvall et al., “Accelerating plasmonic hydrogen sensors
for inert gas environments by transformer-based deep learning”,
ACS sensors, 2025.

[13] R. Yang et al., “Ultrafast hydrogen detection system using
vertical thermal conduction structure and neural network
prediction algorithm based on sensor response process”, ACS
sensors, vol. 10, no. 3, pp. 2181–2190, 2025.

[14] European Commission, bibleothek – A Bible-based Cultural
Network, https://cordis.europa.eu/project/id/325326, Project No.
325326, CORDIS: EU Research Results, 2016.

[15] W. J. Buttner, M. B. Post, R. Burgess, and C. Rivkin,
“An overview of hydrogen safety sensors and requirements”,
International Journal of Hydrogen Energy, vol. 36, no. 3,
pp. 2462–2470, 2011.

[16] L. Boon-Brett et al., “Identifying performance gaps in hydrogen
safety sensor technology for automotive and stationary appli-
cations”, International Journal of Hydrogen Energy, vol. 35,
no. 1, pp. 373–384, 2010.

[17] T. Hübert and U. Banach, “Response time of hydrogen sensors”,
in Proceedings of the Fifth International Conference on
Hydrogen Safety, 2013, pp. 9–11.

[18] ISO 26142:2010: Hydrogen detection apparatus – Stationary
applications, Standard, International Organization for Standard-
ization, 2010.

[19] C. I. Muresan and C. M. Ionescu, “Generalization of the fopdt
model for identification and control purposes”, Processes, vol. 8,
no. 6, p. 682, 2020.

[20] C. Cox, J. Tindle, and K. Burn, “A comparison of software-
based approaches to identifying fopdt and sopdt model param-
eters from process step response data”, Applied Mathematical
Modelling, vol. 40, no. 1, pp. 100–114, 2016.

[21] Pfeiffer Vacuum GmbH, Right angle valve, 320rkd160, https:
/ / www. pfeiffer - vacuum . com / global / en / shop / products /
320RKD160, Accessed: May 30, 2025.

[22] M. Bayat and C. Tiebe, Measurement and Testing Methods
for Sensors in Hydrogen Technologies, BAM TF Tag Energie,
2024.

[23] R. Sarif, “Fopdt model h2 response prediction code”, Accessed:
July 01, 2025, 2025, [Online]. Available: https://github.com/
Raduan01 / H2 - Response / blob / main / FOPDT % 20model %
20H2%20Response%20Prediction%20code.py.

[24] NIST/SEMATECH, 1.3.5.2. Confidence Limits for the Mean,
https://www.itl.nist.gov/div898/handbook/eda/section3/eda352.
htm, NIST/SEMATECH Engineering Statistics Handbook 2012,
Accessed: 2025-07-02.

[25] NIST/SEMATECH, Engineering statistics handbook 2012-
3.6.7.2. paired t-test, https://www.itl.nist.gov/div898/handbook/
eda/section3/eda3672.htm, Accessed: May 30, 2025.

137Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-284-5

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

IARIA Congress 2025 : The 2025 IARIA Annual Congress on Frontiers in Science, Technology, Services, and Applications

                         148 / 172



Progressively Overcoming Catastrophic Forgetting in Kolmogorov–Arnold Networks

Evgenii Ostanin
Toronto Metropolitan University

Toronto, Canada
email: eostanin@torontomu.ca

Nebojsa Djosic
Toronto Metropolitan University

Toronto, Canada
email: nebojsa.djosic@torontomu.ca

Fatima Hussain
Toronto Metropolitan University

Toronto, Canada
email: fatima.hussain@torontomu.ca

Salah Sharieh
Toronto Metropolitan University

Toronto, Canada
email: salah.sharieh@torontomu.ca

Alexander Ferworn
Toronto Metropolitan University

Toronto, Canada
email: aferworn@torontomu.ca

Malek Sharieh
Holy Trinity School

Richmond Hill, Canada
email: malek.sharieh@hts.on.ca

Abstract—Catastrophic forgetting remains a major challenge
in continuous learning, particularly for architectures not ex-
plicitly designed for knowledge retention. This paper explores
Kolmogorov–Arnold networks as an alternative to multilayer
perceptrons in such settings. We introduce two freezing strate-
gies: tensor-level spline freezing and point-level control freezing,
that exploit the spline-based structure of Kolmogorov–Arnold
networks to preserve knowledge from earlier tasks. Experiments
on Modified National Institute of Standards and Technology
(MNIST) handwritten digit dataset show that both methods yield
modest but consistent improvements when paired with replay
techniques. The best configurations improve total accuracy by
up to 2.2% and reduce forgetting by 5.4% over the no-freeze
baseline. These findings reveal a new direction for mitigating
forgetting through the selective control of spline parameters
specific for the Kolmogorov-Arnold networks. Future work will
explore a deeper integration with regularization and expansion
methods to further enhance knowledge retention in continual
learning.

Keywords-Continual Learning; Catastrophic Forgetting; Kol-
mogorov–Arnold Networks; KAN; Spline Freezing; Memory Re-
tention; Experience Replay; Progressive Freezing.

I. INTRODUCTION

Continual learning remains a central challenge in mod-
ern Machine Learning (ML), particularly in contexts where
models must incrementally adapt to new information without
catastrophic degradation of previously acquired knowledge [1].
Traditional deep learning models, including Multi-Layer Per-
ceptrons (MLPs), often suffer from catastrophic forgetting [2],
where performance on earlier tasks deteriorates as new data is
introduced. While various techniques such as regularization,
dynamic expansion, and rehearsal have been proposed to
address this problem [3]–[6], the search for architectures that
naturally lend themselves to incremental learning continues.

Kolmogorov–Arnold Networks (KANs), a recent innovation
based on the Kolmogorov–Arnold representation theorem [7],
have been proposed as interpretable and adaptable neural
networks that may address some limitations of fixed-activation
architectures. In KANs, traditional scalar weights are replaced
by univariate, learnable activation functions (typically splines),
enabling fine-grained, input-dependent transformations. Each
spline activation has its own parameter set, so during se-
quential training, only the splines relevant to a new task

are updated while the others remain fixed, thus naturally
preserving previously acquired knowledge.

In this paper, we evaluate the suitability of KAN for
continual learning by comparing their retention capabilities
to MLPs under task-incremental training scenarios. Specifi-
cally, we adopt the Split-MNIST protocol [8] which partitions
the MNIST [9] (Modified National Institute of Standards
and Technology) handwritten-digit dataset into two sequential
training tasks on digits 0–4 and 5–9.

Building on our previous analysis of KANs under adver-
sarial threats [11], [12], this study extends the evaluation
to continual learning scenarios, introducing a broader set of
robustness indicators. We compare results across architectures
and freezing strategies, focusing on metrics of accuracy,
retention, and forgetting. Notably, we observe that freezing
improves knowledge retention in settings with conventional
replay but does not provide consistent benefits when replay is
class-balanced. These findings highlight the nuanced interac-
tions between architecture, training dynamics, and memory re-
tention, opening new directions for lifelong learning research.
Main Contributions:

• A comprehensive comparison of KANs and MLP in
continual learning using the Split-MNIST benchmark.

• Systematic testing of replay and balanced replay buffer
strategies for mitigating forgetting in both model types,
using such methods as experience replay (random sam-
pling) and stratified (class-balanced) replay respectively.

• Introduction and evaluation of two novel KAN-specific
freezing techniques, targeting spline control points and
entire spline tensors.

• Empirical findings showing that KANs benefit from
freezing strategies primarily when used in conjunction
with naive replay mechanisms.

The remainder of this paper is organized as follows: Sec-
tion II reviews related work on continual learning and memory
retention in neural networks. Section III details the experimen-
tal design, including dataset splits, architecture configurations,
and freezing protocols. Section IV presents the results of
our evaluations, with a comparative analysis of accuracy and
forgetting. Section V discusses conclusions and future work
directions.
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II. RELATED WORK

A. Continual and Lifelong Learning

Continual learning, also referred to as lifelong or incre-
mental learning [1], focuses on enabling models to learn
from a stream of tasks without suffering from catastrophic
forgetting. This challenge arises when models trained on
new data overwrite previously learned information, leading to
severe performance drops on older tasks [2], [3]. To system-
atically evaluate continual learning capabilities, benchmarks
such as Split-MNIST [8], [9], [13] are widely adopted. These
benchmarks divide a dataset into separate subsets of classes
forcing the model to incrementally adapt without access to
previous task data during training.

While much of the foundational work in this area has
focused on regularization-based methods (e.g., Elastic Weight
Consolidation [14]) and architectural adaptation (e.g, dy-
namically growing networks [15]), rehearsal-based strategies
have recently gained prominence for their effectiveness and
simplicity. However, many of these techniques are designed
around conventional neural architectures, such as MLPs, and
their applicability to novel, more interpretable models remains
largely unexplored. This paper contributes to bridging this gap
by evaluating continual learning in KANs.

B. Replay and Balanced Replay

Replay mechanism attempt to alleviate forgetting by in-
troducing a rehearsal buffer that store and replays a subset
of previously encountered samples. The simplest approach,
experience replay, samples examples uniformly at random
from a memory buffer [16], while balanced replay aims to
ensure class-wise uniformity, especially critical when data
from previous tasks are imbalanced or limited [6], [10]. These
methods are often paired with online learning or streaming
data scenarios, where maintaining compact yet representative
memory is crucial.

Despite their widespread adoption in conventional deep
learning, replay-based techniques have not been systematically
evaluated in emerging network paradigms such as KANs.
Given KANs’ fundamentally different parameterization, where
edge functions are learnable instead of weights alone, it is not
immediately clear, whether replay would behave similarly. Our
study investigates this open question and quantifies the impact
of replay versus balanced replay in KAN training regimes.

C. Kolmogorov-Arnold Networks and Interpretability

KANs [7] represent a significant shift in neural network
architecture. Originally proposed by Andrey Kolmogorov in
1957 and later extended by Vladimir Arnold in 1963, the Kol-
mogorov–Arnold Representation Theorem, also known as the
superposition theorem, states that any continuous multivariate
function f(x1, ...., xn) defined on a bounded domain can be
expressed as a finite composition of continuous univariate
functions, typically formulated as:

f(x) = f(x1, . . . , xn) =

2n+1∑
q=1

Φq

(
n∑

p=1

ϕq,p(xp)

)
(1)

In (1) ϕq,p : [0, 1] → R are continuous inner functions, and
Φq : R → R represent continuous outer functions.

Inspired by the Kolmogorov–Arnold representation theo-
rem, KANs replace scalar edge weights with univariate, learn-
able spline functions. In KANs each connection from neuron p
to q now applies its own spline function ϕq,p(xp) to the incom-
ing activation xp, rather than simply multiplying by a constant
weight as in MLPs. This change enables each connection to
perform a data-driven, nonlinear transformation, offering both
functional richness and a degree of interpretability rarely found
in traditional models. Rather than stacking fixed nonlinearities
at the nodes as in MLPs, KANs achieve expressivity through
these adaptable spline-based edge functions.

Although KANs are relatively new, their potential has
already sparked interest across many domains. Prior studies
have explored their application to time series [17], [18],
robustness under adversarial attacks [11], [12], [19], [20], and
noise resilience [21], [22]. For instance, [7] demonstrated that
KANs can approximate complex mappings with far fewer
parameters while retaining interpretability via their control-
point structures. However, continual learning in KANs remains
underexplored. No prior work has directly evaluated their
memory retention across tasks or how spline parameterization
interacts with long-term adaptation.

Our study positions itself as one of the first to investigate
KANs in a continual learning context, motivated by their
spline-based design, which naturally partitions the model into
independent, learnable components, and by the opportunity
this provides for targeted freezing mechanisms. Figures 1
and 2 highlight the architectural distinction between KAN and
MLP, which motivates the design of two freezing strategies:
control point-level freezing and tensor-level spline freezing.
These mechanisms exploit the hierarchical structure of spline
parameters and enable selective locking of the model’s knowl-
edge, a novel direction for lifelong learning research.

D. Freezing Mechanisms in Incremental Learning

Weight freezing has been used historically to preserve
important parameters while learning new tasks. Techniques
like Learning without Forgetting (LwF) [23] and PackNet [24]
selectively retain task-specific neurons or weights to reduce in-
terference. More recently, methods such as Progressive Neural
Networks [25] have explored architectural partitioning where
frozen components are reused or extended.

In the context of KANs, we introduce two distinct types
of freezing. First, control point-level freezing targets high-
importance spline parameters based on magnitude or gradi-
ent scores. Second, tensor-level spline freezing locks entire
univariate transformation functions. These techniques take
advantage of the KAN flexible design, where splines are
modular and easy to adjust in a detailed way. Our experiments
demonstrated that spline-level freezing in KANs offers a new
dimension of control not available in traditional ML models,
and its interaction with replay dynamics presents novel trade-
offs between plasticity and stability.
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III. METHODOLOGY

A. Architectures

To compare robustness under continual learning, we con-
sider two types of models: a standard MLP and a KAN.
The MLP serves as a baseline, while the KAN explores
the performance of spline-based representations in a task-
incremental settings.

The MLP consists of two linear layers with a Rectified
Linear Unit (ReLU) activation in between. The first linear
layer maps a flattened 28×28 MNIST image (784-dimensional
input) to a 128-dimensional hidden layer. The second (output)
layer produces a 10-dimensional output corresponding to the
MNIST class logits. Figure 1 demonstrates the MLP architec-
ture used in the experiments.

Figure 1. MLP Architecture.

The KAN has a similar structure, with a linear layer
projecting inputs to a 128-dimensional hidden space, followed
by another linear layer to predict class logits. However, be-
tween the input and hidden layers, KAN includes a matrix
of learnable spline control weights (128 × 784), which are
not used for direct computation but are integrated into the
computation graph. These spline weights can be interpreted
as representing local functional transformations and can be
subjected to regularization or freezing. KAN architecture is
shown in Figure 2.

B. Continual Learning Setup

To simulate continual learning under the Split-MNIST pro-
tocol [8], [9], we split the MNIST dataset into two tasks:
Task A, containing digits 0 through 4, and Task B, containing
digits 5 through 9. The model is first trained on Task A
for three epochs, then trained on Task B for three more
epochs. Catastrophic forgetting is quantified as the drop in
Task A accuracy after Task B training. All experiments use the
AdamW optimizer with learning rate 1× 10−3, cross-entropy
loss, and batch size of 64 images per mini-batch.

C. Replay and Balanced Replay

To mitigate forgetting, we implement two forms of experi-
ence replay. In both, we store a subset of Task A examples
and mix them into the mini-batches during Task B training.

Figure 2. KAN Architecture.

In the first variant, replay, we randomly sample a buffer of
Task A examples. In the second, balanced replay, we sample
the replay buffer in a stratified fashion to ensure class balance
across the five Task A classes. To avoid confusion with Task
B and for brevity, we will refer to balanced replay as stratified
replay (s-replay) throughout the paper.

We tested replay buffer sizes of 50, 100, and 500, where the
buffer size denotes the number of data samples retained for the
next training round. We chose buffer sizes to represent low,
medium, and high replay capacities, so we could observe how
freezing performs under different conditions. As expected,
larger buffers led to better retention. Replay with 50 examples
provided moderate improvements, while 500 nearly eliminated
forgetting. However, our objective is to explore whether spline
freezing can further improve retention. Thus, we selected
buffer size 100 for all subsequent experiments. This setting
provides a middle ground. It significantly improves perfor-
mance over the baseline, but leaves room for further gains.
Using 50 samples could underestimate the impact of freezing,
while 500 would saturate the model’s retention capacity,
potentially masking the effects of freezing mechanisms.

D. Spline Freezing Strategies

A unique feature of KANs is the presence of interpretable
and modular spline parameters. Building on parameter-
isolation and architectural-partitioning approaches [24], [25],
we evaluate two types of freezing techniques to investigate
their effect on continual learning:

(1) Tensor-level (entire spline) freezing: In this strategy,
we compute a score for each of the 128 spline rows (or
neurons) and freeze the top k% rows. Three scoring methods
are evaluated using such approaches as :

• weight: mean absolute value of the weights in each row
• grad: mean absolute gradient magnitude per row (re-

quires a gradient pass)
• weight grad: a combination of both (with α = 0.5)
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(2) Point-level (individual control point) freezing: Here,
the same scoring methods are applied to individual elements
(control points) in the spline weight matrix. The top k% of
all elements are then frozen, regardless of their row or neuron
association.

For both strategies, we test k ∈ {0.05, 0.1, 0.25, 0.5, 0.75},
spanning from minimal to aggressive freezing intensities. This
range lets us assess how varying degrees of parameter k affect
retention under both replay=100 and s replay=100, yielding
30 experiments per technique. These strategies are visualized
in Figure 3. In each case, frozen parameters are excluded
from optimization updates by masking their gradients before
applying the optimizer step.

Figure 3. Tensor-level (left) and Point-level (right) freezing strategy.

E. Experimental Pipeline

Each experiment proceeds as follows. The model is initial-
ized and trained on Task A. After evaluating and recording the
initial accuracy, the freezing mechanism (if any) is applied
using a single gradient pass (when necessary). The model
is then trained on Task B, incorporating replayed samples
into each batch, as specified. After training, we compute and
report the accuracy on Task B (new task), accuracy on Task
A (after forgetting), and total accuracy across both tasks. We
also compute forgetting as the drop in Task A accuracy before
and after Task B training.

The following section presents the experimental results. We
first validate the replay strategies across different buffer size
and architectures, then evaluate the impact of spline freezing
techniques. The aim is to determine whether freezing entire
spline or individual components can improve retention in
continual learning settings, and whether the choice of scoring
strategy or replay method impacts this effect.

IV. RESULTS

A. Baseline Performance and Forgetting

Figure 4 and Table I summarize the performance of MLP
and KAN under different training scenarios. The clean set-
ting refers to training on all MNIST classes simultaneously,
serving as an upper-bound reference. Both models achieve
high accuracy on the full MNIST task (88.8% and 88.6%,
respectively), but suffer from severe catastrophic forgetting
when trained sequentially on separated tasks. The baseline

reflects continual training without any mitigation, revealing the
severity of catastrophic forgetting and establishing a compari-
son point for subsequent interventions. Figure 4 also shows the
improvements achieved through replay and s-replay (stratified
replay) before any spline or tensor freezing techniques are
applied. Table I additionally reports the forgetting metric,
which quantifies the reduction in accuracy on Task A after
training on Task B. The reported accuracy corresponds to the
model’s total accuracy after both training phases. For example,
in the baseline scenario, Task A accuracy drops by nearly
96%, resulting in an overall accuracy of just 43.4% for MLP
and 43.3% for KAN, underscoring the impact of forgetting in
continual learning.

Figure 4. Baseline accuracy and replay effectiveness for MLP and KAN.

TABLE I
BASELINE ACCURACY AND FORGETTING FOR MLP AND KAN.

Scenario MLP Acc. KAN Acc. MLP Forget. KAN Forget.
Clean 0.888 0.886 - -
Baseline 0.434 0.433 0.958 0.964
Replay 50 0.758 0.779 0.322 0.275
Replay 100 0.835 0.845 0.149 0.137
Replay 500 0.859 0.864 0.075 0.071
s-Replay 50 0.782 0.767 0.261 0.305
s-Replay 100 0.832 0.821 0.147 0.187
s-Replay 500 0.863 0.855 0.068 0.077

B. Replay and Stratified (Balanced) Replay

We evaluated replay-based strategies with varying buffer
sizes. Standard replay (random) and s-replay both improve
accuracy and retention, as seen in Figure 4. With replay buffer
size 100, MLP and KAN reach 83.5% and 84.5% accuracy,
respectively, while s-replay achieves 83.2% for MLP and
82.1% for KAN.

These configurations reduce forgetting substantially, as seen
in Table I. The choice of buffer size 100 offers a middle
ground between replay 50, which yielded lower gains, and
replay 500, which almost eliminated forgetting. We selected
100 for subsequent experiments, as it maintained measurable
room for improvement while ensuring sufficient retention to
validate the impact of freezing methods.
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C. Point-Level Freezing

Point-Freezing (pf) methods, shown in Figure 5, Table II,
and Table III, freeze the top-k% of control points us-
ing heuristics based on weights (w), gradients (g), or a
weighted average (wg). For s-replay, the best configuration is
pf_g_s-replay100 at k = 25%, which achieved 84.3%
accuracy and reduced forgetting to 0.133, outperforming the
no-freeze baseline of 82.1% (+2.2%) accuracy and 18.7% (-
5.4%) forgetting. In the replay setup, the best pf result was
pf_wg_replay100 at k = 25%, with 84.2% accuracy and
0.133 forgetting.

Across all experiments, s-replay consistently outperformed
standard replay in both baseline accuracy and forgetting,
even before freezing was applied. Moreover, pf under s-
replay remained effective across multiple k values, with most
configurations improving over the no-freeze baseline.

These results suggest that s-replay provides a stronger
foundation for knowledge retention, likely due to its class-
balanced sampling, which ensures more uniform coverage of
prior task classes during rehearsal. When combined with pf,
this structure appears to help selectively consolidate important
spline parameters, leading to synergistic gains in both accuracy
and forgetting. The consistent effectiveness of point-level
freezing under s-replay highlights its value as a complementary
mechanism for continual learning with KANs. Despite these
gains, the best s-replay + pf configuration still incurs a 13.3%
forgetting rate, underscoring the need to explore additional
forgetting mitigation strategies in future work.

Figure 5. Best KAN scenario with Point-Level Freezing (pf).

D. Tensor-Level Freezing

Tensor-Level Freezing (tf), shown in Figure 6, Table II,
and Table III, disables entire spline rows and can yield
strong improvements, though it introduces more variance
compared to point-level freezing. The best replay configuration
is tf_wg_replay100 at k = 75%, which achieved 85.2%
accuracy (+0.7%) and reduced forgetting to 0.101 (-3.6%). For
s-replay, the best result is tf_g_s-replay100 at k = 75%,
with 84.3% accuracy and 0.127 forgetting.

Although some configurations (e.g., k = 10% for tf_w_
replay100) resulted in noticeable performance drops, the

TABLE II
KAN ACCURACY UNDER REPLAY AND S-REPLAY FOR TENSOR (TF) AND

POINT (PF) FREEZING.

Method no freeze k5% k10% k25% k50% k75%
pf w replay100 0.845 0.817 0.841 0.830 0.837 0.816
pf g replay100 0.845 0.833 0.835 0.822 0.845 0.824
pf wg replay100 0.845 0.838 0.832 0.842 0.824 0.844
pf w s-replay100 0.821 0.816 0.828 0.831 0.833 0.829
pf g s-replay100 0.821 0.834 0.839 0.843 0.839 0.827
pf wg s-replay100 0.821 0.825 0.838 0.840 0.838 0.829
tf w replay100 0.845 0.851 0.813 0.834 0.844 0.821
tf g replay100 0.845 0.840 0.846 0.830 0.834 0.843
tf wg replay100 0.845 0.818 0.834 0.833 0.832 0.852
tf w s-replay100 0.821 0.837 0.826 0.826 0.835 0.829
tf g s-replay100 0.821 0.831 0.832 0.834 0.842 0.843
tf wg s-replay100 0.821 0.851 0.841 0.841 0.841 0.837

top-performing setups confirm that tensor-freezing can outper-
form point-freezing in certain cases when appropriately tuned.
These gains are most evident at higher freezing thresholds
(k = 50%–75%), suggesting that the disabling of larger sets
of spline transformations can help stabilize representations
after task shifts, particularly when combined with structured
replay. However, the broader range of outcomes highlights that
tensor freezing is more sensitive to the choice of k and scoring
strategy, reinforcing the need for careful calibration.

Figure 6. Best KAN scenario with tensor-level freezing (tf).

TABLE III
KAN FORGETTING UNDER REPLAY AND S-REPLAY FOR TENSOR (TF) AND

POINT (PF) FREEZING.

Method no freeze k5% k10% k25% k50% k75%
pf w replay100 0.137 0.185 0.133 0.154 0.137 0.178
pf g replay100 0.137 0.166 0.153 0.178 0.123 0.157
pf wg replay100 0.137 0.141 0.144 0.133 0.166 0.112
pf w s-replay100 0.187 0.182 0.166 0.160 0.155 0.157
pf g s-replay100 0.187 0.162 0.135 0.133 0.143 0.155
pf wg s-replay100 0.187 0.173 0.135 0.148 0.130 0.152
tf w replay100 0.137 0.116 0.200 0.153 0.133 0.163
tf g replay100 0.137 0.121 0.133 0.165 0.158 0.116
tf wg replay100 0.137 0.197 0.151 0.155 0.149 0.101
tf w s-replay100 0.187 0.141 0.168 0.174 0.130 0.152
tf g s-replay100 0.187 0.143 0.164 0.152 0.137 0.127
tf wg s-replay100 0.187 0.123 0.134 0.132 0.137 0.136
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E. Freezing Strategies: Comparative Effectiveness

Our evaluation of spline freezing strategies shows that both
tf and pf methods improve continual learning when paired
with replay mechanisms. While both enhance accuracy and
retention, their effectiveness depends on the configuration.

pf offers consistent gains, especially under s-replay. Most
k values outperform the no-freeze baseline, with the best
configuration (pf_g_s-replay100 at k = 25%) improving
accuracy by +2.2% and reducing forgetting by 5.4%. This
suggests that fine-grained control over spline weights helps
preserve prior task knowledge without impairing new learning.

tf, which locks full spline rows, shows greater vari-
ability but also higher potential. The best configuration
(tf_wg_replay100 at k = 75%) yielded the top accuracy
overall (+1.0% vs no-freeze) and reduced forgetting by 3.6%.
However, tf performance is more sensitive to k and the scoring
strategy, and can degrade if freezing is too aggressive.

Figures 5 and 6 summarize the top-performing pf and tf
setups. While pf freezing is more robust across scenarios, tf
freezing offers a higher ceiling when properly tuned. These
complementary traits highlight the adaptability of KANs for
continual learning applications.

V. CONCLUSION AND FUTURE WORK

This paper investigated KANs in continual learning, demon-
strating that both tensor-level and point-level spline freezing
consistently improve retention in Split-MNIST when paired
with simple replay (up to +2.2 % overall accuracy and a 5.4
% reduction in forgetting). While the absolute improvements
are moderate, these KAN-specific freezing strategies leverage
the spline structure to preserve prior task knowledge without
impeding new learning, opening a promising direction for
more targeted retention strategies.

Future work will explore freezing in deeper KANs, integra-
tion with regularization and dynamic expansion methods, and
testing on more complex benchmarks beyond MNIST. Addi-
tionally, we aim to develop adaptive freezing and unfreezing
strategies, drawing inspiration from biological learning and
synaptic plasticity. With these enhancements, we expect to
achieve higher retention and greater robustness in continual
learning tasks, further unlocking the potential of KANs for
long-term knowledge consolidation.
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I.  INTRODUCTION 
 

Artificial Intelligence (AI) has entered a new age. 

Historically, intuition, experience, and straightforward cause-
and-effect thinking has anchored leaders. AI, Machine Learning 

(ML), neural networks, challenge the paradigm of what makes 
an exceptional leader in the 21st century. The value of 

aggregating data and tapping into deep learning has enhanced 

the capabilities of machines to extract insights from data [1]. 
Next, [2] extended this trajectory and demonstrated that 

unsupervised learning at scale, in their case, producing the first 

generation of GPT language models, could deliver emergent 
behaviors previously exclusive to humans. These technical 

benchmarks force executives to reassess, in an AI-driven 
environment, how knowledge is acquired, how judgments are 

justified, and what exactly defines competence. 

Leaders especially must understand what AI is and is not. [3] 
define AI as a system’s ability to interpret external data 

correctly, learn from such data, and use those learnings to 

achieve specific goals and tasks through flexible adaptation. 
This description highlights how, instead of only running on 

hard-coded instructions, AI systems independently grow and 
evolve through experience. [4] argue that, from a commercial 

standpoint, like prior inventions such as the steam engine and 

electricity, AI, especially ML, has become the most significant 
general-purpose technology of our time. They point out that ML 

unlocks productivity benefits by automating simple and 

complex tasks. 

AI literacy goes beyond mere technological knowledge. It 

requires understanding the fundamental concepts behind how 
AI systems make decisions and learn. Leaders should be aware 

of the differences between supervised, unsupervised, and 
reinforcement learning, comprehend what it means when a 

model overfits or why an algorithm could be biased, and 

appreciate the constraints of AI. Large language models, for 

example, can create confident-sounding responses but lack 
actual comprehension. [5] warn, even powerful AI, such as the 

generative models of today, often lacks a genuine understanding 

of the material it generates. An AI-literate leader would 
understand the current limitations of AI and apply checks and 

balances when using such AI platforms. 

Additional background information is drawn from the body 

of research on digital and information literacy [6]. It is worth 
noting that information overload has become a significant issue 

in the digital era. The flood of statistics and analytics can 

overwhelm decision-makers, causing uncertainty rather than 
insight. Big data-loving AI systems can either exacerbate or aid 

in controlling this overload, depending on their application. AI 

literacy enables leaders to utilize AI to distinguish between 
signal and noise, thereby reducing the noise level rather than 

adding to it. Fundamentally, Chief Executive Officers (CEOs) 
equipped with a knowledge of how algorithms function are 

better positioned to direct their companies in an era of data 

driven complexity. 
 

II. AI AS A LEADERSHIP IMPERATIVE 
 

Unlike earlier developments, AI continually evolves through 

feedback loops, transfer learning, and reinforcement, therefore, 

leadership in this field is not fixed but rather must be iterative, 
experimental, and ethical. Strategic leaders must be able to 

distinguish between accurate signals and hype, as well as 

between deployable solutions and speculative prototypes. They 
must assess not only what an AI system can achieve, but also 

what it should do, considering social values and organizational 
objectives. Practically, this means that leaders must be willing 

to challenge model outputs and forecast secondary impacts of 

AI deployment. As [4] underline, the transformational power of 
AI is limited by what it cannot do for a company. In ethical 

decision-making, creative vision, or knowledge of stakeholder 

environments, leaders must choose where human judgment and 

domain expertise remain indispensable. 

The changing nature of technology feeds leadership mandates 

surrounding AI. New AI systems are more than just tools; in 

some circumstances, they operate as autonomous agents that 
learn and make decisions independently. [7] explain how a new 

generation of AI systems are actors in and of themselves, 

making crucial decisions and changing results without direct 
human guidance. This blurs the boundaries separating the tool 

from collaborator. Leaders must learn how to collaborate with 
AI, guiding these systems through well-defined goals and 

governance, while also trusting them to operate in areas where 

they excel. Finding the balance is of great importance as too 
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little control and the AI can drift, too much micromanagement 

and the leader loses the advantage of AI. Leading AI literacy 
promotes the concept of epistemic humility, acknowledging that 

in certain situations, an algorithm’s superior pattern-spotting 

capabilities can be complemented by the wisdom to recognize 

when human supervision should replace algorithmic guidance. 

The business literature increasingly presents AI literacy as a 
fundamental leadership ability. Leading in an AI-powered 

environment requires redefining cooperation between humans 

and intelligent technology, according to a Harvard Business 
Review study [7]. Whether via shadowing data science teams or 

prototyping with no-code ML tools, leaders who interact with 
AI tools personally develop an instinct of what drives system 

performance. Such involvement dispels the myth of AI as a 

black box. The idea of mystery can discourage executive 
participation. Although the technical specifics of deep learning 

may be challenging, non-engineers can gain a good 

understanding of the concepts and underpinnings, such as 

training data quality, model bias, or overfitting. 

An alarming statistic comes from a survey by the McKinsey 

Global Institute [8], which revealed that almost 50% of board 

directors claim AI is not currently on their agenda. Reflecting a 
gap in top-down participation, many executives have yet to 

address AI strategy in the boardroom. According to McKinsey 

Global Institute [8] research, only 1% of executives believe 
their company has reached AI maturity, where AI is integrated 

into most processes, despite almost all organizations investing 
in AI. Leaders are not moving fast enough to develop AI at 

scale. Many companies lack qualified leadership to support and 

guide AI initiatives and acquiring tools without a capable 
workforce is not a fast path to success. Human intelligence 

coupled with AI is a prerequisite for business leadership. Like 

those who neglected the internet, mobile and social media 
revolutions, leaders who fail to adapt will progressively find 

their companies at a competitive disadvantage. 

Engaging the hearts and minds of the workforce is necessary 

to build trust, a sometimes-undervalued component of the AI 
leadership mandate. If employees and consumers are skeptical 

about the intentions and competency of the 

organizations/leaders using AI solutions, they will not entirely 
welcome them. According to a recent article in Harvard 

Business Review [7], workers will not trust AI if they doubt the 

judgment and openness of their executives regarding AI 
applications. Building trust requires leaders to clearly explain 

how AI is applied, address concerns about job displacement, 
and provide an ethical, human-centered example of how to 

integrate AI effectively. 

 
III. ORGANIZATIONAL RESILIENCE AND AI INTEGRATION 

Organizational resilience in the era of AI is about adaptive 

intelligence. AI is becoming a significant enabler of resilient 
businesses’ capacity to notice and react to changes in their 

environment more quickly and efficiently. Particularly with 
real-time data, modern AI systems can predict disturbances, 

spot weak signals, and replicate events. Those who understand 

the principles and framework of these models are more suited 

to calibrate them as tools for resilience. An operations CEO who 

is AI-literate, for instance, may stress-test supply chain 
weaknesses using ML models or project changes in customer 

demand, and then adjust their strategy. 

Companies that utilize AI for predictive decision-making and 

scenario planning outperform their competitors by up to 20% in 

operational efficiency, according to the McKinsey Global 
Institute [8]. Typically, this efficiency leads to improved 

handling of disturbances. For instance, during the COVID19 

pandemic, companies with sophisticated AI analytics were able 
to adjust their business models rapidly. One prominent example 

is Airbnb, whose leadership utilized AI-driven analytics to 
identify an increase in demand for longer-term rentals and local 

stays when global travel came to a halt. They quickly turned 

their attention to assist work-from-anywhere accommodations. 
Airbnb’s decision to couple data and innovative ideas about new 

consumer categories with trust in algorithms and data, helped 

them steer a significant turnaround. Deloitte Insights [9] 
emphasizes that for companies driven by AI, adaptability is a 

vital survival trait. The most resilient companies are those 

whose cultures and leadership can adapt to signals driven by AI. 

Resilience is also about growing from mistakes and AI 
systems will occasionally make mistakes. A CEO 

knowledgeable in AI can view these events as opportunities for 

the algorithm to be retrained or updated, and for the company 
to enhance its operations. If an AI model in a healthcare system 

misses an anomaly related to a patient case, for instance, an AI-
literate Chief Medical Officer would examine whether the 

training data lacked such cases and then either enhance the data 

or adjust the thresholds, rather than merely blaming the black 
box AI. This reflects a more general truth: human resilience and 

system resilience are intertwined. By managing complexity and 

scale beyond human capacity, AI can help a company become 

more resilient. 

Resilient companies utilize AI not only to address issues but 
also to drive constant innovation. Resilient businesses can 

investigate what if scenarios, such as what if a new competitor 
emerges. This is an opportunity to get better prepared with 

strategic options that incorporate AI into their scenario 

planning. This drives the company from passive shock to active 
future shaping. According to [4], companies that fully absorb 

AI’s potential will be the ones to create entirely new business 

models in the face of change. In this sense, strategic resilience, 
the capacity to not only survive but also seize opportunities, 

becomes dependent on AI literacy among executives. 

 

IV. DEGREES OF AI PROFICIENCY FOR LEADERS 

AI competency ranges from basic literacy to strategic fluency 

and, for ultimately, technical depth - it is not homogeneous. 
Although every leader should have a basic understanding of 

how AI operates and its consequences, not every leader needs 

to be an AI specialist. Three escalating tiers of AI competency 

for leaders allow us to: 

1) Foundational Reading 

Leaders at this level understand basic concepts and terms. 

They are familiar with essential metrics, such as accuracy and 

error levels, and understand the mechanism a learning algorithm 
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employs, for example, pattern matching in historical data. 

Additionally, they comprehend the difference between 
supervised and unsupervised learning. They also understand 

concepts such as overfitting, model bias, and the need for high-

quality training data. They may not build models, but a leader 
with basic AI literacy can keep pace and ask good questions. 

For example, they might ask, has this recommender system 

been evaluated for differential fairness across customer 
segments or how confident are we in the predictions, and what 

is the basis for that confidence? 

2) Strategic Fluency 

Incorporating AI within organizational strategy and cross 

functional collaboration is a sign of strategic fluency. They are 
more concerned with the broader implications of AI, including 

its ethical, legal, and competitive aspects. For example, at this 
level, a leader understands the importance of algorithmic 

fairness and can evaluate where and how an AI system impacts 

stakeholders. From a model report, they might be able to 

determine where the model performs well and where it fails. 

Strategic fluency also encompasses awareness of developing 
AI rules and standards, such as the EU’s proposed AI Act or 

Canada’s AIDA [10], and the ability to foresee how these will 
affect the company’s operations. At this level, a leader could 

spearhead an AI governance group or help to define an AI 

strategy. They can convert corporate needs into directions for 
AI teams; technical complexities into language that the C-suite 

and board can comprehend. Essentially, they serve as a bridge 

between technical professionals and the broader organization, 
ensuring that AI initiatives align with corporate strategy and 

values. 

3) Technical Depth & Expertise 

Although this is more common for Chief Technology Officers 

or Chief Data Scientists than CEOs, some leaders may delve 
deeper technically into AI. Still, some tech-savvy leaders 

interact directly with code or model development. At this level, 
a leader may possess a strong understanding of AI architecture 

and techniques, or personally experiment with ML models, 

perhaps using autoML tools or Python notebooks. By 
advocating new AI uses, they can rigorously question 

presumptions, challenge AI system design, and inspire 

innovation. 

Although not every company will have a CEO capable of 
programming an algorithm, having some top executives or 

advisers with this knowledge can be highly beneficial. These 

individuals ensure the business stays at the forefront and can 
guide others in the C-suite on AI issues. Crucially, even 

technically skilled leaders must also excel in the human and 

strategic aspects; sheer technical knowledge without strategic 
vision or ethical foundation can lead to solutions in search of 

problems or, worse, to reckless deployments. 

At any point on the spectrum above, AI-proficient leaders 

ultimately act as interpreters and guides, tailored to their 
position. They convert corporate priorities into AI development 

roadmaps and translate the promise of AI into commercial 

prospects. They help their companies create teams and cultures 
prepared for AI. They might initiate training initiatives to 

increase AI literacy among the managers, for instance, [11] 

demand for a system of lifetime learning in the workforce to 
accommodate AI-driven change. Indeed, [11] contends that 

society and businesses must reorganize around lifelong learning 

to keep pace with automation and AI a concept that holds as 
much relevance for executives as for front-line workers overall, 

developing different levels of AI competency in leadership 

results in a common language and understanding that helps the 

entire company navigate the AI era more successfully. 

Leadership that is both AI-literate and emotionally savvy 
about change management makes a significant difference, as 

evidenced by these case studies across banking, energy, 
healthcare, and manufacturing. In every case, even if the 

technology itself was advanced, its effectiveness depended on 

human leaders who understood it and could include it into 
organizational processes and culture; it was not a magic bullet. 

Those executives who were AI-literate were able to ask 

important questions, create suitable guardrails, engage the 
correct stakeholders, and ultimately convert AI capability into 

real-world business value. As a result, those companies not only 
made effective use of AI but also developed new capabilities 

that made them more resilient and innovative. 

 

V. BARRIERS TO ADOPTION AND LITERACY 
 

When business objectives and risk frameworks are 
misaligned, IT teams may struggle to interpret strategic 

priorities. Data scientists and engineers, on the other hand, 
speak a language like mathematical models, codes, and APIs, 

which corporate managers often find beyond their level of 

understanding. This mismatch can hinder communication and 
result in either neglected AI solutions, or AI solutions that fail 

to address the actual problem. 

Another factor that can impede the embracing of AI literacy 

are psychological and cultural elements. Time constraints are 
often mentioned; senior executives may not prioritize learning 

AI principles when they are busy running the company. 

Obsolescence is a concern among experienced executives that 
the world is advancing faster than their capacity to learn, which 

can also lead to a resistance to new technological change. The 

lack of organized learning paths for leaders aggravates this. 
Employees may receive training courses, but who guides 

directors and CEOs on the use of AI? Although this is beginning 
to change, few MBA programs or executive education courses 

have recently extensively incorporated AI and data science into 

their core curriculum. [11] notes that leaders run the risk of 
lagging behind and then opposing what they do not comprehend 

if they reject ongoing education. 

Other obstacles are pragmatic problems such as a lack of data 

infrastructure needed for significant AI integration given data is 

locked in silos, of poor quality, or not readily available in real 
time. Early AI experiments that fail or underperform can poison 

leadership on further investment. If not correctly framed, such 

failures could support a narrative that AI did not work for us. 

The quantity of data and the hype surrounding AI pose 
another obstacle. Paradoxically, too much noise is a problem 

even if ignorance is a challenge. Extreme media hype cycles 

accompany the fast-moving AI industry. The topic is AI 
defeating humans in a game one week, and the following week 
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it will be a chatbot producing poetry. This firehose of 

information can destabilize a busy leader, causing uncertainty 
about what truly matters for their company. According to [6], 

information overload is a condition characterized by an 

overwhelming amount of relevant and semi-relevant 
information that becomes a burden rather than a benefit. 

Leaders in the AI space must contend with an excess of jargon, 

vendor presentations, and anecdotal success tales. 
Differentiating signal from noise itself requires some degree of 

AI literacy to understand, for instance, that success in beating 
human gamers does not automatically translate into a 

breakthrough in one’s sector. 

It is crucial to create translators or champions of cross 

functional AI that span different departments. These could be 

rising leaders with adequate technical knowledge and 
commercial sense to act as middlemen. They can help translate 

needs and findings and support company executives in meetings 

with data teams. Some companies have even established the 
position of Chief AI Officer or expanded the Chief Information 

Officer (CIO) role to address AI strategy and education 

throughout the company specifically. 

The road to universal AI literacy in leadership is impacted by 
communication gaps, fear and inertia, cultural opposition, 

infrastructure barriers, and other trials. Not one of these 

challenges is insurmountable. Through deliberate approaches 
such as education, translation roles, cultural change, and 

opportunities to learn/practice, organizations can begin to close 
the AI literacy gap. The outcome will be leaders who actively 

utilize AI, rather than simply having passive awareness of it, 

and teams that are enabled to grow with AI, rather than being 
limited by inadequate communication. 

 
VI. POLICY ADVICE AND FRAMEWORK OF GOVERNMENT 
 

As companies strive to achieve, matching efforts aimed at 

embedding AI literacy into leadership and operations with 

newly proposed rules and governance frameworks at national 
and international levels is equally crucial. Governments, 

business agencies, and multi-stakeholder groups are driven by 

the rapid evolution of AI to establish norms and parameters that 
ensure responsible research and the development of beneficial 

applications. Along with their layers of technology and strategy, 
leaders must also be well-versed in the state of the policy 

landscape surrounding AI. It equips them to shape future-ready 

business strategy, while driving proactive industry governance 
standards and regulation compliance. 

The recent OECD AI Principles [12] have attracted interest 

as they are among the highest-level global guidelines offered 
for what constitutes trustworthy AI. The OECD’s five 

fundamental pillars of AI governance [12] are: inclusive 
growth, sustainable development, and well-being; respect for 

the rule of law, human rights, and democratic values; 

transparency and explainability; robustness, security, and 
safety; and responsibility. They insist that AI be human-centric 

and incorporate safeguards for the design and implementation 

of AI systems. According to the transparency principle, for 
example, people should be aware when interacting with an AI 

system and understand how it makes decisions that affect their 
lives. Effective control and redress mechanisms will enable 

businesses to take responsibility for the outcomes of their AI 

systems. 

Implementing such ideas within a company could involve 

establishing an internal review board for high-impact AI 
projects, implementing an AI ethics policy, or conducting 

algorithm bias tests. Addressing this requirement to put abstract 

ideas into practical use, one of the suggestions in our initial 
study was to translate OECD and UNESCO principles into 

actionable scorecards linked to Key Performance Indicators 

(KPIs). For their initiatives, several businesses have begun 
creating AI ethics scorecards, which compare them against 

standards such as fairness or openness. Not leaving these 
projects entirely to IT or compliance departments to lead the 

way but instead engaging forward-looking leaders is an optimal 

path forward. 

Additionally, national policies are being formulated, as seen 

in the case of Canada. The proposed Artificial Intelligence and 
Data Act (AIDA) in Bill C-27 [10] is one of the first moves in 

North America to regulate private sector AI systems. Aiming to 
identify key AI systems that can have a negative impact on 

health, safety, or rights, AIDA employs a risk-based approach, 

as reported in [10]. Under the Act, businesses would be required 
to assess their potential risks and biases associated with AI. It 

provides basic ideas for systems needing human supervision, 

explainability, justice, non-discrimination, safety, security, and 
responsibility, as well as elements for evaluating high-risk AI, 

including the possibility for harm and the scope of usage. 

Regulatory organizations in sectors such as healthcare, 

banking, and transportation are closely monitoring the 
development of AI. For instance, financial authorities are 

examining algorithmic trading and lending algorithms, while 

the U.S. FDA is creating rules on AI and ML in medical devices. 
Leaders in organizations in these fields must stay current with 

such changes. For example, an executive at an insurance 

company should be aware of any rules from insurance 
authorities regarding the use of AI in underwriting or claims, 

which typically emphasize fairness and transparency to 

consumers. 

Research companies and consulting firms have contributed to 
the discussion with thorough ideas on the governance of AI. 

Deloitte [9], McKinsey [8], and PwC [13] have offered analysis 

on how companies might navigate the AI revolution. For 
example, Deloitte has emphasized the need for enhanced board 

oversight of AI. A poll by Deloitte Global [9] revealed a 
governance gap, with almost half of company boards not 

discussing AI at the board level. Boards should regard AI as a 

boardroom issue, according to [9], thereby ensuring that issues 
of AI risk and strategy receive the highest level of attention and 

consideration. 

Through its Global Institute and industry research, McKinsey 

has emphasized the importance of aligning AI strategy with 

corporate value and workforce growth. Investing in reskilling 
the workforce alongside AI deployment is a key proposal [8] 

that will enable employees to work effectively with new 
systems, rather than being replaced or disenchanted. These 

initiatives demystify AI for the entire workforce, thereby 

fostering an AI-ready culture that aligns with the leadership 

literacy. 
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Similarly, as underlined in [13], there is a need to develop 

trust and responsible AI techniques. According to [13], 
companies that excel in AI adoption often also lead in creating 

systems for AI governance and ethics. PwC’s research [13] 

reveals that organizations achieving a noteworthy return on 
investment from AI are those that prioritize data security and 

model interpretability from the outset. One often referenced 

PwC statistic is their projection of AI’s potential $15.7 trillion 
impact on the global economy by 2030, which serves as a wake-

up call, emphasizing the enormous risks. [13] advises CEOs to 
ensure that AI has a seat at the table in business planning 

conversations and incorporates AI into top-level company 

strategy. 

In the realm of public policy, leaders have the opportunity and 

obligation to help shape sound AI governance by lobbying and 
setting a good example. By volunteering in industry consortia 

or government advisory groups on AI, business leaders can lend 

their expertise toward creating effective yet not innovation-
stifling rules. In a few cases, banks and tech firms have 

collaborated with authorities to establish sandboxes for the 
controlled testing of AI systems, thereby advancing the 

collective understanding of governance and innovation. When 

leaders and companies convert all of these frameworks and 

concepts, a few concrete actions emerge. 

1) Create AI governance systems 

Establish official systems, such as AI monitoring boards or 

assigned accountable AI agents. These systems should align 

with external values [12] and ensure continuous adherence to 
evolving rules such as AIDA [10] or others. They also indicate 

internally that AI should be managed with the same level of 

strictness as other significant corporate hazards. 

Create explicit rules and guidelines for the advancement and 

application of AI. An AI ethics guideline document, for 
instance, states that all project teams must abide by it and could 

cover acquiring appropriate consent for data usage, avoiding 
certain sensitive features such as not using protected attributes 

in models, and requirements for explainability when decisions 

impact consumers. Escalation procedures when an AI system 

encounters scenarios it is not confident about. 

2) Invest in Training and Awareness (Policy Literacy) 

Policy literacy on AI is much needed, much as we discuss AI 
literacy. Leaders should ensure that their teams, especially those 

involved in AI, are aware of the ethical and regulatory 

requirements they are expected to fulfill. This may require 
bringing in legal experts to brief the technical teams or hosting 

seminars on forthcoming rules. On the other hand, it entails 

educating legal teams and compliance agents in the knowledge 
of AI sufficient to manage it effectively. The two-way learning 

reflects the need for a multidisciplinary approach.  

3) Transparency and Stakeholder Communication 

Establish a policy of open communication regarding AI 
applications. This can include releasing AI transparency reports, 

which some businesses have begun doing, revealing where and 
how they apply AI, much like privacy transparency reports. 

Along with ways for consumers to request human review, as 

some laws, such as the European Union’s GDPR, require, it can 

also involve interacting with them, for example, by sending a 

notification when AI is employed in making a significant 
judgment concerning them. Leaders should frame transparency 

as an opportunity to create trust rather than a compliance 

burden. 
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Abstract—We consider the problem of detecting anchoring
bias in problems where a decision maker has to make multiple,
correlated decisions over time. The main research question we
investigate is whether the problem’s solution from working on
the problem multiple times has an anchoring effect on the
decisions made to solve the problem in the future. To address this
question, we propose a computer-based navigation game where an
autonomous agent dynamically adapts initially hidden information
that is required by human players to solve the game, in successive
iterations of the game. We use the navigation decisions made by
human players while playing the game, as the game information
gets incrementally revealed, to infer the presence of anchoring
bias in the player’s decisions. Our results with game-playing
data collected from 74 human subjects comprising Navy and
Marine trainee personnel show a strong evidence of anchoring
bias, although the bias diminishes rapidly after the player is
exposed to information that contradicts the information in the
anchor. We have also validated our results using an anchoring
bias model from literature to show that our results conform to
the model in 77-80 percent of game-play instances.

Keywords-anchoring bias; decision-making; human participant
user study.

I. INTRODUCTION

Cognitive biases in human decision-making while solving a
problem are known to affect the problem’s outcome [1]. These
biases usually degrade the outcome’s value to the decision
maker and to others that are affected by the problem’s outcome.
Researchers have proposed several techniques to detect and
analyze cognitive biases in decision making. In this paper,
we analyze a commonly encountered cognitive bias called the
anchoring bias [2] while focusing on problems that involve
time-extended or sequential decision-making. Time-extended
decision-making instances abound in daily living tasks as well
as longer term decision problems.

Recently, researchers [3,4] have reported the presence of
anchoring bias in decision making for time-extended tasks.
However, in these research studies, while making the decision
for the current task the decision maker had access to the features
of the current task, in addition to their experience from past
decisions on similar tasks stored in their memories. In contrast,
if access to the current task’s features while making the decision
for the task were to be taken away, and the decision maker
had to rely solely on experiences from memory from similar
tasks to make decisions, is anchoring bias still present? This
question does not seem to have been investigated reasonably
well in existing anchoring bias research.

To address this research gap, we design a study where
an autonomous agent dynamically adapts the current tasks’
features, which are then incrementally revealed to the decision
maker via the decisions made by the decision maker. The
decisions made by the decision maker are then analyzed
for anchoring bias. Figure 1 illustrates our design idea. The
conventional sequential decision making process, where the
history of decision outcomes – as well as the current task
features – affect the decision on the current task, is shown
in Figure 1(a). In contrast, the decision-making process we
investigate in this paper is shown in Figure 1(b), where the
current task’s values are invisible or masked and the current
task’s decision is based only on past decision outcomes. We
employed a game to enable human subjects make successive
time-extended decisions and developed algorithms to analyze
the presence of anchoring bias in the decisions as well as
predict the propensity of displaying anchoring bias based on
past decisions. Our results, performed with a group of 74
human subjects, show strong evidence of anchoring bias across
90% of the subjects, while our anchoring bias prediction model
shows accuracy in the range of 77–80%. These results support
the correctness of our study and the anchoring bias prediction
model. Our results also show that anchoring often persisted
beyond the first trial, although the prediction model’s accuracy
beyond the first trial diminished substantially.

The remainder of the paper is organized as follows: In
Section II, we review related work. In Section III, we introduce
our game designed to elicit anchoring bias in sequential
decision-making. In Section IV, we describe the human user
study we conducted and our analysis of the resulting data. In
Section V, we discuss our study and the lessons we believe we
can learn from it. Section VI offers some concluding remarks
and directions for future work.

II. RELATED WORK

Anchoring bias [2] causes humans to rely heavily on an
initial piece of information, called an anchor. Because of this,
humans tend to overlook information that would lead to better
choices in subsequent decisions, and, instead, gravitate towards
choices that align with the anchor. Initial research on analyzing
anchoring biases focused on single-point decision problems.
The main experimental roundup used for anchoring bias in
such single-point decisions is the following: first, a decision
maker is exposed to a certain piece of information, called the

149Copyright (c) The Government of United States of America, 2025. Used by permission to IARIA.     ISBN:  978-1-68558-284-5

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

IARIA Congress 2025 : The 2025 IARIA Annual Congress on Frontiers in Science, Technology, Services, and Applications

                         160 / 172



Figure 1. (a) Conventional decision-making process based on perception of current task’s features and memory of past decision outcomes, (b) Masked
decision-making process where current task features are not available; decisions are based on memory of past decisions.

anchor, about the likely outcome of a decision. Thereafter, the
decision maker is asked to make the same or a very similar
decision. Anchoring bias is claimed to affect the latter decision
if the latter decision’s outcome is similar to the initial decision
outcome. A canonical example is to anchor the decision maker
to a price point, e.g., 100 for a certain piece of clothing.
Subsequently, the decision maker is shown a similar piece of
clothing that is priced well-below (or well-above) 100, without
revealing the price, and asked its worth. If the decision maker
says that the clothing is worth around 100, it indicates that
they are anchored to the initial price of 100.

Subsequently, researchers extended the study of anchoring
bias to successive decisions such as perceived loudness of
sounds played in sequence, group decision-making [5,6],
evaluations of facial attractiveness and ringtone likeability [7],
financial decision-making [8], reviews of books and college
applications [3,4,9]. In the experiment design in these research
efforts, the decision maker had to determine a decision outcome
(in other words, evaluate) tasks that appeared in a sequence.
Each task had a fixed set of features or attributes and the
decision outcome was a function of the attribute’s values. The
task remained the same over time, but the values of the task’s
attributes were different for each task. The decision maker
was affected by anchoring bias if they bypassed or shortcut
through the function that maps the attribute values to the
decision outcome, but, instead used a previously encountered
task’s decision outcome to determine the current task’s decision
outcome. For example, in admissions decisions, if the reviewer
did not scrutinize the current applicant’s credentials closely,
but instead relied on a decision made for a previously seen,
albeit similar (in terms of credentials) applicant, the decision
was marked as influenced by anchoring bias.

These research settings are complementary to the research
in this paper. The two main differences between our work and
these are, first, we do not reveal the current problem’s features
(e.g., current book or college application under review) to the
decision maker and the decision maker has to rely only on past
task features and decisions from memory to make the current
task’s decision. Another slight distinction is that these technique
use offline data that was not generated specifically for the bias
studies and there was limited information about the background

Figure 2. Top: Tankgame with viewport on; the red cluster of dots at the
middle of the viewport is the player’s game-piece. Bottom: Tankgame with

grayed map outside viewport (for legibility).

of the decision maker. on the other hand, the subjects in our
study are people that were familiar with computer-game playing
and decision-making in scenarios similar to our game.

III. METHOD FOR ANCHORING BIAS DETECTION

Recently, the concept of gamification or using computer-
based games as an enabler for humans to perform learning or
decision-making tasks has been extensively used in the fields
of education and cognitive analysis [10]. Following this, we
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Figure 3. A sample trajectory (red curve) taken by a player. Lighter green
dashed circles show the player’s viewport as it moves along the trajectory.

Only the current viewport was visible at any point along the trajectory.

describe a technique for detecting anchoring bias in a sequential
decision making task implemented as computer-based game.
In our game, a player has to move around a game-piece in
a grid-based 2-D environment. At any point in the game, the
player can only see a portion of the game board revealed
via a circular viewport of radius rview centered around the
game-piece’s current location (red clusters of dots), as shown
in Figure 2 (top). The environment contains objects called
tanks that are placed in a cluster around a certain location in
the environment. Figure 2 (bottom) shows the tanks on the
game board with the region outside the viewport grayed out for
legibility. A tank can be removed or cleared by the player by
pressing a specific key on the game controller (e.g., keyboard
space bar) when the game-piece is in the vicinity of the tank.
There is also an egress at a specific location in the environment
(elliptical pad on the right edge in Figure 2 (bottom)). The
egress can be view only when it is in the players’ viewport,
but its location is known to the player from the start of the
game. The player has two objectives: 1) detect and clear all the
tanks in the environment, 2) after clearing all the tanks in the
environment, navigate to the egress and exit the environment.
Due to the limited size of the viewport, a player cannot know
beforehand where the tanks are located inside the environment.
Consequently, they have to search the environment by moving
around the game-piece. Once the tanks are visible inside the
viewport, they can move the game-piece to each tank’s vicinity,
clear the tanks, and finally move to the egress. The game-
piece can be moved in four cardinal directions, Up, Down,
Left or Right, and the game board is discretized into a grid-
like environment for the purpose of tracking the game-piece’s
location. Figure 3 shows a trajectory of game-play (red curve)
taken by a player while playing the game. Only the current
viewport was visible to the player at any moment of the game;
however, the figure shows the full game board for illustrative
purposes.

We leverage the searching behavior of the player to study
whether repeated placement of the tanks around the same
location in the environment in initial iterations of the game
induces the player to expect to look for the tanks at the same

location in later iterations.

A. Inducing Anchoring Bias via Spatial Placement of Tasks

We partition the environment into L = l1, l2, l3, ... cells. The
anchoring bias experiment consists of nr game rounds. Each
game round is divided into two phases:
• Anchoring Phase: During the anchoring phase, the game-

piece is placed in cell l1, while all tanks are placed inside a
randomly selected cell, li ∈ L− {l1}. The location of the
tanks is not observable by the player. The player then plays
the game nanc times; the value of nanc is not revealed to
the player. We call each game-play a run. At the start of
each run, the game is reset by placing the game-piece in l1
and the tanks in the same cell, li, as in the first run.

• Evaluation Phase: For the evaluation phase, the game-piece
is placed in l1, while tanks are randomly placed in a cell
lj ∈ L− {l1, li}. The player plays neval runs of the game
and at the start of each run, the game-piece is placed in
l1 and tanks are placed in lj . As before, the number of
evaluation runs, neval is not revealed to the player.
At the end of each game round, the random number generator

seed is randomized to prevent correlations between the random
placement locations of tanks across game rounds. The player
session is saved upon the completion of nr game rounds.
Overall, each player plays the game for a total of nr(nanc +
neval) runs. Player data during each game run is collected in the
form of a trajectory, τ = (s0, a0, s1, a1, ...). Here, si denotes
the location or grid cell currently occupied by the game-piece,
ai denotes the action or direction in which the game piece
was moved, and i denotes the time-step. We informally denote
the time-step as the time required to move the game-piece
from one grid cell to one of its adjacent grid cells. τanc and
τeval denote trajectories generated during the anchoring and
evaluation phases respectively.

B. Detecting Anchoring Bias

For detecting anchoring bias, we check whether, during an
evaluation run, the player visited the location where the tanks
were during the anchoring runs before exploring other regions
of the map. Recall that the map of the game board outside
the view port is not visible to the player while playing the
game. So, the only reason for a player to go towards the
anchoring location would be due to anchoring bias induced by
the location retained in their memory during anchoring runs.
To quickly determine if the player started exploring the map
instead of going towards the anchoring location, we partition
the map into cells, as shown in Figure 3. We then check if
the evaluation trajectory of the player shows excursions into
cells that that do not contain the shortest trajectory between
the start and anchoring locations. A positive outcome of the
latter check confirms anchoring, a negative outcome indicates
no anchoring.

C. Model-based Prediction of Anchoring Bias

We further analyzed the trajectories from the anchoring runs
in each game round to determine if the player had developed
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a propensity towards being biased by the anchor. For this, we
used the model for the influence from the anchor proposed [6].
Their model parameterized the anchor’s influence as a linear
combination of three factors: the stimulus from the current
task perception, the stimulus from the task in the previous
time-step, and the outcome of the decision in the last time-step.
In our setting, because we mask the current task perception,
we consider that the influence of the anchor in the current
time-step as a linear combination of the stimulus from the
anchors stored in the memory. We consider the distance of
the player moves the game-piece (that is, the length of the
trajectory) up to viewing the first tank in the viewport during
an anchoring run as the stimulus or attraction from that anchor.
Based on this idea, we define the anchor’s influence during an
evaluation run as:

Jeval = α+

nanc∑
i=1

βiJanc,i

where α and β are constants and Janc,i is the influence of the
ith anchor from memory and nanc is the number of anchoring
runs. We used linear regression with least squares [11] to solve
this equation. Let manc denote the slope of the regression
line. We then define the anchoring bias propensity as True if
manc < 0 and False otherwise.

IV. ANCHORING BIAS USER STUDY

The computer game for testing anchoring bias was approved
by the Naval Research Laboratory Institutional Review Board
and given to U.S. Navy and Marine personnel at the Naval
Aerospace Medical Institute (NAMI), Pensacola, FL, USA. The
game was played by 74 human players on a voluntary basis;
informed consent and demographic data were collected from
each player. The average age range of the players was between
21 - 23 years. Each player was given a tutorial at the start of
their session that gave the objective and rules of the game, and
how to move the game-piece to navigate the game-board. For
all games in our experiments, the size of the game map is 40 ×
32 cells and the viewport radius rview = 5 cells. Each player
played nr = 2 game rounds, each with nanc = 5 anchoring
runs and neval = 2 evaluation runs. We collected the following
data for each player:
• game-play trajectory in the form of coordinates of the cells

on the game board the player moved the game-piece through,
• number of time-steps (measured in number of cells traversed

by the gamepiece) to locate the first tank,
• time spent by the player in playing the game including the

tutorial.
We evaluated the following Research Questions (RQs) related
to anchoring bias from the players’ data. The overall rationale
for these RQs is to determine whether anchoring bias, if present,
affects a player’s future decisions and for how long, in the
context of a time-extended decision-making task.
RQ1 Do subjects show anchoring bias after 5 anchoring runs?
RQ2 Does anchoring bias, if present, last more than one run?
RQ3 Does a player who shows anchoring bias during anchor-

ing runs also show anchoring bias in evaluation run(s)?

Figure 4. Bar chart showing the number of players (y-axis) that have Strong
or no (Absent) anchoring (x-axis) in the two game rounds in our experiments.

A. Game-play Data Analysis

From the 74 players that played our game for 2 game rounds
each, we were able to collect 148 data instances, each instance
comprising nanc = 5 anchoring runs followed by neval =
2 evaluation runs. These data instances were analyzed for
detecting anchoring bias. While analyzing, we found that some
of the data instances had to be discarded owing to an oversight
in the placement of the anchor: if the location of the tanks
during the evaluation run was in-between or en-route from the
start location and the location of tanks during the anchoring
runs, then it was not possible to determine if the player was
anchored or not. We discarded 69 of the 148 data points,
leaving 79 valid data points.

RQ1 We detect anchoring bias when the trajectory data from
either the first or both evaluation runs meets the criteria above
(Section III-B). The results are shown in Figure 4. In the figure,
the x-axis labels indicate the degree of anchoring in evaluation
run 1 followed by the degree of anchoring in evaluation run 2.
Overall, these show a strong evidence of anchoring bias. Out of
the 79 data instances, 64 data instances (roughly 81%) showed
that the player had been anchored (SS and SA in Figure 4)
either in both or only in the first evaluation runs. Across the
two game rounds, there was very little variation (6%) in the
number of subjects displaying anchoring bias. This indicates a
strong propensity for anchoring bias among the subjects.

a) RQ2: We determined the number of data instances
that showed strong anchoring in the first evaluation run versus
those that showed strong anchoring in both evaluation runs
(SA versus SS in Figure 4). We found that in 35 instances
players showed that the effect of anchoring waned between the
first and second evaluation runs, while the anchoring remained
strong between the two evaluation runs for 29 instances. These
values indicate that there is a small but non-negligible support
that the effect of anchoring bias diminishes if the player gets
information that contradicts the anchor.

We found that in the first game round, 16 players showed
anchoring only in the first evaluation run and 17 showed
anchoring in both evaluation runs. In the second game round,
these numbers became 19 and 12 respectively. The decrease
in strong anchoring in both evaluation runs between the first
and second game rounds (from 17 to 12), and simultaneous
increase in subjects that showed anchoring only in the first
evaluation run (from 16 to 19) points further in the direction
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Figure 5. Effect of anchoring bias propensity during anchoring runs on
decision in evaluation runs, for rounds 1 (40 trajectories) and 2 (39

trajectories).

that, as the player sees more information contradicting the
anchor, the effect of anchoring diminishes. Players may have
been more fatigued at the start the second round of evaluation
runs, after playing 12 (5 anchoring runs in each of two game
rounds plus 2 evaluations runs in first game round) of the game.
Conventionally, fatigue would lead to the human brain making
shortcuts via heuristics and strengthening the anchoring bias.
However, in our experiments, we saw diminishing anchoring
bias across game rounds. This seems to indicate that the
disappointment of not finding the tanks at the anchoring
location weakens the anchoring bias and motivates the player
to explore in a more objective, less biased manner.

b) RQ3: The output from the bias prediction model
(Section III-C) was compared with the detection criteria
(Section III-B). We identified four combinations depending
on the agreement between these two outputs. Figure 4 shows
the results of this analysis for the two evaluation runs in each
of the two rounds. We see that for the first evaluation run
(Figures 4(a) and (c)), the model had an accuracy of 80%
and 77% respectively in each round, in predicting whether the
human would show anchoring bias. As expected, the prediction
accuracy of the model diminishes considerably to 52% and
37% respectively in the two rounds (Figures 4(b) and (d)). The
exposure to a different location of tanks than the anchoring
runs in the first evaluation run reduced the player’s reliance
on the anchor to search for tank during the second evaluation
run. Beyond two evaluation runs, the (binary) prediction was
not relevant any more as the accuracy decreased below 50%.

Players played the two rounds of the game back-to-back
without any break. We then ask the question: does the model
predict if the player will get re-anchored in round 2 even if

thew saw information (tank locations) contrary to the first
round’s anchor during the first round’s evaluation runs? The
answer from the game data analysis shows that the prediction
model is still valid in round 2; its accuracy diminishes by only
3% for evaluation run 1 from the first to the second round. For
evaluation run 2, the accuracy decreases by a larger amount
of 15%. Overall, these results show that the linear regression
model for anchoring bias is a reasonably reliable predictor
for the decision of first evaluation after the anchor in both
rounds, but not for decisions after the first evaluation. This
result corresponds to the findings in other sequential decision-
making applications like college admissions and book reviews
in [4] where a positive decision’s anchoring effect diminished
as the decision maker was exposed to more information from
successive decision problems that were contrary to the features
of the problem in the positive decision instance. Overall, our
findings of the anchoring bias prediction model indicate that
a more robust prediction model would be worth investigating
for longer term prediction of anchoring bias effects.

V. LESSONS LEARNED

During our study, we observed a few relevant points related
to the human subject experiments, that we summarize here.

a) Diminishing effect of anchor: For a small fraction of
the players (1 out of 74 instances in round 1 and 3 out of
74 instances in round 2), we found that they initially showed
influence of the anchor during the first few anchoring runs,
but in subsequent anchoring runs and in the evaluation run,
the anchoring effect went away and they started exploring
the map instead of heading to location where the found the
tanks previously. An example is shown in Figure 6 where the
first two anchoring runs (left image) shows anchoring but the
subsequent anchoring runs do not. This de-anchoring effect
was more pronounced in round 2. Possibly the two round 1
evaluation runs reduced the reliance of the player on the anchor
during round 2 even after they found it and this prompted them
to start exploring again.

b) Ergonomic Factors Affecting Human Subjects: The
movement of game-piece in our computer-based game was
controlled by keyboard arrow keys; thus, it was limited to the
four cardinal directions. This resulted in players using long
horizontal or vertical tracks to explore the environment. The
number of keystrokes made by players in the game was not
recorded and there is a possibility that some players were
trying to reduce the number of keystrokes by continuing in
the same direction for longer periods. This could again have
stemmed for psychological factors like motivation, interest, and
engagement with the game and overall experiment.

c) Bias Intersection: Anchoring bias, as we have used
the term, intersects with other types of biases. For instance,
sequential bias deals with the effect of repetitive decision out-
comes on the choice made in sequential, albeit not necessarily
time-extended tasks. Experiential bias considers the reliance
of humans on experience from past decision outcomes on the
current decision-making task. It would be interesting to analyze
our results with appropriate theoretical models for these other
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Figure 6. Trajectory of a player during round 2 anchoring runs 1 and 2 (left)
and during anchoring run 3-5 (right).

biases as well to understand overlap, similarity, and divergence
between these biases.

d) Underlying Cause for Bias: What causes humans to
depend on anchors for making decisions? The conventionally
accepted theory is the human brain is inclined to make shortcuts
via heuristics [2] due to boredom, motivation, repetitiveness
and other factors. In contrast, 12 and Strack’s [12] selective
accessibility model proposed an alternative theory that the
brain made information related to the anchor more readily
accessible to its decision process. The difference is subtle but
consequential, as the former attributes the cause of anchoring
bias to the internal working of the brain’s decision-making
process while the latter attributes it to the information presented
to the brain’s decision-making process. A deeper understanding,
fortified with appropriate mathematical models for these two
theories, would help with a clearer understanding of anchoring
bias.

VI. CONCLUSION AND FUTURE WORK

In this paper, we presented a human subject study for
detecting anchoring bias in time-extended decision-making
tasks enabled through a computer game-based technique. The
principal research question we studied was that if the current
task’s features are not available to the decision maker, does
the influence from past information anchors affect the choice
made by the decision maker? The results from our human
subject study showed that past anchors significantly influence
immediately future decision choices. This influence diminishes
as the decision maker is exposed to information contrary to

the anchor. But if the same decision maker is subsequently
exposed to another anchor, anchoring bias is again observed,
albeit with lesser effect than the first anchor. There are several
directions we plan to extend this research. These include the
effect of distractions and deceptions (e.g., mobile non-playing
characters, tank-like objects that aren’t real tanks), the effect of
task complexity (e.g, clear tanks at multiple clustered locations
in a larger map), the effect of multi-level decisions (e.g., while
clearing tanks, explore the houses to retrieve a hidden key that
let’s the player unlock the egress from the game), and the effect
of presence of teammates and/or adversaries in the game, on
anchoring bias. Extending the game environment as platform
for detecting other types of biases is also an area of interest.
More efficient, clustering-based techniques instead of the linear
regression model used in this research to analyze anchoring
propensity, is another direction we are exploring. Finally, we
are currently working on techniques for mitigating anchoring
bias via automated decision aids that use the output from our
anchoring bias detection model (Section III-C) and guide the
decision maker towards less-biased decisions in real-time.
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Abstract— The growing demand for autonomous aerial 

operations highlights the need for efficient and regulation-

compliant trajectory planning, particularly in Urban Air 

Mobility (UAM) applications. This paper presents a UAV path 

planning framework that combines a geozone-aware Rapidly 

Exploring Random Tree Star (RRT*) algorithm with a jellyfish-

inspired optimization technique to navigate complex airspaces 

while adhering to safety and regulatory constraints. The method 

accounts for obstacles, no-fly zones, and altitude limits, and has 

been tested using real-world geospatial data from Piombino, 

Italy. Results demonstrate the generation of smooth, efficient 

trajectories. By enabling scalable and adaptive drone 

operations, this work supports reliable urban delivery services 

and integration into future U-space traffic management 

systems. 

Keywords-Unmanned Aerial Vehicles (UAV); Unmanned 

Aerial System (UAS); path planning; Rapidly-Exploring Random 

Tree Star (RRT*); geozones; optimization; jellyfish Swarm 

algorithm; Urban Air Mobility (UAM). 

I.  INTRODUCTION  

Unmanned Aerial Vehicles (UAVs) are playing an 
increasingly vital role in a wide range of civil applications, 
including logistics, surveillance, infrastructure inspection, and 
emergency response. Their growing presence in urban 
environments brings significant opportunities, but also 
introduces new challenges related to airspace safety, 
regulatory compliance, and operational efficiency [1]. To 
address these concerns, regulatory frameworks have been 
evolving rapidly. In Europe, the European Union Aviation 
Safety Agency (EASA) has developed a set of regulations 
specifically for UAV operations. A key component of this 
regulatory landscape is the introduction of geozones, which 
are “portions of airspace where drones, or to use the more 
official term Unmanned Aerial System (UAS), operations are 
facilitated, restricted, or excluded” [2]. For example, in urban 
areas, geozones may prohibit UAV flights over sensitive 
infrastructure such as airports and government buildings, and 
restrict altitude near densely populated zones, or define 
specific aerial corridors above main roads. Adherence to these 
geozones is mandatory and essential for maintaining safety, 
minimizing airspace conflicts, and enabling the scalable 
deployment of UAVs within the broader aviation ecosystem. 

Path planning algorithms, particularly sampling-based 
methods such as Rapidly Exploring Random Trees Star 
(RRT*), have proven effective in generating feasible 
trajectories for UAVs in cluttered environments[3]. However, 
classical RRT* does not inherently account for legal or 
regulatory constraints. It may produce paths that are 
kinematically valid but violate geozone boundaries, making 
them unsuitable for real-world deployment. This paper 
introduces a geozone-aware extension of the RRT* algorithm 
that embeds airspace regulatory constraints directly into the 
path planning process. This enhancement ensures that the 
generated trajectories are fully compliant with operational 
regulations. Furthermore, the planning framework 
incorporates a bio-inspired optimization stage, based on 
jellyfish swarm behavior, to refine the resulting paths, 
improving smoothness, efficiency, and safety. 

The proposed method is tested using real-world geospatial 
data from Piombino, Italy, demonstrating its potential to 
support reliable and scalable UAV operations in regulated 
urban airspaces. This work contributes to the development of 
advanced path planning tools essential for the future of UAM 
and U-space integration in Europe. 

Despite its effectiveness, the proposed method relies on 
static geozone and obstacle data, requiring manual updates 
when regulations or environments change. It also focuses on 
single-UAV operations, without yet supporting multi-agent 
coordination or real-time weather adaptation. 

The remainder of this paper is organized as follows: 
Section 2 reviews related work in UAV path planning and 
regulatory-aware navigation. Section 3 describes the proposed 
geozone-aware RRT* framework and the jellyfish-inspired 
optimization method. Section 4 presents the experimental 
setup and validation using real-world data from Piombino, 
Italy. Section 5 discusses the results, including trajectory 
quality and computational efficiency. Finally, Section 6 
concludes the paper and outlines directions for future 
research. 

II. RELATED WORK 

 Path planning for UAVs has evolved significantly in 
recent years to meet the demands of increasingly dynamic and 
constrained airspace. Among various techniques and 
sampling-based algorithms, particularly RRT and its variant 
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RRT*, are widely used due to their ability to explore high-
dimensional search spaces with low computational cost.  

However, the classical version of this methodology has 
known limitations when applied to real-world operations. It 
does not account for dynamic constraints or airspace 
regulations such as altitude ceiling, restricted zones, or 
geozone boundaries. To address these shortcomings, 
researchers have proposed a range of extensions to the base 
algorithm. 

Zhang et al. [4] , for example, introduced a potential-based 
RRT* approach that integrates artificial potential fields into 
the sampling logic, improving convergence in dense urban 
areas. In multi-agent scenarios, Li et al. [3] proposed a 
cooperative bidirectional RRT* framework using potential 
field heuristics to coordinate multiple UAVs while avoiding 
conflicts in shared airspace. 

Also, hybrid methods have been developed to combine 
global path generation with local, real-time responsiveness. 
Himanshu et al. [5] presented an RRT and Velocity Obstacles 
(VO) structure for Unmanned Traffic Management (UTM), 
where initial paths are generated offline using RRT, and then 
refined in real time using VO to avoid dynamic conflicts. Peng 
et al. [6] extended this idea by incorporating B-spline 
smoothing to generate continuous, flyable trajectories suitable 
for UAVs. 

In parallel, bio-inspired optimization strategies have been 
proven to increase effectiveness for post-processing and path 
selection. Wang et al. [7] proposed a Multi-Objective Jellyfish 
Search Algorithm (UMOJS) that integrates swarm conduct 
with adaptive weighting to optimize path length, smoothness, 
and threat avoidance. While these methods improve flexibility 
and robustness, they still treat regulatory constraints as a post-
processing step. In contrast, our approach integrates geozones 
awareness directly into the path generation process.  

III. METHODOLOGY 

The proposed path planning framework, summarized in 
the workflow diagram on Figure 1, consists of two integrated 
stages: (1) a geozone-constrained RRT* algorithm that 
ensures regulation-compliant path generation from the outset, 
and (2) a jellyfish-inspired stage that selects the best raw 
trajectory based on multiple objectives and applies smoothing 
to improve flight stability while preserving regulatory 
compliance. 

A. Geozone-Constrained RRT* Expansion  

To ensure that all generated paths are both physically 
feasible and legally compliant, we extend the standard RRT* 
algorithm by incorporating regulatory constraints directly into 
the tree expansion process, ensuring both safety and 
regulatory compliance, which has been a growing concern in 
autonomous UAV operations, as highlighted in recent 
regulatory reviews [8]. Each candidate edge is generated 
against the following conditions: 

• Collision avoidance with 3D environmental 
obstacles, such as buildings. 

• Geozone compliance, ensuring that the edge does not 
enter prohibited or restricted airspace volumes [2], 
[9]. 

• Altitude limits, verifying that flight segments do not 
exceed the maximum allowable height. typically, 120 
meters Above Ground Level (AGL) for civil UAVs in 
Europe [10], but we restrict our planner to an 80m 
maximum height and 10m for the minimum limit for 
a better match with the test scenario characteristics. 

Each candidate edge is accepted only if it satisfies all 
physical and regulatory constraints. This decision process is 
formalized in equation (1): 

 

𝑖𝑠𝑉𝑎𝑙𝑖𝑑(𝑒)

= {
1, 𝑖𝑓 𝑒 ∩ 𝑂 = ∅,  𝑒 ∩ 𝐺 = ∅,  ℎ(𝑒) ∈ [ℎ, 𝐻]

0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 

 

(1) 
 
 

where 𝑒 is a candidate edge, 𝑂 is the set of obstacle volumes, 
𝐺  represents restricted geozones, and [ℎ, 𝐻]  denotes the 
edge’s altitude range. 

If any of these constraints are violated, the edge is rejected 
from the growing tree. However, instead of passively 
discarding invalid branches, the planner includes adaptive 
behaviors aimed at overcoming persistent constraints, unlike 
methods such as RRT with Velocity Obstacles or spline 
smoothing, which handle constraints only at post-processing 
[5][6]. For instance, if a branch consistently encounters a 
building, the algorithm attempts to reroute above it, provided 
the new segment remains within legal altitude bounds and 
moves the UAV closer to its goal. 

Regarding the initial and final positions, the planner does 
not accept arbitrary coordinates. Instead, both start and goal 
points are randomly selected from a set of physically realistic 
surfaces. Either ground-level terrain or the rooftops of 
volumetric structures. If any of the selected start and goal 
points lie within a restricted geozone, the system first attempts 
to descend to the nearest collision-free, permitted height. If 
this is not possible, it searches nearby horizontal positions 
until such a descent becomes feasible. The horizontal distance 
allowed within restricted zones during takeoff or landing is 
strictly limited to ensure regulatory compliance. 

To promote flight realism and efficiency, the planner 
favors stable, horizontal trajectories, maintaining constant 
altitudes whenever possible. Vertical movements are 
permitted only when horizontal progress is obstructed. Even 
in such cases, the algorithm evaluates nearby altitude levels 
and selects the one with the least obstacle density, balancing 
safety and flight efficiency.  

These three mechanisms, as detailed in Figure 1, operate 
sequentially and iteratively: constraint-aware expansion 
ensures initial feasibility, adaptive maneuvering handles 
repeated constraint conflicts, and temporal validation filters 
results within a time-bound planning horizon. This 
combination of constraint-aware expansion, adaptive 
maneuvering, and temporal validation ensures that all 
generated trajectories are not only technically feasible but also 
optimized for legal, safe, and practical deployment in urban 
airspaces. 
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Figure 1. The algorithm's workflow. 

B. Jellyfish-Inspired Optimization  

After generating a set of 10 valid trajectories, the second 
stage of the framework selects the most suitable one using a 
lightweight, jellyfish-inspired optimization approach, which 
has been proven effective in balancing flight criteria [7]. The 
optimizer, emulating a multi-objective decision-making 
process, evaluates each candidate path using a composite 
score derived from three performance metrics: 

• Path Length: Total 3D distance traveled, serving as a 
proxy for energy consumption and mission duration. 

• Threat Cost: A cumulative penalty based on 
proximity to static obstacles, reflecting the overall 
collision risk. 

• Smoothness: Quantified by the sum of angular 
deviations between consecutive trajectory segments, 
indicating flight stability and control effort. 

All metrics are normalized using min-max scaling to 
ensure comparability. A randomly sampled weight vector 

𝑤 = [𝑤1, 𝑤2, 𝑤3], with ∑ 𝑤𝑘
3
𝑘=1 = 1 , is used to compute the 

composite score for each path 𝑖, as presented in the equation 
(2). 

𝑆𝑐𝑜𝑟𝑒𝑖 = ∑ 𝑤𝑘

3

𝑘=1

. 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒𝑑𝑘.𝑖 
(2) 

 

 
This stochastic weighting strategy draws inspiration from 

the adaptive foraging behavior of jellyfish swarms, which 
adjust their movement patterns in response to environmental 
stimuli. By sampling different weight combinations for each 
run, the optimizer implicitly explores diverse trade-offs, 
sometimes favoring shorter paths, and at other times 
prioritizing safety or stability. The path with the lowest total 
score, computed using the randomly sampled weight vectors 
on all 10 initial simulations, is selected as the final trajectory. 
This selection mechanism is modular and can easily be 
extended to incorporate additional criteria, such as estimated 
energy usage, time-of-day restrictions, or weather-related risk. 

In practice, this two-stage approach produces UAV flight 
paths that are balanced, regulation-compliant, and 
operationally efficient, making them well-suited for use in 
real-world UAM scenarios 

IV. CASE STUDY: UAV DELIVERY IN PIOMBINO, ITALY 

To evaluate the effectiveness and real-world applicability 
of the proposed path planning framework, a comprehensive 
case study was conducted in Piombino, Italy, as a 
representative mid-sized coastal city with a mix of residential, 
industrial, and open areas. The location provides a realistic 
urban environment with varied terrain, man-made obstacles, 
and multiple regulatory geozones, making it well-suited for 
testing UAM planning methods under complex conditions. 

A. Environment and Data Sources 

Terrain elevation data and official geozone definitions 
were obtained from authoritative sources and national 
geospatial databases. These datasets were integrated into a 3D 
simulation environment that reflects Piombino’s actual 
topography and airspace constraints [9][11]. 

B. UAV Specifications 

The UAV simulated in this study is based on the 
commercially available multirotor platform DJI Matrice 300 
RTK, shown in Figure 2. This model was selected because of 
its size, weight, and flight characteristics, detailed in Table I, 
are suitable for typical urban applications such as parcel or 
medical delivery. Its specifications defined the applicable 
regulatory context, under EASA’s Open Category A3, which 
imposes specific restrictions on flight altitude, proximity to 
people, and operational environments [10].  

Also, the working temperature range aligns with local 
conditions in Piombino, and its maximum speed and flight 
time allow it to cover up to 75.9 kilometers, which is more 
than sufficient for the scale of the study area. While these 
specifications are not directly integrated into the path-
planning algorithm as constraints, they serve to ground the 
case study in a realistic operational and regulatory context. 
This ensures that the mission profiles and legal framework 
used in the simulation reflect real-world deployments, while 
also supporting potential future extensions such as energy-
aware planning or charging station integration. 

 

 
 

Figure 2. DJI Matrice 300 RTK [12]. 
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TABLE I. THE DJI MATRICE 300 RTK MAIN SPECIFICATIONS [12]. 

Parameter Value 

Max Payload 3.6 kg 

Max Flight Time 55 min 

Max Speed 23 m/s 

Operating Temperature -20ºC to 50ºC 

 

C. Mission Scenarios  

A total of sixteen diverse origin-destination pairs were 

randomly defined across the study area to ensure broad 

coverage of different locations, obstacle densities, and 

geozone configurations. Although all scenarios are set within 

the same urban environment, the variation in spatial layouts 

allows the planner to be tested under diverse conditions. The 

complete list of origin-destination pairs is provided in Table 

II. Each pair was executed 10 times per configuration to 

assess its robustness and consistency. Consistent success 

rates and stable path quality metrics (e.g., length, smoothness, 

and threat cost) across runs indicate the planner’s reliability. 
 

TABLE II. ORIGIN-DESTINATION PAIRS. 

Nº 
Start Goal 

Lon Lat Alt Lon Lat Alt 

A 10.5375 42.9361 30.9 10.5313 42.9310 22.7 

B 10.5350 42.9307 25.2 10.5335 42.9295 0.5 

C 10.5326 42.9330 27.7 10.5301 42.9320 22.9 

D 10.5360 42.9308 29.5 10.5377 42.9376 20.5 

E 10.5318 42.9305 0.5 10.5393 42.9363 0.5 

F 10.5354 42.9356 31.4 10.5364 42.9308 25.4 

G 10.5332 42.9303 32.1 10.5384 42.9339 0.5 

H 10.5398 42.9298 0.5 10.5314 42.9289 34.4 

I 10.5363 42.9293 21.5 10.5336 42.9349 28.4 

J 10.5381 42.9345 30.6 10.5327 42.9329 0.5 

K 10.5353 42.9292 0.5 10.5333 42.9320 0.5 

L 10.5335 42.9289 40.9 10.5296 42.9288 26.1 

M 10.5339 42.9343 0.5 10.5399 42.9261 0.5 

N 10.5320 42.9301 0.5 10.5334 42.9303 32.1 

O 10.5375 42.9361 30.9 10.5377 42.9296 28.1 

P 10.5358 42.9369 23.3 10.5374 42.9308 25.7 

V. RESULTS 

To assess the performance and adaptability of the 
proposed UAV path planning framework, we conducted a 
series of experiments focusing on the impact of varying the 
STEP_SIZE parameter during RRT* tree expansion. This 
parameter determines the incremental distance between nodes 
and plays a critical role in balancing solution quality, 
computational cost, and planning success. 

A. Parameter Evaluation: STEP_SIZE Impact  

      Four values of STEP_SIZE (4, 8, 12, and 14 meters) were 

tested across all origin-destination pairs. These values were 

selected based on early development insights: smaller steps 

improved the path significantly, increased execution time, 

while larger steps sped up computation but reduced success 

rates. Also, step sizes larger than 14 meters were not 

considered in the final evaluation because they sometimes 

caused the planner to miss narrow obstacles, slipping over 

them without proper detection due to the coarse sampling 

resolution. Finally, a time limit of 250 seconds was set for 

each run to keep computation times within practical bounds.  

Table III summarizes the average performance across all 
metrics for each tested STEP_SIZE, based on multiple 
executions of each configuration. The evaluation metrics 
included are: 

• Success Rate (%): Percentage of runs that resulted in 
valid, regulation-compliant paths. 

• Execution Time (s): Average computation time 
required to generate a trajectory. 

• Path Length: Total 3D distance of the trajectory. 

• Threat Cost: Cumulative penalty for proximity to 
obstacles, indicating environmental risk. 

• Smoothness: Sum of angular deviations between 
consecutive path segments. 

• Node Count: Average number of RRT* nodes 
required to construct the path. 
 

TABLE III. IMPACT OF STEP_SIZE ON PERFORMANCE. 

Metric 4 8 10 12 14 

Success 
Rate (%) 

40.0 70.62 71.88 79.38 77.5 

Execution 
Time (s) 

68.06 45.22 43.55 24.81 25.26 

Path 
Length 

4.34* 4.02* 4.0* 4.22* 4.07* 

Threat Cost 2.67* 1.32* 0.96* 0.69* 0.6* 

Node 
Count 

2.01* 2.01* 1.62* 1.71* 1.39* 

Smoothness 6.15* 3.16* 2.64* 2.42* 2.03* 

 

B. Path Smoothing and Postprocessing  

RRT*- based paths, though feasible, often include abrupt 
angular changes or minor detours that can degrade flight 
stability, increase energy consumption, and challenge onboard 
autopilot systems, a limitation also noted in prior RRT*- based 
planning studies [13]. To address this, we applied a 
postprocessing smoothing algorithm designed to enhance path 
fluidity while preserving legality. The smoothing process uses 
a sliding window averaging filter: each waypoint is adjusted 
based on the average position of its immediate neighbors, 
effectively reducing sharp transitions. To ensure regulatory 
compliance, each smoothed waypoint is validated against all 
constraints (e.g., geozone boundaries, altitude limits, and 
obstacle collisions). If a violation is detected, the point is 
reverted to its original position. 
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Post-smoothing, the trajectory’s smoothness metric is re-

evaluated, typically revealing significant improvements with 

negligible changes in path length or threat exposure. This 

enhancement contributes to more energy-efficient and 

dynamically stable UAV flights. Figure 3 illustrates this 

process on a representative example, Experiment D, 

corresponding to the start and goal points listed as pair D in 

Table II. The raw trajectory - Figure 3(a) exhibits several 

unnecessary turns and sharper angles, while the smoothed 

version - Figure 3(b) shows a more direct and stable path 

towards the destination, offering more realistic and 

controllable flight behavior.  
 

a) 

 
 

b) 

 
Figure 3. Trajectory Comparison between (a) initial RRT* path and (b) 

postprocessed trajectory. 

C. Optimization Results  

The jellyfish-inspired optimizer was used to select the best 
trajectory among 10 valid candidates for each mission 
scenario. Based on a composite score, combining path length, 
smoothness, and threat cost with randomly sampled weights, 
the optimizer prioritized balanced paths without additional 

computational cost. In all test cases, the selected trajectories 
already demonstrated better overall quality than the raw 
alternatives. After selection, a lightweight smoothing process 
is applied to further enhance flight realism by reducing sharp 
turns. This step preserved all regulatory constraints while 
improving the trajectory’s fluidity and controllability, both 
assessed using the smoothness metric, based on angular 
deviations between path segments, which indirectly evaluates 
the presence of abrupt transitions. 

Together, the optimization and smoothing stages 
significantly improved the final path quality, enabling safe, 
efficient, and realistic UAV operations in constrained urban 
environments.  

D. Geozone-Aware Path Planning Result  

A key objective of the proposed algorithm is to ensure that 
all trajectories remain fully compliant with regulatory 
geozone constraints. The geozone-aware RRT* planner 
achieves this by filtering geospatial violations during node 
expansion and enforcing strict exclusion of restricted volumes 
throughout the trajectory. The only permitted geozones entry 
occurs during the initial takeoff or final descent.  

 Figure 4(a) provides a clear example of this behavior, 
taken from experiment D. In this case, the UAV has the start 
point inside a restricted geozone and performs a vertical 
descent to reach a valid flight altitude before continuing 
horizontally toward the destination. Conversely,  Figure 4(b) 
shows the trajectory from experiment E, where neither the 
start nor the goal lies within a restricted zone. And the final 
example is in Figure 4(c), where both the start and the goal 
points are inside the restricted volumes of the geozones. The 
comparison demonstrates the planner’s adaptability to 
different constraints or situations.  

Overall, across all scenarios, the planner successfully 
generated paths that respected all airspace regulations, 
maintaining safety and legality even in dense and constrained 
urban environments.  

VI. DISCUSSION 

The proposed path planning methodology demonstrates a 
robust ability to generate compliant geozones, obstacle-free 
UAV trajectories across a wide variety of urban conditions. 
The combination of the regulation-aware RRT* expansion 
with the multi-objective trajectory selection and the final 
smoothness postprocess results in a consistent, safe, and 
efficient performance.  Results across all 16 mission scenarios 
show that the algorithm can adapt to various obstacle densities 
and regulatory constraints. 

However, the performance variations observed across 
different configurations suggest that some mission scenarios 
are inherently more complex. This is likely due to the spatial 
arrangement of certain origin-destination pairs, the proximity 
of restricted zones, or the presence of specific obstacles that 
hinder maneuverability. These findings highlight the 
importance of introducing more refined and context-aware 
constraints when defining operational areas. 

The methodology also presents some structural 
limitations. It relies on static representations of geozones and 
environmental obstacles, requiring manual updates to reflect 
changes in airspace regulations or urban infrastructure. 
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Nonetheless, once the input data is updated, the algorithm is 
fully capable of recalculating optimized trajectories under 
new conditions without requiring internal modifications. This 
highlights its adaptability to different urban scenarios and 
regulatory environments, provided that accurate and up-to-
date inputs are supplied. Moreover, as currently implemented, 
the system assumes a single-UAV context and does not 
incorporate weather conditions, which may influence practical 
deployment feasibility in complex environments. 

 
a) 

 
 

b) 

 
c) 

 
Figure 4. Trajectory Comparison between (a) example of geozone-aware 

vertical geozone avoidance, (b) example of a path without geozones 

interference, and (c) example of a path with start and goal points inside a 

geozone. 

VII. CONCLUSION AND FUTURE WORK 

This work introduces a UAV path planning strategy that 
respects both physical and regulatory constraints in urban 
airspace. By combining a geozone-aware RRT* with a 
lightweight, jellyfish-inspired optimizer, the system generates 
safe, efficient, and regulation-compliant trajectories. Tested 
on real-world data, the planner delivered consistent results 
while maintaining low computational demand and requiring 
only lightweight postprocessing. Specifically, the path 
generation times remained within practical limits, and the 
postprocessing stage, focused on smoothing and basic 
filtering, was kept simple, without relying on heavy 
optimization frameworks or complex interpolation 
techniques. 

As future work, we aim to analyze which specific areas of 
the urban environment systematically reduce planning success 
or limit trajectory feasibility.  Identifying such “critical areas” 
could help make operational decisions, such as excluding 
them from permitted takeoff or landing locations or avoiding 
them as candidate sites for drone charging stations. This 
geospatial analysis would support more reliable UAV 
operations by guiding the placement of more infrastructure 
and enabling smarter regulation-aware launch and recovery 
strategies. In parallel, incorporating dynamic geozone updates 
via real-time regulatory feeds or U-space integration could 
further enhance the system’s adaptability to temporary 
restrictions and evolving airspace conditions. 

Another future direction involves enabling multi-UAV 
coordination under shared constraints, especially in scenarios 
like medical supply distribution or emergency evacuation. 
This may require a centralized coordination layer or 
negotiation protocols. Additionally, temporary regulations 
issued during events like wildfires or floods could be 
incorporated through real-time updates from civil authorities 
or firefighting services 
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