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Fostering Trust on Machine Learning Inferences

Dalmo Cirne
Machine Learning for Financials
Workday
Boulder, USA
email: dalmo.cirne @workday.com

Abstract—Artificial Intelligence (AI) and Machine Learning
(ML) providers have a tremendous responsibility to develop valid
and reliable systems. Much is discussed about trusting AI and
ML inferences, but little has been done to define what that
means. Those who work in the space of ML-based products, have
familiarity with the topics of transparency, explainability, safety,
bias, and so forth, yet there are no frameworks to quantify and
measure such items. Producing ever more trustworthy machine
learning inferences is a path to increase the value of products
(i.e., increased trust in the results) and to engage in conversations
with users to gather feedback to further improve products.
In this paper, we begin by examining the dynamic of trust
between a provider (Trustor) and users (Trustees). Trustors are
required to be trusting and trustworthy, whereas trustees need
not be trusting nor trustworthy. The challenge for trustors is to
provide results that are good enough to make a trustee increase
their level of trust above a minimum threshold for: 1- doing
business together; 2- continuation of service. Then, we conclude
by proposing a framework to capture quantitative metrics to be
used to objectively understand how trustworthy an AI and ML
system can claim to be, and their trend over time.

Index Terms—artificial intelligence, game theory, machine
learning, trust.

I. INTRODUCTION

The emergence of a new technology has always been ac-
companied by the challenge of earning the trust of the public in
general. This has happened during the Industrial Revolution—
with the mechanization of processes—and in numerous other
occasions. Today, our problem is to establish a framework for
increasing trust on systems powered by machine learning.

Much talk has taken place, but not much has been done to
establishing a framework to measure trust.

In this paper, a step is taken in the direction of defining a
framework for quantifying and measuring trust on machine
learning inferences. This, however, has its own challenges,
such as: defining a starting point, measuring qualitative as-
pects, and tracking the trust level over time.

The paradigm explored here assumes that trust is built by
an initial altruistic act by the trustor, signaling that the actor is
trustworthy. More specifically, the trustor’s altruistic act would
be to invest in building a product and offer it to customers with
the promise that it will generate value to them; more value than
what is paid in return for the service. The trustor decides how
much to invest, and the trustee decides whether to reciprocate
and give continuity to the business relationship.

The objective is to make customers trust—above a minimum
threshold 7T—as to incentivize them to engage in the Trust

Copyright (c) IARIA, 2023. ISBN: 978-1-68558-089-6

Game [1]. These games are extensions built on top of the
foundation of Game Theory [2].

In addition, trust has a temporal element to it. Once estab-
lished, there are no guarantees that there will be a continuation;
therefore, this is an extensive form of the interactions, where
both actors collaborate and observe each other, reacting to
historical actions from one another.

Models are representations that aspire to approximate real-
ity, and like other models, the framework proposed here is
subject to the noise in its variables, and the gap between
what is captured versus what actually happens. The fewer
distortions, the better the framework becomes.

In the Trust Games section, we establish the flow of
how the value of a product is transferred to trustees, and
how trustors receive a portion of that value back. Then, we
propose a numeric framework to measure the trust level in
the Quantifying Trust section. Next, we define the criteria for
obtaining a minimum level of trust in the Threshold section,
and last, in the Simulated Experiments section, we conclude
by presenting the results from the simulations [3].

II. TRUST GAMES

The motion of a Trust Game is developed around two actors:
a trustor and a trustee. The trustor has a service of value V'
to offer to a trustee. The value in question is quality machine
learning inferences. ML is implemented as a software service
and, by its nature, software can be replicated to any number
n of customers without physical constraints, thus V' can be
offered independently and concurrently to all customers.

Note that the nature of concurrency allows for independent
actors (trustees) to observe and react to the actions of other
actors.

It could be the case that the value V' of inferences may be
only partially absorbed by a trustee. The limited, portioned,
consumption could be due to a variety of reasons, including,
but not limited to, eligibility or capacity to use all the features
(i.e., satisfies all requirements), service subscription tiers, users
have yet to be trained.

In order to represent the range of scenarios where the trustor
may transfer the entirety of value V' or a smaller portion of
it, we introduce a multiplier p, where {p € R | 0 < p < 1}.
Therefore, the initial remittance sent by trustor u is:

R, =pV (D
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Depending on the quality of the results delivered by the
trustor, the perception of value by trustees may be magnified
or reduced by a factor K, where {K € R}. For K > 1, it
means that the trustor improved the efficiency of operations
for the trustee (they do better than operating on their own).
For K =1 the trustee is operating at the same efficiency, and
for K < 1 (negative values are also possible) the trustee is
less efficient than before they started using the service.

The initial perceived gain received by trustee v is:

G, =KR,
= KpV 2)

A trustee is free to reciprocate or not. They may decline
continuing the trial or decline a contract renewal. On the other
hand, assuming that the value received from ML inferences
improved their efficiency, the incentive is to continue to
engage. In either case, a trustee will give back a portion ¢ of
the gain received, where {¢ € R | 0 < ¢ < 1}. The value sent
back may take the form of monetary payment for the service,
interviews, usability feedback, labeling of transactions, or a
combination of those. The repayment B expected by trustor
u is, therefore:

Bu = qu
=qKpV (3)

There could be a consideration to introduce a magnification
factor on the repayment from trustee v. That, however, is not
necessary in the scope of this paper, since trustees do not need
to be trustworthy; trustor u is not evaluating whether to trust
them or not.

Fig. 1 represents the flow of the initial step in this trust
game. The blue line segment represents the range of possible
values delivered to trustees by the trustor, the large blue circle
is the magnification factor applied to the value delivered, and
the orange line segment represents the range of possible values
reciprocated to the trustor by a trustee.

p=0 p=1
@< @ >@
1k:2
o o
q=0 qg=1

Fig. 1: Trust Game payoffs.

Regarding the magnification factor, for the cases where K >
1, the value received back by trustor  is positive and enables
the necessary conditions for an extensive form of the trust
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game (long-term engagement). It becomes a strong indicator
that trustee v trustiness towards trustor v is equal or above the
minimum threshold 7', where {T' e R |0 < T < 1}.

When 0 < K < 1, the service is causing the trustee some
form of disruption (in the sense that efficiency has dropped
below the level prior to using the service). This would be
acceptable during the development phase of a product where
the trustee takes part in a beta test program. In such situation,
the trustee sees a benefit in participating, assuming future value
in adopting the service and the ability to harvest the benefits
early on.

The worst-case scenario happens when K < 0. This could
lead to rapid erosion of trustor u trustworthiness, customer
churn, and other negative outcomes.

ITII. QUANTIFYING TRUST

The aim of this trust game is to create the circumstances
necessary for continuous and repeated interactions between
trustor and trustee that take place over long periods of time,
with no specified temporal upper boundary.

After the initial remittance R, (1), there may be residual
value r on the trustor’s side that a trustee did not take
advantage of. For instance, maybe not all product features are
being used, inference happens in batches and data is yet to be
sent through the pipeline, or some other reason. That residual
value is what is left from V:

ry =V — Ry
=V -pV
=(1-pV “)

The accumulated value A for trustor u upon completing the
first cycle is the residual value r,, (4) plus the repayment B,
(3) received from the trustee:

Aqlft cycle _ 7,71L + qu
=1 =p)V+akKipV
=V —p1+qakKip) %)

On the trustee’s side, they will have received a value of G,
(2) and given back a portion ¢ of it. The net gain N for trustee
v at the end of the first cycle is:

NJSt cycle _ G11) _ qullj
=(1-q)KipV (6)

Generalizing the gains for trustor and trustee for n cycles
of the trust game, we have equations for trustor:

n

Ay =V (1 - sz + Z(Qz) Z(Kz) Z(Pz)) (7

=1 i=1 i=1

and trustee:
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n n

N,=V (1 - Zqzv) SENS ) ®

i=1 =1

The objective is to maximize the payoff to trustee and
trustor, establishing a region where the exchange of values
is considered fair trade. As such, trust must be repaid [4] (i.e.,
q > 0). The trustor benefits from economies of scale by the
aggregate of payoffs from all trustees.

IV. THRESHOLD

For a trustor to increase its trustworthiness (W,,) in the eyes
of a trustee, the gains delivered by the service must be higher
than if the trustee was operating on their own. Such condition
is satisfied by the following system of inequalities:

e

That happens when the value of the remittance R, is equal
or greater than the threshold 7" (the value sent is at a minimum
equal to the perceived value received), and the magnification
factor K greater or equal to one.

Being a system of inequalities, it is also possible to have
a lower remittance (pV < T') and increase trustworthiness, as
long as the magnification factor is large enough (K > 1) to
make up for the shortfall. Although plausible, this would be
uncommon.

V>T
]I)( >1 ®)

V. SIMULATED EXPERIMENTS

The following are a set of four experiments that simulate
scenarios from fostering to eroding trust as a result of the
quality of machine learning inference.

All the experiments begin from the same exact starting
point, where it is assumed that the potential value of a product
being offered to customers is of one million points (1,000,000).
The starting number is an arbitrary value and could have been
any positive number: forty-two, nine thousand, or seventy-
three billion. What we want to observe is the shape of the
curve formed from plotting interaction cycle after interaction
cycle.

The hypothesis is that, by providing good machine learning
inferences, a trustee would increase their trustiness level
towards the trustor. Conversely, less than good enough results
would have the opposite effect (i.e., erode trust).

In each of the experiments, we observe the shape of the
curves and their accumulated trend iteration after iteration.
Also, throughout all four simulations, all parameters are kept
the same, varying only the magnification factor K.

A. Simulation 1: Machine Learning Inferences Add Value

For this experiment, we will go step-by-step in the first
interaction. For subsequent experiments, only the final graph
plots will be shown. Irrespective of the experiment, they all
can be reproduced using the source code [3] that accompanies
this paper.
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Here, the assumption is that machine learning inferences are
magnifying the value of the product (K > 1).

Assume that in the first cycle iteration the trustor begins
with V' = 1,000,000 points and is able to send a remittance of
65% (R, = 0.65x1,000,000) of inference value to a trustee.
The magnification factor perceived by the trustee is K = 2,
thus the gain becomes 1,300,000 (G,, = 2x650,000) points.

The trustee sends a portion (¢ = 0.14) of the value back by
interacting with the user interface, providing a feedback label,
and paying for the service. The rebate received by the trustor
is 182,000 (B, = 0.14x1,300,000) points.

Adding the rebate to the residual value (r, =
0.35x1,000,000), the trustor’s accumulated gain is equal to
532,000 (A, = 350,000 + 182,000) points. And the trustee’s
gain is 1,118,000 (N, = 0.86x 1,300,000) points.

First, the trustee’s perception was that they received more
value that what the trustor had to offer due to the magnification
factor (win). Second, the trustor received a rebate in various
formats—accruing value that was not there before (win).
Third, after the aggregate across all trustees, the trustor will
have accumulated more than the initial value offered (win).

In Fig. 2, we can see the shape of the curve showing the
accumulated gains for both trustor and trustee for the four
cycles of the experiment.
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0 1 2 3
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Fig. 2: Accumulated gains (K > 1).

B. Simulation 2: Machine Learning Inferences Are Neutral

For the second experiment, a neutral magnification factor
(K = 1) is being simulated. The value sent by the trustor and
the value received by the trustee are perceived equally.

The curve with the accumulated gains can be seen in Fig. 3.
The trustee marginally sees an increase in the received value,
whereas the trustor sees a small decline. This scenario could be
acceptable depending on the scale of the service and number
of trustees, since the trustor’s final gain is the aggregate from
all trustees.
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Fig. 3: Accumulated Gains (K = 1).
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C. Simulation 3: Machine Learning Inferences Are Causing
Inefficiencies

The third experiment has a curve (Fig. 4) showing a sce-
nario where inefficiencies are being brought upon the trustee
(0 < K < 1). Their gains are at best negligible, and at the
same time there is a significant drop in the trustor’s gains.

This situation would be plausible and acceptable only during
the development phase of a product, where a trustee would
have accepted to be an early adopter of the service. Otherwise,
there would be no return on investment to the trustee, and a
loss of value to the trustor.
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Fig. 4: Accumulated Gains (0 < K < 1).

D. Simulation 4: Machine Learning Inferences Are Rapidly
Eroding Trust

The last experiment shows the worst-case scenario where
machine learning inferences are eroding the trustor’s trustwor-
thiness (K < 0), therefore reducing the trustee’s ability to be
trusting. Fig. 5 show how, in this scenario, there are negative
gains (loss) for trustors and trustees. They are both worse off
with the service, compared to operating without it.

-10°
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1.4 -
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Gain
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0.2 A

—0.21

Cycle
Fig. 5: Accumulated Gains (K < 0).

VI. CONCLUSION

This paper takes a step forward in contributing to the
conversation to define, in a quantifiable manner, what trust in
ML-based systems means. Here, we demonstrated that good
machine learning inference results satisfy a valid criterion to
increase a trustor’s trustworthiness, allowing for trustees to be
more trusting.

There exists a strong motivation for ML-based products to
provide inferences only when a minimum confidence level
has been cleared. It would be preferable to not produce a
result than to provide a low-confidence one. When nothing
is provided, a customer can still operate at their nominal level
of productivity.
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Plans for future research include: 1- proposing a set of
criteria to define the risk associated with an inference; 2-
establish a quantitative process to measure it.
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Abstract— This paper examines the self-presentation and self-
disclosure practices of cloud services users that relate to the
social group they belong to, through a quantitative survey
addressed to the student population of three Universities in
Greece, England, and Spain. Findings provide valuable
insights regarding social identity-based users’ practices and
indicate important information for the design of self-adaptive
privacy schemes within cloud services, setting specific social
requirements based on users’ social groups belonging.

Keywords-adaptive privacy; self-disclosure practices; social
requirements.

. INTRODUCTION

Cloud services have significantly expanded in current
society, transforming the way individuals and organizations
store, access, and manage their data and applications. They
often offer integration and interoperability capabilities,
allowing different applications and systems to communicate
and work together seamlessly, indicating the new notion of
the Internet of Cloud [1]. This facilitates the exchange of
data and information across platforms, enabling real-time
collaboration, sharing, and communication among several
team members regardless of their physical locations. Thus,
the potential challenges and concerns associated with the
expansion of cloud services are immense, such as data
privacy and security, vendor lock-in and regulatory
compliance [2]. Organizations and individuals should
carefully evaluate their specific requirements and consider
the appropriate privacy measures and service-level
agreements when adopting cloud services [3]. Towards these
requirements and measures, the notion of social identity has
been indicated as an important factor that influences
individuals' privacy preferences and concerns [4]. Social
identity refers to the way individuals perceive themselves in
relation to various social groups they belong to. The forming
of these groups can include factors, such as nationality,
ethnicity, gender, religion, profession, or interests [5]. Cloud
services provide individuals with opportunities to express
and project their social identities to others through profiles,
content sharing, and interactions. People often join groups or
follow pages related to their social identities, fostering a
sense of belonging and connection. In this regard, social
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identity plays a key role in how individuals present
themselves and manage their online image within cloud
services [6]. Different social groups may have varying
attitudes towards self-presentation and self-disclosure
practices [7]. However, the nature of self-disclosure on cloud
services raises privacy concerns, as individuals need to
consider the potential risks associated with sharing personal
information publicly [8]. Respectively, the variety of
attitudes within cloud services concerns privacy as well, such
as prioritizing the protection of personal information or
embracing a more open approach. People may strategically
disclose or withhold personal information in order to shape
their online identity and project a desired image that aligns
with their social identity and the desired/intended impression
they want to create. They may share personal milestones,
hobbies, achievements, opinions, or emotions, while
choosing to keep other aspects of themselves and their lives
private. Social identity can shape the norms and expectations
around privacy within specific social groups. Group
members may have shared understandings of what
information is appropriate to share, the level of privacy they
expect, and the consequences of privacy breaches. These
group norms and the values associated with them can shape
members’ privacy preferences and may influence
individuals' privacy management practices and decisions [9].

Privacy management, in this context, involves
considering what information to disclose and how it aligns
with individuals’ social identity and desired impression.
Users may employ privacy settings and controls to manage
their self-disclosure and control who can access their shared
content. Towards this, self-adaptive privacy measures and
techniques have been indicated as an effective approach.
Self-adaptive privacy in cloud computing refers to the ability
of cloud systems to dynamically adjust privacy measures
based on specific requirements and preferences of individual
users or organizations. It involves tailoring privacy controls,
mechanisms, and policies to meet the unique privacy needs
of different users and data types [10]. In this regard, self-
adaptive privacy aims at empowering users by giving them
greater control over their privacy. It provides users with
visibility into how their data is being handled within the
cloud, offering transparency into privacy practices, and
enabling informed decision-making [11]. Considering that
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privacy management is changing based on users’ social
groups, several social factors and attributes play a significant
role in self-adaptive privacy approaches. These factors
influence the design, implementation, and acceptance of self-
adaptive privacy mechanisms and practices. Thus, as
previous research indicates, these factors are usually hard to
be identified or are neglected during systems’ design [12].
Recent studies have focused on developing algorithmic
implementations of such self-privacy adaptation methods
that pay attention to users’ individual attributes or context
[13][14] and not on groups’ norms, while other work
concentrates on the user interface mechanism to adopt such
adaptations in order to be protected [15].

Therefore, supporting that not only individuals’ social
attributes should be examined but social groups as well, this
paper examines critical issues about users' social groups
within cloud services related to their self-presentation and
self-disclosure practices. Specifically, we aim to identify
relevant determinants, based on each social group, of self-
disclosure practices within the cloud. To gather the required
data, a survey was conducted among the students of three
Universities in Greece, England, and Spain. The findings
from this study contribute to valuable insights regarding
users’ practices based on their belonging to a group and
provide important information for the design of usable and
self-adaptive privacy features within the cloud, since they
promote specific privacy requirements based on users’ social
identity and groups, considering adaptation on a basis of
group privacy management. Section Il presents the research
field, the methodology followed, and the implemented
instrument. In Section Ill, the results of our survey are
outlined, indicating users’ self-presentation and self-
disclosure practices. Section IV discusses and concludes the
main findings, raising future research directions and practical
implications.

Il. METHODOLOGY

Supporting the arguments above suggesting that social
identity pertains to how individuals shape their attitudes and
behaviors within various domains of activity [5], the
following foundational research question has been
formulated to guide our study: RQ “Is belonging in a social
group affecting users’ self-presentation and self-disclosure
practices?” To address that, the research population selected
for this study included the students of three Universities in
Greece, England, and Spain: University of the Aegean,
University of Bournemouth, and University of Malaga,
respectively. The survey was administered to undergraduate,
postgraduate, and doctoral students. Due to its diverse nature
in terms of geographical location and demographics, the
research population holds significant potential for providing
respected insights regarding wusers’ disclosure practices
within cloud-based services. It focuses on the domain of
social media as the aforementioned cloud environments have
been pointed out in the study as the handiest in users’
everyday online practices. To ensure access to a substantial
portion of the research population and facilitate the
generalizability of results [16], a quantitative approach was
chosen, and a structured questionnaire was developed. The
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researchers opted for the Hellenic Statistical Authority’s
categorizations when determining the values for measuring
users’ socio-demographics across their survey in order to
ensure reliability, representativeness, and transparency. All
items were compiled from previous literature and, in
particular, participants were asked to identify the groups to
which they belong within cloud services using a social
identity taxonomy that aligns with the work of [17]. This
taxonomy encompassed a range of group categories,
including 15 types of groups, such as leisure groups, well-
being groups, professional groups, and other user-indicated
groups. In order to ensure the reliability and validity of our
instrument, a comprehensive review of the literature for self-
presentation and self-disclosure practices was conducted.
This review allowed us to incorporate validated metrics from
previous studies [18] - [21] on self-presentation and
information disclosure into our instrument. These concerned
15 items, as follows: “I share personal information, I share
photos of myself, | share information about my family, |
share information about my friends, | share information
about my job, | share information about my hobbies, | share
information about my daily activities, | share information
regarding my sexuality, | share religion-related views, |
share information about my political views, | state my
location, | update my status, | include contact information
(e.g. email, links to other profiles, personal web pages,
mobile number, postal address), | have included a short cv in
my profile, I tag others in the photos I share”.

Moreover, the instrument included a set of six questions
aiming at capturing participants’ socio-demographic
characteristics based on previous work [22]. These questions
encompassed gender, age, family structure, educational level,
professional experience, and monthly income. By
incorporating these questions in the final part of the
instrument, participants had the time required to complete it
more effectively. Prior to distributing the questionnaire to the
research population, a pilot study was conducted with a
sample of 60 students from the three universities. The
purpose of this pilot study was to test the instrument for its
form, language, clarity, difficulty level, and responsiveness
to respondents' interests, leading to the necessary revisions to
the questionnaire items. The survey was conducted using
Google Forms, which allowed for direct distribution via
email. In the introductory note of the survey, the purpose,
procedure, and ethical considerations were clearly explained,
adhering to established research ethics and standards [23].
The collected data was then recoded and processed using
IBM SPSS Statistics 28 (SPSS28).

I1l.  RESULTS

Out of the 368 responses received, thorough checks for
completeness were performed, resulting in 280 valid
responses being included in the analysis. The survey
involved more women than men, while a small percentage
declared a different gender. Despite the distribution of ages,
the majority was in the age group of 18-32. Regarding
family structure, the nuclear form dominates, while it is quite
interesting that some of the responders preferred not to
provide an answer. Most of the participants held a Master’s
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diploma, and 92% of the respondents have professional
experience of at least 1-5 years. The majority declared a
relatively low monthly income, ranging from 301 to 800€.
Participants’ individual attributes, presented in detail in the
following Table 1, are associated with their level of social
capital [24], setting the standard for a better understanding of
users’ self-categorization procedure in order to formulate
their social identity and define their perceptions and
willingness to belong to a social group.

Environmental group (2.3%), Mutual Support group (1.1%),
Religious group (2%), Technological Interest group (3.1%)
and Gender equality group (3.2%). Previous research has
already suggested that individuals who possess multiple
social identities are shaping their behaviors, respectively,
within specific contexts [25]. In this regard and in order to
check whether participation in a specific social group is
associated with specific self-presentation and information
disclosure practices, the chi-square test for two nominal
dichotomous variables was used. Results are shown in Table
2, as follows.

TABLE I. RESPONDENTS’ DEMOGRAPHICS
Sample Socio-Demographics
Value Percentage%
Male 31.5%
Gender Female 61.8%
Other 0.7%
18-32 58.9%
Age 33-47 28.6%
>48 12.1%
Nuclear Family 61.8%
Large Family 7.5%
Family Form Single-Parent Family 11.8%
Other Form 9.3%
Prefer not answering 9.3%
ICD4 36.8%
. Bachelor 23.2%
Educational
Level MSc 35.7%
PhD 3.6%
1to5 43.6%
6t010 17.5%
. 11to 15 9.6%
Professional
Experience 16to0 20 8.9%
21to 25 6.4%
>26 5.7%
301-800€ 40.7%
801-1000€ 16.1%
Monthly 1001-1500€ 20.7%
Income
1501-2000€ 6.1%
2001-3000€ 3.2%

The findings of our survey indicate that participants
declare belonging to various social groups when adopting
cloud services, namely: Companionships group (33.9%),
Professional group (11.3%), Political group (3.1%), Trade
union group (2.4%), Voluntary group (8.1%), Sport group
(7.7%), Leisure group (11.7%), Cultural group (5.9%),
Human Support group (1.5%), Scientific group (2.9%),
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TABLE II. SOCIAL GROUPS’ DISCLOSURE PRACTICES
SELF-PRESENTATION AND INFORMATION DISCLOSURE
- Media & Services
Groups Dplsclo_sure Instagram, Messenger, Facebook
ractices >
Google services, What’s up
personal Messenger:
information X?(1) =6.844, p=0.009, ¢, = 0.157
Instagram:
2 - — —
photos of myself X*(1) -11.05'1, p—0.00L ¢c =0.200
essenger:
X3(1) =6.517, p=0.011, ¢, = 0.154
about my friends Messenger:
X2(1) =3.957, p=0.047, ¢, = 0.120
. Messenger:
about my job X3(1) =5.227, p=0.022, ¢, = 0.138
Companion- Instagram:
i 2 - — —
ship about my hobbies X*(1) =10.663, p—0.00L ¢ =0.197
Messenger:
X2(1) =5.632, p=0.018, .= 0.143
Instagram:
about my daily X%(1) =10.115, p=0.001, ¢, = 0.191
activities Messenger:
X¥(1) =6.479, p=0.011, @ = 0.153
my location Instagram:
X2(1) =4.082, p=0.043, ¢. = 0.122
| tag others in the Instagram:
photos | share X?(1) =5.520, p=0.019, ¢, = 0.141
about my job Messenger:
X¥(1) =7.917, p=0.005, ¢ = 0.169
religious views Messenger:
Professional _ X?(1) =5.553, p-0.018_, e = -0.142
a short cv in my Instagram:
profile X?(1) =5.470, p=0.019, ¢ = - 0.141
| tag others in the Instagram:
photos | share X3(1) =5.549, p=.018, ¢ = -0.142
about my family Messenger:
X3(1) =4.953, p=0.026, ¢, = 0.134
about my friends Facebook:
X?(1) =3.936, p=0.047, ¢.= 0.119
" . Messenger:
Political about my job X¥(1) =6.415, p=0.011, ¢, = 0.152
- Facebook:
about my hobbies | yz1) =g 561, p=0.003. . = 0.176
| tag others in the Facebook:
photos | share X3(1) =7.527, p=0.006, ¢ = 0.165
photos of myself Instagram:
X?(1) =4.502, p=0.034, ¢. = -0.128
Facebook:
2 — — —
Trade union | about my hobbies X(1) =6.686, p—O.OlO,.(pC =0.156
Instagram:
X3(1) =5.633, p=0.018, ¢, = -0.143
my location Instagram:
X¥(1) =7.107, p=0.008, ¢ = -0.160
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SELF-PRESENTATION AND INFORMATION DISCLOSURE

SELF-PRESENTATION AND INFORMATION DISCLOSURE

. Media & Services - Media & Services
Groups I%'?glc%s Ctg;e Instagram, Me§senger, Facebook Groups Dplf;(lft)ls Clg;e Instagram, Me:_;senger, Facebook
Google services, What’s up Google services, What’s up
| tag others in the Instagram: my location Messenger:
photos I share | X(1) =8.209, p=0.004, ¢, = -0.172 X?(1) =8.671, p=0.003, g = 0.177
personal Messenger: Instagram:
information X2(1) =4.871, p=0.027, ¢ = 0.133 contact X2(1) =3.863, p=0.049, ¢ = - 0.118
about my family , Messenger: information , ~ Mess_enger: ~
X2(1) =15.645, p=0.000, . = 0.238 X2(1) =3.888, p=0.049, ¢ = 0.119
Gender . Messenger: : Facebook:
equality aboutmy friends | 1) _g 468, p=o.goz, 0. =0.185 aboutmy job | 21y g 700, p=0.002, . = 0.187
about my daily Messenger: o about my Instagram:
activities X*(1) =5.639, p=0.018, ¢, = 0.143 Scientific hobbies X2(1) =4.189, p=0.041, ¢ = -0.123
contact Facebook: F .
_ information Xz(l) =5.563, p=0018, Qc = 0.142 aboal‘:;ln\:?:lgsal Iy XZ(l) =459,;/!e;2%ng§2r.’ @c = -0.129
Religious mfcr)Tr]r;l?]t(l)ct))Eiit;out X3(1) =5 07?;23085 0.=0.136 Environmen personal Messenger:
} In‘stagr.am:, e - tal information X3(1) =4.18f:, p:(;.04k1,(pc=-0.123
2 — — - uman acenook:
photos of myself X (1) ‘4'412,',,5’;&0331 9. =-0.126 support | Photosof myself | o1y 7 490 5=0.007, 0. = 0.164
X2(1) =4.226, p=0.040, @ = 0.124 photos of , Instagram:
about my job 2 Facebook: _ myself X2(1) =8.102, p=0.004, ¢ = -0.171
X?(1) =8.503, p=0.004, ¢. = 0.176 Technologic about my , Instagram:
. Messenger: al Interest hobbies X?(1) =4.825, p=0.028, ¢, =-0.132
Voluntary about my hobbies X?(1) =4.735 p=0.030, ¢, = 0.131 about my daily Instagram:
my daily activities X(1) :4725?;5?)08;0, 0= 0.131 activities X¥(1) =5.7?1,-p=o.016, (-pc =--9.144
contact Google services: Results show that there are statistically significant
information X2(1) =3.878, p=0.049, ¢, = 0.119 associations between the nominal variables of ‘“‘group
| tag others in the Facebook: participation” and “self-presentation and information
photos | share X?(1) =4.268, p=0.039, ¢ =0.124 disclosure practices”, highlighting that the group in which
personal Messenger: one chooses to participate is related to the practices that
information X¥(1) =4.467,p=0.035, ¢: = 0.127 | ghe/he chooses or avoids for self-presentation. Most of the
about my Instagram: associations were revealed for users’ self-presentation and
friends X*(1) =4.484,p=0034,9: 20127 | jnformation disclosure practices on Messenger (25
about my Xi(1) :5_774Fa;i%‘_’8§ 0u= 0,45 associations) and Instagram (22 associations), less on
hobbies Ir;stagram:y Facebook (1_5 associations) and few (1-2) on What’s Up e_md
Sport X?(1) =8.501, p=0.004, ¢ = 0.175 Google services. These results are not surprising, considering
my daily Messenger: that the cumulative percent of participants using “once daily”
activities X¥(1) =5.480, p=0.019, ¢ = 0.141 and “several times daily” Messenger, Instagram and
my location Instagram: Facebook are, according to the re_sults of the research, high
X*(1) =6.245, p=0.012, ¢ = 0.150 (78.3%, 70.2% and 61.9%, respectively).
| tag others in Instagram: The majority of associations were positive with the
the photos | X2(1) =4.086, p=0.043, ¢ =0.122 exception of fifteen (15) negative revealed in the case of
share participating in specific types of groups (mainly trade-union,
 personal Google services: professional, technological interest, scientific, voluntary,
information X*(1) =3.972,p=0046,¢: 20120 | cyjtyral, environmental) and for specific social media,
ohotos of XE(L) = 4.66';?;":%?8'3‘:1’ 0= 0.130 mostly Instagram and less Messenger. Although the negative
. myself Instagram: associations re_zfe_r to nine (9) different practices, more
Leisure X3(1) =4.730, p=0.030, g, = 0.131 negative associations were revealed for practices including
about my Facebook: photos sharing (“I share photos of myself” and “I tag others
hobbies X*(1) =7.015, p=0.008, ¢ = 0.159 in the photos I share™) and for practices referring to hobbies
| update my Facebook: and daily activities information sharing. This finding implies
status X*(1) =4.634, p=0.031, ¢; = 0.130 that the aforementioned practices are considered rather
about my family , Messenger: inappropriate by people participating in professional groups
X*(1) =4.405, p=.0036, ¢ = 0.126 or groups that serve specific interests. Moreover, results
about my , Messenger: revealed that those participating in companionship groups
Cultural sexuality X%1)=11.908,p=0.001, ¢: =0.208 | yse more self-disclosure practices compared to others
religious views | ;) :9.34'\2"‘3;5:6&88; 0u= 0,184 participating in other type of groups, which is explicable
about my Messenger- considering the more open goal of participation and the

political views

X%(1) =8.041, p=0.005, ¢¢ = 0.171
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expected benefits from self-disclosure. Results also revealed
that the self-presentation practices more used (or avoided) by
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people according to the type of group they belong, and the
media context, were that of sharing information about
hobbies (12 associations, 3 of them negative) and photos
sharing of oneself (9 associations, 3 of them negative).

IV. DISCUSSION AND CONCLUSION

As the findings above indicate, social belonging in a
group affects users’ self-disclosure practices and,
respectively, influences their privacy preferences. Self-
disclosure on cloud services contributes to users’ digital
footprints, leaving a trace of their activities, interests, and
interactions [26]. Thus, findings highlighted that users who
share a similar social identity based on companionship, feel
more comfortable disclosing personal information and
photos within cloud services and particularly within social
media. However, other users emphasizing certain aspects of
their identity, mostly the professional based ones, and
downplaying the others, declared to be mindful of their
social identity presentation and self-disclosure on social
media, considering the potential consequences and impacts
on their privacy, well-being, and relationships. Evidently,
previous research has shown that this digital footprint can
have implications for reputation management, online
perception, and potential consequences in both personal and
professional contexts [27]. In this regard, the identification of
social groups' self-disclosure practices on the cloud can have
a significant impact on the design and implementation of
self-adaptive privacy schemes, in order for users to be aware
of privacy settings, critically evaluate the information shared,
and maintain a balance between online and offline identities
which can contribute to a more positive and authentic online
presence. Considering that social groups’ norms serve as
guidelines for users and societies to navigate privacy
boundaries and expectations, contributing to the preservation
of personal autonomy, dignity, and trust [28], the
identification of the practices that lead to specific group-
based needs is of great importance. Since self-adaptive
privacy in cloud services seeks to strike a balance between
data utility and privacy protection, by tailoring privacy
measures to users’ needs and dynamically adapting to
changing circumstances [29], users’ empowerment can be
enhanced when self- adaptive privacy schemes from the
beginning of the design take into account groups preferences
and the balance between maintaining privacy and
participating in social interactions within one's social identity
networks. Furthermore, incorporating the understanding of
social groups' self-disclosure practices into the concept of
"privacy by design" methodologies, such as the extended
PriS framework for cloud computing services [30] that
should be used for designing self-adaptive privacy schemes,
can help ensure that privacy considerations are embedded in
the development process of cloud services. Despite the
limitations of our survey, concerning the weak strength of
association of the nominal-by-nominal relationships (Phi
coefficient takes values between O and +/-1), our results
indicate the diversity of self-disclosure practices across
different social groups, providing a guide for specific social
requirements that could be integrated from the initial design
stages of self-adaptive privacy schemes. In this respect, the
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defining of the self-disclosure practices can influence the
establishment of privacy defaults in cloud platforms. In
Figure 1, these practices are visualized by group and cloud
service, aiming to aid the self-adaptive privacy schemes
designed to be aligned with the preferences of social groups
by setting initial privacy defaults that reflect their common
practices and expectations.

Hobbies

Tagging others
inmy photos
Photosof
myself

Location
SOCIAL GROUPS'
REQUIREMENTS FOR
ADAPTIVE PRIVALY
WITHTIN CLOUD
SERVICES

Short CV in Profile

Tagging others
in my photos

Religious Beliefs

Contact

Figure 1. Social Requirements for Self-Adaptive Privacy Schemes in
Cloud based on Social Groups’ self disclosure practices.

Since the insights into social groups' self-disclosure
practices can inform the design process, this knowledge can
enable in particular the design of contextual privacy settings.
These settings can dynamically adjust privacy levels based
on the specific context or situation, taking into account
groups’ preferences in order, for example, to be more
restrictive for the information of the professional groups,
while more permissive for companionship or leisure groups.
Finally, the provided insights into the self-disclosure
practices can enhance the transparency and consent
mechanisms in the self-adaptive privacy schemes. Users can
be provided with clear and understandable information about
how their data will be used, shared, and stored on the cloud,
allowing them to make informed decisions and providing
meaningful consent based on their social group norms.
Therefore, users will be provided with control and agency
over their information and with respect to their individual
privacy preferences, reducing the risk of unintentional
oversharing or undersharing.
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Abstract—The prevention of opportunistic infection is
important in-home care. Electrolyzation of water generates
ozone water, which is strongly bactericidal. Because ozone
water can be produced easily and reverts to water, it is an
attractive option for hygiene management in home care. Here,
we developed two devices for producing ozone water for home
care and investigated the properties and bactericidal ability of
the water. The first, simple device comprised a lead dioxide
anode, a stainless cathode, and a diaphragm. We used the
device to electrolyze 1 L of tap water and measured the ozone
concentration over time. In addition, we assessed the
bactericidal activity of the ozone water by performing an
aerobic viable count of Escherichia coli and Staphylococcus
aureus. The other device used a diamond-coated titanium plate
as the anode and a stainless cathode to create ozone water from
tap water flowing through an outdoor hose. The ozone
concentration was measured at 0, 2, and 4 m from the hose
nozzle. In the simple device, the ozone concentration was 1.1
ppm 20 minutes after starting electrolysis, but 0 ppm 70
minutes afterwards. Many colonies of E. coli and S. aureus
were present in the cultures before ozone water was added, but
none was detected after adding 1.1 ppm of ozone water. In the
flowing water device, the ozone concentrations released at 0, 2,
and 4 m were 1.6 £0.2 ppm, 1.4+0.2 ppm and 0.6+0.3 ppm,
respectively. Ozone water produced with our simple device
showed strong bactericidal activity. The ozone water released
within 2 m from the nozzle of the flowing water device
contained more than 1.0 ppm of ozone. Thus, our devices
represent an economical, environmentally friendly way to
produce ozone water for use as a disinfectant in indoor and
outdoor home care.

Keywords- Home care; Ozone water; Bactericidal activity.

l. INTRODUCTION

Hygiene management for infection is required in home
care, especially to prevent opportunistic infection in older
adults, who have reduced resistance to infection. Generally,
chemical disinfectants are used to prevent infection, however,
their chemical components remain in the environment after
use and contribute to global environmental pollution.

Electrolysis is a well-known technique for separating
ionic substances. When water is electrolyzed with an
electrolytic cell comprising two chambers separated by a

Copyright (c) IARIA, 2023. ISBN: 978-1-68558-089-6
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diaphragm, ozone water is generated on the anode side
(Figure 1). Electrolyzed ozone water is strongly bactericidal
and reverts to ordinary water [1]. Economic and
environmental factors make it highly suitable as a
disinfectant in home care.

In this study, we developed two devices for producing
ozone water for use in home care. We used the first, simple
device to investigate the properties and bactericidal activity
of ozone water. With the second, flowing water device,
which produces ozone water for outdoor use, we studied the
concentration of ozone water at different distances from the
hose nozzle.

In Section 2, we present the methods of our approach.
In Section 3, we give the results obtained, followed by a
discussion in Section 4. Finally, we conclude our work in
Section 5.

06

T
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(+)epouv f;
wdeiydei(

(-)epoyien

Anode side

5H,0-> O,+ O3 +10H*'+ 10e"
Cathode side

2H*+2e > H:

Figure 1. Principle of ozone water production.

II. METHODS

A. Development of the simple device

We developed a simple device for making ozone
water. The device was a batch type, and the exterior was
made of acrylic resin. The device consisted of a lead dioxide
as the anode, and a stainless as the cathode, and a solid
electrolyte membrane as the diaphragm. The electric power
is supplied via a direct current converter (Figure 2).
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Figure 2. Prototype of batch type for producing ozone water.

B. Properties of the ozone water

We electrolyzed 1 L of tap water in the simple device
by using a 20V direct current and measured the ozone
concentration on the anode side. To investigate the
sustainability of ozone water, we put the fresh ozone water
into a beaker and measured its ozone concentration over
time by 4-aminoantipirin absorption photometry.

C. Bactericidal activity

To investigate the bactericidal activity of ozone water,
we prepared two strains of bacteria, Escherichia coli (E.
coli) and Staphylococcus aureus (S. aureus). E. coli is an
intestinal, gram-negative bacterium, and S. aureus is a
gram-positive bacterium. The bactericidal activity of the
0zone water was examined by cultivating the two strains of
bacteria separately at 37°C for 24 hours. Then, each culture
was incubated with fresh ozone water, and the solution was
added to fresh petri dishes and cultivated for 48 hours.
Control samples were prepared in the same way, but no
ozone water was added. The bactericidal activity was
assessed by counting the number of colonies of bacteria in
each petri dish.

D. Development of a flowing water device

We developed a flowing water device for making
ozone water, as shown in Figure 3. A diamond-coated
titanium plate was used as the anode, and a stainless as the
cathode. The device consisted of an electric cell with built-
in electrodes and a hose, which was directly connected to an
outdoor water source. The ozone water was released by
pressing the hose nozzle (Figure 4).

Anode
Cathode ——

| | ‘

—_— \><
i 7 _|
)

Tap water

Electrode !

Ozone water

Figure 3. Principle of flowing ozone water production.
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Figure 4. Prototype of the flowing water device for producing ozone water
(left), and procedure for measuring the ozone concentration at various
distances from the hose nozzle (right).

E.  Ozone concentration in water released by the flowing
water device

The leased ozone water at 0, 2, and 4 m from the hose
nozzle was stored in the beaker and its ozone concentration
was measured.

I1l.  RESULTS

A.  Experiments with the simple device

The ozone concentrations were 0.3 ppm at 10 minutes
after the start of electrolysis and 1.1 ppm at 20 minutes,
however, the concentration started to decrease immediately,
and the levels were 0.3 ppm after 30 minutes and 0 ppm
after 70 minutes (Figure 5).

In the control water sample, many colonies of E. coli

(13x107 cfu/mL) and S. aureus 35x10% cfu/mL) were

counted. However, no bacterial colonies were seen after
cultivation with 1.1 ppm of ozone water (Figure 6).

B.  Experiments with the flowing water device

The ozone concentration was 1.6+£0.2 ppm in water at
0 m from the hose nozzle and 1.4+0.2 ppm in water at 2 m.
Thus, the ozone concentration at both 0 and 2 m exceeded
1.0 ppm, i.e., the concentration that can be expected to have
a sterilizing effect. However, at 4 m the concentration of
ozone in the water was only 0.6+0.3 ppm (Table 1).

Ozone concentration {ppm)

©Ozone concentration (ppm}

5 10 15 0
Elactrolysisi(Minutes) 0 0 40 €0
Minutes

Figure 5. Changes in ozone concentration during electrolysis (left) and
residual ozone concentration after ozone water generation (right).
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Figure 6. Bactericidal activity of ozone water.

TABLE 1. OZONE CONCENTRATION IN RELEASED WATER

Released distance of ozone 0 2 4
water (m)
Ozone concentration in | 1.6+0.2 1.4+0.2 0.6+0.3

released water(ppm)

IV. DISCUSSION

Generally, ozone has a strong oxidative effect and is
used for sterilization and deodorization in a wide range of
fields, such as medicine, engineering, and agriculture.
Methods for producing ozone water include electrolysis and
discharge techniques. In this study, we developed a simple
device to produce ozone water by electrolysis. This device
is easily installed at home and required almost no
maintenance; it is also cheap to use because it requires only
tap water. A concentration of 1 ppm of ozone water is
required for bactericidal activity, and our device produced
1.1 ppm of ozone water within 20 minutes (Figure 4) and
showed strong bactericidal activity (similar to that of
chemical disinfectants) against E. coli and S. aureus (Figure
5). Our experiments showed that the ozone disappeared
from the water 70 minutes after the start of electrolysis
(Figure 4), meaning that there was no persistence of the
chemically active substance, unlike with chemical
disinfectants. This lack of persistence is an advantage of
ozone water and makes it suitable for disinfection in home
care.

Previously, we studied the use of acidic electrolyzed
water, which is produced by water electrolysis and is
strongly bactericidal [2][3][4]. However, a small amount of
sodium chloride is needed to produce electrolyzed water,
and electrolysis generates harmful chlorine gas [5]. In
contrast, 0zone water can be generated from water alone and
reverts to ordinary water.
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In addition to hand disinfection, the prevention of
infection at home requires disinfection of utensils such as
tableware, cooking utensils, and sanitary appliances such as
toilets. Our study shows that ozone water can be easily
produced at home and used indoors to prevent infection.
Our experiment with ozone water produced by a flowing
water device (Table 1) showed that the released ozone water
can be used as a bactericidal agent outdoors up to about 2 m
from the hose nozzle. Outdoors, o0zone water can be used in
a wide variety of applications, e.g, the disinfection of
equipment.

Our ozone water-generating devices and ozone water
experiments indicate that the production of ozone water at
home may be a useful approach to infection prevention in
home care. Future studies should evaluate the use of ozone
water in various indoor and outdoor applications and
confirm its effectiveness.

V. CONCLUSION AND FUTURE WORK

We developed two devices that can be used at home to
produce ozone water for infection prevention. The simple
device produces 1.1 ppm of ozone water within 20 minutes
of starting electrolysis, and the ozone water shows strong

bactericidal activity; the ozone disappears within 70 minutes.

The flowing water device maintains a bactericidal ozone
concentration up to 2 m from the hose nozzle and is suitable
for outdoor use. The devices are useful for producing ozone
water as a disinfectant for use in home care and are
beneficial from both an economic and an environmental
perspective.

In the future, we will carry out the questionnaire survey
using those devices in home care and summarize the points
for improvement based on usage experience.
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Abstract— In recent years, there has been a significant
exponential growth in the number of satellites from Global
Navigation Satellite Systems (GNSSs). The proliferation of
satellites could lead to noteworthy effects on different industries,
such as aviation and autonomous driving, by substantially
improving positioning accuracy and optimizing service
efficiency. Nevertheless, deploying a large number of satellites
comes with certain implications, such as an unavoidable
increase in computational demands and higher power
consumption for the receiver. A satellite selection algorithm can
address these challenges by selecting a smaller subset of the total
visible satellites, with comparable or even better positional
accuracy. This paper introduces an algorithm for GNSS satellite
selection in autonomous driving applications, which
incorporates various factors including satellite elevation and
signal strength. The algorithm identifies the optimal subset of
satellites by applying a Sequential Updating Method (SUM) to
generate multiple subsets and subsequently compare their
Weighted Position Dilution of Precision (WPDOP). The subset
with the lowest WPDOP is ultimately selected for use in the
positioning process. The algorithm's performance is assessed in
a dynamic scenario under challenging conditions, typical of
autonomous driving context, and compared with other
algorithms from the literature. Results show that the proposed
algorithm is suitable for the target application, due to its ability
to achieve higher positioning accuracy and reduce
computational time compared to other methods in the
literature.

Keywords - Satellite Selection; GNSS; WPDOP; Computational
Effort; Autonomous Driving.

l. INTRODUCTION

Global Navigation Satellite Systems (GNSSs) are a vital
component in today’s positioning and navigation landscape
and stand as a key technology to society’s future. A high level
of maturity has been achieved with the latest generation of
satellites, providing new and improved positioning signals,
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contributing to the achievement of accuracies that highly
surpass those originally planned.

There are several error sources within a GNSS link that
degrade the positioning accuracy of the system. Errors related
to the atmosphere, clocks of both the satellite and receiver, the
local environment, the geometry of the satellite constellations,
their orbits and even intentional errors can cause discrepancies
in the position of the user. To mitigate part of these effects, a
multitude of correction methods have been developed, that
seek to provide the best performance while offering the best
price and versatility [1].

In open sky conditions, optimizing the Geometric Dilution
Of Precision (GDOP) is sufficient to guarantee high accuracy
solutions. When considering challenging conditions, such as a
vehicle crossing an urban environment, optimizing GDOP is
not enough, since different error magnitudes will affect each
measurement due to multipath and Non-Line-Of-Sight
(NLOS) conditions from the local environment.

With the increase in satellite number, a good satellite
selection algorithm is vital to decrease the signal-processing
burden of the receiver, while providing good accuracy.

A satellite selection algorithm could also benefit
autonomous driving applications, contributing to achieve
automation level 4, which only requires the driver to take
control in very specific situations [2]. To reach automation
level 5, where the vehicle is expected to operate under every
condition and in every environment, GNSS could be a key
component alongside other sensors, though a lot of features
are still to be investigated [3]. The GNSS system can help
overcome automation challenges like lane-level maneuvers,
the oversight of vision systems, safety through independence,
or even unlock interoperability through consistent timing and
reference frames for vehicle to everything cooperation [4].

This work provides two key contributions: a satellite
selection algorithm targeted for autonomous driving
applications, and a performance comparison with well-known
solutions from the literature using real dynamic data with a
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highly accurate reference ground truth. Section 2 provides
background in satellite selection algorithms and Section 3
introduces the proposed solution, while Section 4 presents a
performance comparison. In Section 5, a conclusion is given.

Il.  BACKGROUND

A. Geometric Dilution of Precision

The GDOP is a metric related to the geometry of the
solution, i.e., where satellites are in space, relative to the
receiver. It is given by [5]:

GDOP = \/trace((GTG)™1) )

where G is the design matrix for the position estimation
solution (e.g., using a least-squares approach). For dual
constellation case, the G matrix used for position and clock
estimation is given by [5]:
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e represents the line-of-sight vector with x, y, and z
components for m satellites of the i-th constellation, and n
satellites of the j-th constellation. The last two columns
represent the clock biases common for each measurement
within constellations.

B. Optimal Method

One of the objectives of a satellite selection algorithm is
to minimize the GDOP for a subset of k satellites from a set of
s visible satellites. An optimal (also known as brute force)
approach is to compute the GDOP value for every subset of k
satellites from the s satellites available (with k<s).

The total number of computations of the GDOP function
is given by the combinations’ equation [6]:

Select 4 satellites from the
i set of cor ion with the most

isible

s!

Ce = G =0l ®

For real-time processing, this method is only possible for a
low number of satellites, due to the exponential increase in
number of combinations (e.g., selecting 10 out of 15 satellites
results in 3003 GDOP computations). The brute force method
is considered optimal because it always produces the best
possible GDOP, but at the expense of high computational cost.

Other algorithms are classified as sub-optimal or quasi-
optimal, depending on how close they are to the GDOP value
given by the optimal method, but with less computational
effort. The Ultra-Rapid satellite selection proposed in [7] is
one example, where it utilizes a constrained downdate
method. This approach starts by computing the weight
coefficient matrix for the all-in-view solution, and in order to
avoid matrix inversions, uses the inversion lemma to find the
individual contribution of each satellite. The satellite that
contributes the least for the increase of GDOP is removed, and
the process repeats itself until the desired subset size is
achieved. A method focused on dynamic scenarios is
presented in [8]. Even though being smartphone based, it is
one of the few examples in literature that use dynamic data in
the performance analysis, and therefore will be taken in
consideration in the performance comparison.

C. Sequential Updating Method

In order to compare the highest number of satellite subsets
while reducing the computation effort to a minimum, a
Sequential Updating Method (SUM) is introduced in [9].
Figure 1 depicts a flowchart of the method. The process starts
by choosing 4 satellites from the constellation with the most
satellites to act as an initial subset. It proceeds to add each of
the remaining n-4 satellites available to create n-4 subsets of
size 5, with n being the number of visible satellites. After the
creation of this group of subsets, every satellite that comes
after the last satellite added in each subset is included in the
subset and the subsets that had a satellite added in common
will compare the trace of the inverse matrix with each other,
and the one with minimal value will go to the next iteration.
The process is repeated until m subsets with the desired size k
remain and the one with the lowest GDOP is chosen to be used
for positioning.

. Add each subsequent
Add each remaining satellite from the last

[satellites to be used as the|
initial subset

size n

subset

ite to create n-4 ! A
subsets of size 5 satellite added in each <

Compare the GDOP
of all substes and
select the subset

with minimal GDOP

inal subset of size k1o’
be used in positioning

Figure 1. Process of the Sequential Updating Method.
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D. Weight Function

For the purpose of creating a holistic satellite selection
algorithm, a weight function is designed to provide higher
weights to satellites better suited to be used in the positional
solution. The proposed weight function has the form:

F
w; = z WyDyg (4‘)
g=1

where F is the number of factors contributing to the
function, w, is the weight of factor g and p, is the
percentage assigned to the weight wy, in order to determine
the contribution to the total weight w;. The p, factors were
determined through trial and error, iteratively refined until
the optimal combination was identified, yielding the most
favorable outcome.

The first two factors of the weight function are
presented in [10], with those factors being the elevation and
Carrier to Noise Ratio (CNR) of each satellite. The weight
of the elevation factor is given as:

2B
Well- = — (5)

emax

where 6; is the elevation angle of the i-th satellite, 8,,,, is
the maximum elevation angle among all the visible
satellites at the current epoch, with all the angles being in
degrees. The weight of the CNR is expressed as:

CNR;

- 6
CNRax ©)

weng, = (14 ap)

with a,,, being the multipath scaling factor given as [11]:

Rcoef -1

] @
Rcoef +1

am =

where R, is the reflection coefficient and is expressed
as [11]:
CNRmax
10
—vR ®)
1020

Rcoef =

For multipath free signals, the reflection coefficient is
1, while the multipath scaling factor is 0, which will not
affect (6). In the case of multipath presence, the multipath
scaling factor will be different than 0 and is added to ‘1’ in
(6) [12].

Another factor to complement the weight function
introduced in [12] is the pseudorange variance. To
calculate its value, the RTKLIB software default weighting
system is used [13].
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sin?6;

where a was determined empirically in [14] and 6; is the
elevation angle of the i-th satellite. Therefore, the weight
of this factor is given by normalizing the pseudorange
variance:

max(c?) — o}

Woar, = max(o2) — min(o?2) (10)

with the minimum and maximum values of o2 being
calculated at each epoch.

The final factor added to this function is the CNR
variation from epoch to epoch. This factor can be seen as
an indicator of multipath and including its contribution in
the weight function allows multipath affected
measurements to have lower weight [15]. The CNR factor
is expressed as:

Ceng, = | 02 2 (CNRi =) (A1)
CNR; : CNRj1 T % i THy

t—1 1
Wp=—7 W1 T CNR (12)

where t is the number of consecutive epochs in which the
measurement was present, j represents the current epoch,
ocyg @and P are the standard deviation and the mean,
respectively, of the carrier to noise ratio among all satellites
and CNR; is the carrier to noise ratio of the i-th satellite.
Hence, the weight is defined as:

max (o, — OcNR;
_ (ocngr) . CNR; (13)
max(ocyg) — min(ocng)

Wyar;

with ocyg, being the CNR standard deviation of the i-th
satellite, the minimum oyp is calculated in each epoch
and the maximum ocyg is a fixed value obtained by
calculating the maximum oy Of all the epochs.

I1l.  THE PROPOSED ALGORITHM

Following the definition of the weight function, the
same can be incorporated within the SUM. Before going
through the SUM process, the weight of each satellite is
calculated in order to create the W matrix, containing all
the satellite weights. Afterwards, the weight matrix is used
in the calculation of the Weighted Position Dilution of
Precision (WPDOP) [16].

WPDOP = \/trace((GTWG)™1) (14)
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By using the WPDOP for subsets comparisons in place
of the GDOP, the positional accuracy is emphasized
instead of the geometry of the satellites in the selected
subset. Furthermore, the application of weights enhances
the versatility and robustness since it takes in consideration
multiple factors, hence making it a holistic algorithm. The
proposed approach is labeled as Weighted Sequential
Updating Method (WSUM) and takes the following steps:

Calculate the weight for each visible satellite.

positioning system under test, to be used as a reference [19].
Throughout the experiment, there are between 0 and 23
visible satellites, as shown in Figure 3. The car went
through some tunnels; therefore, no measurements were
collected at some instances during the test.

Figure 2. Path that the car went through in the city of Braga, Portugal
(Satellite Image by Google Maps ©).

Number of I
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1.
2.

Select the 5 satellites with the highest weight to

be used as the initial subset. Making the initial
subset bigger will reduce the number of iterations,
therefore reducing the computational effort.

3. Go through the process of the Sequential
Updating Method to find m subsets with k
satellites.

4. Use the subset with minimal
positioning.

WPDOP for

IV. RESULTS AND ANALYSIS

GNSS data retrieved by the Vehicle Motion and Position
Sensor (VMPS) designed by Bosch [17] installed in a car
was used to evaluate the performance of the proposed
algorithm. MATLAB was the software used to process the
data and analyze results. The PC hardware is comprised of
a 11th Generation Intel Core i7-11850H @ 2.50GHz, a
NVIDIA RTX A3000 GPU and 32 GB of RAM. The
location of the dataset collection was in Braga (Portugal)
and the car goes through the urban environment of the city
of Braga as well as some highway like roads. The GPS,
GLONASS and Galileo constellations were considered in
the experiments and Single Point Positioning (SPP)
applying Kalman Filter was used to calculate the position.
This dataset presents different types of conditions for the
proposed algorithm to be tested, in order to verify its
versatility and robustness. The optimal method, SUM,
Ultra-Rapid and a smartphone-based satellite selection were
also tested for comparison purposes.

The path of the car is shown in Figure 2, where the blue
points coordinates were collected by the device iMar
iTraceRT-MVT 600, that allows to obtain errors from the
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Figure 3. Number of visible satellites along the experiment.

Figures 4 and 5 show the empirical CDF of horizontal
and vertical positioning errors obtained with the all-in-view
(no satellite selection) solution and the four methods
introduced. The WSUM exhibits an overall better
horizontal error distribution compared to the other methods,
while in terms of vertical error, the proposed method
provides an overall better distribution until the 90™
percentile.

Horizontal Error

—*—WSUM
03 —=—S5UM
Optimal Method

g |—#— No Satellite Selection
1 +— Ultra-Rapid
Smartphone-Based
01 3 - - -95%
,} - - 68%
0 10 ZIU 3‘0 40 50 60 TIU S-U BIU 1 .DU
Error (m)
Figure 4. Empirical Cumulative Distribution Function (CDF) of
horizontal positioning error for various satellite selection algorithms

when selecting 9 satellites and no satellite selection.
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Figure 5. Empirical CDF of vertical positioning error for various
satellite selection algorithms when selecting 9 satellites and no satellite
selection.

Figures 6 and 7 display the distribution of the horizontal
and vertical errors, respectively, where the y-axis is the
percentage of trials each error range is obtained. WSUM
demonstrates a higher percentage of errors between 0 and 2
meters in the horizontal category it slightly falls short of the

performance exhibited by the SUM algorithm.
f. ‘”l IIII il s “Il

Figure 6. Percentage of trials each horizontal positional error range is

obtained when selecting 9 satellites and no satellite selection.
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Figure 7. Percentage of trials each vertical positional error range is
obtained when selecting 9 satellites and no satellite selection.
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The WSUM presents 4.33 m and 8.52 m in terms of
mean horizontal and vertical errors, while without satellite
selection mean horizontal and vertical errors of 5.26 m and
9.52 m were obtained, respectively. The SUM, Optimal
method, Ultra-Rapid and Smartphone-Based algorithms
provide 6.56 m, 7.65 m, 8.93 m, and 6.25 m values of mean
horizontal error, respectively, and 13.69 m, 14.30 m, 18.88
m, and 13.35 m values of mean vertical error, respectively.
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Stability and computational effort are also important
performance indicators of a satellite selection algorithm.
Computational time is measured through the ‘tic-toc’
MATLAB functions and several runs were made in order to
obtain the average computational time, in seconds, of each
algorithm. The stability metric is measured as the ratio
between number of satellites changed/removed due to
algorithm decision from epoch n to epoch n+1 (AN), and
number of satellites used in epoch n (Nsat,,):

Stability = (1 ST ) 100 (17)
n

Table | shows that the increase in the size of the initial
subset from 4 to 5 slightly decreases the computational time
over the SUM algorithm, therefore making it faster than the
original method. Stability is also displayed and while the
proposed algorithm presents a lower value than SUM, it can
still be labeled as highly stable.

TABLE I. STABILITY AND COMPUTATIONAL TIME OF ALL THE
ALGORITHMS WHEN SELECTING 9 SATELLITES

Algorithm Computational Time (s) Stability
Optimal Method 0.72261 94.78%
SUM 0.00604 96.63%
Ultra-Rapid 0.00036 95.51%
Smartphone-Based 0.00017 90.44%
WSUM (Proposed) 0.00447 93.55%

When it comes to the empirical CDF of the GDOP and
PDOP values, Figures 8 and 9 indicate that WSUM
provides the highest values. This result is justified, given
that the proposed algorithm uses the WPDOP in the
comparison, thus the final chosen subset does not
necessarily have the lowest values in terms of PDOP and
GDOP. Furthermore, the high accuracy presented by the
proposed method emphasizes the fact that a good satellite
geometry does not directly translate to a good positional
accuracy, and this factor by itself is not sufficient to select
the best possible subset to be used in positioning.

09 - x -
¥ - .
-
08 P . =
4 » I
07 # ¥ o
! ! 4
iy I
06 4 ’ o
I [ -
I
g0s ! [ & A
§/ f
L] ~
- { JF ——wsUM
03 f !/ = sum
4 a ¢ Optimal Methad
0z § g —+—No Satelita Selection
f ! L s+ Ulira-Rapic
: ]‘ _‘7 ‘Smartphone-Based

01 7 el — - —gsw

{ e 68%

35 4 4.5 5 55 6 65
GDOP

Figure 8. Empirical CDF of the GDOP for various satellite selection
algorithms when selecting 9 satellites and no satellite selection.
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Figure 9. Empirical CDF of the PDOP for various satellite selection
algorithms when selecting 9 satellites and no satellite selection.

V. CONCLUSION

In this paper, we propose a satellite selection algorithm
capable of being used in dynamic scenarios in order to
optimize a solution for autonomous driving. The proposed
algorithm excels in providing better accuracy compared to
other algorithms from the literature, as well as using all
visible satellites. The computational effort was greatly
minimized from the optimal method and the increase of the
size of the initial subset of satellites provided a slight
decrease in computational time compared to the original
SUM method. The addition of the weight function did not
increase the computational complexity of the proposed
algorithm in any substantial way. Furthermore, it enhances
the performance and versatility by making it a holistic
satellite selection algorithm. Results show that the WSUM
provides an improvement of 0.93 m and 1 m in terms of
average horizontal and vertical error, respectively, over the
use of all the visible satellites available at each epoch.
Further optimizations to the proposed algorithm can be
made in terms of computational effort and the
implementation of Precise Point Positioning (PPP) will be
made alongside the use of correction services in order to
obtain higher levels of accuracy. Finally, the algorithm
discussed in this paper presents a novel method that can
improve positioning accuracy in challenging environments,
therefore making it a promising solution to be incorporated
in Highly Automated Driving vehicles.
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Abstract— A characteristic of the digital interface is its
multidimensionality. However, its design continues to be
influenced by multiple remediations, mainly from printed
media, which give the interface a flat surface, suppressing its
communicative and interactive potential. Interface design has
dealt with this problem fragmentedly, focusing on specific
elements. For the students, there remains the need to visualize
the blurred screen depth. This paper outlines the
multidimensionality of the interface in terms of use and
aesthetics. To this end, it draws the boundaries for the aesthetics
of the screen and interaction dimensions, combining 30 years of
experience teaching digital design with the current literature on
the topic. The results establish design dimensions that
contribute to understanding the interface's imagistic potential
in terms of use and aesthetics. In addition, the results highlight
some of the challenges to be addressed by designers.

Keywords-screen; interface; design; remediation; dimensions.

. INTRODUCTION

Our society is moving towards an intensive use of screens.
This use began with screens of static images such as painting
and photography, which framed a moment of the imagination.
From there, it migrated to screens with moving images, such
as cinema, which framed a period of the imagination. When
the TV occupied an essential space in our homes, its screen
demanded more hours of visual contact, as it became
accessible as the paintings and photographs hanging on the
wall and clamored for attention as the cinema. Between one
screen and another, we learned to see, accept, and apprehend
its images as technology.

According to [1], technology is a complex reality
involving technological knowledge and a human attitude. As
an attitude, technology becomes habitual, and it is believed to
make our lives easier and contribute to our comfort.

The complexity of technology also occurs in the interface
design teaching, either by facing technology in its
manifestation (designing) or the craft of its poetics. Poetics
constitute the principles of design that best define an object or
work [2]. Remediation is a central poetic of the digital
interface.

Remediation is the process of representing one media into
another [3]. For example, a digital calendar is expected to
simulate its printed form. The months follow a table form, and
the days are presented by cells. Therefore, this paper suggests
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that understanding the screen as flat is a consequence of the
remediation process.

For [3], remediation undergoes a 4-level evolution, where
the representation of a new media moves further away from
the media that precedes it. Therefore, we argue that each level
is reached through understanding contemporary media and
recognizing its language and properties, i.e., creating its
poetics.

Another poetic of digital media is its multidimensionality,
rooted in the principle of numerical representation [4]. This
principle enables new dimensions using the artifact through
multiple aesthetic expression and interaction forms.

The poetic of multidimensionality, investigated by [5], is
established by the data density that [6] defines as the intense
flow of information captured and sent by the
interactor+artefact. Thus, the screen mediates this data density
from visible, perceived, or social dimensions. This paper
focuses on the visual dimensions because it is a reasonable
first step to building the base to comprehend others. In
addition, teaching poetics benefits from visualizing each
dimension, as the students could design each one or even play
with the interconnection among dimensions to create depth.

Therefore, we argue that the screen is not flat, as its depth
develops through its many dimensions. This paper draws the
boundaries for the aesthetics of the screen and interaction
dimensions.

The method follows qualitative research, highlighting
screen dimensions from the literature and dialoguing with
teaching practice. This practice enabled many observations
about students’ difficulties in visualizing the screen
dimensions.

The remainder of this paper is organized as follows.
Section 2 and Section 3 present the background review of the
aesthetic and interaction dimensions. Section 4 discusses its
implication on interface design. Finally, Section 5 draws a
brief conclusion.

Il.  AESTHETIC DIMENSION

The multiple dimensions of the screen become undeniable
when establishing the possibilities of the interface design
aesthetic. One option is simulating three-dimensional objects,
i.e., the object is created in its three dimensions. In addition,
remediation, layers of information, movement, and
Information Design (ID) are screen dimensions.
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A. The screen interface remediation

The interface can be understood as a mediating layer
between the artifact and the interactor. The user interacts with
the product through the physical or digital interface. Thus, a
product can be complex to manipulate, and its use requires a
layer of translation of its mechanics. For example, a typewriter
presents itself to the interactor through a coating, which hides
its gears and leaves enough in view to be used. Therefore, [7]
associates design with the interface. For the user, the interface
links the user, the tool, and the action. Thus, it is likely that
the more complex the object’s engineering, the more critical
the role of the interface as a tool facilitating use. This role
becomes evident with digital interfaces, given the complexity
of the artifact.

Reference [8] states that the interface is the software for
the user, which means it does not matter if the algorithm is
highly complex or has a layer of artificial intelligence. What
the user perceives is the contact and control over the tool
mediated by the interface.

Thus, digital interfaces have made this mediating layer
visible (hypermediation), often because of the complexity of
its use. Understanding this complexity, many designers seek
to create invisible or transparent interfaces (immediacy).
However, one of the main qualities of digital objects is their
oscillation between hypermediation and immediacy.

This oscillation is also referred to as remediation by [3].
The authors argue that the opacity of the interface is necessary
for interaction to occur, as the interactor needs to see the
options to act on them (hypermediation). On the other hand,
immersion happens when engaging with the content, and the
interface becomes transparent (immediacy). Therefore, this
oscillation is another poetic of interactive media and a
dimension of the interface.

To decrease the oscillation, [9] advocates the
narrativization of the interface. Lessening the oscillation can
be accomplished by (1) narrativized ‘look and feel’ of the
interface, (2) behavioral mimic and behavioral metaphors, (3)
narrativized perspective, and finally, by building (4) bridges
and mixed-reality interfaces.

The ‘look and feel’ incorporates narrative elements into
the graphic representation. The aforementioned has to do with
the visual identity of the artifact, as all the imagery
representation should reinforce the project concept. For
instance, feedback could be presented as illustrations,
reinforcing the adopted narrative.

Also, interface elements can mimic behaviors or
behavioral metaphors. For example, if an interface element
demands an urgent response, its graphical representation can
assume a hurried behavior, such as getting agitated.

Narrativized perspective, on the other hand, acts on the
depth dimension of the screen. That is, the screen’s graphic
design makes explicit the z-axis of the spatial representation.
This representation is evident in-game scenarios or
environments where the interactor can move around.

Finally, data density can support the bridges and mixed-
reality interfaces establishing digital and virtual connections.
Augmented reality artifacts are excellent examples, as they
apply new layers of dynamic data on top of the captured image
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of the place (Figure 1). Other bridges can be established by
using interactors' information and capturing information from
the environment. Locative media are examples of this
dynamic.

is

Figure 1. Example of augmented reality artifact using Google translate App.

B. Tri-dimensional objects

Treating objects in three dimensions allows different
renderings to simulate their spatiality, such as rotating the
object or moving it in the screen space. So, it requires the
object to be thought in true 3D, which moves away from the
printed media since this support requires a 2D representation.
In this case, the design domain would approach the realm of
sculpture because it would encompass elements of 3D
representation such as body, weight, movement, and lines of
action, among others, expanding to volume treatment.

In addition to 3D representation, space simulation enables
layers of movement and different forms of interaction. By
treating the screen as a three-dimensional space, motion layers
are created in the depth of this space, where objects can move
around. For example, a disabled element can occupy a bottom
layer of space and project to forward layers when enabled.

Moreover, the space can become active, posing as a design
and communication element. As advocated by [10], the digital
space, as a remediation of the medium, expands the
possibilities of interaction as it becomes a meaningful
dimension.

The screen's shape implies a reduction in the treatment of
a two-dimensional space. But examples, such as the Apple
Watch® bring new possibilities when the screen is designed
in its three-dimensional space (Figure 2). The surface is
considered spherical, which implies that the graphic elements
can slide around the sphere, assuming different sizes when
traversing it. They increase in the center and decrease when
approaching the edges.

The treatment of the surface in 3D enables new attention
arrangements, given primarily by size and position.

Figure 2. Apple Watch Interface.
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C. Information layers

Two fronts provide an understanding of information
layers: position and meaning. While the positioning layer
defines different layers in different spatial positions (on any
of the three axes of the screen), the meaning layer implies
different degrees of importance built through Information
Design using contrast, hierarchy, typography, composition,
color, and image.

The positioning layer uses the spatial geometry of the
screen to place the information layers. Spatial geometry
implies the independence of the layers, both at the content and
interaction levels.

One of the best examples of this arrangement of multiple
layers on the same screen is Augmented Reality (AR)
applications. AR presents a layer of dynamic information on
the physical environment, whether captured by a camera or
not. That is, its definition guarantees a multidimensional
understanding.

AR can happen in 3 arrangements: (1) through information
projected on a physical space, such as films projected on
buildings; (2) using an instrument to capture the physical
space and, on the same screen, insert the dynamic information;
and; (3) using glasses or lenses on which the information is
projected while the ocular system captures the physical space
[11].

AR is distinguished from a simple projection of a video
onto a screen by considering the three characteristics that [11]
attributes to AR:

e It combines the real and the virtual;

e ltis interactive in real-time;

e Itisregistered in three dimensions.

The multidimensionality of the screen is explicit, given
that the interactor is the one who builds it. This co-creation
allows a certain degree of control to the interactor, given the
dynamism of the composite image.

In the composition of AR, one can have several layers of
information organized by the distance between the object and
the interactor, the screen's permanence, the interactor's
importance, or any other design criterion. These criteria that
are exposed by AR composition can be applied in other
interface design projects. AR makes it easier to understand
this multidimensional composition of information.

D. Movement

Movement is another screen dimension that can be
understood on four approaches: moving objects, moving
images, the movement of the interactor in space and
navigation, or the movement of the device itself.

Given the principle of numerical representation, objects
projected onto the screen can be created in true 3D, which
allows the objects to be manipulated on all three axes. 3D
object occupies the multidimensional space of the screen and
offers many possibilities of representation. Just as the
screen's surface allows it to be treated as a 3D surface, objects
can also be designed with three dimensions.

The calendar, for example, which is constantly translated
into digital with firm reference to its printed predecessor, i.e.,
two-dimensional, can be represented by a 3D object, such as
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a sphere. The spherical calendar allows movement to explore
new possibilities of representation.

The object movement through animations, micro
animations, sliding in different directions, and appearance,
among others, adds dynamism to the interface elements,
providing feedback to the interactor. Moving images is
characteristic of media based on time, such as video, movies,
or animation. These media are complex, translating
narratives into different dimensions, such as time, space, or
sequential images.

The interactor’s movement occurs in physical space
or/and on the screen, navigating among pages. As argued by
[6] and [12], the former is supported by mobile technology
with small screens. The device's movement brings new
possibilities of embodied or haptic interaction. That is, the
control of the screen can occur through actions with the
device. For example, shaking the device can switch pages.

E. Information design (ID)

The design project also presents new dimensions because
ID parallels interaction and navigation.

The layers intertwine various “designs” that increase the
depth of the screen. The ID acts on the implications for the
reception of the information that allows interaction and
navigation. Thus, when creating a button to serve as an
interaction element, the ID crafts the button to better inform
about the possible action.

The Navigation Design presents the same dynamic, as it
establishes a path among digital pages, while the Information
Design delivers the best solutions to offer the way.

Therefore, it is considered that Navigation Design plans
the possible paths; the Interaction Design proposes the
mechanisms to allow the interactor to act upon the interface,
while Information Design conceives these mechanisms.

I1l.  USE AND INTERACTION DIMENSIONS

Mobility has intensified the use of digital objects. This
property amplifies the concept of screen since the place of
use needs to be within the covered reception area to transmit
and receive data. The creation of the interface happens
dynamically from the imbrication in receiving, treating, and
providing the data, which is named performative cartography
[12]. Thus, mobility and performative cartography become
dimensions of screen use.

A. Mobility

Mobility, i.e., the use of digital products in different
places, is supported by the technology of individual Internet
access and the size of artifacts, such as smartphones and
tablets, which enables their use while the interactor is on the
move. Mobility has enabled data density, making space active
by collecting data from interactors or delivering locative data
and information. The screen has become a portal through
which the information about the place is presented to the
interactor. Locative media, such as games or apps, can create
new dimensions of responsiveness provoked by space.

Reference [6] labeled this active space as augmented space
and argued that this expansion should be seen as an idea or a
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cultural and aesthetic practice. This reconceptualization
expands the creation possibilities, making the screen a
complex space.

This complexity embraces the idea of constant monitoring,
which goes unnoticed by the interactors. These two situations
need to be faced as design domains. That is, monitoring is a
fact, and it can be omitted or used by the digital artifact, which
requires addressing it in the interface.

As a cultural practice, several objects integrate the work
and leisure routine, such as ubiquitous computing, artificial
intelligence, augmented reality, and wearables. Aesthetics
accompanies this engineering but still disconnects from the
presence of the interactor and its surroundings. In addition,
these objects are still imagined alone, and thus, their ecology
is not much considered. For instance, the 10T (Internet of
Things) features could be integrated into the digital artifact
design to improve the use of the data or functionalities.

These are some of the challenges to be thought of in the
mobility dimension. These challenges are made explicit in the
cultural practice of performative cartography.

B. Performative cartography

The double displacement of the individual in the physical
environment and on the screen is known as “performative
cartography” [12]. The interactor navigates the interface while
the interface is formed. For example, the map in Google Maps
is generated from the subject’s position in space (Figure 3).

Thus, visualization and image construction co-occur in a
creative process that [12] indicates is a 4D operation of a 3D
space. To solve the representation dilemma, the author
suggests that the 4th dimension would treat space-time instead
of treating time. The argument that both time and space are
revealed in use supports this suggestion. For this reason,
performative cartography implies changes, differences, and a
certain unpredictability of movement that forms.

Figure 3. Example of performative cartography using Google Maps.

C. Interaction

In addition to the device's movement, interaction with the
digital object occurs in new dimensions because of
interactivity. Considering that the interactors’ experience with
the screen occurs through actions and perceptions, that is, how
they act and understand, a two-way communication process is
established between the interface and the interactors. Thus, the
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interactivity of a narrative experience is discussed by [13] in
4 modes: cognitive, functional, explicit, and meta-
interactivity. Cognitive Interactivity [13] relates to revisiting
a text that conflicts with the previous understanding.
Functional Interactivity deals with its physicality, usability,
and Information Design. Explicit Interactivity examines the
actions when using the interface, the interaction per se. And
Meta-interactivity considers the involvement with the text
outside the experience when the interactor talks about it.

Interaction can be interpreted through the categories
pointed out by [14]. The authors list different concepts
associated with interaction, such as dialogue, transmission,
tool use, tool use, optimal behavior, embodiment, experience
and control. Each concept conceives the relationship between
product and human in a particular way. In this paper, all these
concepts imply dimensions of the screen, as they establish
poetics of use and meaning.

The interface establishes a conversation with the interactor
through a dialog. It is expected to be a fluid conversation,
either from the side of the interactors who understand how the
interface works and what “response” they can send or from
the side of the interface that also responds according to the
interactors’ emission. Therefore, it is likely that the mental
model dimension of conversation is strongly considered in
this design.

Interaction, as transmission, requires a design focused on
the quality of the channel as it pays attention to the number of
bits transmitted. In this case, the noise dimension becomes the
most relevant.

For [14], interaction conceived as tool use has three
implications: (1) the tool shapes how the interactor will act
(focus on the task artifact); (2) the focus can be on the
mediation value of the interface; (3) the focus falls on the use
itself. Thus, looking at interaction as a tool requires a
dimension of the extension of the body and senses, as
proposed by [15].

When interaction is optimal behavior, there is a
confrontation to establish the best result between performance
and resources (both human and technological). Therefore, the
time-space-statistical dimension [14] of the screen emerges.

Designing interaction as embodied requires situating its
agents in a physical world. Reference [14] indicates that
situating interaction involves intention, coupling, and context.

Conceiving  interaction as  experience  means
understanding how the interaction unfolds. It considers the
qualities of the technology and not only the object's properties
and turns to aesthetic, emotional, and completeness aspects.
Therefore, the value dimension deepens the attribution and
expectations regarding the screen. Finally, the concept of
control highlights errors against an ideal, meaning the system
adjusts actions following feedback.

IV. IMPLICATIONS OF THE DIMENSIONS

This paper argues that the multidimensionality of the
screen is a property of digital media conceptualized in [6]
principle of numerical representation. From this principle, the
dimensions of the screen can be understood in the field of 1)
Aesthetics, which involves the graphic qualities of the
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interface; 3D representation; space as a medium; layers of
information; movement and the design of information, and 2)
Use and Interaction, comprising at least mobility;
performative cartography and interaction.

However, the new media's nature is the older media's
remediation. Therefore, in order to form a new media, it is
necessary to construct its poetics. Thus, determining the
screen's dimensions can contribute to its definition and
recognition of its language and properties. Once defined, the
dimensions can be addressed in both the teaching and practice
of design. Figure 4 summarizes the main findings.

A. Teaching design

Recognizing the multidimensionality of the screen
implies responsible teaching of interface design. This
responsibility lies in treating the various dimensions of the
screen, starting with understanding digital technology as
habitual. Therefore, this treatment suggests facing questions
about the role of digital technology in everyday life, and its
effect on society.

This paper proposes to address these questions focusing
on the seven axes of design: composition, form, color,
typography, human factors, technology, and movement.
Therefore, to address the role of digital technology, design
teaching could expose different contributions of the screen
depending on the type of artifact in focus. For each axis, the
design elements and their contribution to the role of the
screen would be related. This construction promotes a critical
position and develops the analytical skill of the designer. The
field of Aesthetics, Use, and Interaction could elaborate on
other issues raised in this paper.

The teaching of Aesthetics develops the gaze towards the
interface, i.e., recognizing the interface as an active
mediating field. An active media requires treating the
interface as a dynamic object oscillating between opaque and
transparent. In addition, the elements of the interface support
and respond to the actions of the interactor, delivering

Layers of information

Numerical
representation

3D representation---. _

Remediation
Mobility-~.
’ Visual
Performative Use Eoa

Cartography

Implications

[rractee )

Critical engagement

Role of digital technology

Effects on society

Aesthetic

Dimensions

information and feedback. Furthermore, teaching 3D
modeling promotes the abstract reasoning of thinking about
the screen space and its objects in three dimensions.

Teaching design also explores layers of information by its
nature. Objects (type, form, and function), action (passive or
interactive), hyperlinks in depth, design choices such as
gamification and metaphors, or even behavior, such as
movement, shape this nature.

The movement remains on the periphery of design
projects. Thus, the urgency of teaching design to promote its
integration into projects is notorious.

Teaching movement requires building the ability to deal
with time and space, favoring a narrative's constitution.
Teaching narrative as a poetics of design requires treating the
narrativization of the interface, that is, treating the design
elements as passive or active agents of the narrative.
Concepts and elements of narrative will be revisited for this
purpose.

Information Design is a constant in design projects, but
it has been absorbed by the specialties required in digital
design, such as interaction design and navigation. Teaching
digital Information Design reinforces the intertwining and
boundaries of these specialties.

The implications of dimensions in teaching about use and
interaction lie in the recognition of mobility and performative
cartography as requirements and properties of the object.
Therefore, teaching can highlight such factors and discuss the
axis of technology and its consequences on the artifact's use,
production, and creation.

The interaction dimension implies teaching interactivity
through some biases such as narrative, embodied, and
agency. These biases can broaden interaction treatment and
incorporate new technology methods, presenting the
potential for accessibility.

P it Movement*

"\, Information Design-: Interaction Design

,--~ Narrative interactivity

—O—  Interaction ------- Concept

Digital design discourse

Figure 4. Visual dimensions and its implication in teaching and practice.
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B. Design practice

The implications of dimensions in design practice are
configured in a digital design discourse through the iterative
and responsible construction and creation of artifacts that
shape a cyber society. It is argued that facing the
multidimensionality of the screen provokes thinking,
recognizing, analyzing, and discussing interface design in its
multifaceted practices.

The practice of the aesthetic dimension provides a critical
engagement with the elements that contribute to the depth of
the screen and its effect on reception by the interactor. It
requires an active, managerial, collaborative practice that
values the participation of multiple agents, human and non-
human. It also requires encompassing various areas of
knowledge as a source of ideas and inspiration, which can be
realized in alternatives through the design method. It also
allows systematizing iterative analysis processes and creating
the dimensions of use and interaction.

V. CONCLUSION

The multidimensionality of the screen is a characteristic
investigated by several researchers in the axes of design, such
as composition, shapes, color [16], typography [17], human
factors [18], technology [19], and movement [20]. The design
of virtual and augmented reality artifacts has imposed the
need for research on other dimensions of the artifact [21].

Establishing the boundaries of different screen
dimensions inspires investigations and draws attention to the
complexity of the screen. This complexity goes far beyond
the reach of this paper because it involves social, emotional,
psychological, historiographic, and philosophical
dimensions, among others.

This paper contributes to this field of research and
practice by drawing interface dimensions in terms of use and
aesthetics. Our experience teaching digital design pointed to
great difficulty for students in giving depth to the screen. One
issue is the lack of visualization of this depth. It is hoped that
multidimensional interface design supports the visualization
of these dimensions.

The taxonomy of these and other dimensions presented in
the literature is left as future research. In addition, future
research should develop each dimension regarding design
techniques to support teaching and designing a screen that
explores its multidimensionality. This work is currently
ongoing by this researcher.
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Abstract—In this work, we provide new experimental results
on temperature dependence of hysteresis loops and the Giant
Magnetolmpedance (GMI) effect of amorphous Fe7sBoSi12Ca
microwires. We observed a remarkable improvement of GMI
ratio and modification of hysteresis loops from rectangular to
inclined upon heating. The observed experimental results are
discussed considering relaxation of internal stresses upon
heating, Hopkinson effect and modification of the thermal
expansion coefficients upon heating.

Keywords- Magnetic microwires; Magnetic softness; Giant

magnetoimpedance  effect; Internal stresses;  Magnetic
anisotropy.

l. INTRODUCTION
Amorphous magnetic materials are commonly

considered among the most promising magnetic materials
because of their excellent magnetic and mechanical
properties [1]-[5]. Such amorphous materials can be
prepared with planar (ribbons) or cylindrical (wires) shapes.
Magnetic wires can have unigque magnetic properties,
such as magnetic bistability [6]-[8] and/or giant
magnetoimpedance, GMI, effect [9]-[11], which are suitable
for development of several technological applications [12]-
[15]. Therefore, research on amorphous magnetic wires has
attracted substantial attention since the 70-s [6]-[15].

Recently, substantial attention has been paid to
development of amorphous materials with new
functionalities, such as reduced dimensions, enhanced

corrosion resistance or biocompatibility [11][13]. Therefore,
great attention has been paid to development of alternative
fabrication methods allowing preparation of biocompatible
amorphous materials with reduced dimensionality [11][13].
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Accordingly, studies of glass-coated microwires with
reduced diameters (between 0.5 and 100 um), covered with
thin, insulating, biocompatible and flexible glass-coating
prepared by the Taylor-Ulitovsky method have attracted
great attention [11] [13]. Such microwires are covered with
thin, insulating, biocompatible and flexible glass-coating
allowing better corrosion resistance and biocompatibility.
Additionally, such microwire can present excellent magnetic
softness or magnetic bistability [11] [13]. Such features of
glass-coated microwires allow development of new exciting
applications in various magnetic sensors, as well as in smart
composites with tunable magnetic permittivity [6][11][13]-
[21]. One more advantage of glass-coated microwires is
their excellent mechanical properties [4] [5].

One of the most promising applications of glass-coated
microwires is the external stimuli (temperature, stress,
magnetic field) monitoring [22]-[25]. As was previously
demonstrated [22], the dispersion of the effective
permittivity, e, of the composites with magnetic wire
inclusions depends on the metallic wires geometry, as well
as on the magnetic wires impedance. The utilization of
ferromagnetic wires allows tuning of this dispersion through
changing the wire magnetic structure by external stimuli
(magnetic field, stress or temperature) [22]-[25].

For such applications, studies of temperature
dependence of the GMI effect are essentially relevant.
However, there are only very few studies on temperature
dependence of GMI and most studies were performed in
different amorphous materials (ribbons or thick magnetic
wires without glass-coating) [26]-[29].

In this paper, we provide our recent experimental results
on temperature dependence of the GMI effect and hysteresis
loops for Fe-rich (FezsBgSi12Cs) microwires.
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This paper is organized as follows. In Section 2, the
experimental methods, as well as the microwires
characteristics analyzed in this paper are provided. Section 3
presents the experimental results dealing with temperature
dependence of hysteresis loops and GMI effect. Finally, we
conclude the paper in Section 4.

Il.  EXPERIMENTAL SYSTEM DETAILS

Amorphous  FersBoSii2Cs  glass-coated  microwires
(metallic nucleus diameter, d= 15.2 um, total ~ diameter, D=
17.2 um) with positive magnetostriction coefficient, s, (As =
38x10°), have been prepared using the Taylor-Ulitovsky
method, previously described elsewhere [16] [18].

The hysteresis loops have been measured using
MicroSense EV9 Vibration Sample Magnetometer (VSM), as
well as using fluxmetric methods. The latter was previously
successfully employed for characterization of magnetically
soft microwires at room temperature [30], while utilization of
VSM magnetometry allowed to measure the hysteresis loops
of 5 mm long samples from room temperature up to 300 °C,
as described elsewhere [31]. The hysteresis loops were
represented as the dependence of normalized magnetization,
M/Mg (where M is the magnetic moment at a given magnetic
field and My is the magnetic moment of the sample at the
maximum magnetic field amplitude measured at room
temperature) versus magnetic field, H.

Specially designed experimental set-up allows to measure
sample impedance and evaluate 4Z/Z-ratio in the temperature,
T, range from room up to T= 300 °C at frequencies, f, up to
110 MHz [32].

We used the GMI ratio, 47/Z, determined as:

AZ1Z = [Z (H) - Z (Hma)] ! Z (Himax), 1)

where Z is impedance of the wire, H and Hrax are the applied
and maximum DC magnetic fields.

I1l.  EXPERIMENTAL RESULTS AND DISCUSSION

As shown in Figure 1, a rectangular hysteresis loop is
observed for as-prepared FessBoSiiCs glass-coated
microwire, as expected for Fe-rich microwire with positive
As [18].

A remarkable change in hysteresis loop is observed upon
heating: the hysteresis loops of studied sample becomes
essentially non-rectangular (see Figure 2a). The substantial
effect of heating can be better appreciated from Figure 2b,
where the change in the low field hysteresis loop upon
heating is shown. Rectangular hysteresis loop transforms
into inclined upon heating (see Figure 2b).

The observed changes in hysteresis loops upon heating
are almost completely reversible: as shown in Figure 3, the
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Figure 1. Hysteresis loops of as-prepared sample.

hysteresis loop measured after heating up to 300 °C and
cooling back to room temperature becomes again
rectangular.

The aforementioned GMI effect is successfully explained
in terms of skin effect of magnetically soft conductors. The
origin of the GMI effect is related to the effect of a magnetic
field, H, on the penetration depth, J, of an electrical current
flowing through the magnetically soft conductor [9]-[11].
The relationship between ¢ and the circumferential magnetic
permeability, uy, for the case of magnetic wires is given by:
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Figure 2. Hysteresis loops of studied sample, measured at different T
(a). Low field hysteresis loops (b) measured at the same T.
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Figure 3. Hysteresis loops of studied sample, measured before and after
heating up to 300 °C.
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where o is the electrical conductivity and f the frequency
of the current along the sample.

Accordingly, high 4Z/Z-ratio values are usually observed
in magnetic wires with high u4- values, typically observed
in amorphous wires with low transversal magnetic
anisotropy [9]-[11][23].

As reported elsewhere [11], for magnetic wires with
rectangular hysteresis loops, the A4Z/Z-ratio values are
usually rather low. However, the observed influence of
heating on the shape of the hysteresis loops suggests a
modification of the GMI effect. Figure 4 shows the results
of the temperature dependence of the GMI effect of studied
microwire. Indeed, evidenced from Figure 4, a remarkable
increase in AZ/Z-ratio is observed for the studied sample
upon heating (see Figure 4). Temperature dependencies of
maximum GMI ratio, 4Z/Zmna, for 50 and 100 MHz are
summarized in Figure 4c.

The origin of the rectangular hysteresis loop of Fe-rich
microwires is commonly attributed to the peculiar domain
structure of as-prepared Fe-rich microwires consisting of
axially magnetized inner single domain and outer domain
shell with radial magnetization [6] [7] [33]. Axial magnetic
anisotropy of as-prepared Fe-rich microwires (is >0) is
commonly explained considering preferentially axial
character of the internal stresses arising during the
fabrication process consisting of simultaneous rapid
solidification of metallic nucleus surrounded by glass-
coating with rather different thermal expansion coefficients
[18] [34] [35]. The main origin of such stresses is the
difference in thermal expansion coefficients of the glass-
coating and the metallic nucleus. Accordingly, the heating
effect on hysteresis loops shape must be attributed to a
decrease in internal stresses upon heating.
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Figure 4. 4Z/Z(H) dependencies of studied sample measured at 50 (a)
and 100 MHz (b) at various temperatures and AZ/Zmax (T)
dependencies evaluated for 50 and 100 MHz (c).

The transformation of the hysteresis loops from
rectangular to inclined must be the main reason of
remarkable GMI effect improvement.

Upon samples heating, several processes are expected:
the reduction of internal stresses originated by the rapid
solidification of a composite microwire with a different
thermal expansion coefficient of the metal nucleus and glass
coating and relaxation of internal stresses (as in any
amorphous materials). Additionally, the origin of the
substantial GMI effect improvement at T= 300 °C can be
related to the Hopkinson effect. The Hopkinson effect is
manifested as a sharp magnetic permeability maximum at
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temperatures slightly below the Curie temperature, T,
[36][37]. The origin of such effect is commonly associated
with a faster decrease of magnetic anisotropy constant with
temperature as compared to the magnetization.

A comparison of the hysteresis loops measured at
different T (see Figure 5a) shows that, indeed, higher
magnetic permeability is observed at T= 300 °C, as

1.0+
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—— T=200°C
—— T=250°C
- -T=300°C

(b)

N
1
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Figure 5. Change in the hysteresis of studied samples upon heating
(a) and Hy(T) dependencies evaluated from hysteresis loops (c).
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Figure 6. 4Z/Z(H) dependencies measured at 50 MHz (a) and
100 MHz (b) at room temperature before and after heating and at
T=300 °C
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compared to the hysteresis loops measured at T= 200 °C and
250 °C (see Figure 5 a).

The evolution of average magnetic anisotropy field, H,
upon heating is provided in Figure 5b. Such Hy —values
were evaluated from the hysteresis loops, as previously
described [38].

In order to separate the effect of heating from the effect
of the internal stresses relaxation, the comparison of the
AZ/Z(H) dependencies measured at room temperature before
and after heating up to 300 °C is provided in Figure 6.

A comparison of the 4Z/Z(H) dependences (see Figure 6
a,b) clearly shows some AZ/Znax improvement after heating
to 300 °C. This increase in 4Z/Zmax must be related to the
relaxation of internal stresses. However, the main
contribution to the increase in AZ/Zmax is related to the
heating itself.

The observed experimentally results on substantial
temperature dependence of the GMI effect and magnetic
properties of Fe-rich microwires can be useful for
temperature monitoring. However, the effect of heating
must be separated from the internal stresses relaxation upon
heating.

IV. CONCLUSIONS

The temperature dependence of the magnetic properties
and the GMI effect of amorphous FeSiBC microwires have
been thoroughly analyzed using both hysteresis loops and
GMI measurements. A substantial change in hysteresis
loops shape and GMI effect upon heating is observed. We
observed a remarkable improvement of the GMI ratio and
modification of hysteresis loops from rectangular to inclined
upon heating of FeSiBC microwire. The observed
experimental results are discussed considering relaxation of
internal stresses upon heating, Hopkinson effect and
modification of the thermal expansion coefficients upon
heating.

The observed significant effect of temperature on the
hysteresis loop shape and the GMI effect of FeSiBC
microwires coated by insulating, flexible and biocompatible
glass-coating opens up the possibility of using such Fe-rich
microwires for temperature sensors and for temperature
monitoring in composites with magnetic microwire
inclusions.
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Abstract—This paper presents a Simultaneous Localization And
Mapping (SLAM)-based mapping method for last-mile delivery
automation using a scanning Light Detection And Ranging
sensor (LiDAR) mounted on a quadruped robot. Distortion in
scan data from the LiDAR, caused by the swinging motion of the
robot, is corrected by estimating the robot’s pose (three-
dimensional positions and attitude angles) in a period shorter
than the LiDAR scan period using an extended Kalman filter.
LiDAR-scan data related to stationary objects are detected from
the corrected scan data using an occupancy grid method. Local
maps in small areas where robots deliver goods to customers are
built using normal distributions transforms and Graph SLAM.
A feature-based loop detection is also performed using surface
features and point feature histograms. The local maps are
corrected in the Graph SLAM framework using the scan data
from LiDAR mounted on a truck stopping at robot depots.
Experimental results obtained in our university campus
demonstrate the effectiveness of the presented method.

Keywords—LiDAR; NDT Graph SLAM; map building; loop
detection; quadruped robot; delivery automation.

I. INTRODUCTION

Recently, last-mile delivery automation using wheeled and
legged robots has progressed due to increased e-commerce
and demand for contactless delivery during the COVID-19
pandemic [1][2]. Delivery robots are designed to move short
distances at pedestrian speed. Owing to their low speed and
limited range, delivery robots are usually combined with
trucks to enable a fast and efficient delivery process [3][4]. As
shown in Figure 1, a truck transports delivery goods with
robots and releases the robots at dedicated drop-off locations
(robot depots). The robots deliver goods to customers and
return to the robot depots by themselves.

In such truck-and-robot delivery systems, map building
(mapping) and map-matching-based self-localization using
built maps are important technologies for autonomous
navigation of delivery robots [5]. In the domain of mobile
robotics and Intelligent Transportation Systems (ITS), many
related studies using cameras and Light Detection And
Ranging sensors (LiDARs) have been presented [6]-[8].
Mobile mapping systems are typically used to build High-
Definition (HD) maps for autonomous driving and advanced
driver assistant systems in wide road environments, such as
highways and motorways. In truck-and-robot delivery
systems, autonomous driving and pose estimation of trucks
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Figure 1. Image of truck-and-robot delivery system.

moving in wide road environments can be performed using
HD maps. However, because HD maps building by mobile
mapping systems incur high cost, Simultaneous Localization
And Mapping (SLAM)-based mapping has been proposed as
an efficient method for mapping narrow residential
environments, in which robots deliver goods to customers.

In this paper, we focus on LIDAR SLAM-based mapping.
We previously presented mapping methods using LiDAR
mounted on cars, motorcycles, and driver’s helmets based on
Normal Distributions Transforms (NDT) SLAM [9]-{11] to
build a three-dimensional (3D) point cloud map in community
road environments.

To build 3D point cloud maps by robot-mounted LiDAR
using scan matching based-SLAM, such as NDT SLAM and
iterative closest point SLAM, the scan data captured in the
LiDAR coordinate frame are mapped onto the world
coordinate frame using the self-pose (position and attitude
angle) of a robot. Mechanical LiDARs, where laser beams are
scanned in omnidirection (rotation of 360° of the laser beams
in the horizontal direction), are typically used for LiDAR-
based mapping. Hence, the complete data within one scan
(one rotation of the laser beams in the horizontal direction)
cannot be acquired simultaneously when a robot is moving
and swinging. Therefore, if such data are transformed based
on the robot’s pose at the same time, distortion appears in the
mapping results.

To reduce the distortion in scan data, many methods for
distortion correction have been presented using linear
interpolation and its variants [12][13]. In our previous work,
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a Kalman filter-based method was presented [10][11].
Because Kalman filter-based localization is widely used in
the fields of mobile robotics, distortion correction in a
Kalman filter framework can be easily incorporated in the
self-localization system of a robot.

Scan matching-based SLAM causes a drift (degradation of
accuracy over time); to reduce the drift, Graph SLAM is
typically used in conjunction with scan matching-based
SLAM. In Graph SLAM, the detection of revisit places (called
loops) is an important issue, and many methods for loop
detection have been presented [14][15]. In our previous work,
a detection method using surface features and matching
distance indicators was presented [9]. However, some
improvements are required to reduce missed and false
detection of loops.

This paper presents a LiDAR SLAM-based mapping
method for truck-and-robot delivery systems. The LiDAR
SLAM-based mapping method involves integrating
components that we previously proposed [9]-[11]: distortion
correction of LIDAR scan data, extraction of scan data related
to stationary objects from the entire corrected LiDAR scan
data, and point cloud mapping based on NDT Graph SLAM.
Another contribution of this paper is to improve the
performance of loop detection in our previous Graph SLAM
by introducing Fast Point Feature Histograms (FPFH) [16].
In addition, the mapping accuracy of robot-mounted LiDAR
is improved using scan data from truck-mounted LiDAR.

The rest of this paper is organized as follows. Section II
describes the experimental system. Section III explains the
method of map building and correction, and Section IV
presents the method of loop detection. Section V presents
experimental results to verify the proposed method, followed
by the conclusions in Section VI.

II. EXPERIMENTAL SYSTEM

Figure 2 shows an overview of a quadruped robot
(Unitree Al). A scanning 16-layer LIDAR (Velodyne VLP-
16) and an Inertial Measurement Unit (IMU, MTi-300) are
mounted on the upper part of the robot. The maximum range
of the LiDAR is 70 m, the horizontal viewing angle is 360°
with a resolution of 0.2°, and the vertical viewing angle is 30°
with a resolution of 2°. The LiDAR provides 384
measurements (the object’s 3D position and reflection
intensity) every 1.33 ms (at 4.8° horizontal angle increments).

Figure 2. Overview of experimental quadruped robot.
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The time that the LIDAR beam takes to complete one rotation
(360°) in the horizontal direction is 100 ms, and 30,000
measurements are obtained in one rotation.

The IMU provides attitude angles (roll and pitch angles)
and angular velocities (roll, pitch, and yaw velocities) every
10 ms with an attitude angle error of +£0.3° (typ.) and an
angular velocity error of 0.2 °/s (typ.).

Meanwhile, a scanning 32-layer LIDAR (Velodyne HDL-
32) is used as a truck-mounted LiDAR. The maximum range
of the LiDAR is 70 m, the horizontal viewing angle is 360°
with a resolution of 0.16°, and the vertical viewing angle is
41.34° with a resolution of 1.33°. The time that the LIDAR
beam takes to complete one rotation (360°) in the horizontal
direction is 100 ms, and 70,000 measurements are obtained
in one rotation.

III. MAP BUILDING AND CORRECTION

A. Local Map Building by Robot-Mounted LiDAR

The captured scan data from the robot-mounted LiDAR
in a single scan are mapped onto a 3D grid map (voxel map)
represented in the LiDAR coordinate frame 2, attached to
the LiDAR. A voxel grid filter is applied to downsize the scan
data. The block used for the voxel grid filter is a cube with a
side length of 0.2 m.

In a world coordinate frame 2 , a voxel map with a voxel
size of 1 m is used for NDT scan matching [17]. For the i-th (i
=1, 2, ...n) measurement in the scan data, the position vector
in X, is denoted as p,, and that in2 as p,. The following

relation is obtained:
D; Dy
=T

where x=(x,y,z,4,6,)" denotes the robot’s pose. (x,y,z)"
and (¢,6,)" denote the 3D position and attitude angle (roll,
pitch, and yaw angles) of the robot, respectively, in 2 . T(x)
denotes the homogeneous transformation matrix:

The scan data obtained at the current time step ¢ (¢=0, 1,
2, ...) are called the new input scan, and the scan data
obtained in the previous time step, i.e., before (¢-1), are
called the reference scan (local map). The robot pose at ¢ is
determined by matching the new input scan at ¢ with the
reference scan data obtained before (z-1). The robot pose is
used for coordinate transform using (1). The new input scan
can then be mapped to 2, and the local map is updated.

NDT SLAM based on NDT scan matching is performed
by mapping LiDAR scan data capturedin 2, onto 2 using
the self-pose information of the robot. The LiDAR obtains
range measurements by scanning laser beams. Thus, when a
robot moves and swings, the complete scan data cannot be
acquired in a single scan (LiDAR beam rotation of 360° in a
horizontal plane) simultaneously. Therefore, if the entire scan
data obtained within one scan are mapped onto 2 using
robot-pose information at a single point in time, distortion
arises in mapping results.

The distortion in the scan data from the LiDAR is
corrected by estimating the robot’s pose in a period of 1.327

(1
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ms, which is shorter than the LiDAR scan period of 100 ms.
The extended Kalman filter-based algorithm [11] is applied
to distortion correction based on information from NDT
SLAM and an IMU.

Corrected scan data relating to road surfaces are removed
using a rule-based method [11], and scan data relating to
objects are mapped onto the grid map (cell size of 0.3 m in
this study). Scan data relating to moving objects (called
moving scan data), such as cars and pedestrians, are removed
using an occupancy grid method, and those relating to
stationary objects (stationary scan data) are then extracted.
The stationary scan data are used for NDT SLAM-based
mapping.

NDT SLAM degrades mapping accuracy over time due to
accumulation errors. To reduce the error, Graph SLAM is
employed. The robot poses, which are calculated by NDT
SLAM every 100 ms (LiDAR scan period), are mapped onto
a pose graph, as depicted in Figure 3. When revisit places
(loops), where the robot has already visited places during
map building, are detected using a method described in
Section IV, the current robot’s pose relative to its pose at the
revisit node is set to the pose graph as a loop constraint (blue
arrow in Figure 3). The objective function of (2) is then
minimized to improve the accuracy of the map built by NDT
SLAM:

J(X) = Z{(xm - xi) _5i+1,i}T'me {(xi+1 - xi) - §i+l,i}

+ z {(xB_xA)_aA,B}Tgloop{(xB_xA)_éA,B}

X 4,xp€loop

@)

where the first and second terms on the right side indicate the
constraints on NDT SLAM and loop, respectively.
x=(x/,x],-,x],-)". x denotes the robot’s pose at the i-
th time step. d,,,; denotes the relative pose of the robot
between the i-th and (i+1)th time steps, which is calculated
from NDT SLAM. x, and x, denote the robot’s poses at the
revisit and current nodes, respectively. J,, denotes the
relative pose of the robot at the two nodes, which is calculated
from the LiDAR scan data using NDT scan matching. Q7%
and Q°” denote the information matrices.

Figure 3. Pose graph for map building. The robot’s poses are represented as
graph nodes (black triangles), and relative poses between two neighboring
nodes are represented as graph edges (black arrows).
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B. Map Correction by Truck-Mounted LiDAR

When the robot returns to the robot depot, the local map
built by the robot is corrected using the LiDAR scan data
captured by the truck-mounted LiDAR. Such map correction
is performed in Graph SLAM framework by the following
steps:

Step 1: Mapping by truck-mounted LiDAR; the map is
built using the truck-mounted LiDAR at the robot depot, and
the truck poses, obtained by the map-matching method using
an HD map, are mapped onto a pose graph, as depicted in
Figure 4;

Step 2: Encounter node detection; nodes, where the robot
encounters the truck are detected in the pose graph;

Step 3: Relative pose estimation; the robot’s poses relative
to the truck at encounter nodes are estimated from scan data
captured by the truck and robot-mounted LiDARs using NDT
scan matching;

Step 4: Map correction; the local map built by the robot is
corrected using pose graph optimization.

The relative poses of the robot at the encounter nodes are
set to the pose graph as the loop constraint (red arrow in Figure
4). The following objective function is then minimized to
correct the local map:

Jx=J(Q0)
+*Z:1 {(x,=x)=3,} Q7" {(x,~x)~0,}
+* xqeloop
+Hx -0)' Q' (x -0 3)
where y'=(x",x")" and y=(x],x/,-,x,-)" . x

denotes the truck pose, and y represents a set of the robot
poses. J(x) denotes the objective function of the pose
graphs in (2). The second term on the right side is the
constraint on the relative pose of the robot at encounter nodes
x,. 0, denotes the robot pose relative to the truck at the
encounter nodes. The third term on the right side is the
constraint on the truck pose (green arrow in Figure 4). 0
denotes the truck pose. £2°? and Q" denote the information
matrices. As the truck pose is typically obtained accurately,
Q" is set to a large value.

IV. Loopr DETECTION

The method of encounter node detection during map
correction (Section III. B) is similar to the method of revisit
node detection (SectionlIl. A). Therefore, in this section, we

Robot

Figure 4. Pose graph for map correction.
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describe the method of revisit node detection during local map
building.

A. Detection of Candidate of Revisit Nodes

To detect revisit nodes, a candidate for revisit nodes is first
obtained using the self-location information of the robot by
NDT SLAM. If the distance of an old node from the current
node is less than 10 m, the old node is recognized as a
candidate for revisit nodes.

Thereafter, the Loop Probability Indicator (LPI) [18] is
calculated using stationary scan data captured at the candidate
for the revisit and current nodes. Each grid of the voxel map
is first classified into three types: line, plane, or other voxels
in Figure 5. Three eigenvalues (4 24, >4, >0) are calculated
from LiDAR scan data in voxels based on principal
component analysis, and the following features are calculated:

G-&  _E-E &
7 7T

When the maximum values are ¢, ¢», and g3, the voxel is
determined as being of line, plane, or other types.

Based on the surface normal vector of the plane voxels,
the plane voxels are further divided into nine classes: (1, 0, 0),
(0, 1, 0), (0, 0, 1), (1/+2,1/52,0), (1/+2,-1/~/2,0), (1/~/2,0,
1/32), (<1/42,0,1/+2), (0,1/+/2,1/4/2), and (0,-1/+/2,1/42).

Two feature descriptors U = (u,,u,,---,u;,)" and V =
(%,v,,+,v,,)" are defined. U is calculated from LiDAR scan
data captured at the candidate for revisit nodes, and V is
calculated from the LiDAR scan data at the current node. u,
and v, denote the numbers of line voxels in the voxel map.
u,—u,, and v,—v,, denote the numbers of plane voxels
divided into nine classes. u,, and v,, denote the numbers of
other voxels.

From the feature descriptors U and V, the LPI is given by

4= 4= 4)

lzll{max(ui V) —|ul. -V, |}
LPI =Lt

11
Zmax(ui,vi)
i=1

©)

A higher degree of similarity between the LiDAR scan
data at both nodes leads to a larger LPI. Thus, the loop can be
detected from the candidate of the revisit nodes using a large
LPI value (a threshold of 80% in this study).

s

o X
14 BT

J

(a) Line voxel

[ ]
o
Lale

(c) Other voxel

(b) Plane voxel

Figure 5. Classification of voxels.
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B. Detection of Revisit Nodes and Calculation of Relative
Pose

Revisit nodes are determined from the candidate for
revisit nodes using a Matching Distance Indicator (MDI).
From two LiDAR scan data captured at the current node and
each candidate for revisit nodes, the relative pose of the robot
is calculated using NDT scan matching. The MDI is then
given:

1 N
MDI=—) d, 6
N; ©

where N represents the number of measurements in the
LiDAR scan data captured at the candidate for revisit nodes.
d; denotes the nearest neighbor distance.

A higher degree of similarity between the LIDAR scan
data captured at two nodes leads to a smaller MDI. The loop
can then be detected by a smaller MDI value (a threshold of
1.5 m in this study).

In NDT scan matching, if an initial value of the relative
pose is given incorrectly, both the relative pose estimate and
MDI become inaccurate due to local minima issues. To
correctly set an initial value of the relative pose, an FPFH [16]
is used.

Point features are extracted using FPFH from two LiDAR
scan data captured at the current node and each candidate for
revisit nodes. First, LIDAR scan data (stationary scan data)
captured at the current node are mapped onto a voxel map
(grid size of 0.2 m) in 2, and downsampled using a voxel
grid filter. The centroid of the stationary scan data in the i-th
voxel (i =1, 2, ...) on the voxel map is then obtained. The
centroid is called the feature point 4;. From stationary scan
data captured at each candidate for revisit nodes, the feature
point B, is obtained in the same way in 2 .

Point feature histograms (33 dimensions in this study) are
calculated based on the feature points 4; and B;, and their
feature points are matched as follows:

Step 1: The three-feature point 4 (i =1, 2, 3) is randomly
extracted from the set of feature points obtained at the current
scan. Then, 100 feature points B; (j=1, 2, ..., 100) with similar
feature histograms as those of 4 are extracted using the k-
nearest neighbor method from the set of feature points
obtained by each candidate for revisit nodes. We denote the
triangle consisting of the three-feature point {4, 4>, A3} as 4°,
while that consisting of any three-feature points from 100
feature points B; as B’. The three-feature point {Bi, B>, B3} is
selected so that the two triangles 4” and B’ are congruent.

Step 2: The pose of the candidate for revisit node relative
to the current node is denoted by 06X =(5x,8y,0z,
69,80,0p)" , where Sx=(0x,0y,0z) and 0=(,00,0p)"
denote the relative position and attitude angle (roll, pitch, and
yaw angles), respectively.

In the matched triangles A” and B’, the centroid positions
of the three-feature points {41, A2, A3} and {B\, B,, B3} are
denoted by a and b , respectively. The feature point
matrices are  denoted by da=(d4,da,5a) and
Sb=(5b, ,0b,,0b,)" , where Sa, =a —a and 5b, =b - b ,

34



IARIA Congress 2023 : The 2023 IARIA Annual Congress on Frontiers in Science, Technology, Services, and Applications

and a,” and b, are the 3D positions of the feature points 4
and B;, respectively. Based on the matrices Wi and W, which
are defined by the singular value decomposition (H =
W, W, ) of the matrix H=4bda" , the relative position
6 x and the rotational matrix R(50) related to the relative
attitude angle 66 are given by

R(6O) =W, W]
cos G cos oy sin dgsin 68 cos Sy — cos dp sin Sy

=| cosdFsin Sy sin o sin 59 sin Sy + cos op cos Oy
—sin 68 sin o¢ cos 00
cos 8¢ sin 98 cos Sy +sin dg sin Sy
cos Jg sin 99 sin Sy —sin 8¢ cos Sy (7)
cos ¢ cos 60
Sx=a—R(50)b ®)

Based on the relative pose, the 3D position b of the
feature point B; in X can be transformed to the 3D position
b, = R(50)b, +5x in X, . The feature point nearest to b, is
extracted from the set of feature points 4; (i =1, 2, ...), and the
3D position of the nearest feature point is denoted by &, .
Then, the cost function is given by

NB
J =3, B @ -b)

B i=l

©

where N3 represents the number of the feature points B;.
Step 3: Steps 1 and 2 are repeated 100 times to find the
relative pose X with the smallest.J in (9). Then, the relative
pose dX] is obtained. In NDT scan matching, the relative
pose JX, is used as the initial value, and the iterative
calculation is performed. Therefore, the accurate relative
pose is calculated, and the MDI in (6) is accurately obtained.

V. FUNDAMENTAL EXPERIMENTS

Mapping experiments are conducted on our university
campus, as depicted in Figure 6. A truck stops at the yellow
circle in Figure 6, and the robot starts from the yellow circle,
moves on the red and green paths in areas 1 and 2, and returns
to the yellow circle. LIDAR and IMU data of the truck-and-
robot system are recorded, and mapping is performed offline.

The distances travelled by the robot in areas 1 and 2 are
250 and 95 m. respectively, and the maximum velocity is
approximately 5 km/h. Figure 7 depicts the attitude angle of
the robot during movement, which is observed by the IMU.

For comparison, maps are built in the following cases:

Case 1: NDT SLAM-based local map building using
robot-mounted LiDAR,

Case 2: NDT SLAM-based local map building without
distortion correction of LiDAR scan data,

Case 3: NDT Graph SLAM-based local map building,

Case 4: Correction of local map using truck-mounted
LiDAR.

Note that, in cases 1, 3, and 4, the distortion correction
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Figure 6. Experimental environment. The yellow circle indicates the truck
location and start/goal position of robot. The red and green lines indicate the
movement paths of robot.
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Figure 7. Roll (black) and pitch (red) angles of robot.

method is implemented.

Figures 8 and 9 show the mapping results in areas 1 and
2 (local maps 1 and 2), respectively, using case 4. These
figures show that the proposed method can build an
environmental map.

In SLAM-based mapping, the mapping accuracy is
equivalent to that of the self-pose estimate of the robot.
Therefore, to evaluate the mapping accuracy, the error of
position estimate of the robot at the goal position is measured
using a GNSS/LiDAR positioning system installed on the
truck.

Tables I and II show the results in areas 1 and 2,
respectively, shown in Figure 6, where the robot moves twice
in each area. From theses tables, we can conclude that case 3
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(a) Overall map (top view)

(b) Enlarged map (bird’s-eye view)

Figure 8. Mapping result in area 1 (local map 1).

(a) Overall map (top view)

(b) Enlarged map (bird’s-eye view)

Figure 9. Mapping result in area 2 (local map 2).

TABLE 1. ERROR IN POSITION ESTIMATE OF ROBOT AT GOAL POSITION

(LocAL MAP 1).

CASE 1 CASE 2 CASE 3 CASE 4
Run 1 3.09 m 3.63 m 0.15m 0.13 m
Run 2 3.30m 4.54 m 0.10 m 0.10 m

TABLE II. ERROR IN POSITION ESTIMATE OF ROBOT AT GOAL POSITION

(LOCAL MAP 2).
CASE 1 CASE 2 CASE 3 CASE 4
Run 1 0.92 m 1.17m 0.28 m 0.10 m
Run 2 0.47 m 1.89 m 0.25m 0.13m
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provides better results than cases 1 and 2. Furthermore, case
4 provides better results than case 3.

VI. CONCLUSION AND FUTURE WORK

This paper presented a LiDAR SLAM-based mapping
method in truck-and-robot system for last-mile delivery
systems. Distortion in scan data from robot-mounted LiDAR
was corrected using a Kalman filter-based method. LiDAR
scan data related to stationary objects were extracted from
corrected scan data using an occupancy grid-based method,
and local maps were built using NDT Graph SLAM.

Furthermore, a feature-based loop detection method was
presented using surface features and FPFH. The local map was
corrected in the Graph SLAM framework using scan data
from truck-mounted LiDAR. The efficacy of the presented
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mapping method was demonstrated through experimental
results obtained in our university campus.

We are currently performing quantitative evaluations of
the proposed method in various environments. In future works,
map building using small and lightweight solid-state LIDAR
instead of the mechanical LiDAR used in this paper will be
performed. In addition, map update and maintenance will be
studied.
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Abstract— Agility is one of the industry's most widely used
software development approaches. It lies in the fact that an agile
development project is supposed to deliver the functionalities
for the product owner as soon as possible. However, automating
sizing in agile development remains difficult. The software's
functional size measurement methods are challenging to scale
for agility. In the industry, managers and scrum masters use
empirical methods to estimate the size of user stories manually.
One of the pitfalls of this approach is the limited collection of
data in agile projects, which makes it challenging to carry out
statistical analysis to better estimate the value of appropriate
efforts for the subsequent iterations of the projects. This paper
presents a tool for automating sizing in agile development using
the COSMIC Function Point (CFP) from User Stories written
in natural language. Our tool integrates a set of techniques in
Natural Language Processing (NLP), which semantically
identify the triplet (subjects, predicates or verbs, objects) from
items of product backlog (User Stories written in natural
language) and automatically quantifies the number of verbs
(data movement) which refers to the functional size. Afterward,
we applied a set of rules in COSMIC to identify the types of data
movement.

Keywords - Agile; User Stories; Triplet; Natural Language
Processing (NLP); Automation.

I.  INTRODUCTION

The measure of the functional size of agile development
projects plays an important role in software engineering. It
allows project managers to establish reliable estimation and
productivity models [11][18]. In other words, it is a key factor
that allows for estimating the effort, the cost of developing
software products, and performing an analysis of the
performance of the software development team [9].
Moreover, the techniques used in agile development for
writing software specification documents do not facilitate the
automation of the functional size of agile development [9].
The software requirements are written in natural language
and do not contain technical and specified details [10]-[12].
For this reason, it would be important to propose a new
approach that facilitates measuring the functional size of
agile development. How could the triplets approach help
automate the functional size of agile projects?

In this article, we will review the primary technique used
for writing software requirements in agile development in
Section 11. Section I11 will focus on the estimation technique
in agile development. Subsequently, we will present the
limitations of this technique and evaluate the possibility of
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automating agile developments using COSMIC. Section V
will describe our proposed triplets approach for automating
sizing in agile development using the COSMIC Function
Point (CFP) from User Stories written in natural language and
previous automation work realized with the triplets structure.
Section V will introduce our new tool that automatically
measures the functional size of agile development projects
using the COSMIC method. Finally, we will present in
Section V1 the results of our research and its limitations.

Il. TECHNIQUE FOR WRITING REQUIREMENTS IN AGILE

In agile development projects, the requirements are often
written as structured User Stories. A User Story consists of a
few lines of text describing a functionality software must
offer to allow an actor or user to achieve a specific objective
[4]. One of the significant advantages of this technique is that
it is centered on the system user [3][4]. An often-used User
Story description format is the following:

As a "user role™

I want "this feature or functionality”

So that | can “benefit or business value, or business
reason”

I1l. ESTIMATION IN AGILE DEVELOPMENT PROJECTS

In this section, we present the user story points technique
for estimating agile development projects, the limitations of
this technique, and the sizing of User Stories with the
COSMIC method.

A. User Story Points

In agile development, User Story Points (USP) are
considered an estimated relative level of the effort required
to complete a User Story [1][3]. Estimation is important
because it allows the project manager to identify which
requirements to prioritize for each iteration and whether
these requirements or User Stories could be completed
during the iteration [7]. Automating the measurement of the
functional size of agile projects is a priority for managers and
agile teams. Most agile development projects measure their
requirements in user story points [2]. As part of this measure,
agile teams commonly use the Fibonacci sequence to size
stories (1, 2, 3, 5, 8, 13) to assign a value combining size and
complexity so that this value reflects the effort to achieve the
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product backlog item [1][2][13][14]. The development team
considers the number of User Story Points as the average size.

B. Limitations of User Story Points

The limitations of User Story Points for measuring agile
development projects are that it is not possible to standardize
their value from one project to another or from one
organization to another, as this value is subjective and
specific to the development team that assigned it [2][6][7].
Also, the User Story Points do not represent a measure of
functional size but rather an effort estimate [1][3][8].

C. Sizing User Stories with the COSMIC Method

Many published works demonstrate that it is possible to
manually apply a functional size measure on the items in the
product backlog. For example, Trudel and Buglione [8]
proposed a Guideline for sizing Agile Projects. Desharnais
and al. [19] used functional size methods, such as COSMIC
method, to estimate Agile User Stories. Angara et al. [6]
present related work on linkages between User Stories and
the COSMIC method. Furthermore, from the literature
consulted, only a few tools automatically allow measuring the
functional size of agile development projects (items in the
product backlog) using the COSMIC method. Therefore, this
paper aims to describe a tool for automating sizing in agile
development projects using the COSMIC method.

IV. THE TRIPLETS APPROACH AND PREVIOUS WORK

In this section, we present the triplet approach proposed
for estimating agile development projects and the previous
work of automation of functional size with this approach.

A. The Triplets Approach

The triplets approach is a model that defines and
represents the software requirements as a triplet [9][15]. Each
triplet comprises a trio of concepts, such as (subject,
predicate, object). The subject represents the functional user
interacting with the system; a composite predicate represents
the use case scenario; an atomic predicate represents the
events the functional user triggers. The object represents a
software component [9][10][12].

B. Previous Works

In our previous work, we used the triplet approach to
automate functional size measurement of use cases [9]. We
developed a tool for automatically generating triplets from
use cases written in natural language, specifically in English
or French, and calculating the functional size of the software
to be measured [9]. Indeed, we decided to adapt our
automation tool from requirements written as structured User
Stories to measure agile development projects.
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V. TOOL TO AUTOMATE AGILE PROJECT SIZING

Section Il indicates that product backlog requirements are
written in natural language as User Stories. We developed a
tool that automatically performs the functional size
measurement on the User Stories of a product backlog. Our
tool integrates a set of Natural Language Processing (NLP)
techniques, which semantically identifies the subjects, verbs,
and objects from User Stories written in natural language. In
such a perspective, we presume that a software requirement
written as a User Story refers to an actor (subject) that triggers
an action or a system operation (verb or data movement) on
an object. Afterward, we applied several rules in COSMIC
for identifying the verbs that correspond to a type of data
movement (Entry, Exit, Read, Write) and quantifying the
number of verbs (data movement), which refers to the
functional size [9]. In the description of this User Story: “As
a visitor, | want to search a product,” the tool identifies “user”
as the subject, “search” as the verb, and “product” as the
object. In other words, the tool targets the triplet structure
(subject, predicate/verb, object). In [9] and [10], we assumed
that the writing of software requirements in agile, specifically
in the form of User Stories, can be done with predicates of
two arguments f (x, y). The predicate is expressed by a verb,
which corresponds to the data movements, system
operations, or methods of the object, which will be triggered
following an external stimulation [9][10][15]. The *“Xx”
variable or subject of the action represents the user or actor,
while the “y” variable is the object of the action. The objects
represent the software classes that will be implemented. In
this case, our tool automatically identifies the potential
software components and methods (data movements or
system operations) that will be implemented in each iteration
of an agile development project. Figure 1 presents the data
model built by our tool from the items in the product backlog
to determine the functional size in COSMIC Function Points
(CFP).

~ Product .,

" Backlog
| Users Stories ‘

%efy

| Datamovements |

[ ) P il AP o 1 )
| Entry (E) . | gxiﬁ()() | < Read (R) | Write (W).
Lﬂ' Q

Functional Size

Figure 1. Data Model built by our tool.
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A. Evaluation and Validation of Results

We tested the tool with two (2) agile development
projects for which the items in the product backlog are
written in the form of User Stories. First, human experts
certified with the COSMIC method manually measured the
functional size of the two (2) projects according to the
measurement manual rules [16][17]. Second, we compared
the results presented by the tool to the experts' manual
measurement results, which are published and available on
the COSMIC website. The research showed that our tool
offers automated results consistent with the manual results,
with an average accuracy of 95.97%. It was found that
automated counting yields different results compared with
manual counting (a difference of 4.03%). To identify the
source of the discrepancies, we examined the software
requirements documents (description of the User Stories) for
both projects. After analysis, we identified the following
main factors behind the discrepancies:

- The tool fails to determine data movements for the
following Use Stories: “As a user, C-Reg requests Course
Catalog to send Course Offering data”; “As a user, C-Reg
requests Course Offering data (with number of students
enrolled, etc.) from the Course Catalog.” This is because the
tool identifies the verb “requests” as a noun, not a verb. The
tool fails to determine data movements for these User Stories:
“As a user, C-Reg sends The Professor’s selected Course
offerings to the Catalog,” and “C-Reg sends Professor’s
qualifications and department to Course Catalog to retrieve.”
The tool does not identify the verb “sends.” This project was
challenging to measure since there were a lot of unnecessary
details in the description of User Stories while the User Story
description format was not wholly respected. User Stories in
this document are also described with passive verbs, but some
User Stories are described according to the recommended
standard format with active verbs. The two examples of
scenarios of User Stories whose verbs are conjugated in the
passive form are respectively, “Validated Course Offering
IDs are sent to the Course Catalog so that it can maintain the
count of Students for each Course Offering”; “Student’s
Schedule items are marked ‘enrolled’ and made persistent on
C-Reg”’.

- For project #2, a difference of 1 CFP was recorded between
manual and automated measures for the total number of data
movements (|83 CFP - 84 CFP|). The additional COSMIC
Function Point (CFP) obtained by the tool occurs following a
duplicate. We summarized in TABLE | the automatic size of
User Stories obtained from the tool.

TABLE I. AUTOMATIC AND MANUAL SIZE OF USER STORIES

Project Manual Automatic | Accuracy
Functional Functional
Sizing Sizing
Case#l 109 95 93.14%
Case#f2 83 84 98.80%
Total 193 178 95.97%
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B. The Usefulness of Functional Size Automation for Agile
Development

One of the benefits of measuring the functional size of
agile development projects is that it allows project managers
to establish reliable estimation and productivity models,
provided the effort and time data is of good quality [11][18].
Studies and experiments have shown a strong correlation
between functional size and effort and between functional
size and project duration [18]. When the functional size of
agile projects is known early, it would allow managers to
perform an analysis of the performance of the software
development team, such as development cost, productivity,
and delivery rate [18]. This is admittedly a weak point of
most agile methods.

It is important to mention that automated counting of
agile development projects is advantageous when there are
many requirements from real-life projects. Indeed,
automating the measurement process of agile development is
helpful because it allows measuring faster. For example, in
our experiment, for a series of projects totaling 362 CFP in
size, a COSMIC human expert took about 268 minutes to
measure the functional size, i.e., to apply the COSMIC
method and determine the functional size [10]. Other human
experts would have taken around 362 minutes, a little over
one minute per CFP [12]. As for the tool developed, it took
approximately two (2) minutes and 3 seconds to upload the
document that contains the User Stories descriptions,
determine the functional size, and identify the types of data
movement [10] [15]. By comparing the manual measurement
effort to that of automated measurement, we found a
significant difference in favor of automated measurement
[10].

VI. CONCLUSION AND FUTURE WORK

This paper proposed a new tool designed to automate the
functional sizing of agile development projects from the
items in a product backlog. This tool can effectively identify
the subjects, predicates or verbs, and objects derived from
User Stories and quantifies the number of data movements,
which refers to the functional size. Thus, the validation of our
tool needs to cover the potential cases. In the future, extensive
testing will be performed to improve the tool's efficiency.
Also, we will integrate a machine learning module, which
allows the tool to learn to identify the data movement for the
User Stories that are not described according to the
recommended standard format.
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Abstract—Short messages stored on mobile devices have be-
come a crucial source of evidence in criminal investigations.
However, the high volume of chat messages poses a challenge to
the investigator. Topic modelling offers the potential to summarise
the short messages compactly, thus effectively supporting the
investigator in exploring the vast number of chat messages.
This paper presents our preliminary work towards developing
a forensic text exploration system based on topic modelling
approaches. The two goals typically pursued by the investigator
when exploring chat messages are to be supported. On the
one hand, the investigator often already has a hypothesis about
specific topics discussed in the chats and wants to find evidence.
On the other hand, the investigator also wants to discover new
topics and connections. Accordingly, in this work, we investigated
unsupervised and semi-supervised approaches based on Latent
Dirichlet Allocation (LDA) with the additional use of word
embeddings. Overall, the evaluation of different methods using
actual case data showed that the semi-supervised approach,
combined with word embedding similarity, can find qualitatively
better topics than unsupervised topic modelling approaches based
on LDA.

Index Terms—topic modelling; forensic text analysis; semi-
supervised; hypothesis-driven analysis.

I. INTRODUCTION

Nowadays, the analysis of short messages stored on mo-
bile devices is an important part of forensic investigations.
However, the high number of messages can also prove chal-
lenging for the investigator. Often, a single mobile phone
stores more than 15,000 Short Message Service (SMS) and
150,000 messages from messenger services [1]. Furthermore,
especially in the case of gang crime and organised crime, it
is often necessary to examine the short messages of several
mobile phones [1]. To assist the investigator in exploring the
chat messages, the application of topic modelling is suggested.
This allows to get an overview of the contents discussed in
the messages and to summarise the messages as compactly as
possible.

Topic modelling should best support both goals that inves-
tigators are pursuing when analysing forensic chat messages:
On the one hand, investigators usually have some presumption
about topics that have been discussed in the messages. Usually,
at least they know the area of offence their case is about. In
addition, they can obtain information about the circumstances
of the offence from interrogations [2] or the case file [2].
Accordingly, one goal is to find evidence in the data for
a certain hypothesis, respectively, that a topic was actually
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discussed in it. On the other hand, the investigators also want
to discover new topics, for example about the motivation of the
crime or previously unsuspected connections to certain people.

The basic aim of this paper is to investigate some meth-
ods of unsupervised topic modelling for the first scenario
and semi-supervised topic modelling for the second scenario
and to qualitatively evaluate and compare the results. More
specifically, the unsupervised method used is weighted Latent
Dirichlet Allocation (wWLDA), as described by Wilson and
Chew [3], while the keyword-Assisted Topic Model (keyATM)
developed by Eshima et al. [4] was chosen as the semi-
supervised method. In addition, an extension of keyATM is
proposed based on a combination with the Cluster Words
(CluWords) document representation presented by Viegas et
al. [5], which additionally includes word embeddings.

The paper is organized as follows: At first, some related
work is presented in Section II. Then, an overview of the
data and methods is provided in Section IV. The experimental
results are presented and discussed in Section V. Finally,
Section VI concludes the paper.

II. RELATED WORK

To the extent of our knowledge, topic modelling has only
been used by a few works in the field of forensics with the
aim of compactly summarising data sets in the context of
forensic investigations [6]-[9]. Furthermore, they also did not
focus specifically on communication data. Instead, de Waal
et al. [8] extracted topics from all textual data that need
to be investigated for a case, including emails and notes
in text documents, while Noel and Peterson [9] used Word
documents extracted from a hard disk store as the data basis.
Both works [8], [9] applied the Latent Dirichlet Allocation
(LDA), as described by Blei et al. [10], as the algorithm for
topic modelling. Moreover, topic modelling was used by Li
et al. [7] and Busso et al. [6] to support data exploration in
specific offense areas or in the analysis of concrete cases. Li
et al. [7] tried to uncover various topics in conversations about
corruption on Twitter using the Biterm Topic Modeling (BTM)
algorithm introduced by Yan et al. [11]. Moreover, Busso et al.
[6] applied the Structural Topic Model (STM), as described by
Roberts et al. [12], to identify topics in a series of racist and
offensive letters. Thus, in summary, unsupervised probabilistic
generative models such as the LDA and its extensions were
mainly applied to forensic texts. These are suitable for the
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second mentioned scenario regarding the analysis of forensic
short messages, namely for the data exploration.

However, to the extent of our knowledge, no previous work
in the forensic field has focused on the scenario where the
investigator is looking for evidence of certain assumed topics
in the data. The problem with unsupervised approaches is that
they are not able to identify topics of interest to the investigator
if they are present in the dataset only to a small extent [13],
as is often the case in forensic communication data due to the
prevalence of irrelevant small talk.

This problem can be addressed by incorporating the inves-
tigator’s prior knowledge into the topic modelling process,
for example, by using supervised approaches, e.g., [14], [15].
However, these require annotated training datasets to learn
known topics. One approach to create an annotated dataset
would be to collect as much case data as possible from
different offence areas and label the messages with the known
offence as their topic. Yet, legal questions in the respective
country would first have to be clarified as to whether the
merging of data from different cases is permissible. Instead,
semi-supervised approaches come into consideration, which
differ in the type of user input they integrate, e.g., [16]-
[18]. For example, user feedback on the relevance of topics
[19]-[21], information about thematic relationships between
word pairs, e.g., [16], [22], [23] or user knowledge about
known topics in the form of a few characteristic terms was
included in topic modelling, e.g., [4], [17], [24]. The last case
is most suitable for finding evidence for suspected topics. In
these approaches, a distinction can be made between Targeted
Topic Modelling, e.g., [17], [25], [26] and Seed-Guided Topic
Modelling, e.g., [4], [24], [27].

Algorithms of Targeted Topic Modelling aimed at extracting
fine-grained topics related to a specific aspect described by a
single characteristic word, e.g., [17], [25], [26]. In forensic
context, these approaches could be used to find different sub-
topics dealing exclusively with the crime under investigation,
such as drug crime. The basic idea of these algorithms was
to reduce the dataset to documents [17], [23], [25], word
pairs [28] or words [26] that were relevant to the aspect,
whereby the relevance determination was carried out with
reinforcement learning [23] or based on external corpora [26],
for example. However, especially when determining relevance
at the document level, these approaches are accompanied by
the risk that important case-relevant information can be lost if
incorrectly classified as irrelevant.

In contrast, seed-guided topic modelling approaches, es-
pecially probabilistic generative models, e.g., [4], [13], [29],
may be promising. Unlike other semi-supervised methods, e.g.,
[30], these have the advantage that they can overcome prior
knowledge, if the desired topic, described by some relevant
seed words, does not appear in the dataset at all, e.g., [13],
[29], which is why these approaches are particularly suitable
for testing hypotheses in a forensic context.

So far, however, semi-supervised probabilistic approaches
have been applied and evaluated mainly on long, linguistically
correct texts such as draft legislations [4] and customer reviews
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[31], [32]. An important contribution of this work is therefore
to investigate the suitability of topic modelling for identifying
case-relevant topics in forensic communication data, despite
their particular challenges, such as their short length and low
linguistic quality [33]. Furthermore, it is one of the first studies
to include both goals, exploration and finding evidence, in
topic analysis of forensic texts.

III. DATA

For all experiments, WhatsApp messages from a real case
about the financial support of a terrorist group, which were
stored on the mobile phone of a suspected person, served
as the data basis. The dataset is not publicly available, but
was provided to the authors by a cooperating prosecutor for
research purposes and has already been used in previous work
[34]. The messages were exchanged in 146 chats between
mid-December 2014 and mid-May 2019. The total of approx-
imately 118,000 text messages in the data set were primarily
in German and to a lesser extent in Turkish and Arabic. Since
the focus of this work was on monolingual topic analysis,
approximately 106,000 German messages were extracted by
automatic language detection using Google’s cld2 [35] and
cld3 [36] models. Details on the vocabulary size, the number
of unique tokens (besides words also punctuation marks,
symbols, numbers and web links), the average frequency of
words and the length of the messages can be taken from the
upper section of Table 1.

TABLE I
STATISTICAL DESCRIPTION OF THE DATA SET USED

Property/ Statistic Result
vocabulary size (# unique words) 36467
# unique tokens 39039
average frequency of words 22.62
< message length (in words) 7.75

# conversations 15625
@ number of messages per conversation 6.81
@ conversation length (in words) 52.78

As can be seen from the table, the messages contained
on average less than eight words including stopwords. Since
the short length of the messages poses a known problem for
topic modelling [37], messages that occurred in a common
temporal context were aggregated into related conversations,
as explained by [33], which were subsequently considered as
one document. The formation of conversations was carried
out with the Mobile Network Analyzer (MoNA), a forensic
tool for analysing mobile communication data [1]. Information
about the number of conversations, the average number of
messages that made up a conversation and the length of the
conversations can be found in the bottom section of Table I.

IV. METHODS

In order to find suitable approaches for both scenarios
of forensic data analysis, exploration and hypothesis testing,
initial experiments on unsupervised and semi-supervised topic
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modelling were carried out. All algorithms were trained on
the conversation documents described in Section III. The pre-
processing as well as the training of the topic models was
conducted with the statistical software R.

A. Preprocessing

Before performing topic modelling, extensive pre-
processing was applied to these conversation documents,
which, as shown by Churchill and Singh [38], is essential
for good results in topic modelling, especially with noisy
data such as forensic short messages. This included the
performance of the following cleansing steps:

1) Removal of redundant whitespace

2) Removal of web links, email addresses, and mentions,
as they did not contribute to the content

3) Removal of emojis, as they usually have little meaning
without context in topic-word distributions

4) Removal of punctuation marks and then numbers

5) Removal of German, Turkish and English stopwords
using the stopword lists provided by Diaz [39]. The re-
moval of English and Turkish stop words was necessary
despite the reduction of the data set to German messages,
as it could not be excluded that Turkish idioms or
anglicisms were used in messages classified as German.

6) Removal of the 100 most frequent words and the 100
words with the lowest Inverse Document Frequency
(IDF)

7) Removal of all modal and auxiliary verbs as well as
the most common German verbs manually selected from
[40]

8) Conversion to lower case

9) Lemmatisation using the TreeTagger [41], [42], in par-
ticular to reduce the high sparsity of the communication
dataset by decreasing the vocabulary size [43]

10) Tokenisation in unigrams

B. Unsupervised topic modelling

wLDA [3] was chosen as unsupervised approach. This
algorithm differs from the standard LDA by integrating a
term weighting scheme based on Pointwise Mutual Informa-
tion (PMI) [44] into Collapsed Gibbs Sampling [45], which
penalises terms that occur in many documents and are often
not meaningful in topics. The term weighting scheme was
used in addition to the stop word removal in order to prevent
irrelevant high-frequency words, typical for colloquial texts
[46], from dominating the topics. Using the cleaned conver-
sation documents as input, the topic model was trained over
1,500 iterations, where the hyperparameters « as prior for the
document-topic-distribution and /3 as prior for the topic-word
distribution [4] were set to 0.08 and 0.01. The number of
topics was set to 13 in accordance with the semi-supervised
approach, which is explained in the following subsection.

C. Semi-supervised topic modelling

As a semi-supervised method, the keyATM model, as de-
scribed by Eshima et al. [4], was chosen because it extends
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wLDA and, accordingly, unlike other seed-guided topic mod-
elling algorithms, gives less weight to uninformative words
when estimating topics. The basic idea of keyATM consists
in the introduction of an additional topic-word distribution
containing only seed words [4].

For each desired topic, set of seed words were created based
on the so-called term tree explained by Spranger et al. [1],
which describes a complex system of syntagmas, referring
to case-relevant terms that occur together in a conversation.
Each syntagm was considered as a set of seed words. The
term tree was created semi-automatically by expanding case-
relevant words provided by the prosecutor in charge of the case
with further relevant words using a suggestion system of the
software MoNA [1], [34]. Each syntagm respectively each set
of seed words included case-relevant terms, their synonyms,
spelling variants and words that are syntagmatically related to
the case-relevant terms provided. As an example, a selection
of terms from three out of eight seed word sets is presented in
Table II. Notably, keyATM enables the specification of a seed
word as a topic label before fitting the model [4]. Throughout
this table and subsequent ones, English translations of terms
are provided in parentheses.

TABLE 11
SELECTED TOPIC LABEL AND EXAMPLES OF USED SEED WORDS FOR
SEMI-SUPERVISED TOPIC DETECTION WITH KEYATM.

Topic Label Seed Terms

Geld (money) Euro, iiberweisen (transfer), Zahlung (payment)

Terror Waffe (weapon), Anschlag (attack), Gewalt (violence)

Verein (associ-
ation)

Vereinsregister (association register), rechtsfahig (judi-
cable), Vereinsgriinder (association founder)

With the created seed word sets, keyATM was trained on the
cleaned conversation documents, where the hyperparameters «
and S and the number of iterations were set to the same values
as for the training of wLDA, as described in Section IV-B.
Suplementary, specific hyperparameters for keyATM were set
to the default values as suggested in the reference paper by
Eshima et al. [4]. In addition to the eight seed topics, keyATM
enables to find a predefined number of unseeded topics, in
this case five, which mainly serve as residual topics to bundle
unimportant words together [4], [24].

D. Semi-supervised topic modelling with CluWords

keyATM already aims to ensure that the seed words and
their related words have a high probability in the desired
topic [4]. However, this requires that the words co-occur
with the seed words in documents [4], [29]. To ensure that
words that are semantically very similar to the seed words
are assigned high probabilities in the corresponding topic,
regardless of their co-occurrence frequency, keyATM was
extended with an adapted CluWords document representation,
originally proposed by Viegas et al. [5]. A CluWord is defined
as a set of words that have a high word embedding similarity
to a term [5]. The basic idea of the approach is to insert
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CluWords into the original conversation documents and then
perform topic modelling on this pseudo-documents [5].

For this, word embeddings were learned first, whereby
fastText [47] was chosen as the method because it can handle
out-of-vocabulary words. Since the dataset of forensic short
messages was considered too small to obtain meaningful
word embeddings from it, instead, the unsupervised fastText
skipgram-model with a window size of five and character N-
Grams with a length between two and six was trained on a
large external dataset to represent words as 300-dimensional
word vectors. This training dataset also consisted of informal
texts, namely primarily 20 million tweets provided by [48].

Subsequently, for each topic label of the seed word sets,
its CluWord was created, which consisted of all words of the
dataset for which the cosine similarity between their word
embeddings and the word embedding of the topic label was
above a threshold value of 0.45 [5]. The pseudo-documents
were created by enhancing each topic label in a conversation
document with its CluWord. This approach differed from
the original CluWords method [5] only in the fact that the
latter inserted the semantically similar words to all terms. The
decision to include only the similar words to the topic labels,
rather than to all the seed words, was based on the fact that the
actual relevance of some seed words to the case was unclear.

The procedure for training keyATM on these pseudo-
documents was analogous to Section I'V-C.

V. RESULTS

In this section, the results of the three approaches to
topic modelling are presented qualitatively. The topics “Geld”,
“Terror” and “Verein” were selected as examples for the semi-
supervised approaches. To ensure comparability, as suggested,
for example by [49], among the topics of the unsupervised
algorithm wLDA, those that most resembled the topics “Geld”,
“Terror” and “Verein” of keyATM were selected, determing
the similarity with the Jensen-Shannon divergence (JSD) [50].

A. Unsupervised topic modelling

The eight words with the highest probability in the selected
topics of the wLDA are shown in Table III, which also
indicates the most similar seed topic in parentheses.

TABLE III
THE EIGHT MOST PROBABLE WORDS FROM THREE TOPICS OF WLDA
WITH HIGH SIMILARITY TO THE SELECTED TOPICS OF KEYATM.

. . Topic 10
Topic 4 (Geld) Topic 7 (Terror) (Verein)
Euro schlafen (sleep) €
Geld (money) schreiben (write) Twitter
spielen (play) nerven (annoy) Stream

kaufen (buy)
holen (get)

Bett (bed)
erzihlen (tell)
neu (new) Arbeit (work)
schicken (send) kennen (know)
PC scheilen (shit)

first name user
spenden (donate)
Statement
first name user
zahlen (pay)

As can be seen, the fourth and seventh topics are difficult
to interpret. For the fourth topic, this can be explained by the
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fact that topics about money and computer games seem to
be mixed. Condering the seventh topic, the problem is that
it generally does not contain meaningful terms, but mainly
general ones. This was unexpected, as highly frequent words
were removed or penalized by the adjusted Collapsed Gibbs
Sampling method [4]. One possible explanation might be that
the PMI weighting is unreliable for short texts, as noted by
[51].

In contrast, the tenth topic could be considered relevant
to the case, as it contained words such as ‘“spenden” and
“zahlen”. That words like “Twitter” and the two individuals
whose names appeared among the top words in the topic were
related to fundraising activities and relevant to the case was
evident from examining the context of these terms in the chat
messages.

B. Semi-supervised topic modelling

Regarding the semi-supervised topic modelling, the eight
most probable words of the three selected topics are displayed
in Table IV, where the selected seed words of the respective
topic are highlighted in bold and seed words of other topics
are marked with an asterisk. As outlined in Table IV, the most
probable words of the topic “Geld” include both seed words
and intuitively associated terms like “kaufen” and ‘“zahlen”.
However, these terms are quite generic, making it difficult
to determine the topic’s relevance to the case. Furthermore,
keyATM could not identify the topic “Terror”, but, instead,
the topic consists of irrelevant and meaningless terms. These
outcomes for both topics can be attributed to the fact that,
according to Eshima et al. [4], the quality of topics is heavily
dependent on the chosen seed word sets. Regarding the topic
“Geld”, the problem was that the seed words themselves, such
as euro, were very general terms, while concerning the topic
“Terror”, one possible explanation for the poor results could
be the low frequency of the seed words [4].

TABLE IV
THE EIGHT MOST PROBABLE WORDS OF THE THREE TOPICS “GELD”,
“TERROR” AND “VEREIN” USING THE ALGORITHM KEYATM.

Verein
Geld (money) Terror (association)
Geld (money) Bild (image) Stream

Euro lachen (laugh) boy’s first name

schicken (send) kennen (know) €*
€ stehen (stand) Twitter
holen (get) siif (cute) Event

Mail kaufen (buy) Twitch
kaufen (buy) Hammer (hammer) boy’s first name
Handy (mobile phone) Son spenden (donate)

Regarding the seed topic “Verein”, the most probable words
included specific terms. However, the differences with the
most similar unsupervised wLDA topic were minor, as this
topic already contained relevant words. Nevertheless, keyATM
enhanced interpretability through automatic label assignment.
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C. Semi-supervised topic modelling with CluWords

Particularly concerning the topic “Terror”, the inclusion of
CluWords resulted in more relevant terms appearing among the
most probable words. As shown in Table V, which lists the
top eight words in the three topics, the topic “Terror” included
terms like “Mord” and “Durchsuchungsbefehl”.

TABLE V
THE EIGHT MOST PROBABLE WORDS OF THE THREE TOPICS “GELD”,
“TERROR” AND “VEREIN” USING KEYATM WITH CLUWORDS.

Verein
Geld (money) Terror (association)
Euro Mord (murder) €*
Geld (money) Gesinnung (attitude) ﬁrsltlsrée;me
kaufen (buy) ermittlwn (investigate) (Sgsggteel;
iiberweisen Hobbermittler (hobby Statement
(transfer) investigator)
nah (close) Verbrechen (crime) ﬁrslt]::;me
ausgeben (spend) Drohung (threat) SWH
zahlen (pay) Durchsuchungsbefehl (search Twitter
warrant)
kriegen (get) Moschee (mosque) Tipeee

However, further research is required to determine whether
the topic “Terror” is actually related to aspects like search
warrants or if its presence among the most probable words is
solely due to similarity based on external word embeddings.
In contrast to the topic “Terror”, the most probable words of
the other two topics, namely “Geld” and “Verein”, strongly
resembled the standard keyATM topics.

VI. CONCLUSION

Topic Modelling offers high potential for the analysis of
forensic short messages, where it can be used both to find
evidence for suspected topics and to explore the dataset. This
paper presented our initial work on assisting the investigator
with these two scenarios, for which unsupervised and semi-
supervised topic modelling approaches were analysed. Overall,
it was found that the unsupervised algorithm wLDA already
succeeded in finding case-relevant topics. keyATM as a semi-
supervised approach was able to detect a similar case-relevant
topic as wWLDA, but failed to find further rare topics in
the messages despite the inclusion of prior knowledge. In
contrast, the expansion of keyATM based on Word Embedding
similarity proved to be more promising.

For this reason, there is potential in semi-supervised meth-
ods that simultaneously learn word embeddings and top-
ics, such as the Keyword Assisted Embedded Topic Model
(keyETM) proposed by Harandizadeh et al. [27]. Furthermore,
a problem with semi-supervised topic modelling so far was
that despite term weighting, many unimportant words appeared
in the topics. To address this problem, future work intends to
apply the semi-supervised Guided Topic-Noise Model (GTM)
[13], which specifically addresses the high number of irrele-
vant words in colloquial texts. Basically, future experiments
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should be conducted on a comprehensive set of forensic
datasets to definitely decide which approaches are particularly
suited for forensic data analysis.
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Abstract— This work is a follow-up to our previous study “2D
Virtual Learning Environments for Tertiary Education”, which
was carried out in 2022. The main focus was to analyze the
suitability of a 2D Virtual Learning Environment (VLE) for
tertiary education using the desktop based 2D immersive
environment 'gather.town'. The study was conducted with a
selected course of a Master's program at the Technical
University of Applied Sciences Wiirzburg-Schweinfurt over one
semester. Accompanying the course, subjects were asked to
complete the Online Learning Environment Survey (OLLES)
questionnaire weekly for analysis, and additional qualitative
interviews were conducted afterwards. The descriptive analysis
suggests that the immersive 2D environment used is holistically
suitable as a learning environment in the tertiary sector, due to
high and very high values for presence, participation,
collaboration and active learning. For this paper, two seminars
were conducted using Virtual Learning Environments, one of
them in ‘gather.town’ and the other in ‘Zoom’. In addition to
the OLLES questionnaire and the qualitative interviews, the
Igroup Presence Questionnaire (IPQ) was also queried.
Additionally, the exam grades were also collected as a
performance measure. This made it possible to compare the
different learning environments. When comparing the
questionnaires, only some dimensions showed a difference
between Virtual 2D Learning Environments and Classic Video
Conferencing Systems. In contrast, with exam grades, subjects
were found to perform better with Virtual 2D Learning
Environments than with Classic Video Conferencing Systems.

Keywords-Virtual Learning Environments; Online Teaching;
Tertiary Education; 2D Environments; Desktop Virtual Reality;
Zoom; gather.town.

I. INTRODUCTION

This contribution is based on the first step of the study
published in 2022 in the International Journal on Advances in
Systems and Measurements, vol. 15, no. 3 & 4 with the title
“2D Virtual Learning Environments for Tertiary Education”
[1]. As the main result of the study, the high scores of the
OLLES [2] questionnaire can be mentioned. In connection
with the interviews, it can be said that an Immersive 2D
Environment can be used holistically as a form of teaching
and has advantages over Classic Video Transmission Tools.
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As a practical implication, it can be deduced that the use of
Virtual Learning Environments in the tertiary sector, on the
one hand, can be relatively easily deployed with existing
software solutions and, on the other hand, are also well
received and therefore offer benefits for students.

Nevertheless, this first study was only an overview of the
use of an immersive 2D environment as a learning tool within
tertiary education. Group comparisons with other teaching
formats were not possible. Therefore, this is the goal for this
research. Here, the same teaching unit is being tested again in
gather.town and at the same time another teaching unit is
being tested in Zoom. Again, the OLLES questionnaire is used
and additionally the Igroup Presence Questionnaire (IPQ) [3].
The IPQ is a scale for measuring the sense of presence
experienced in a Virtual Environment (VE). The qualitative
interviews were also be used again for data collection. In
Figure 1, there is an overview of the timeline and the different
learning environments and measuring instruments.

Seminar ,Trend and Innovation Measurement" (Trend)

2D Desktop gather

Video Conference zoom
i 1
Learning environment:

OLLES OLLES, IPQ
Qualitative Interviews Qualitative Interviews
Exam Grades Exam Grades

Measuring instruments:

Seminar ,Scenario based Strategic Planning” (Strategy)

2D Desktop gather

Learning environment:

Not included in survey

OLLES, IPQ
Qualitative Interviews
Exam Grades

Measuring instruments:

Winter Term 21/22 Winter Term 22/23

Figure 1. Overview of timeline, seminars, learning environments and
measuring instruments for the study.

With the results of the different seminars and learnings
environments, a comparison of the two forms of teaching can
be made.
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The definitions and explanations for the basic terms, as
well as the overview of studies and related works about
Virtual Learning Environments (VLE) and Virtual Reality
(VR) in higher education were made in the study from 2022
[1].
Additional, to the literature review from our study in 2022
[1], there were several new studies published about
educational online learning, especially with Learning
Management Systems (LMS) like Moodle and Video
Conference Systems, especially Zoom [4] - [8]. In addition,
many studies about the phenomenon of “Zoom fatigue” were
published [9] - [13] which underlines the need for alternative
online Learning Environments like low immersive Desktop
Environments. Probably because of this need, several studies
appeared with gather.town as one example for this kind of
Virtual Environment. Lo and Song [14] performed a review
of the empirical studies in gather.town and revealed that there
is still a lack in studies besides computer science courses, the
examination of student’s behavior and learning achievements.
The authors also found out, that most of the studies had only
a short duration and suggest studies with a longer duration.
With this study, we evaluate Virtual Learning Environments
over several semesters in the context of seminars, not in
computer science, but in business administration. We also
include exam grades for learning outcomes. With these
conditions, we fulfill some of the requirements for further
research. To summarize, so far we have looked descriptively
at the suitability of 2D Virtual Learning Environments for
tertiary education and now we want to test this statistically by
means of a first comparison of 2D Virtual Learning
Environments and Classic Video Conferencing Systems.

Following in Section 2, we explain the method used.
Section 3 resumes the results, which are then discussed in
detail in Section 4 with some limitations. Section 5 forms the
end of the paper and contains the conclusion with the main
results and future studies.

Il. METHOD

In the following, we present the immersive learning
environment gather.town, in which the course took place, and
the measuring instruments OLLES and IPQ, which were used
for the assessment. In addition, qualitative interviews were
subsequently conducted with some of the subjects, which will
also be presented here.

A. Immersive 2D environment gather.town

The software gather.town [15] was used as an immersive
2D environment. This is a web conferencing software, which
allows to create a complete virtual replica of the teaching
building. Within this virtual space, users can move around
using avatars and interact with each other and their
environment, similar to real life. If the avatars now walk
around in the Virtual Environment and then meet each other
at a certain distance, the camera and the microphone of the
computers are automatically switched on, and the users have
the opportunity to communicate. The graphical user interface
is quite simple and it does not demand any special
requirements to run on a variety of computers. In preparation,
the entire real seminar building was recreated in the
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gather.town environment and the following Virtual
Environment settings and software features were used:

The podium is the classic teaching situation, as shown in
Figure 2. Within the gather.town environment, all students
and the tutor are in one large room. The tutor stands in front
at the lectern, while the students take their places at the tables.
All students can see, hear and, of course, communicate with
each other via camera and microphone. It is possible to share
the screen to provide lecture slides or other content to all
participants in the plenum area. In this way, the tutor can use
lecture slides in addition to a verbal execution of the learning
topic, as they would be used in a real teaching situation.

We refer to our publication in 2022 [1] for explanation of
the features “Workshop”, “Whiteboard”, “Break Rooms” with
games and yoga room, and “Interactive elements”.

Figure 2. This is the podium. A classic teaching situation
in a shared space is shown.

B. Video conference tool Zoom

Zoom is one of the Classic Video Conferencing Tools with
quite wide spread usage for education, especially during the
COVID-19 pandemic, but also after reopening universities in
2021 [4] [16]. With Zoom, it is possible for one or more
people to interact through chat messages, video based visual
communication, and group work [17]. Besides the
communication in the whole group of participants, it is also
possible to create subgroups (Break out rooms) for group
work or group discussions. There is also the possibility to
share the screen with other participants, to do little surveys
and to use a whiteboard. The classic appearance is the monitor
full of video tiles with the participants of the Zoom meeting,
as shown in Figure 3.

Figure 3. Video tiles on monitor while classical Zoom video conference.
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C. Measuring instrument

The OLLES questionnaire in its modified 35-item form
was used as the measurement instrument [2]. The OLLES
questionnaire is a web-based survey instrument for use in
online learning environments in tertiary education. In this
context, the OLLES questionnaire provides inferences about
students' perceptions of interaction opportunities within an
online environment in terms of economy and efficiency. The
dimensions of the OLLES are Student Collaboration (SC),
Computer Competence (CC), Active Learning (AL), Tutor
Support (TS), Information Design and Appeal (IDA), Material
Environment (ME), and Reflective Thinking (RT). In
addition, questions about general computer use and Internet
use were also recorded. All items were measured on a 5-point
Likert scale [18].

The IPQ [3] was also used. The IPQ is a scale for
measuring the sense of presence experienced in a Virtual
Environment. Here, the sense of presence is understood as the
subjective sense of being in a Virtual Environment. Also, the
igroup.org project consortium states that: “the sense of
presence can be separated from the ability of a technology to
immerse a user. While this immersion is a variable of the
technology and can be described objectively, presence is a
variable of a user's experience. Therefore, we obtain measures
of the sense of presence from subjective rating scales.” The
IPQ has three subscales and one additional general item not
belonging to a subscale. The three subscales are Spatial
Presence (the sense of being physically present in the VE),
Involvement (measuring the attention devoted to the VE and
the involvement experienced) and Experienced Realism
(measuring the subjective experience of realism in the VE).
There is also a general item that assesses the general “sense of
being there”. This item has high loadings on all three factors,
with an especially strong loading on Spatial Presence. The
original questionnaire was constructed in German, so we used
this one, since the subjects are German native speakers. All
items were measured on a 7-point Likert scale with a range
from 0 to 6 [18].

For the qualitative interviews, a separate questionnaire
was developed, which can be viewed in full in our previous
paper [1] where the same questionnaire was used. First, an
introductory question was asked in order to lead the test
persons into the interview situation in a relaxed manner and to
check whether they could still remember the seminar well
within the Virtual Learning Environment. Building on this, at
least one question was asked about each dimension of the
OLLES to develop a deeper understanding of why one of the
dimensions had performed well or poorly. In addition, the
questions of the questionnaire still investigate whether the
subjects prefer face-to-face classes, a Virtual Learning
Environment such as gathertown or Classic Video
Conferencing Software such as Zoom and why this is so.
Finally, the questionnaire examines whether the Virtual
Learning Environment gather.town was also used outside the
actual seminar and, if so, for what other purposes. In addition,
questions are asked about the highlights and shortcomings of
the software used.
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Furthermore, exam grades were collected as a form of
performance measure.

D. Experimental procedure

Even before the first seminar, all test persons were
familiarized with the gather.town environment resp. the Zoom
environment. In particular, the basic functions were tested, so
that everybody knows them and can use them independently.
In addition, the OLLES questionnaire was introduced, since
this was used in its original English language, but the test
persons were not native English speakers.

Both seminars were held over 5 days each, with one
teaching session starting in the early afternoon and lasting 5-
6 school lessons each. Both seminars were held exclusively in
their respective VE used. There were a total of two time
measurement points, one after the first seminar and one after
the last seminar. Both questionnaires were completed online
directly after the seminar.

The qualitative interviews were collected a few days after
the last seminar, but they were conducted within gather.town
resp. Zoom. An appointment was made with a respondent
within gather.town resp. Zoom, where the interview was
conducted and the audio track was recorded. The audio track
was then transcribed, analyzed and interpreted.

E. Sample

All data were collected at the Technical University of
Applied Sciences Wiirzburg-Schweinfurt within the seminars
“Scenario Based Strategic Planning” (from here just
“Strategy”) and “Trend Analysis and Innovation
Measurement” (from here just “Trend”) of the master study
program “Integrated Innovation Management”. The seminar
“Strategy” was held in gather.town and the seminar “Trend”
was held in Zoom, as shown in Figure 1.

For the seminar Strategy, a total of 19 subjects
participated. However, only 16 subjects completed the
questionnaires. This leaves n = 16 valid subjects for the final
analysis. The average age of the subjects is 25.19 years, with
a minimum of 22 years and a maximum of 33 years. Of the n
=16 subjects, 5 are female (31.3 %) and 11 are male (68,7 %).
In addition, it must be noted that only 11 subjects could be
used for the comparison of the two measurement points, since
only these 11 subjects completely filled out the two
questionnaires. For the remaining statistics, however, all 16
subjects can be used. In addition, for a performance
comparison in the form of the scores, the scores of all 19
subjects of the seminar were used. Five randomly selected
subjects were used for the qualitative interviews. Afterwards,
it was checked to what extent the answers of the subjects
overlapped or whether new insights could still be gained with
further surveys, but a feeling of saturation set in. Therefore, n
= 5 interviews were considered sufficient. Of the n = 5
subjects, 3 are female and 2 are male.

For the seminar Trend, a total of 19 subjects participated.
However, only 17 subjects completed the questionnaires. This
leaves n = 17 valid subjects for the final analysis. The average
age of the subjects is 25.06 years, with a minimum of 22 years
and a maximum of 33 years. Of the n = 17 subjects, 6 are
female (35.3 %) and 11 are male (64.7 %). In addition, it must
be noted that only 10 subjects could be used for the
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comparison of the two measurement points, since only these
10 subjects completely filled out the two questionnaires. For
the remaining statistics, however, all 17 subjects can be used.
For a performance comparison in the form of the scores, the
scores of all 19 subjects of the seminar were used.

Four randomly selected subjects were used for the
qualitative interviews. Afterwards, it was checked to what
extent the answers of the subjects overlapped or whether new
insights could still be gained with further surveys, but a
feeling of saturation set in. Therefore, n = 4 interviews were
considered sufficient. Of the n = 4 subjects, 2 are female and
2 are male.

I1l. RESULTS

The results section is divided into different areas. First,
there is a statistical part in which the time measurement points
of the individual subjects are compared to see if there is a
difference between the first time measurement point after the
first seminar unit and the last time measurement point at the
end of all seminar units. This is complemented by a purely
descriptive part, in which the mean values of the OLLES and
IPQ questionnaires are considered. Thereafter is the part in
which the results of the qualitative interviews are presented.
Both of these parts are again subdivided into the individual
seminars. Lastly, there is a statistical part. In this part, first
there are group comparisons related to the values of the
OLLES and IPQ questionnaires. The data from our previous
paper [1] will also be used. Finally, there is a group
comparison of the exam grades as a performance measure.

A. Results for “Strategy ” using gather.town

First, the Wilcoxon test will be used to examine whether
there are differences in the OLLES test between the individual
time measurement points and thus whether there was a change
in the evaluation with regard to the repetition of the use of
gather.town.

Two time measurement points were not available for all
16 subjects, therefore the following Wilcoxon test was only
calculated with n = 11 complete subjects.

The Wilcoxon test showed that there was no difference
between time measurement point 1 and time measurement
point 2 regarding the OLLES questionnaire.

Next, using the Wilcoxon test will be used to examine
whether there are differences in the IPQ test between the
individual time measurement points and thus whether there
was a change in the evaluation with regard to the repetition of
the use of the gather.town environment.

There was a significant difference of the variable G
(General Presence). The statistic test is z = -2.850 and the
associated significance value is p =.002. Thus, the difference
is significant: the central tendencies of the two time
measurement points differ (Asymptotic Wilcoxon test: z = -
2.85, p=.002, n = 11).

For the other scales, there was no significant difference
between time measurement point 1 and time measurement
point 2.

The next step is a descriptive analysis of the mean value
variables of both time measurement points together. This also
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includes all measured values regardless of whether there were
only one or two time measurement points for a subject.

In terms of computer use, it was found that all subjects use
their computers daily or at least several times a week. In the
case of Internet use, it was found that all subjects use the
Internet on a daily basis.

A test for normal distribution of the OLLES dimensions
revealed that the dimensions Student Collaboration (SC),
Information Design and Appeal (IDA), Material Environment
(ME), and Reflective Thinking (RT) are normally distributed
and the dimensions Computer Competence (CC), Active
Learning (AL), and Tutor Support (TS) are not normally
distributed. Those descriptive values can be seen in Table 1.

A test for normal distribution for the dimensions of the
IPQ revealed that the General Presence (G), Spatial Presence
(SP), and Involvement (INV) variables were normally
distributed, and the Experienced Realism (REAL) variable
was not normally distributed. Those descriptive values can be
seen in Table 2.

Next are the results of the qualitative questionnaire. A
complete overview of the guideline interview can be found in
our previous paper [1] and can be referred to for better
understanding. Question 1 revealed that all subjects could still
remember the seminar and the use of gather.town well to very
well. Question 2 revealed that cooperation within gather.town
was rated as sufficient to good. Walking around and
interaction opportunities were rated positively. Beyond that,
however, additional tools for collaborative workshops like,
e.g., Miro [19] outside from the gather.town environment
were more likely to be used. Nevertheless, further inquiry
revealed that most subjects indicated that there was enough
opportunity for successful collaboration. However, some also
said that it was somewhat difficult for them to assess this,
since they had only used a few functions themselves. Question
3 showed that although there were sometimes technical
problems in using gather.town, as an example the browser
compatibility, the use itself was always understandable and
simple and therefore it did not represent a technical hurdle.
Question 4 showed mixed responses. Some subjects found
gather.town motivating because it has a certain gaming
character and thus offers more functions and possibilities than
Zoom, for example. On the other hand, however, it was also
increasingly noted that concentration suffers in online
seminars and a general demotivation takes place, since the
exchange is missing and the classroom is generally preferred.
This was also confirmed by the query. Walking around
independently in gather.town is more motivating than Classic
Video Conferencing Tools, but more demotivating than a
seminar in a real classroom. Question 5 and the related query
revealed that the tutor's contact and accessibility was good and
enough opportunities were given for feedback, and further
questions were answered quickly. Based on question 6, it was
found that the learning materials were perceived in a very
mixed way. However, the query showed that the learning
environment apart from the learning materials was perceived
as very interesting and appealing. Especially the "Pokémon
charm" was very appealing and cute. Question 7 showed that
the test persons assess their learning success minimally better
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TABLE I OLLES — STRATEGY IN GATHER.TOWN
Descriptive Analysis
. . Standard Error of the Standard Minimum Maximum
Dimension Mean Value S
Mean Deviation Value Value
Student Collaboartion (SC) 3.33 0.22 0.87 1.60 4.60
Computer Competence (CC) 4.71 0.12 0.48 3.50 5.00
Active Learning (AL) 3.39 0.15 0.58 2.60 450
Tutor Support (TS) 3.92 0.11 0.43 3.40 5.00
Information Design and Appeal (IDA) 3.49 0.13 0.52 2.70 4.50
Material Environment (ME) 4.00 0.14 0.57 3.00 5.00
Reflective Thinking (RT) 3.13 0.23 0.57 3.00 5.00
TABLEILI. IPQ — STRATEGY IN GATHER.TOWN
Descriptive Analysis
- - Standard Error of the Standard Minimum Maximum
Dimension Mean Value Mean Deviation Value Value
General Presence (G) 1.69 0.34 1.38 0.00 4.50
Spatial Presence (SP) 2.69 0.18 0.70 1.40 3.60
Involvement (INV) 2.04 0.11 0.43 1.38 2.88
Experienced Realism (REAL) 1.78 0.11 0.45 1.25 2.75

than with Classic Video Conferencing Tools, however, they
generally assess their learning success online lower than in
presence, even if the test persons think that this does not
necessarily have an effect on the grades, nevertheless felt on
the knowledge that remains at the end. Question 8 further
confirmed that subjects prefer gather.town over Classic Video
Conferencing Tools like Zoom because it offers more
interaction options, facilitates individual conversations, it is
very easy to log in, and is generally more dynamic. However,
there was also one respondent who preferred Zoom simply out
of habit. Question 9 then went on to confirm that all subjects
preferred face-to-face lectures. The main reasons for this are
that one can interact best with each other, there is also a
physical exchange with people, it is more personal and one is
less distracted than at home. Question 10 showed that some
subjects also used gather.town outside of the lecture for quick
communication for projects, or in the work context. However,
some did not continue to use it. Finally, question 11 and the
two follow-up questions showed that it would be better to
integrate additional tools, but gather.town was generally well
received due to the diversity as well as physical activation
(e.g. yoga) and provides a lot of potential for creative things.
Isolated connection problems and browser incompatibility
were mentioned as negative points.

B. Results for “Trend” using Zoom

First, the Wilcoxon test will be used to examine whether
there are differences in the OLLES test between the individual
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time measurement points and thus whether there was a change
in the evaluation with regard to the repetition of the use of
Zoom.

Two time measurement points were not available for all
17 subjects, therefore, the following Wilcoxon test was only
calculated with n = 10 complete subjects.

The Wilcoxon test showed that there was no difference
between time measurement point 1 and time measurement
point 2 regarding the OLLES questionnaire.

Next, using the Wilcoxon test will be used to examine
whether there are differences in the IPQ test between the
individual time measurement points and thus whether there
was a change in the evaluation with regard to the repetition of
the use of the Zoom.

The Wilcoxon test showed that there was no difference
between time measurement point 1 and time measurement
point 2 regarding the 1PQ.

The next step is a descriptive analysis of the mean value
variables of both time measurement points together. This also
includes all measured values regardless of whether there were
only one or two time measurement points for a subject.

In terms of computer use, it was found that all subjects use
their computers daily or at least several times a week. In the
case of Internet use, it was found that all subjects use the
Internet on a daily basis.

A test for normal distribution of the OLLES dimensions
revealed that the dimensions Student Collaboration (SC),
Information Design and Appeal (IDA), Material Environment
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(ME), and Reflective Thinking (RT) are normally distributed
and the dimensions Computer Competence (CC), Active
Learning (AL), and Tutor Support (TS) are not normally
distributed. Those descriptive values can be seen in Table 3.

A test for normal distribution for the dimensions of the
IPQ revealed that the General Presence (G), Spatial Presence
(SP), and Involvement (INV) variables were normally
distributed, and the Experienced Realism (REAL) variable
was not normally distributed. Those descriptive values can be
seen in Table 4.

Next are the results of the qualitative questionnaire. A
complete overview of the guideline interview can be found in
our previous paper [1] and can be referred to for better
understanding. Question 1 revealed that all subjects could still
remember the seminar and the use of Zoom well to very well.
Question 2 revealed that cooperation within Zoom was rated
as sufficient to good. Further inquiry revealed that most
subjects indicated that there was enough opportunity for
successful collaboration. However, there were problems with
collaboration due to a lack of a personal level, which was
especially exacerbated by cameras being turned off. Question
3 showed that there were no technical problems in using Zoom
and the use itself was always understandable and simple.
Question 4 revealed that the use of Zoom mostly demotivated
the subjects. One respondent, however, stated that he was
more motivated because of the time saved. Time saving was

more often mentioned as a positive point while less
involvement and more distraction at home were mentioned as
negative points. One respondent therefore also felt that the
sense of learning together is lost somewhere. Question 5 and
the related query revealed that the tutor's contact and
accessibility was good and enough opportunities were given
for feedback, and further questions were answered quickly.
Based on question 6, it was found that the learning materials
were perceived in a very mixed way. However, the query
showed that the learning environment apart from the learning
materials was perceived as very neutral, sometimes even
boring, but sufficient to fulfill the purpose. Question 7 showed
that the test persons assess their learning success much worse
than in presence. Only one respondent stated that he might
have even better learning success than in presence, because
this allowed him to focus exclusively on the learning content.
Based on question 8, a mixed opinion emerged. Some subjects
prefer Zoom because Zoom contains fewer distractions from
game-like elements. Exactly the opposite, some subjects
prefer gather.town because of playful elements, as these
promote interpersonal relationships and group work. It was
often said that the more interactive and intensive the group
work, the more likely they would choose gather.town, but
Zoom is perfectly adequate for normal lectures. Question 9
then went on to confirm that most subjects preferred face-to-
face lectures. The main reasons for this are that it is more

TABLE Il OLLES - TREND IN ZOOM
Descriptive Analysis
vean Voo | SEMEOEROTOTe | Sandard | Mg | Mt
Student Collaboartion (SC) 3.29 0.20 0.82 1.00 4.40
Computer Competence (CC) 4.69 0.13 0.54 3.00 5.00
Active Learning (AL) 2.96 0.15 0.63 2.00 4.00
Tutor Support (TS) 3.86 0.11 0.43 3.00 4.60
Information Design and Appeal (IDA) 3.10 0.15 0.64 1.60 3.80
Material Environment (ME) 3.75 0.17 0.72 1.40 4.50
Reflective Thinking (RT) 3.18 0.23 0.96 1.20 4.90
TABLE IV. IPQ - TREND IN ZOOM
Descriptive Analysis
vean Voo | SEMEGEROTOT e | Sadrd | Mg | Mt
General Presence (G) 0.82 0.32 131 0.00 4.00
Spatial Presence (SP) 2.45 0.19 0.78 1.20 4.00
Involvement (INV) 1.87 0.12 0.49 1.50 3.50
Experienced Realism (REAL) 1.86 0.12 0.49 1.38 3.00
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personal, and they prefer the physical exchange with people
before and after a lecture. They can also pay more attention
when they are present, and they are less likely to be distracted.
However, one respondent also prefers Zoom because of the
time and cost savings in particular. Question 10 showed that
some subjects also used Zoom outside of the lecture for
projects, or in the work context. Others used it only during the
time of the COVID-19 pandemic. Finally, question 11 and the
two follow-up questions showed that Zoom is simple, runs
stably and the important functions are well integrated.
However, it is easier to sit back and turn off the cameras, and
this means that the group loses a lot.

C. Group Comparisons

The following is a comparison of all three seminars
conducted to date. These are the seminar Trend held in
gather.town [1], the seminar Strategy held in gather.town and
the seminar Trend held in Zoom. For an overview, see Figure
1. First, the results of the OLLES and the IPQ questionnaire
are compared. Afterwards, the exam grades are compared as
a performance measure.

First, the seminar Trend (gather.town) was tested with the
seminar Strategy (gather.town). In total, the data of 32
subjects are compared. There are 16 from Trend (gather.town)
and 16 from Strategy (gather.town). The Mann-Whitney U
test showed no significance for any variable. The computer
and Internet variables remained without significant difference,
as did the OLLES variables. The IPQ could not be tested here,
because no survey of the IPQ was conducted for the seminar
Trend (gather.town).

Second, the seminar Trend (gather.town) was tested with
the seminar Trend (Zoom). In total, 33 subjects are compared.
There are 16 from Trend (gather.town) and 17 from Trend
(Zoom). Here, the IPQ also could not be tested. The Mann-
Whitney U test showed a significant difference in the Active
Learning (AL) and Information Design and Appeal (IDA)
variables of the OLLES.

Subjects in the gather.town learning environment perceive
Active Learning (Mdn = 3.6) better than subjects in the Zoom
learning environment (Mdn = 3.0), asymptotic Mann-Whitney
U test: U = 57.000, p = .004. Cohen's effect size is r = .50,
corresponding to a strong effect.

Subjects in the gather.town learning environment perceive
the Information Design and Appeal (Mdn = 3.6) better than
subjects in the Zoom learning environment (Mdn = 3.2),
asymptotic Mann-Whitney U test: U = 57.000, p = .004.
Cohen's effect size is r = .50, corresponding to a strong effect.

Last, the seminar Strategy (gather.town) was tested with
the seminar Trend (Zoom). In total 33 subjects are compared.
There are 16 from Strategy (gather.town) and 17 from Trend
(Zoom). The Mann-Whitney U test showed only a significant
difference in the General Presence (G) variable of the IPQ.

Subjects in the gather.town learning environment
perceived General Presence (Mdn = 1.25) better than subjects
in the Zoom learning environment (Mdn = .00), asymptotic
Mann-Whitney U test: U = 73.000, p = .019. Cohen's effect
size isr = .41, corresponding to a medium effect.

When comparing grades, the seminar Trend (gather.town)
is compared with the seminar Trend (Zoom) first. In total 36
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subjects are compared. There are 17 from Trend (gather.town)
and 19 from Trend (Zoom). The Mann-Whitney U test
showed a significant difference.

Subjects in the gather.town learning environment have
better grades (Mdn = 1.7, low values represent better grades)
than subjects in the Zoom learning environment (Mdn = 1.9),
asymptotic Mann-Whitney U test: U = 90.000, p = .021.
Cohen's effect size is r = .38, corresponding to a medium
effect.

IV. DISCUSSION

In the dimensions of computer use and Internet use, the
subjects indicated that they use this on a daily basis. In
addition, the gather.town environment as well as the Zoom
environment and all basic functions were sufficiently
explained before the start of the study. Thus, we assume that
there were no poor ratings for the environments due to
possible lack of technical skills.

The test whether there were differences between different
time measurement points showed the following results. With
the Strategy seminar and the OLLES questionnaire there was
no difference in the time measurement points and with the
IPQ, there was a difference in scale G (General Presence). The
difference in scale G could be explained by the fact that it
consists of only one question item and therefore reacts much
more strongly to minimal deviations. At the seminar Trend,
no significant difference was found between the two time
measurement points for either the OLLES or the IPQ.
Although a meta-study by Merchant et al. [20] found small
effects in simulation studies in terms of number of sessions,
these were measures of learning outcome and not an
assessment of the immersive environment as in this study. In
our previous paper [1], there were also no significant
differences at several different time measurement points.
Therefore, it can be assumed that it is sufficient to query the
questionnaires once.

If one compares the statements of the qualitative
questionnaires, it becomes clear that the same statements can
be found repeatedly. Almost all subjects showed a hierarchy
in their preferred choice of teaching styles. Classroom
teaching is clearly preferred. This is followed by the use of 2D
Virtual Environments. Classic Video Conferencing Systems
are least preferred. If we take a closer look at this hierarchy,
we can see that the more opportunities for interaction and the
more personal a teaching style is, the more it is preferred.
Subjects consistently said they preferred gather.town over
Zoom because they had more human proximity and also more
opportunities to interact with other students. Nevertheless,
ideally, they would like face-to-face teaching. This statement
seems to be even more prevalent after the COVID-19
pandemic. However, it also became clear that simple lectures
could be replaced more easily by online teaching than
seminars in which the focus is on working together.

The group comparisons showed that a comparison of two
different seminars with different subjects in gather.town
nevertheless resulted in equal evaluations of the Virtual
Learning Environment regarding the OLLES questionnaire.
Therefore, stable valuations can be assumed here. A
comparison of the same seminar with different Virtual
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Learning Environments showed that gather.town scored
significantly higher on the Active Learning (AL) and
Information Design and Appeal (IDA) dimensions of the
OLLES questionnaire than Zoom. However, this result could
not be repeated for different seminars and different Virtual
Learning Environments. There was a significant difference in
the G scale of the IPQ, with gather.town showing a higher
general presence than Zoom. The Active Learning (AL)
dimension of the OLLES specifically asks about the
motivation created, as well as the feedback received through
the activities or the teaching unit within the environment itself.
Again, various studies already showed that motivation [21] -
[25] is a crucial factor in the use of VLE's. That there was
increased motivation was confirmed by the interviews. The
motivation arose primarily through increased interactivity.
For the test persons, it was clearly more motivating to walk
through the Virtual Environment by moving the avatar and not
just to sit in front of the laptop. This also led to the
environment being perceived as very varied. The dimension
Information Design and Appeal (IDA) of the OLLES asks in
particular how creative and original presented teaching
materials are and whether graphics used are helpful and
visually appealing. This mainly refers to the teaching slides
presented as if they were in a presentation. Since the same
learning materials were used here, this difference is difficult
to explain. It is possible that the actual learning environment
was included in the evaluation and not just the learning
materials. Perhaps this double assessment was due to the fact
that, in this particular case, it was not always clear to the
subjects what the individual question items referred to in this
dimension. The scale G (General Presence) of the IPQ asks
solely about the sense of being there. This feeling could not
be created at all with Zoom and at least minimally with
gather.town. However, only in one of the two tests with
different seminars. Whether there is an influence of the

seminar on the evaluation of a Virtual Learning Environment
is difficult to say. Nevertheless, the results found could also
be due to a still small sample size. Statistically, however, the
difference between the two Virtual Learning Environments
turned out to be smaller than the qualitative interviews
suggested. In the end, only partially significant differences in
the evaluation could be found and these could not be repeated.

Looking at the exam grades, a significant difference was
found between the Virtual Learning Environments used.
When using the gather.town environment, the subjects had
better grades than using the Zoom environment. This is a
medium effect. Although there was not much difference in the
assessment of Virtual Learning Environments, it does seem to
have an impact on performance measurement in the form of
exam grades. The results also confirmed that it is only possible
to compare the same seminars with each other.

V. CONCLUSION AND FUTURE WORK

This study shows that, according to the subjects, there is a
hierarchy of teaching styles. Classroom teaching is the most
popular form. This is due to the direct contact with fellow
students, greater motivation and the best possible opportunity
for interaction in order to solve tasks in a team and learn
together. This is followed by the use of a 2D Virtual Learning
Environment. Here, direct contact is much more limited than
in face-to-face teaching, but this can be partially replaced by
the use of avatars and the resulting interaction possibilities.
Thus, the test participants are also motivated to use the Virtual
Learning Environment. The most unpopular are Classic Video
Conference Systems. These have the least interaction
possibilities and are therefore perceived as demotivating. This
hierarchy, especially the preference of face-to-face personal
teaching is confirmed by several other studies [26] - [29]. Also
the preference for gather.town as 2D Desktop VR to Zoom as
Classic Video Conferencing Tool can be explained and
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Figure 4. Overview of seminars, learning environments and measuring instruments for finished and planned studies.
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confirmed by several studies [30] - [33]. It seems to be
important to use VLE that are innovative, social emotional,
and engage formal and informal communication, which seems
to be better solved within the Virtual 2D Learning
Environment gather.town.

In an evaluation of Virtual 2D Learning Environments and
Classic Video Conference Systems using the OLLES and IPQ
questionnaire, however, this could only be shown for some
dimensions or scales. Contrary to the statements of the
qualitative interviews, the quantitative evaluation of the two
online teaching formats therefore seems to make no or only a
very small difference. In contrast, when exam grades were
measured as a performance measure, subjects were found to
perform better with Virtual 2D Learning Environments than
with Classic Video Conference Systems. Thus, the use of 2D
Virtual Learning Environments seems to be a better choice
than Classic Video Conference Systems for successful online
teaching. However, it must also be noted here, that this is a
field study and therefore the number of subjects is low. Future
work needs to clarify whether face-to-face teaching also leads
to the best performance measures. In addition, other online
forms of teaching will also be tested. For this purpose, it is
initially planned to hold the same seminars as in this study in
the next semester once in face-to-face teaching and once in a
Virtual 3D Learning Environment. An overview can be seen
in Figure 4.

Since it has been found that realism plays an important
factor in the evaluation of Virtual Learning Environments, this
will also be used to explore which factors contribute to a
higher degree of realism. For example, the change from a 2D
learning environment to a 3D learning environment with 3D
avatars could be an improvement. This could then be seen
with a better IPQ rating. In addition, this study will be
extended to the application of I-VR environments, as soon as
this can be implemented with enough test persons, since
sufficient equipment must be available and software must
offer all necessary functions. Now, there are many indications
that hybrid forms of teaching and learning will be used in the
future. Above all, the type of seminar also plays a role.
Roughly speaking, the more interactive the seminar, the more
opportunities for interaction are required and the more the
seminar should tend towards classroom teaching. It also
shows that personal contact cannot be replaced and that this
provides more motivation for learning. In the end, the goal
should always be to provide the best possible teaching and
learning experience for all involved.
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Abstract—The HYPERRIDE project aims to enable a unique
revolution in the electrical grid infrastructure creating the condi-
tions to really unlock a wide application of Direct Current (DC)
technology in the distribution grid. By combining DC and Alter-
nating Current (AC) technologies, HYPERRIDE will demonstrate
potential solutions that are seen in AC-DC hybrid grids for
Low Voltage (LV) and Medium Voltage (MV) infrastructures,
as most power electronics applications use internal DC power
supplies. Furthermore, HYPERRIDE provides a technology-
independent specification of a FIWARE-based interoperable
and secure Information and Communications Technology (ICT)
platform. In this paper, after giving a quick rundown on main
energy domain ontologies that share knowledge conceptualization
to allow an easier systems interaction and give the system
components reasoning capabilities and autonomy, the Hybrid Ac
Dc Grid Ontology (HADGO) developed inside the project will
be described and a real case application will be presented. The
Switch Gear use case was successfully modeled and evaluated
for inconsistencies using the HermiT Reasoner. Asserted and
inferred facts were achieved and more use case scenarios can
be updated on the HADGO ontology either through hard coding
on the Protégé GUI or using the ontology learning method. A
total of 301 asserted and inferred axioms were achieved using
the HermiT Reasoner on the Protégé ontology development tool.
The HADGO ontology is applied in the HYPERRIDE sensing and
monitoring infrastructure layer. It shows the usability of HADGO
ontology in a real use case scenario of a grid information system.

Keywords-Hybrid AC/DC, Smart Grid, Ontology, ICT,
Interoperability, Reasoner.

I. INTRODUCTION

The role of Distributed Energy Resources (DER) is increas-
ing significantly in electrical power systems due to many envi-
ronmental, economic, and political drivers [1]. This transition
has also put the electrical distribution grid in a central role.

Copyright (c) IARIA, 2023. ISBN: 978-1-68558-089-6

Marzia Mammina
Energy Green Transition
Engineering Ingegneria Informatica
Palermo, Italy
email: marzia.mammina@eng.it

Jawad Kazmi
Center for Energy
AIT Austrian Institute of Technology
Vienna, Austria
email: jawad.kazmi@ait.ac.at

Charles Emehel
Institute for Automation of CPS
RWTH Aachen University, Aachen, Germany
email: charles.emehel @eonerc.rwth-aachen.de

Antonello Monti
Institute for Automation of CPS
RWTH Aachen University, Aachen, Germany
email: amonti @eonerc.rwth-aachen.de

The challenges arising from this transition are largely being
addressed under Smart Grid (SG) [2] initiatives. Although
there is no standard definition, in general, a SG refers to a
method of incorporating intelligence into the operation of a
distribution grid to increase flexibility and performance. For
electrical power systems, AC distribution grids are a well-
known infrastructure that has been in use for a long time. This
infrastructure can be assisted by DC technologies as a possible
backbone to increase, for example, Renewable Energy Sources
(RES) hosting capacity; however, they must be designed on a
solid basis to allow for rapid roll-out and integration. It is criti-
cal to provide and test suitable methodologies and resources to
lower entry barriers for early adoption processes to maximize
the implementation capability of new DC technologies. The
HYPERRIDE project aims to support this transition toward the
transformation in the electrical grid infrastructure by laying the
groundwork for the widespread adoption of DC technology.
The future distribution grid both at the Low Voltage Direct
Current (LVDC) component to Medium Voltage Direct Current
(MVDC) backbone is planned to be demonstrated at three pilot
sites (Germany, Italy, and Switzerland) implementing relevant
use cases. These pilots will provide valuable insights and help
identify the gaps in knowledge and possible solutions for the
various focus areas.

Interoperability among the components and sub-systems
of the developed AC/DC hybrid power system solution is a
key goal of the project, as having an interoperable solution
has numerous benefits for all stakeholders. In general, in-
teroperability [3] implies that information conveyed from a
sending system to a receiving system can be used meaningfully
by the latter, necessitating at least some interpretation and
contextualization of the data. Interoperability, however, is a
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challenging quality attribute to achieve because, in addition to
some other technical and governance challenges, it necessitates
a thorough understanding of the problem, the solution, and
its interrelation. Data is at the center of interoperability,
necessitating its consideration in any effort to achieve a higher
level of interoperability.

An ontology is a formal description of knowledge as a set
of concepts within a domain and their interrelationships [4].
It provides an abstract model that can describe, in a formal
language based on mathematical logic, relevant aspects (con-
cepts, relationships, properties, facts, rules) of a phenomenon
or domain of interest that is intended to be represented
for some purpose. Apart from being useful for many other
aspects, an ontology provides a sound basis for developing an
interoperable data model that can help in the integration of
SG applications. One such ontology HADGO is developed in
the context of HYPERRIDE as the basis for the interoperable
data models for enabling interoperability and integration of
solutions in hybrid AC/DC smart grid applications.

The rest of the paper is organized as follows. Section II
provides a concise review of some of the relevant ontologies
and data models, Section III introduces the HADGO ontol-
ogy, then in Section IV an explanation of the application
of the developed ontology with some real-world use cases,
is provided. Section V concludes this paper by highlighting
the contribution and their effects, and also providing future
research directions.

II. BACKGROUND AND STATE OF THE ART

The integration of software applications may entail substan-
tial semantic difficulties when translating information from one
application to another. Different terminologies may be used
to describe the same domain and, when the same terminol-
ogy is used, applications often associate different semantics
with the terms. This hinders the exchange of information
between applications. Ontologies may solve this issue by
providing a way of explicitly specifying the semantics for each
terminology unambiguously. The ontologies provide, indeed,
a shared knowledge conceptualization that allows an easier
system interaction and gives the system components reason-
ing capabilities and autonomy [5]. An ontology is a formal
description of knowledge as a set of concepts within a domain
and the relationships between them. It is an abstract model that
describes, by using a formal language based on mathematical
logic, relevant aspects (rules, properties, relationships, etc.) of
the domain of interest to be represented for some purpose.
Since terms and relations are shared by the entire community
of the domain of interest, there is no ambiguity: an ontology
describes specific knowledge unambiguously. Relationships
between concepts enable automated reasoning on data, easy
to implement in semantic graph databases that use ontologies
as their semantic schema [6].

In this subsection, an overview of some open ontologies
focused on various aspects of energy or power systems will
be presented. Smart Appliances REFerence (SAREF) [7] is
an ontology created to enable interoperability between smart
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devices. SAREEF is based on the concept of a “device”, which
is a tangible object that we can easily find in households,
public buildings, or offices and which can perform one or
more functions. The SAREF ontology offers a list of basic
functions that can be combined into a more complex function.
Each function has some associated commands. A device can
be found in some corresponding states that are also listed
as building blocks. A device that wants its functions to be
discoverable, registerable, and remotely controllable by other
devices in the network offers a service. The service specifies
the device that is offering it and its functions. A device is also
characterized by an energy/power profile that can be used to
optimize the energy efficiency in a home or office that is part of
the building. SAREF is expressed in Web Ontology Language
Description Logic (OWL-DL) and contains 124 classes, 56
object properties, and 28 datatype properties [8].

SAREF for Energy (SAREF4ENER) is Web OWL-DL
ontology that is one of the many (SAREF4INMA [9]; a
SAREF extension for the industry and manufacturing domain,
building devices and topology [10], etc.) extensions of SAREF
with new classes and properties, focusing on demand response
scenarios, where customers can offer flexibility to the smart
grid to manage their smart devices using a Customer Energy
Manager. SAREFAENER has been created in collaboration
with Energy @Home and EEBus, which are major Italy- and
Germany-based industry associations, to enable the intercon-
nection of their different data models [11].

SmArt eneRGy dOmain oNtology (SARGON) [12] is
an extension of the SAREF ontology to cross-cut domain-
specific information that represents the smart energy domain.
SARGON ontology is powered by smart energy standards
and Internet of Things (IoT) initiatives, and real use cases. It
involves classes, properties, and instances explicitly created to
cover the building and electrical grid automation domain. This
study exhibits the development of SARGON and demonstrates
it through a web application to cross-cut domain-specific
information that represents the smart energy domain and is
powered by smart energy standards and IoT initiatives, as well
as real use cases. SARGON involves classes, properties, and
instances explicitly created to cover the building and electrical
grid automation domain. The SARGON ontology network
consists of several interconnected domain ontologies related
to the smart grid and building automation:

o Person, Company, Building, and Address ontologies con-
tain data for describing the nature of a person, company,
building, and address, besides spaces and geometrical
data such as area, place, floors, etc.;

e Device inherits all classes of SAREF ontology and
extends it according to energy equipment which in-
cludes industrial equipment, energy generators, and sys-
tem resources, such as Phasor Measurement Units,
Proportional-Integral-Derivative controllers, converters,
etc.;

o Services provides ontologies for services in the smart grid
and building automation like controlling, monitoring, and
protection;
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e Common Information Model (CIM) and International
Electrotechnical Commission (IEC) 61850 present terms
and relations in the power grids. It identifies the list
of classes and variant instances that can be used for
monitoring and controlling smart grids according to the
standards.

The ontologies of the SARGON network have been har-
monized to enable data portability for different applications
in smart energy systems including building automation and
power grid monitoring and controlling. Those ontologies are
intended to be used together with FIWARE Next Generation
Service Interface Linked Data (NGSI-LD), a standard defined
by European Telecommunications Standards Institute (ETSI)
Industry Specification Group for cross-cutting Context Infor-
mation Management [13].

OntoMG [14] is an ontology-based information model for
microgrids that aims to solve interoperability issues (syntactic
and semantic) encountered between microgrid components.
It is compliant with the CIM and the IEC 61850 standards.
OntoMG integrates six packages, each related to a specific
aspect involved in the achievement of the microgrid objectives:

o The identification aspect (Id) consists of associating a
unique identity for each stakeholder enabling an easier
component recognition and implicit information extrac-
tion

o The operation aspect (Op) aims at optimizing the network
operations

« The mobility aspect (Mob) captures component displace-
ments during their lifetime

o The economical aspect (Eco) aims at minimizing total
costs while considering the components’ participation in
the Energy Market

« The ecological aspect (Ecolo) is related to the component
participation in/on the environment

o Multi-roles aspect is related to the component roles
during his operation in the system.

Semantic ontologies have been proposed by several re-
search projects and initiatives to represent data related to
the energy domain used by different Energy Management
Systems deployed in different smart grid scenarios, such as
smart homes, urban environments (e.g., buildings, districts,
cities, etc.), organizations, microgrids or Virtual Power Plants
and Demand Response management. Ontology for Energy
Management Applications (OEMA) [15] is an attempt to
unify existing heterogeneous ontologies that represent different
energy-related data. The OEMA ontology network is made
up of eight interconnected domains and each ontology repre-
sents one or various energy domains: Infrastructure Ontology,
Energy and Equipment, Geographical, External factors, Per-
son and Organisation Ontology, Energy Savings, Smart Grid
Stakeholders, Person and organization, Units of Measurement.
These ontologies are connected by a core Ontology Network.

ITIT. HYPERRIDE AC/DC GRID ONTOLOGY

The HADGO is developed to help in defining, modeling,
and analyzing a hybrid AC/DC power grid that can then
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be used in different use cases in the context of the H2020
HYPERRIDE project and beyond. Some of these use cases
that were considered during the formulation of the ontology
include but are not limited to power-flow calculation, cascad-
ing effects calculation, critical components identification, etc.
However, the demonstration of such applications is beyond the
scope of this document.

An overview of the HADGO is presented in Figure 1. The
figure is very detailed and shows not only the entity classes
and their relationships but also highlights the object properties
that are used for such relationships, as well as the entity class
that is the domain and range of these properties. The ontology
contains around 50 asserted entity classes. From these entity
classes, Figure 2 highlights (half) the classes at the top two
layers.

Additionally, the ontology contains around 186 axioms with
116 logical axioms with several object and data properties.
Adopting the naming conversion usually used in ontology
authoring, a prefix of hadgo is used with all the members of
the HADGO ontology making the name following the format
hadgo: <member>.

Developing data models in a diverse and uncoordinated
manner typically results in textitdata stovepipes issues, which
can lead to a total/partial failure in attaining interoperability
and impede the ontology’s reusability potential while also
making integration difficult. When developed appropriately,
ontologies can help in achieving consistency in the usage
of terms and meaning leading towards achieving a common
understanding and further avoiding frequent adoptions [16].

Ontological realism [17], is being advocated as one of the
best practices [16] [18] for ontology development. It refers
to developing an ontology to be more like a reality model
than a data model to maximize its utility and stability. In
this development method, the resulting ontologies serve as
representations of the entities to which the data pertains rather
than the data itself.

Furthermore, in the formulation of ontology, the principle
of single inheritance is used. According to this concept, in
ontology, each entity class must be a subclass of precisely one
other entity class, and anything belonging to a parent term
also belongs to all child terms at lower levels. This means
that each asserted taxonomy has a single root node and that
each ontology has one or more asserted taxonomies as suitable
components.

Keeping this background in mind, the HADGO is being
developed using ontological realism as well as the single
inheritance rules. The knowledge is derived from some ex-
perimental and benchmark hybrid AC/DC grid models in
conjunction with expert judgments, and opinions from the
involved experts.

A. Entity Classes

An introduction to top-level entity classes, as highlighted
in Figure 2, is provided in this section. The classes
include hadgo:PowerGrid, hadgo:Component,
hadgo:ComponentType, hadgo:FunctionType,
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Figure 1. A partial view of the ontology with some entity classes, data, object properties, and relationships.

hadgo:GridStateType, hadgo:PowerFlowType and
hadgo:VoltageLevel. All of these entity classes are
sub-classes of owl:Thing entity class, which is the default
way of defining classes using the Web Ontology Language
(OWL).

1) PowerGrid class: The hadgo:PowerGrid is the um-
brella entity class that can represent an AC, DC, or hybrid
grid. It is also one of the top-level classes and a direct sub-
class of owl:Thing. The usage, relationships, object, and
data properties for the hadgo:PowerGrid are summarized
with the diagram shown in Figure 1. It has relations with
most of the other high-level entity classes as the power grid is
modeled using this class as the base. It can then include several
hadgo:Component (and its specialized sub-classes like
hadgo:AcComponent or hadgo:DcComponent). Many
functional and inverse object properties help in adding more
semantics to the relationship.

2) Component class: The hadgo:Component is
one of the major entity classes in the HADGO. The
hadgo:Component has two sub-classes for modeling an
AC component hadgo : AcComponent and a DC component
hadgo:DcComponent. Both AC and DC components are
then divided into four sub-classes that distinguish them
based on the type of function (hadgo:FunctionType)
they are performing in the model. The asserted function
types, that a component can have are defined to
be either hadgo:Generation, hadgo:Storage,
hadgo:Conumption, or hadgo:Transmission.

Figure 1 again can be referred to for showing the
usage of the hadgo:Component entity class. Each
component instance can have multiple object properties
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and relationships. One such relationship is with the
hadgo:ComponentType entity class which helps in
specifying the type of the specific instance of a component.
A component can be either an hadgo:AtomicComponent
or an hadgo:ComponentComponent meaning
that it consists of more than one components. The
hadgo:ComponentComponent are specialized be of two
kinds hadgo:Transformer and hadgo:Converter.

Furthermore, each hadgo:Component in-
stance can  have  object  properties  that  as-
sign some hadgo:GridStateType. These

hadgo:GridStateType can be either hadgo:Dynamic
or hadgo:Static and represents hadgo:Voltage,
hadgo:Power and hadgo: Impedance.

Each component instance must have a relationship with
hadgo:VoltageLevel which defines, as the name sug-
gests, the voltage level on which the component is operating.
The asserted values as the range of object property are

hadgo:HighVoltage, hadgo:MediumVoltage, and
hadgo:LowVoltage.

3) ComponentType entity class: The
hadgo:ComponentType entity class is defined to
assert the types an hadgo:Component can have.
The two specializations for this entity class are
further defined as being hadgo:AtomicComponent and

hadgo:ComponentComponent. The former covers the
component instances that are atomic and usually have a single
function. In contrast, the latter covers the component instances
that can be composed of more than one component. The
hadgo:ComponentComponent are further specialized
with two sub-classes hadgo:Converter which represents
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Figure 2. Hierarchy of major asserted entity classes in HADGO.

an AC/DC converter as well as hadgo: Transfomer.

Similarly, hadgo : AtomicComponent is specalized with
two sub-classes that are hadgo:BusComponent and
hadgo:LineComponent, which are self-explanatory. How-
ever, hadgo : BusComponent is further classified into three
specialized sub-classes that are hadgo:GeneratorBus,
hadgo:LoadBus and hadgo: SlackBus.

4) FunctionType class: The hadgo:FunctionType
entity class defines the different types of function that a
hadgo:Component can assume. The relationships and
constraints are imposed using some object properties
defining hadgo:Component as the domain and
hadgo:FunctionType as the range. There are
four specializations defined as the sub-classes that
are hadgo:Transmission, hadgo:Storage,
hadgo:Generation, hadgo:Consumption.

5) GridStateType class: The entity class
hadgo:GridStateType represents the measurable
grid states that an instance of a component can have.
There are two sub-classes defined as hadgo:Static

and hadgo:Dynamic. The two sub-classes for
the hadgo:Dynamic are hadgo:Voltage and
hadgo:Power while hadgo:Static only has one
that is hadgo: Impedence.

6) PowerFlowType class: The entity class
hadgo:PowerFlowType represents the power flows

that an instance of a component in the grid can have.
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Changing this value affects the way this instance can be
connected to other instances of the components and the type
of object properties it can have. There are two specializations,
hadgo:AcPowerFlow and hadgo:DcPowerFlow
representing AC and DC power flow respectively.

7) VoltageLevel class: The entity class
hadgo:VoltageLevel represents the voltage level
an instance of the hadgo:Component can have and it
defines the voltage level on which the component is operating.
The three asserted sub-classes are hadgo:HighVoltage,
hadgo:MediumVoltage, and hadgo:LowVoltage.

8) UnitOfGridStateMeasure class: The entity class
hadgo:UnitOfGridStateMeasure represents the units
that are used for measuring hadgo:GridStatType that a
hadgo: Component instance can have. This entity class has
children and grandchildren that define first the phenomenon
and then define the respective unit.

IV. REAL CASE SCENARIO

The switchgear as a data instance was modeled on the
HADGO ontology and validated with the HermiT Reasoner.
The validated switchgear instance was provisioned on Entirety
docker container on the HYPERRIDE ICT platform.

A. HADGO Switchgear Instance Modeling and Validation

The switchgear use case as an application ontology was
modeled on the HADGO reference ontology in Section
IIT above using the Protégé ontology modeling tool. The
Switchgear concept was modeled as a class, and its object
and data property were modeled for all its data instances.

The Hermit Reasoner was selected as the Logic evaluation
solver for the switch gear data instance for the HADGO on-
tology and some inconsistencies during the use case modeling
were observed and resolved based on the explanation results
from the log output. All the instance assertions for both data
and object properties were modeled and synchronized and can
be used as anchor terms during ontology matching or ontology
alignment which can be learned statistically or modeled and
updated with Protégé.

The data instance as well as the assertions and properties
defined and inferred for the Switchgear use case will also serve
as a ground truth and data lineage for all future switchgear-
based data analytics in the hybrid AC/DC Domain. Figure 3
below shows the modeled switch gear use case as an asserted
hierarchy.

TABLE 1
SUMMARY OF HADGO ASSERTED AND INFERRED FACTS
ACHIEVED USING HERMIT REASONER

S#  Fact Type Count
1 Total Axioms achieved 301
2 Classes 63
3 Object Property 18
4 Data Property 12
5 Individual 1
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The HermiT Reasoner, which is based on the Tableau Al-
gorithm, carries out OWL Logic computation on the modeled
HADGQO reference ontology with the Switch Gear use case.
From the decidability and satisfiability Logic computation
by the HermiT Reasoner on the modeled HADGO ontology,
Table I summarizes the asserted and inferred Facts validated
on ontology.

These results validate the HADGO ontology as a Reference
Ontology for any Hybrid AC/DC or DC grid. The Owl file
in Turtle format is shown in the Appendix and can be run by
anyone for verification and extension.

onent <=2 s

in the AC/DC grid context [19]. The first step is to collect
the sensor data through the MQTT Broker. The IoT Agent
is connected with the MQTT Broker and ORION Context
Broker. The Entirety [20] creates the entity of the device.
The HADGO ontology is integrated into the Entirety to
harmonize the data according to [21]. The data are saved in
the MongoDB and the QuantunLeap subscribes to the context
broker and forwards the data to the CrateDB. Finally, the data
are monitored in the Grafana.

TABLE I
LIST OF COMPONENTS USED FOR TESTING THE REAL CASE
SCENARIO

S.# Component Type Component Name

ComtThing BH53— o

— -_)"-H&“—‘( ,..,

mptionAcComponent S<t<a—— hadge ACLoad )

Figure 3. Hadgo Switch Gear Use Case Ontology Hierarchy.

From the HADGO base ontology, the inferred axioms data
were exported and the metric was compared between the base
ontology including the asserted and inferred axioms, and that
of only the inferred axioms. The combined chart is shown in
Figure 4 Therefore we have a total of 301 axioms in the base
ontology out of which 117 are inferred axioms and 184 are
asserted axioms.

Hadgo Ontology Switch Gear Use Case Axioms
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Figure 4. HADGO Ontology Switch Gear Use Case Axioms.

The achieved inference from the Switchgear use case mod-
eling update on HADGO confirms that the logical restrictions,
class constructors, class disjoint, and pairwise disjoint on
multiple classes and the partitions carried out on during the
HADGO ontology development were effective. It was found
during the experiment that the more axioms were asserted from
the domain knowledge of the AC/DC grid, the more inferred
axioms were obtained.

B. HADGO Switchgear Entity Provisioning and application
The developed HADGO ontology is used in the HYPER-

RIDE sensing and monitoring infrastructure layer, as part of
the work done for the definition of a reference ICT Platform
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Schaltbau CT1230/08 + CT1130/08
LEM LF 1010-S current transducer
LEM DVM 3000 voltage transducer
WAGO 750 Series Modbus Bus-coupler

Main contactors
Current sensors
Voltage sensors
Controller

B N I S

To test the sensing and monitoring layer, the platform is
implemented on the German pilot side. The switch gear data
is collected and monitored with the developed platform. The
switch gear is a self-build type. The important components
used are described in Table II.

@ FIWARE

Register device in loT Agent

Device Id 111
Component Type urningsi-ld:ComponentType:ProtectionComponent
Connected To Sensor
Connection To Sensor
Function Type urn:ngsi-ld:FunctionType:Protection
Grid State Type urn:ngsi-ld:GridstateType:Voltage

Impedance Unit
Power Flow Type urn:ngsi-ld:PowerFlowTy pe:DcPowerFlow
Power Grid
Power Unit
Voltage Level

urningst-Id:VoltageLevel Mediumvoltage

Unit urningsi-ld:Unit:VoltageUnit

Figure 5. Register Device in IoT Agent.

The development is based on the following steps. First, the
IoT agent for switch gear is created in Entirety based on
the HADGO ontology. The process is shown as follows in
Figure 5. The parameters of the table are defined in the data
model in the code as NGSIv2, NGSI-LD, and JSON formats.
The Quantum Leaps part is to read the formats of NGSIv2,
NGSI-LD, and JSON. Also, the Orion Context Broker has a
role here for the Format checking. The data is now uploaded
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to the CrateDB. Then, the data are illustrated with Grafana in
Figure 6.

2022-08-31 17:44:58

= current3m

0
17:46

== gurrent3m
Figure 6. Monitoring the switch gear data.

V. CONCLUSION

The HADGO ontology is a proposed core reference ontol-
ogy for the AC/DC and DC smart grid. The UML informa-
tion modeling for the software applications implementation
was carried out with Enterprise Architect while the ontology
modeling was implemented with Protege. New AC/DC and
DC grid entities with their subclasses and superclasses were
developed and described for the new grid concepts. For
the relationships, object properties and data properties were
developed and described. For the individual, a use case of
Switch Gear was described and object and data assertion
were defined. The HADGO ontology was validated using the
HermiT Reasoner and 301 asserted and inferred axioms were
achieved in this experimental study.

For future work, more unary predicates and binary pred-
icates axioms can be added as individuals to the HADGO
ontology to increase its ground truth and axioms knowledge
base.

To enable more application of the HADGO ontology at
scale, future work on ontology learning can be carried out
on the HADGO reference ontology using unstructured, semi-
structured, and structured data from the pilot sites of hybrid
AC/DC power grid.

Also, statistical methods can be carried out on the HADGO
ontology for more AC/DC entity classification and relationship
prediction on the modeled ontology. This helps to achieve
more inferred axioms to increase the scope of data models
and knowledge graphs for more data integration in information
systems applications and databases.
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Abstract—An autonomic approach for responding to
security incidents is proposed, which aims to replace
traditionally people intensive, reactive, and technically complex
methods for responding to security incidents. In addition, the
approach provides the ability for systems to evolve in response
to the nature of the attacks, building an immunity iteratively
based on real environmental conditions. The solution works
alongside existing systems and controls, addressing failures to
resolve the complexities of security engineering in heterogenous
systems spanning endpoints, traditional data centres, private
cloud, and public cloud.
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I. INTRODUCTION

Cloud computing is a paradigm for providing information
technology infrastructure and services to users who do not
want to own and operate their own physical equipment and
want to be able to deploy and scale their applications at will.
There are many benefits to this, which have led to ever
increasing adoption of cloud computing services, at the
expense of more traditional data centres. It was predicted that
2022 [1] would see spending on public cloud services of
$482.155 billion, an increase of 21.7% over 2021, and an
increase of 53.6% over 2020. There is no sign of this increase
in spending abating. IBM [2] lists the benefits as:

o Flexibility allows services to be accessed and scaled
to fit ever changing demands, from anywhere on the
Internet.

o Efficiency means that users do not need to spend
money on physical equipment, much of which may be
redundant, while being able to bring applications to
market quicker.

e Strategic value is derived from having access to the
latest technology as it becomes available, from new
processors to the latest machine learning platforms.

Private cloud is where a company or entity make use of
their own networking and compute to provide services to users
via the use of virtualisation technologies, such as OpenStack
[3]. This allows services to be provisioned using an
Application Programming Interface (API), then torn down
again via the same API when the services are no longer
needed. Like private cloud, public cloud aims to provide
flexible and scalable resources to users, but this service is
provided by a third-party, such as Amazon, in the form of
Amazon Web Services (AWS) or Google in the form of
Google Cloud Platform (GCP).

Services provided by cloud match those available in
traditional data centres, but are categorised into several
distinct areas. Infrastructure as a Service (laaS) provides
basic computing infrastructure in the form of virtual machines,
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networking, and storage. This is a core element of all clouds,
both public and private, and has arguably [4] become
increasingly commoditised. AWS have the Elastic Compute
Cloud (EC2) service for virtual machines, while GCP has
Google Compute Engine (GCE) providing the same service,
as just two examples. Platform as a Service (PaaS) is an
abstraction which prevents the user from needing to manage
compute directly, and instead provides a framework for
building and deploying applications. As part of this, advanced
features, such as identity, access management and security are
usually provided. Examples of this are Google App Engine,
Heroku and Vertex Al [5]. Software as a Service (SaaS)
removes practically all responsibility from the user of
managing and running an application (other than managing
user access), and instead provides direct business value.
Examples of this are Salesforce, public GitHub, and Google
Docs [6]. Finally, Container as a Service (CaaS) refers to a
service which orchestrates many different sub-components
running in containers into a fully managed distributed
application. While the term is agnostic of any given
implementation of the technology, this usually refers to
Kubernetes [7], a platform developed by Google to manage
massive applications. Each of the major public clouds offer
managed Kubernetes services; GCP provides Google
Kubernetes Engine (GKE), Azure provides Azure Kubernetes
Service (AKS), and AWS provides Elastic Kubernetes Service
(EKS). Out of the various service offerings offered in cloud,
CaaS is the closest to offering autonomic capabilities.
Casalicchio argues [8] that container orchestration does not
include any autonomic features because of a reliance on
hypervisors and simplistic heuristics for actions like scaling,
but this misses two key points. The hypervisor is not the
autonomic management agent in a Caas, it is the master node
[9] along with the Kube-Controller-Manager, and secondly
that the process of scaling pods and nodes is already
autonomic in the case of managed offerings, such as GKE.
Underlining this shift in how Information Technology (IT)
services are deployed and managed are the kind of workloads
being run on clouds. They are no longer the reserve of small,
rapidly innovating start-ups, but are used by over 90% of the
largest companies in the world [10]. Large financial
institutions like CapitalOne closed the last of their data centres
in 2020, relying entirely on Amazon Web Services to run their
entire |.T. estate [11]. However, with this seismic shift in how
services are run, so have these new services been exposed to
new kinds of threats. While a threat is often thought of as a
malicious actor, whether that be a script kiddie or hacker
collective, the most significant cause of breaches is human
error. In fact, IBM found [12] that human error is the root
cause in 95% of cases. The combination of simple to deploy
services with complex and difficult to fully understand API
configurations means that even before services are deployed,
vulnerabilities are already built into a service. With the ease
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with which new Tools, Techniques, and Procedures (TTPs)
are brought to bear by attackers on the Internet, security
practitioners are facing multiple threats from internal and
external vectors. This has led to both a shortage of trained
cyber professionals [13] and burnout among existing people
[14]. Clearly, the burden on cyber professionals is increasing,
with 2021 seeing a 1885% increase in ransomware attacks
alone [15].

Security in IT systems (often referred to simply as Cyber)
is a central concern in how people conduct their lives, how
nations and governments run their countries and manage their
societies. The digitisation of society, while providing an
unprecedented level of access to information and
communication, has introduced an equal and opposite issue in
exposing our society to threats that transcend both physical,
national, and geographical boundaries.

Hagen et al. [16] refer to the challenges of physical
distance, borders and time diminishing. However, the impact
of this is that society has become much more susceptible to
various kinds of malignant activity from threat actors that
ranges from causing reputational damage in the form of web
site  defacement, hacktivism from organisations like
Anonymous [17], or even attack from nation states.
Cryptographer and security expert Bruce Schneier predicted
[18] the rise of rapid automated attacks, perpetrated from a
distance, and the subsequent proliferation of these techniques
would require only a single skilled threat actor, while the
ability to communicate at will over long distances in secret
would mean that a technique could simply be copied by others.
The prevalence and effectiveness of cyber-attacks by nation
states has resulted in a move to defensive postures that will
possibly include what is euphemistically called a kinetic
response — a cyber-attack could soon lead to a physical
military response [19]. Given the state of current computing
paradigms and the associated financial and societal risks,
methods must be developed which can remove the burden of
securing of those paradigms as much as possible from the
human.

In Section 2, security in cloud computing is examined,
focusing on defense in depth. Section 3 focuses on
Autonomic Cloud Computing for security. Section 4 goes into
more detail on applying these autonomic principles for
security. Section 5 proposes an Autonomic Incident Response
System, and finally the paper concludes with Section 6.

Il. SECURITY IN CLOUD COMPUTING

Regardless of the computing paradigm being deployed,
effective security programmes adopt some fundamental
principles, which can be utilised regardless of the computing
paradigm. The principle of these approaches is defense in
depth (Figure 1), which calls for a series of defensive
mechanisms which are layered to protect valuable data and
information. Having multiple layers of security ensures that
there are redundant controls in place if a specific control is
compromised [20]. However, these layers are typically not
environment aware. An example here is a firewall that is used
to block non-authorised network traffic, which protects a
virtual machine, which runs anti-virus software, which is
detecting malware. Neither security control is aware of the
other, or shares information about their environment. This is a
major shortcoming and prevents contextual knowledge from
being shared to protect other assets if a machine is infected
with malware. Ideally, the anti-virus agent would let the
firewall know that a piece of malware would try to attack other
assets (this process is referred to as traversal) by passing
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metadata, which notes a particular traffic of network traffic
using five-tuple [21] data along with a file hash as part of a
message payload. The firewall could then react to the attack
in real-time. At the same time, the malware metadata could be
used by another component, such as a malware sandbox where
it could be detonated to provide further data to further enhance
defensive measures, or even to maintain a chain of custody for
forensic analysis of a breach. This process is part of what is
referred to as incident response, which is a procedure for
dealing with a security incident.

Policies,
Procedures
& Awareness

Physical

Network

Computer

Application

Device

Figure 1. Defense in depth.

The scenario described is already understood by security
practitioners (though this is a simpler use case), but there are
two issues which make this process very resource intensive
and increasingly unmanageable:

e The incident response process is manual, meaning it is
very resource intensive and requires specific expertise.

e There are many of these incidents per day, and too few
people to respond. This has led to the prevalence of a
condition called alert fatigue, which is the scenario
where security teams have too many alerts to be able
to work effectively [22].

The security industry has attempted to resolve these core
issues by introducing new kinds of tools and automation to
make the job of the security team easier. There are several
classes of tools to achieve this. An ad-hoc nomenclature exists
which describes the types of security data that are used in
cloud and security platforms. An Indicator of Compromise
(1oC) is a digital artifact, such as a file, hash or configuration
that is a sign of an attack. These can be shared among systems
so that they can all be protected by detecting an attack.
Organisations called Information Sharing and Analysis
Centers (ISACs) exist for industry verticals where trusted
partners can share these using threat sharing platforms, e.g.,
the Financial Services ISAC (FS-ISAC). A vulnerability is a
package or system misconfiguration that is susceptible to
attack, and lastly an exploit is a piece of software or technique
that can be used to take advantage of a vulnerability. Security
Information and Event Management (SIEM) platforms
perform two main functions. Firstly, they collect log and event
information from networks and devices and store the data so
that it can be searched. Logs could take the form of access
logs, network traffic information, web requests or DNS
requests. All this log data enables the second purpose of these
platforms, which is to look for anomalies in the logs that may
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be indicative of a breach or attempted attack, both in real-time
and as part of a forensic analysis of a breach. For example, if
a log message indicates a particular IP address is performing
thousands of requests a second, it may be indicative of a DDoS
attack. Rules are written which describe these conditions, and
when these conditions are detected, alerts are raised which are
handled by a human operator. It does so in real-time, but as
the volumes of logs have increased exponentially, these
platforms are having trouble scaling to meet demand. Threat
intelligence seeks to augment a SIEM by providing
information about malicious sources, which can be then used
in real-time to filter alerts, reducing the cognitive load on the
security practitioner. Practically, if a SIEM has a known list
of IP addresses that it knows are a source of malicious traffic,
then it can prioritise alerts on those rather than attempting to
filter and analyse all sources.

Integrating SIEM, threat intelligence and other tools, such
as Endpoint Detection and Response (EDR) tools together and
providing procedures for responding to threats are Security
Orchestration, Automation and Response (SOAR) platforms
Repetitive processes can be handled automatically, and a
SOAR platform could be used to respond to a malware attack
as described, or to automatically shut down a virtual machine
if it is found to be infected with a critical vulnerability. Like a
SIEM, these rules or playbooks must be manually written for
the platform to be effective. With so many different tools and
techniques, there is a significant challenge in simply being
able to integrate them. The single common standard for
sharing vulnerability information for many years has been the
Common Vulnerabilities and Exposures (CVE) standard [23],
which is how software vulnerabilities, such as Heartbleed [24]
are communicated for consumption by human and machine
alike. It describes details, such as whether the vulnerability
can be exploited over a network or without authentication to
the host system. In recent years, several other standards have
emerged under the stewardship of Oasis in the form of the
Structured Threat Information eXpression (STIX) standard,
and complementary Trusted Automated eXchange of
Indicator Information (TAXII) standard. These formats are
XML-based and are used to describe all manner of threats,
such as malware or network-based attacks, independent of any
single vendor or implementation, and indicators of
compromise using the embedded CyBOX standard. The
Security Content Automation Protocol (SCAP) is a standard
proposed by NIST [25] that allows for automated vulnerability
management and is in use by many major security solutions.
Common Vulnerability Scoring System (CVSS) is an important
standard because it attempts to add a dynamic weight to a
vulnerability through its environmental score. If a
vulnerability is exposed directly to the Internet, then the
weight is increased to reflect the higher risk of exploitation, or
if mitigated by a network control, it is greatly reduced for the
opposite effect. Other standards exist expressing similar data,
but in summary, there are many standards that support
integration of various security tools and processes.

The integration of various log sources, security platforms
and controls together are an ideal outcome, which in theory
should produce an effective immune system that can detect
and respond to threats more effectively. The reality is far from
the truth. The result of efforts by security vendors to solve
these many problems has resulted in an explosion in
complexity of security tools which require all new skills to be
able to operate and interpret. In fact, deploying new security
tools may not improve security at all, but have the opposite
effect due to a decreasing ability to detect an attack [26]. Even
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in the case where a tool adopts an open standard, such as
SCAP, if other tools in the environment do not at least support
it also, then the ability to integrate is greatly reduced.

I1l. AUTONOMIC CLOUD COMPUTING AND SECURITY

While autonomic computing is a well-defined domain, it
does not hold exclusivity over the main features of an
autonomic system, and cloud computing platforms exhibit
several features which classify aspects as autonomic. Indeed,
Cloud Computing was Autonomic Computing’s major impact
success during its 2" decade [27]. These principles are refined
into just four, so-called self-CHOP.

Self-Configuration
Self-Healing
Self-Optimisation
Self-Protection

Self-configuration is supported by both laaS and PaaS
services to build distributed applications. Etchevers et al. [28]
outline various methods to achieve this. Virtualisation and
corresponding formats are a focus of the paper which
concludes that the formalisms and mechanisms offered by
industry are basic, non-exhaustive and non-extensible. A key
point from the paper is that vendors are moving towards
common APIs, such as OVF to describe applications.
However, the paper does not explore the practice of
configuration ~ management,  which  addresses the
shortcomings identified by providing the ability to
autonomously configure multiple applications and multiple
fine-grained applications. Popular tools in this space are
Puppet, Chef, Ansible and Terraform. Each of these tools
possess a management component or master which configures
new and existing components, such as new servers coming
online via an agent or surrogate agent process. Both the master
and agents are akin to an autonomic manager, which exchange
information on the desired state of an environment and the
actual state. Configuration drift (Figure 2) is where the
configuration of a service differs from the expected
configuration, and it is this that the master attempts to correct
for each service. It does so iteratively through a process called
eventual consistency, in which the master issues commands
over a secure channel to make corrections, and the services (in
fact, an autonomic manager) respond with a snapshot of their
current state. This continues until there is no configuration
drift. This mechanism results in what is a self-healing process
that can operate with any aspect of the cloud that can be
managed programmatically. Configuration management tools
can integrate with any aspect of a cloud environment,
including security controls. This results in a declarative
capability to define the desired state of an environment. While
this implies a static system, these tools also allow rules to be
added which dictate how a system should behave under load
or when failures occur, which gives the environment the
ability to define fault tolerance declaratively and have the
managers enact it. Cloud is also self-optimising because it can
scale many aspects of the environment according to pre-
defined conditions and rules. This ability to pre-programme
the addition and removal of services from the environment
results in apoptotic services. Servers may be started (using the
autonomic  processes available from  configuration
management tools) based on some collection of metrics, such
as requests per second to an application or increased CPU
usage. Then when loads fall back under some threshold
(which could be static or learned over time) servers are shut
down again. The ability to shutdown services in response to
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some environmental event is a key part of an autonomic
security capability. For example, if a server is compromised,
it should be quarantined, snapshotted for forensics, then
shutdown before it can be used by an attacker to traverse the
network. What is lacking in cloud is the integration and
proliferation of these events in a way which is standardised
and in real-time. The environmental event could come from a
SIEM platform or threat intelligence platform using STIX.

Change
Servers are initially

identical Change

Changes
accumulating
overtime

Change
Change

Figure 2. Configuration drift.

The ability to declare what a cloud environment should
look like and have configuration management processes
configure and heal services gives us the ability to build self-
protecting systems. However, this is where the current state of
cloud largely fails to embrace autonomic principles. To self-
protect, a component must be aware of internal and external
threats, and this complexity is why securing any IT system,
not just cloud is becoming exponentially more difficult.
Consider the following incident example:

e Configuration manager defines a network and

application which runs on port 443.

The application uses version 10.1 of a web server.

A new server starts up and it’s agent communicates
with the master to retrieve it’s configuration and install
the application running on port 443.

e The new server reports back to the configuration
manager which compares declared versus actual state,
sees they are the same, so no further action is taken.

¢ Thirty minutes later, the new server checks again with
the master to compare declared state. They are the
same, so no changes are required.

e A new zero day exploit on the web server being used
is found. There is no patch available yet, but metadata
is available.

¢ Anapplication is running for which there is no defence
yet.

There are several possible mitigations for this. The use of
a SOAR platform may be able to automatically shut this
service down or create a firewall rule that blocks traffic to this
port. The issue is that the SOAR does not know about the zero
day to be able to take an action in the first place. A threat
intelligence feed could provide this information
automatically, but there will always be a lag between a zero
day being found and exploited and the time it is detected and
mitigated. Even the associated CVE may not contain enough
metadata to be assist an autonomous security platform, and
there is often a lag of days or weeks before information is
available in the National Vulnerability Database (NVD),
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examined in detail by Ruohonen [29]. In addition, in real-
world scenarios, services are simply not shut down and
security controls automatically configured without oversight,
due to the risk of business outages or even inadvertently
introducing even more vulnerabilities into a system. Security
platforms, such as IBM QRadar Risk Manager [30] disabled
features which allowed the automatic configuration of
security controls for these reasons. Even in an environment
where a mature configuration management strategy is in
place, security tools are in place and well-tuned, incidents
cannot be responded to in real-time.

1V. APPLYING AUTONOMIC PRINCIPLES TO SECURITY

Clearly, there are significant efforts to bring the power of
automation to bear on the dual problem of ever-increasing
complexity, and ever more scarce resources when it comes to
dealing with it. Cloud has nascent support for an autonomous
approach to security in the form of configuration management
tools APIs (though unique to each cloud implementation).
Defence in depth strategies call for multiple independent
components working together to provide layered security, and
while individual controls are effective at addressing specific
kinds of controls, such as protecting a web application or
defending a network, they are not context-aware because they
do not understand the environment in which they are
operating. (This means that if a vulnerability is present, it is
not clear how critical it is. It could be hidden behind many
other controls or exposed directly to the Internet). This is a key
requirement of eight conditions that IBM define [31] as
features of an autonomic system, which are:

e The system is aware of the resources it can access and
why it is connected to other systems.

e It can automatically configure itself based on its
environment.
It must be able to optimise itself for efficiency.
It must be resilient in the face of problems through self-
healing or avoiding issues.
It must protect itself against attacks.
It must adapt to its environment by establishing
connections with adjacent systems.
It should rely on open standards.
It can predict demand for its resources and adapt in a
manner transparent to other systems.

Research in autonomic security is relatively non-existent
but is gaining momentum in industry. Google have labelled
their own initiatives as the “10x SOC”, referring to a security
operations center which can be considered the central nervous
system in an enterprise. The focus of this effort is to address
the issues set out by this paper, in terms of throughput
achieved over current methods [32]. As is predictable for a
vendor publication, prominence is given to specific products,
but nevertheless, it identifies the following building blocks of
an autonomic SOC:

Products, including Chronicle, Looker and BigQuery,
which mirror the functionality of a SIEM in providing analysis
of logs and events.

Integrations to EDR, SOAR, etc.

Blueprints, including network forensics and telemetry.

Content, which includes rules, logs and security detection
playbooks.

Despite originating from a deeply technical company like
Google, their full paper [33] does not propose an autonomic
solution, and falls short of any kind of technical insight into
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an approach, but it does serve to underline the finding of this
paper so far, and that is the components are available to build
an autonomous system. What is lacking is cohesion in the
form of an autonomic communications channel and
standardised message formats. This paper has identified
several open message formats that can be used to
communicate security information between all kinds of
components.

Thus, reviewing the eight attributes of an autonomic
system and combining it with what has been identified so far
in terms of cloud and security technology, we can map the
eight autonomic principles as defined by IBM to an autonomic
security solution for cloud environments.

e It can be aware of systems that it is connected to via
the use of configuration management declared state.

e It can configure itself and other components via
configuration management agents.

o |t can optimise itself through metrics gathered from the
environment via manager components and data
generated by the cloud platform to block threats not
previously seen.

o |tcan self-heal by turning off infected or compromised
hosts using SOAR or restarting services that
unexpectedly crash or fail.

e It can protect itself by declaring known state, and
fixing configuration issues if configuration drift is
detected.

e It can partially adapt to its environment by using the
declared state to understand adjacent systems and use
environment information to modify its own behaviour.

e Many open standards exist which allow components
to communicate, such as STIX, TAXII, SCAP and
ATT&CK.

e |t can predict demand and future events by using
environment information and threat intelligence data.

To achieve an autonomic solution, cloud and security
technology must operate as a single immune system, rather
than as vestigial appendages to one another.

V. AN AUTONOMIC INCIDENT RESPONSE SYSTEM

This paper has summarised the many challenges facing
security practitioners as they secure and defend their platforms
against both internal and external actors. It has also researched
the current state of cloud as a means for managing complex
distributed applications. In doing so, a complex and
heterogenous landscape of point solutions and loose
integrations has been identified which increases complexity
rather than reduces it. Proposing a solution which introduces
yet another security tool to actively manage will not resolve
the issues in a meaningful way. Therefore, the following must
be true of any solution:

e The solution must augment existing tools and
platforms. i.e., the solution should utilise existing
security services or agents as their managed
component.

e The solution should adopt autonomic principles in a
manner which does not increase the cognitive load on
security practitioners. It will do this by automating
incident response and cutting the human out of the
loop.

e The solution must adopt open standards to enable
messages and knowledge to be shared among
components of the solution.
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An autonomic solution requires that the following
components be present in the solution:

e An autonomic element which is a combination of a
managed component and an autonomic manager

e The managed component which in this case could be
any kind of security apparatus that we would to
managed autonomically, e.g., a firewall or user access
list.

e The autonomic manager, which operates the
managed component based on feedback, such as
messages received from the environment.

e Communication between the autonomic elements will
be achieved with an autonomic communications
channel. As part of this, messages will be formatted
according to open standards, such as STIX, CyBOX
and SCAP.

The environment should be considered as the full extent
of a cloud deployment which hosts infrastructure that provides
some value, of any combination of services. In the case of a
website, this could be virtual machines, databases, message
queues and an in-memory cache, for example. A defence in-
depth strategy (Figure 3) calls for multiple layers of security.
The solution proposes that each logical layer of such a strategy
is secured by an autonomic element as described.

| Autonomic Communications Channel |

Managed Securty
Companent

Inemal network

Figure 3. Autonomic defence in depth.

Autonomic elements must consume and emit the
following kinds of messages:

¢ Indicator of compromise data will be passed between
autonomic elements using the OpenlOC standard. This
is our reflex signal, to which the system is expected to
respond, which should result in a mitigation. Examples
of this message may be an 1oC for a piece of malware
identified by an EDR solution (the managed
component) and published to the autonomic
communications channel by an attached autonomic
manager.

¢ Vulnerabilities will be expressed using the CVE
format and associated Common Platform Enumeration
(CPE) format which allows specific operating system,
package, and version information to be expressed. An
example message would specify that OpenSSL version
1.1.3 on Linux has a critical vulnerability.

e Mitigations required for managed components will be
passed using the SCAP standard, which contains
machine readable data expressing how the
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environment state should be modified to remediate a
vulnerability, possibly an apoptotic response to the
reflex signal. An example SCAP message would
specify that a certain Windows 11 Pro service should
be disabled.

A scalable and fault tolerant message bus, such as Kafka
or RabbitMQ will constitute the autonomic communications
channel which each autonomic manager will both subscribe
and publish to. These message queues are built to ensure that
messages are always delivered and can scale up to many
millions of messages per second, so important security events
are guaranteed to be delivered. Each managed component is
an existing security control or cloud service. The autonomic
manager integrates with it via existing APIs and acts as a
gateway between control specific messages and the
standardised formats the solution is relying on. While each
autonomic element receives every reflex signal being
triggered, it is up to each specific element to decide how to
react to it, and if it also needs to transmit a reflex signal in turn.
By combining both cloud services and security controls into a
single autonomous system, an immune system is created
which removes the need for a human in the loop because
existing security tools integrate poorly with the environment
they are protecting.

To understand how the solution would work, consider
Figure 4. AM5, which manages a vulnerability scanner,
detects a vulnerability on a VM and emits an SCAP message
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with remedial details. AM4 receives the message and issues a
system command which updates the environment state with
the remedial action and the change is made as configuration
drift has occurred between the desired state and actual state.
AM1, AM2 and AM3 receives the message but does not
perform any action.

In another scenario, AM3 detects that data is being sent to
an unauthorised IP outside of the environment. It emits an
OpenlOC message. AML1 receives the message and instantly
enacts a change to the environment to block this network
traffic. In addition, AM2 receives the message and queries the
Cloud Armor Web Application Firewall (WAF) for all traffic
sent from the offending external IP address and emits an
OpenlOC message. Upon receiving the message AM5
conducts a vulnerability scan of the web applications being
hosted that interacted with the external IP, based on the
messages from AM2.

At no point in these interactions is a human necessary to
perform any action. This fact is the advantage of an autonomic
security solution, as the workload on security practitioners is
greatly reduced.

VI. CONCLUSIONS

So far, the security industry has failed to take advantage of
the many features covered by this paper, and only increased
the complexity of systems overall, failing to take advantage of
autonomic principles in favour of artificial complexity.

70



IARIA Congress 2023 : The 2023 IARIA Annual Congress on Frontiers in Science, Technology, Services, and Applications

Taking a devil’s advocate position, a serious ethical issue with
the solution is the consumption of data which has historically
been heavily biased against network traffic originating in
certain regions, and weight that traffic is much more
negatively based on this fact alone. In this solution, this will
manifest itself in the number of I0oCs being flagged as
originating in regions, such as Russia or China. The root cause
of this is the bias in threat intelligence which is either directly
or indirectly consumed by security tools and cloud platforms.
This will directly lead to users from those areas being treated
differently than others based on an explicit bias. However, the
move to purely autonomous security platforms can greatly
reduce this issue by removing very real cognitive bias
introduced by human operators. Of course, the irony of the
tendency to instantly associate any activity from Russian and
Chinese sources is that although both these countries are
undeniably involved in cyber warfare as nation states [34], in
the case of Russia at least they have not launched a mass
surveillance and illegal wiretapping campaign to match the
scope of that perpetrated by GCHQ and the NSA in the form
of the PRISM programme [35]. So, in this case, a very real
bias results in blind spots as teams may not consider ‘friendly’
nation states as potential sources of attack. This is underlined
by the simple fact that attempting to search for material
associated with nation state threat actors will yield results that
are almost exclusively non-western countries. Finally, to
underline the effect of cognitive bias, consider the conflict
between Russia and Ukraine and its impact on the security
practitioner. Given the clear distinction in the roles of
aggressor and victim as portrayed in western media, this could
result in a human unconsciously giving more weight to a
Russian loC than a Ukrainian loC. The ability for an
autonomous system to operate purely on observations and data
effectively negates this very real shortcoming in ‘human-in-
the-loop’ security platforms. Lastly, it is worth noting (at least
as of 2013) that Russia was only fourth in the rankings for
sources of cyber-attacks, while the US was second [36].
Autonomicity provides the opportunity to remove bias from
the system along with its stated aim of intelligent self-
management.
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Abstract— This paper aims to review the current state of the
art of autonomic computing as it relates to the management of a
fleet of drones being used for surveillance. Drones, for the
purposes of this paper, refer to unmanned aerial vehicles that
incorporate sensors for autonomous detection and surveillance.
As economies of scale and improvements in the technology
continue to materialize, fleets of drones become a viable
commercial option to perform surveillance. In order to ensure
self-management of these complete systems, an architecture is
proposed to ensure the self-Configuring, Healing, Optimizing
and Protection (self-CHOP) properties of the system are
realized. The theoretical implementation of this autonomic
computing solution is then discussed with respect to both its
advantages and ethical implications.

Keywords—Autonomic Computing;
management.

UAV; swarm; self-

I. INTRODUCTION

Autonomic Computing is a term originally derived and
proposed by IBM in 2001, which describes the area of self-
governing systems [1]. It has been compared with some
biological functions of the human body which are essentially
self-managed, not requiring conscious thought, such as the
nervous system which self regulates the body [2]. As the
predicted increase in complexity of computer systems would
far outweigh the number of operators required to maintain
them at that time, it was imperative to develop a discipline of
computing whereby the systems would manage themselves to
a certain degree, often occurring in the background
unbeknownst to both the user and the operator [3]. This initial
concept gave rise to the idea of the CHOP properties, which
defines self-managing systems as being self—configuring, self-
healing, self-optimising and self-protecting [4]. The self in
this instance refers to the information system [5].

Recent improvements in drone technology, or more
specifically Unmanned Aerial Vehicles (UAVS), which
incorporate autonomous flight capabilities, have led to the
ability to deploy UAVs in commercial settings for
surveillance purposes [6]. There are still many hurdles to
overcome with respect to the technology, however,
incorporating a fleet of UAVs will become increasingly
commercially viable as the technology scales and the scope of
work/area of surveillance increases [7].

One distinction that is important to make is the difference
between the terms autonomous and autonomic. Although IBM
initially described Autonomic computing as self-governing
[1], a more recent distinction between autonomy and
autonomicity is that autonomy is self-governing and
autonomicity is self-managing. Self-governing relates to the
“delegation of responsibility to the system to meet the defined
goals of the system (automation of responsibility including
some decision making for the success of tasks), whereas
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autonomicity is system self-management (automation of
responsibility including some decision making for the
successful operation of the system)” [8].

Surveillance systems using UAV technology have the
advantage of being adaptive with respect to automation for
both flight controls, altering coverage and improving flight
efficiency, as well as the object or risk detection models used
to power the sensing portion of the system. This is particularly
important where surveillance is used as a deterrent to criminal
activity or threats, as individuals that pose the threat may adapt
to the safeguards put in place, thus there is more scope to keep
up with any potential changes in the behaviour of those that
pose the threat.

The main objectives of this paper are to:

e ldentify the current state of the art in UAV
surveillance technology.

e  Outline requirements of an autonomic system as
it relates to a surveillance system comprising of
multiple UAV’s.

e Propose an autonomic solution to ensure
appropriate self-management as fleets of UAV’s
begin to scale.

e Consider both the suitability and ethical
implications of this proposal.

The format of the remainder of this paper is organised in
the following manner: Section 2 details previous work carried
out relating to the development and use of autonomic
computing, focussing on its use in multi agent systems.
Section 3 introduces an architecture that could be
implemented to ensure self-management of the system.
Section 4 discusses the results and provides a conclusion to
the study.

Il. RELATED WORK

A. Autonomic Computing

A self-managing or autonomic system is summarised in
[9] by four general properties, which include both objectives
and attributes. The objectives of the system are to be self-
configuring, self-healing, self-optimising and self-protecting.
The attributes help to define the implementation of the system
in order to achieve the objectives and can be categorised as
self-aware, self-situated, self-monitoring and self-adjusting
[10]. This is represented as a quality tree presented in Figure
1 and accurately captures the elements of autonomic
computing [10].
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Figure 1. Autonomic Computing Tree [10].

a) Self-Configuring
This can be described as the system’s ability to
“automatically install, configure or integrate new software
components” [10] or more simply, the ability to “readjust
itself automatically” [9].

b) Self-Healing

This is the ability of the system to recover from a fault,

including identifying the fault and repairing it where possible.
c) Self-Optimisation

This is the system’s ability to improve its performance
against its ideal performance, which is known by the system,
by measuring its current performance and implementing
policies that attempt to improve it.

d) Self-Protecting

The system will have awareness of potential threats and
will defend itself from these threats, whether they be
accidental or malicious in nature.

The autonomic element, shown in Figure 2, is a control
loop that manages the self-monitoring of a system, which was
coined as MAPE by IBM. This refers to the functions of
Monitoring, Analyzing, Planning and Executing [11]. The
autonomic managers also communicate with each other using
a reflex signal, which ensures the robustness of the system.

Autonomic element

Managed component

Autonomic manager (AM)

Self-monitor I
|

n/
Knowledge ” Adapter/planner I

Self-adjuster

Self-aware

Environment-
aware

Reflection

e

AM=AM
communications

. Reflex
" signal

Environment
monitor

———¢

Autonomic communications channel

Figure 2. Control loops in an autonomic element [11].
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B. Heartbeat Monitoring

The reflex signal, introduced in the previous paragraph, is
a crucial element in the design of autonomic systems and
heartbeat monitoring can enable achieving this. It is noted in
[4] that there is a facility designed within Grid computing to
detect and report on whether processes are still alive. The idea
behind heartbeat monitoring is that a process or agent within
a system continuously broadcasts a signal to indicate its
health.

The important aspect of heartbeat monitoring is that it
reduces the amount of data sent by an agent or process, by
just transmitting a simple signal. It is only in the absence of
receiving this signal that the reflex signal then performs more
complex tasks and more detailed information can be sent
[11].

Ultimately, this can then be used to ensure the self-CHOP
objectives can be met by the system.

C. UAVs

The concept of a large fleet of UAV’s operating
autonomously and self-managing using autonomic
computing methods with a surveillance objective as topic for
investigation was inspired by research carried out for NASA
on the use of swarms for future missions, where a swarm
describes a “large number of simple entities that have local
interactions (including interactions with the environment)”
[12].

The limitations in the use of induvial UAVs are
highlighted in [13], noting the limited battery life and field of
view and suggests a swarm of UAVs working in
collaboration with each other as a sustainable solution. It is
quite evident from recent studies that the main stakeholders
when it comes to swarm technology for surveillance are
world militaries [14], [15], [16]. This raises some ethical
concerns with respect to the development and improvement
of the technology.

In a review of communication architectures for swarms
of UAV’s by [17], autonomic computing, as per the goals,
objectives and attributes outlined in Figure 1, is not referred
to specifically, and is not encompassed by the architectures;
however, many aspects of autonomic computing are
considered.

A more robust autonomic computing approach to
communication between multiple agents is taken by [18],
where computer vision is the primary method of
communication using optical character recognition.

The following section attempts to improve on the swarm
communication architecture by implementing an autonomic
computing approach, inspired by [18], with due consideration
to each aspect of the system goals.

I11. AC/DC ARCHITECTURE

A comprehensive review of UAV swarm communication
architectures is provided in [17]. The “Single-Group Swarm
Ad hoc Network” architecture is used as the baseline
architecture in this proposal and will be enhanced using
lessons learned from [18]. A schematic of the infrastructure is
shown in Figure 3, where U-T-U stands for UAV-to-UAV
communication and U-T-1 stands for UAV to base
infrastructure communication.
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Figure 3. Single-Group Swarm Ad hoc Network architecture [17].

In a “single-group swarm Ad hoc network”, there is no
dependence on the base station infrastructure providing
communication to all UAVS, therefore eliminating a single
point of failure in the system. At any given instant, the closest
UAV to the base station infrastructure, known as the “gateway
UAV” sends and receives information at high power, with
only low power transmission being required to transmit and
receive information between the remaining UAVSs.

Although “UAVs in the swarm can share situation
information in real time to optimize collaborative control and
improve efficiency” [17], loss of the gateway UAV may
constitute a single point of failure if the loss is not managed
appropriately, and this is where an autonomic solution fits in
perfectly to maintain the continuous deployment of the swarm
without human intervention. This is due to the fact that the
gateway UAV contains additional transceivers to allow it to
communicate at high power to the base station infrastructure.

An enhancement is proposed for this infrastructure by
including heartbeat monitoring, similar to that described in
[11] [18]. Autonomic elements, as per Figure 2, will be
incorporated in each individual UAV of the swarm, as well as
the base station infrastructure.

The concept is that each UAV in the swarm will be
emitting an “I am alive” signal. This will be received by both
surrounding UAVSs using the U-T-U communication and by
the base station infrastructure using the U-T-1 communication,
for the UAV sending the high-power transmission. If this
signal is not received at any instance, then an algorithm, as
specified in Figure 4, will be executed.

Swarm autonomously performing surveillance of environment
if "I am Rlive" signal not received then
Determine last known GPS position
Closest UAV to the GPS position self identifies
Closest UAV moves to within imaging range of the gps position
Closest UAV runs computer vision algerithm for detection of obstacles and UARVs
If unexpected objects found by computer vision then
Relay signal to reconfigure the route planner for the swarm
Elsif threat is identified by computer vision then
Relay signal to reconfigure the route planner for the swarm
Report threat findings to base station operator
Endif
If lost UAV found by computer vision then
Send communication of updated GPS location and video for recovery team
Endif
If signal received by base station then
Dispatch new Gateway UAV to replace lost UAV
Establish new connection between the gateway UAV and the swarm and base station
Else
Dispatch generic UAV to replace the lost UAV
Endif
Endif

Figure 4. Proposed algorithm for reflex signal, inspired by [18].
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The successful implementation of this algorithm will rely on
the swarm of UAVs and the base station operating as
autonomic managers and it aims to:

1) Dispatch a new UAV: This will ensure self-healing of
the system is achieved, specifically addressing the issue of
gateway UAV loss and re-establishing the connection
between the swarm and the base station infrastructure.

2) Send the closest UAV by GPS position: This is carrreid
out to monitor the location of the lost UAV and identify any
obstacles or threats and the location of the lost UAV. This
ensures the system achieves the self-protection objective, if
threats or new obstacls do exist.

3) If applicable, update the routing plan for the swarm:
Based on the findings from point 2, this aspect will help
achieve the self-configuration and self-optimisation of the
autonomic system by ensuring repetition of the UAV loss will
not occur due to spacial or external threats.

4) If applicable, send information on lost UAV: Also,
based on the findings from point 2, this aspect will help
achieve self-healing to a degree, although the underlying
motivation for the execution of this procedure is for an
operator to use this data for physical retrieval and inspection
of the site of the loss.

IV. CONCLUSION & FUTURE WORK

The proposed autonomic solution is an enhancement to the
current state of the art of UAV swarm communication
technology, as informed by the reviewed literature. The main
advantage of incorporating an autonomous computing
element to the swarm architecture is ensuring self-
configuration and self-healing of the system, particularly in
the case where the gateway UAV is lost.

The heartbeat reflex signal methodology is a good fit for
the autonomic elements of this architecture, as it is imperative
for UAVs to consume as little power as possible and a simple
signal achieves that requirement. The result of the
implementation, which achieves the self-CHOP objectives,
will be UAV swarms operating without operator intervention,
for the most part, though it is noted that the physical nature of
robotic swarms will always require some physical
involvement.

Although this enhancement will improve upon swarm
route optimisation and threat avoidance, a real ethical concern
is raised, as military usage of these swarms is inevitable. It is
difficult to state, prior to implementation, if this could be used
purely defensively, or offensively also. However, it is clear
from both the research carried out and the reasons behind
implementation of the autonomic elements of the system, such
as healing due to loss of UAVs and optimisation after
identification of threats to the system, that military use is the
use case that would ultimately benefit the most.

Autonomic computing and its implementation in systems
is not as widely known or publicised as autonomous
implementations, however it is clear from the research carried
out for this paper and the potential implication of the
implementation of the proposal in this paper, that without
autonomic computing, the autonomous algorithms may be
rendered useless.
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Abstract - The use of cloud computing has grown at an
exceptional rate, with offerings from major cloud providers
removing the requirement for organisations to acquire and
maintain their own infrastructure. However, the complexity of
computer-based systems deployed to the cloud means that
efficient and effective management of resources is difficult for
humans to achieve. The application of autonomic computing to
this environment has solved the problem of complexity and
management by creating systems that can self-manage through
self- and environmental awareness. This work aims to
investigate how the application of autonomic computing has
advanced the field of cloud computing with an overview of
historical developments, current state-of-the-art solutions, and
expected future trends. Investigation shows that optimisation of
cloud services with respect to operational costs, energy
consumption, Service Level Agreements (SLAs), and Quality of
Service (QoS) has, and remains to be, an active area of research.
With the protection of data and services in the cloud being a
priority for users, we discuss advancements in the application of
security-aware components for autonomic cloud computing.
Ethical implications of cloud computing are discussed,
principally the energy consumption of data centres, highlighting
the growing research in the field of energy efficient computation
and resource management. The contribution of this paper is
Systematization of Knowledge (SoK).

Keywords — Cloud Computing; Autonomic Computing;
Autonomous Systems; Service Oriented Architecture.

I. INTRODUCTION

Cloud computing has dramatically changed the way
businesses approach creating, deploying, maintaining,
scaling, and financing their information technology services.
Small to Medium-sized Enterprises (SMEs) can benefit from
accessing vast computational resource without the
unaffordable upfront costs of provisioning and maintaining
their own hardware or data centres [1][2]. Additionally, the
diverse offerings from cloud computing providers today
appeals to a range of consumers, from SMEs to large
multinational corporations. The adoption rate of cloud
technologies over the last few decades has been high and it is
expected that organisations will continue to embrace cloud
computing, with adoption of public cloud services
accelerating [3][4].

Simultaneously, organisations have been working on
improving the dependability of their systems. In an
increasingly technological world, the reliance on computing
systems is more important than ever. The criticality of
computing systems is such that unplanned application
downtime and critical IT failures can have massive business
impact — potentially costing large organisations hundreds of
thousands of dollars per hour [5]. Autonomic computing is an
area that emerged to help address the challenge of creating
reliable, fault tolerant, self-managing systems. The principles
of autonomic computing are now commonplace, having
already been incorporated into many computing systems.
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Work in the area has proposed that all computer-based
systems should indeed be autonomic [6].

The aim of this paper is to detail how the principles of
Autonomic Computing have been applied throughout the
emergence of Cloud Computing. This section continues with
“what is Cloud Computing?” and “what is Autonomic
Computing?”, followed by a history of the areas in Section 2.
Section 3 then looks at the current state of the art, and Section
4 describe potential future trends before the paper concludes.

A. What is Cloud Computing?

Cloud computing is a method of utilising remote
computing resource and capacity provided by means of an
Internet service [7]. It has become customary in the field of
cloud computing to describe cloud service models with the
“as a Service” (aaS) phrase — prepended by the technology on
offer [8]. Although there have been many takes on this “as a
Service” approach — the major cloud service providers have
generally adopted a three-tier approach, each tier
representing a distinct level of resource abstraction and
control. They include:

1. Software as a Service (SaaS)
2. Platform as a Service (PaaS)
3. Infrastructure as a Service (laaS)
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Figure 1. Representation of resource abstraction and level of control for
the three main service models [9].

Figure 1 shows an example of how the level of control
between the cloud provider and the customer varies between
service models.

B. What is Autonomic Computing?

Inspired by the autonomic nervous system where bodily
functions are unconsciously regulated, autonomic computing
is a design model that aims to create computer-based systems
that, through self- and environmental awareness, act to self-
Configure, self-Heal, self-Optimise, and self-Protect (self-
CHOP) [6][10].
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An established method for achieving self- and
environmental awareness in computing systems is by use of
autonomic managers [11]. An autonomic manager cycles
through a four-step control loop entailing Monitoring,
Analysing, Planning, and Executing (MAPE) managed
elements in a system, while consulting Knowledge (MAPE-
K). Sensors collect information from the autonomic element
and from its environment, with effectors able to complete
executable tasks to accomplish system adaptation [12].
Figure 2 shows the high-level design of an autonomic

manager.

Policy
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Change
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Figure 2. Autonomic manager utilising a MAPE-K control loop [11].

The monitoring stage collects information from the
managed resource and prepares this data for analysis.
Information collected may include data, such as performance
metrics, capacity utilisation, response times, and health status
of other managed elements in the environment.
Communication between autonomic managers, including
reporting of their health status, can facilitate self-healing and
self-protecting mechanisms [13][14].

The analysis stage is responsible for determining if self-
adjustment is necessary based on the data presented by the
monitoring process. Comparison between the current state of
the system and the ideal state of the system, dictated by
policy, supports decision making at this stage of the control
loop. Predictive forecasting techniques can also be utilised to
determine the likelihood of self-adjustment in the future,
allowing for pre-emptive change in the system to facilitate
self-CHOP behaviour.

The planning stage naturally follows the analysis stage.
If analysis determines that change is necessary, the plan acts
on the change request to structure the workflow.

Execution puts the change workflow into action to
update the state of the system through effector interfaces with
managed resources.

Knowledge extends the standard MAPE control loop,
allowing data to be shared between each of the four stages
and between multiple autonomic managers in a system.
Knowledge in an autonomic system may include information,
such as decision-making governance policies, symptom
diagnostics, and solutions.
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Il. HISTORY OF THE AREA

The emergence of cloud computing has provided many
benefits to users including increased flexibility and
scalability of resources, reduced time to market for
applications, and financial savings on infrastructure cost and
maintenance. However, the growth of this field has increased
the complexity of computer-based systems making it harder
for humans to manage, further emphasising the importance of
autonomic computing to create self-managing systems
[15][16].

A. Runtime Management

Large-scale distributed applications deployed to the
cloud are adaptive and evolve throughout the lifetime of their
execution. Early research identified the benefit of non-static
techniques, which continually assess the demands and
priorities of systems at runtime. One such proposed
architecture was the Autonomic Runtime Manager (ARM),
which used MAPE techniques to self-optimise the system.
Experiments using wildfire simulation showed that the use of
dynamic ARM optimisation improved performance by up to
45% compared with static techniques [17].

B. Service Level Agreements

Autonomic computing as a concept showed great
promise for the management of infrastructure, however some
outstanding issues meant that application within a cloud
environment was not a simple task. Notably, existing
frameworks did not account for virtualisation layers, and
conflicts could arise between SLA and other targets, such as
energy efficiency. This led to research proposals, such as
extending the traditional MAPE-K loop to include an
Adaption phase to balance virtualisation in the cloud. The
adaptation phase of the suggested A-MAPE-K loop could
establish SLA contracts, tailor monitoring processes, or
handle attribute inconsistencies prior to application
deployment [18]. The result being that cloud providers and
consumers could create SLAs on demand, with self-
management of infrastructure considering multiple goals
simultaneously. Other work included flexible and reliable
management of SLAs, with improved monitoring to prevent
SLA violations [19].

C. Scaling Optimisation

The ability for cloud consumers to scale up their
resources when required, and decommission or scale down
when demand is reduced, has been one the greatest benefits
of cloud computing. This elastic quality reduces the need for
vast resource redundancy in preparation for peak demand —
the infrastructure can simply scale up its capacity during peak
times. This has the benefit of reducing the running costs for
cloud providers, with cloud consumers only paying for the
resources that are needed to maintain QoS. However, the
processes involved with scaling resources up and down take
time and have associated costs and therefore research has
aimed to optimise this autonomic process. One such paper
utilises machine learning techniques to classify Virtual
Machines (VM) in a system during the analysis stage of the
MAPE-K loop [20]. The VMs are labelled with a status of
“Normal”, “Underutilized”, or “Overutilized” at each layer of
the system based on their workload.
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Figure 3 shows how labelling the VMs can inform the
autoscaling decision process at each layer. Experimental
results of simulations using this method discovered benefits
including improved VM utilisation, shorter response times
for customer requests, and lower operating costs for the cloud
consumer.

I1l. CURRENT STATE OF THE ART

Work in the field of autonomic cloud solutions is well
established [43]. Indeed, Cloud Computing was Autonomic
Computing’s major impact success during its 2nd decade
[43].

Figure 4 shows a proposed taxonomy of the field, based
on literature review, showing existing solutions categorised
as either feature or parameter based [21]. The taxonomy is
further divided into autonomic management, performance
management, security-aware, and QoS-aware solutions.

A. Autonomic Management

Service, workload, and resource management are all
types of autonomic management methodologies actively
studied in research.

Service management concerns the ability to effectively
manage the autonomic processes to abide by SLA and QoS
agreements between cloud consumers and cloud providers.
The efficiency of this process has been actively studied, with
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research revealing innovative solutions to improve on the
existing methods. One such solution used a game theory
approach to manage capacity of laaS services [22]. Using
simulations and real deployments to Amazon EC2, they
report efficiency improvements of up to 70% when compared
with other state of the art solutions. Other research has shown
how an unsupervised machine learning approach can
improve the performance of autonomic cloud managers,
reporting reduction of SLA violations by up to 62% [23].

Workload management is important for adapting to the
heterogenous demand throughout the system lifecycle. The
trade-off between the benefit of auto-scaling and the cost of
addition resources on the cloud has been an area of interest in
industry and an active research topic. In the context of cloud
web applications, one paper proposed an autonomic approach
to optimise profits through consideration of revenue and costs
models alongside performance objectives [24]. Although the
scalability of the cloud is one of its greatest selling points,
this research highlights the need to assess the business
requirements to ascertain if the revenue generated by the
additional resources will justify the costs of those additional
resources. Their autonomic solution, implemented in a hybrid
cloud setting, showed considerable profit improvement
compared with other baseline methodologies.

Resource management is concerned with the availability
and optimisation of resources at system runtime. It is
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important that resources are highly available to meet QoS
demands, and that they are adequately utilised for greater cost
benefit to the cloud consumer. An autonomic approach to
resource provisioning has been presented, which uses
Bayesian learning techniques and time series prediction
models for scaling decisions in fog computing environments
[25].

C. QoS-Awareness

It is obvious that computing systems that can achieve
higher QoS ratings will deliver greater benefit to
organisations. The ability for autonomic systems to have
QoS-awareness [29] is therefore another area of interest in
research. An example of this research is a proposed
“Agriculture as a Service” [30] using a QoS-aware autonomic
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Figure 4. Overview showing the taxonomy of existing autonomic cloud solutions based on review of literature [21]. |

Simulation results of this novel approach shows benefits,
such as decreased operating costs, decreased delays, and
higher resource utilisation. Another approach that uses
Reinforced Learning (RL) combined with autonomic
computing benefitted from cost reductions of up to 50%
whilst increasing resource utilisation by up to 12% [26].

B. Security-Awareness

The increased interest in cloud computing has
necessitated consideration of how to protect systems
deployed on such infrastructure. In the spirit of autonomic
computing, self-protection is a key requirement of any
system. Predominantly, self-protection of cloud resources
and cloud data have been of significance in research.

It is important that sensitive data used in the cloud is
protected in storage and during transmission to and from the
cloud. There have been encouraging proposals to improve
existing systems in this area [27]. Furthermore, existing
security techniques have been evolving to better protect
resources on the cloud. One of the latest proposals in this
area, a system called SECURE [28], has shown promising
improvements over other techniques, emphasising better QoS
during security attacks.

Copyright (c) IARIA, 2023. ISBN: 978-1-68558-089-6

information system. The system gathers information from
Internet of Things (1oT) devices and, through analysis of QoS
objectives with the use of fuzzy logic, makes appropriate
decisions that are autonomically implemented. Simulations
have shown resource management benefits of the system
including lower execution costs, lower latency, and shorter
execution times when compared with existing systems in the
area.

D. Performance Management

The amount of computing power necessary to facilitate
the scale of cloud computing today creates an ethical
conundrum. The greater demand for processing capacity is
causing energy consumption of cloud technologies to
continuously grow. As mentioned, the adoption of cloud
computing is likely to continue accelerating therefore it has
become important to investigate other methods of addressing
energy consumption in the cloud. This is where performance
management plays a role, aiming to improve performance
efficiency of cloud systems (getting better performance for
the same energy usage). A proposed system called DREAM
[31] tackles the issue of high energy consumption in mobile
cloud systems. Their system specifically addresses high
energy consumption related to cloud CPU and network usage
by smartphones. Through optimisation techniques they were
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able to show energy reductions of up to 35% compared with
other methods with similar performance.

IV. POTENTIAL FUTURE TRENDS

We have already seen many examples of successful
implementation of autonomic cloud solutions and
improvements. However, some areas will benefit from
continued research and innovation.

A. Cloud Privacy and Security

Relinquishing control of system and user data to the
cloud provider will be a concern for many cloud consumers,
therefore, work in the field of security-aware solutions will
continue [32]. It has been speculated that the emergent field
of “confidential computing” is the future of the cloud [33].
Confidential computing gives cloud consumers full control
over their sensitive workloads. It explicitly details the
computing components that they must trust, whilst providing
strong protection from other components, and preventing
attacks from other cloud users. Although still in its initial
stages, it is expected that the field will grow rapidly to
become as popular as some of the most prevalent privacy
mechanisms of today.

B. loT Ecosystems

Although seemingly two independent fields, the 10T and
cloud computing are closely linked. IoT “generally refers to
scenarios where network connectivity and computing
capability extends to objects, sensors and everyday items not
normally considered computers, allowing these devices to
generate, exchange and consume data with minimal human
intervention” [34]. Quite often, it is cloud computing services
that are facilitating loT devices, but as the number of
connected devices increases, cloud technologies are
struggling to sustain real-time demand [35]. It is expected
that research will continue to investigate autonomic
processes to handle the complexity and demands of loT
systems [36]-[39].

C. Energy Consumption and Sustainability

As mentioned, the enormous demand for computational
processing and data storage on the cloud means that energy
efficiency is a high priority topic. Data centres consume huge
amounts of energy with high utilisation of resources, large
operating costs, and substantial carbon footprints. In addition
to using cleaner energy sources to power data centres, it is
paramount that progress continues in the field of
computational energy efficiency. We have already described
some of the successes in this endeavour, but it is expected
that research and development into energy-efficient
computation will continue to improve as energy consumption
of the cloud grows [40]-[42].

V. CONCLUSIONS

Autonomic computing has been a key facilitator in the
advancement of cloud computing. With the scale and
complexity of cloud computing systems growing, autonomic
computing has helped deal with the difficulty of managing
these systems. Autonomic computing has shown great
advantages, including improved dependability of systems,
through the ability to self-configure, self-heal, self-optimise,
and self-protect.

Copyright (c) IARIA, 2023. ISBN: 978-1-68558-089-6

Historically, we have seen the challenges and successes
of applying autonomic principles to a cloud infrastructure.
The ability to manage autonomic elements at runtime in a
heterogenous environment was achieved with innovations on
the topic of ARM. SLA violations drove advancements in
autonomic techniques to create a tailored approach for cloud
applications, for example the proposal of an A-MAPE-K
control loop within autonomic managers. Furthermore,
identifying that the process of resource scaling could be
optimised with respect to time and cost saw the introduction
of other technologies, such as those used in machine learning,
to support decision making.

Evaluation of the current state of the art highlighted new
innovative solutions alongside considerable improvements to
existing autonomic techniques in the cloud. Autonomic
management solutions have been able to drastically reduce
SLA violation occurrence rates, increase resource utilisation,
and reduce operational costs of resources resulting in
increased profit. Development of self-protecting security-
aware solutions has expanded on existing security techniques
whilst improving the QoS of systems under attack. QoS-
aware systems have shown resource management benefits
including lower costs, improved latency, and shorter
execution times. Performance management research is
extremely important for both cloud providers and cloud
users, with the aim being to improve energy efficiency of
computation. Innovation in this field has shown promise with
proposed solutions achieving considerable energy reductions
whilst maintaining performance.

The current state of the art in autonomic cloud
computing is promising. Further work in the area will likely
see optimisations with respect to self-CHOP and MAPE
mechanisms in cloud-based computing systems. As the
digital age continues, with more and more data generated
every day, the importance for cloud providers to handle data
in an efficient and secure manner will increase. It is expected
that optimisation of cloud security will continue to be an
active research topic in the future. Additionally, in the interest
of sustainable ethical practices and Corporate Social
Responsibility (CSR), cloud providers are becoming
increasingly pressured to address the scale of their
operational energy consumption. With the vast energy
demands of data centres used to provide cloud computing
services continually growing, it is expected that research into
energy efficient computation will long continue.
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Abstract—Autonomous Vehicles (AVs) offer huge potential
benefits to society in terms of safety, business opportunities and
improved transport experiences. But AVs are very complex, and
although prototypes have been successfully tested on public
roads, major challenges remain before the technology can be
rolled out to the mass market. This Systematization of
Knowledge (SoK) paper looks at how the techniques and
solutions developed in Autonomic Computing (AC) could be
applied to AVs to help overcome some of these challenges. It
gives some specific examples and concludes that while more
research and development is needed, it is already clear that AC
will need to be a central component of AV technology.
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l. INTRODUCTION

Autonomous Vehicles (AVs) offer huge potential benefits
in areas, such as:

o Safety. The World Health Organisation estimates there are
about 1.25 million fatal traffic accidents per year, and the
US Department of Transport estimates 93% of accidents
are caused by driver error [21]. AVs have the potential to
significantly reduce these figures.

o Business opportunities. AVs have the potential to improve
efficiency, and free up driver time for other tasks.

e Improved consumer centric experience. AVs will facilitate
easier access to personal transport for disabled or young
people, autonomous parking and improve traffic
conditions.

AVs have been in development for several decades, and
further development will be needed before they will be ready
for the mass market. Section Il of this paper looks at the
history of AV technology. Section Il gives an overview of
Autonomic Computing. Section 1V outlines the challenges
still facing AVs and Section V looks at how the principles of
AC could be applied to AVs to help overcome the challenges
and achieve the benefits outlined above.

1. HISTORY OF AUTONOMOUS VEHICLES

An AV, sometimes referred to as a “self-driving car”, is a
vehicle that can operate without input from a human driver.
Early concepts proposed embedding guidance systems in
roads. But, by the 1980s, car manufacturers and research
universities had switched their attention to vehicles that were
self-navigating, and this has been the main focus of attention
since then.

The AV industry was given a big boost when the Defence
Advanced Research Projects Agency (DARPA) in the United
States organised a series of prize competitions for AVs from
2004 — 2007 called Grand Challenges. By 2007, the event was
called the DARPA Urban Challenge, and teams had to design
an AV that could navigate through an urban environment,
while obeying traffic laws and avoiding obstacles.

The potential of AV technology for public use was starting
to become clear, and numerous partnerships were formed
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between universities and industry to push it forward. Perhaps

the most famous example is Stanford University’s Sebastian

Thrun, a member of the team that won the DARPA Grand

Challenge in 2005 [1][22]. He went on to co-found Google’s

Self-Driving Car project in 2009. This is often seen as the start

of the commercial phase of AV development.

By 2016, the Society of Automotive Engineers (SAE
International) had defined a 6-level scale of automation,
known as SAE J3016 [8].

o Level 0 — No automation. The driver is responsible for
being aware of the environment, and for all driving tasks
on a continuous basis. Some warning and emergency
assist systems do fall into this category, e.g., park distance
control, and anti-lock brakes.

e Level 1 — Driver assistance. Some tasks involving speed
and steering are executed by the car, e.g., Adaptive Cruise
Control (ACC) and Lane Keeping Assist (LKA). But the
driver is responsible for all other aspects of driving.

e Level 2 — Partial Automation. The driver can “take their
hands of the wheel” for some operations, e.g., Advanced
automatic parking and Traffic Jam Assist. But the driver
must still activate and deactivate the systems, and must
monitor the environment at all times and be prepared to
take full control at any point.

o Level 3 Conditional Automation. The AV can manage all
aspects of driving and safety in some circumstances, e.g.,
“Highway Chauffeur”. The driver does not need to
constantly monitor the driving tasks, but does need to be
able to take over control at short notice if conditions
require it.

e Level 4 — High Automation. Similar to Level 3, but does
not need the human driver to provide a fall back because
the AV can slow or safely stop if necessary.

e Level 5 — Full Automation. The AV is capable of
performing all driving tasks in all conditions. A human
driver does not need to be present.

Cars at level 1 are now widely available. Cars with level 2
capabilities are also on sale, although some functionality may
be disabled, depending on local regulations — it can be
switched on via “over the air update”. Vehicles with higher
levels of autonomous behaviour are still in development. The
latest Gartner hype cycle for Connected Vehicles and Smart
Mobility (Figure 1) shows many of the key enabling
technologies are in the trough of disillusionment. The SAE [7]
is upbeat about this, suggesting it means that “the hard work
of commercializing many significant technologies is
underway. Over the next five years or so, many technologies
on this Hype Cycle will become productive parts of the
automotive and smart-mobility ecosystem.”

1. OVERVIEW OF AUTONOMIC COMPUTING

Computer systems are becoming increasingly complex,
and also becoming increasingly important to people and
businesses. This leads to the twin problems of increased costs
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of managing and maintaining the systems, and the increased
cost implications of faults and failures. To address these twin
challenges, the concept of Autonomic Computing was
proposed, where “autonomicity implies self-managing” [2].

The goals of AC are to reduce the costs of managing and
maintaining complex systems and reducing the likelihood and
impact of faults and issues.

Hype Cycle for Connected Vehicles and Smart Mobility, 2020

expectations

s Vehicle Perception System

As of July 2020

o Figure 1. The Gartner™ Hype Cycle for AVs, 2020 [7].

“Self-managing” is often split into four autonomic system
objectives [3]:

o Self-Configuration — the system re-adjusts itself to support
a change in circumstances or new objectives.

o Self-Healing — the system can recover automatically when
a fault occurs, or proactively avoid health problems.

o Self-Optimisation — the system can measure current
performance, adjust to improve and react to policy
changes.

o Self-Protection — the system can defend itself against
accidental or malicious attacks, is aware of threats and
can defend itself against them.

To achieve these objectives, an AC system needs to be
self-aware, aware of its environment, and have the ability to
monitor and adjust. An AC system, and in particular the
policies that drive monitoring and adjustment, can be designed
and built, or can learn and adapt using Al.

IBM did some of the initial work on AC. In 2003, they
proposed the idea of an autonomic element, consisting of a
managed element and an autonomic manager [4], see Figure
2. The autonomic element runs a continuous control loop that
Monitors the managed element via sensors and Analyses,
Plans and Executes updates based on Knowledge about the
element. This is known as MAPE-K.

Autonomic manager

Plan

Analyze

Monitor Execute

yrd

Knowledge

Managed element

Figure 2. MAPE-K control loop [4].
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There have been many impressive advancements in AC
since the initial proposals in the early 2000s, but the breadth
of the original vision, and the ever increasing complexity of
computer systems, means there is still much to do [5]. There
is a balanced review on some of the early successes of AC
versus the hype in [6]. This “hype-cycle” (a term coined by
Gartner) is common to many areas of technology (including
AVs — see Figure 1 —as well as AC).

V. CURRENT STATE OF AV TECHNOLOGY

An Autonomous Vehicle architecture is made up of three
functional blocks [21]:

e Data Acquisition. This can be through sensors like

RADAR, LIDAR and camera, and via communication
with other cars or the internet.

Data processing. This takes in the data and uses it for

situational and environmental awareness. It then merges

that with navigation and path planning logic to determine
the next actions to take.

e Actuation. Carry out the actions to ensure a safe and
smooth journey.

There are two basic architectural approaches [23]:

e Centralised System Architecture, where the sensors and
data inputs feed into a single computation unit, which in
turn drives the actuators.

o Distributed System Architecture, where functional
subcomponents of the overall system are implemented in
separate local units, and are connected using a shared
communications bus.

The centralised approach is relatively simple in theory,
with all logic collocated and no communications delays to
manage. But an overall AV solution is very complex, and a
centralised approach is difficult to build and test
incrementally. There is also a single point of failure (the
central computation unit) and it is difficult and expensive to
design and build a backup.

In contrast, the components in a distributed system can be
designed and tested separately, and can be removed, replaced
or upgraded independently. The system can also be made
more robust to point failures, and redundancy can be built in
more easily and at lower cost.

In spite of rapid progress, and broad consensus on the best
architecture, numerous challenges still need to be overcome
before AVs will be ready for commercial roll out. These
include:

o Software reliability. A recent Which? report [9] found that

electric car manufacturer Tesla — a major AV innovator —
was the least reliable car brand in the UK in 2021. And
most of the faults reported were “software problems” and
not problems with the electric motors or batteries. This
suggests that major improvements in the design,
implementation and operation of vehicle software
systems will be needed before more complex, safety
critical AV solutions can be launched.

Interpretable and Verifiably Safe solutions. AVs must be
safe and efficient. Rule based systems, designed manually
by humans, are explainable and testable, but tend to
behave overly cautiously. On the other hand, solutions
based on machine learning often give better results but
are hard to explain and do not offer any formal safety
guarantees.

Reliability of Communications. AVs require fast and

reliable communications, and will place large and unique
demands on the emerging 5G network.
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e Legal and regulatory issues. Some countries and states
allow limited testing of AVs on the public road, but the
wider legal and regulatory framework for public use of
AVs still needs to be sorted out. In particular, insurance
and legal liability in the case of accidents remain difficult
areas.

o Data Privacy. AVs collect huge amounts of data about
their own vehicle and other road users, and this can lead
to complex ethical issues. Two examples highlighted in
[11] are:

. If an AV detects another car that is owned by a driver
that the insurance company knows has had multiple
accidents, should the AV take an alternative route to
avoid the risky car?

. If an AV detects another car performing a dangerous
or illegal manoeuvre, should it report it to the police?
Or to their insurance company?

These issues need more debate, and potentially some sort

of industry wide ethical framework, to resolve.

e Public perception. AVs are already much safer than
human controlled cars in terms of accidents per million
kilometres driven. But there have been some high profile
incidents that have dented public confidence in computer
based solutions. These include one in 2016, when a Tesla
in automatic mode crashed into a truck Killing the driver,
and one in 2018, when an Uber autonomous car hit and
killed a pedestrian [13].

V. THE FUTURE — APPLYING AC PRINCIPLES TO AVS

Autonomous Vehicles overlap with several big
technology trends, including Artificial Intelligence (Al),
Internet of Things (IoT), mobile communications (5G),
security and personal data. And looking at the issues outlined
in the previous section, it is apparent that the principles of
Autonomic Computing would also be crucial to making AV
technology a success.

A recent Institution of Engineering and Technology (IET)
comment article [10] highlighted the importance of “Start
Early and Think Big” when it comes to getting the benefits of
automation. We need to spot the systemic issues early and
address them before the implementation approach becomes
irreversible. To ensure the right strategy, we first need to
understand any commercial constraints, such as cost, attitude
to risk and regulatory restrictions. We then draw out the high-
level technical requirements and constraints, and feed those
into the core solution.

The similarities between AV technology and AC are
striking. At the core of both is the need to collect data on their
environment, interpret that data and then plan and take
appropriate action. Both have evolved towards a distributed
architecture, and to using Artificial Intelligence (Al) to
improve the analyzing and planning stages of the process.
And both have worked to balance the potential of machine
learning against the need for explainable and verifiable
solutions. It therefore makes sense that AC should be at the
core of AV design, and that AVs should look to AC for ideas
and inspiration.

The following subsections outline some future AV trends
and possible areas where AC principles could add value.

A. Internet of Things (loT)

Autonomic Computing was originally proposed for
relatively static systems like computer networks in an office,
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or the nodes in a telecommunications network. More recently
researchers have looked at how to apply AC techniques to the
more dynamic architecture of the 10T [14]. An AV can be
thought of as a complex object in the 10T, and some of the
principles being considered for 10T in general will also apply
to AVs.

In the original context of AC, the managed resources were
typically clusters of machines in a grid, application servers,
routers, and so on. An loT environment is made up of a far
wider range of heterogeneous devices, which may often be
mobile. And the number of devices and their arrangement can
be highly dynamic. This is particularly true of AVs, where
the AV can be talking to a wide, and rapidly changing, variety
of AVs and roadside devices as it drives along. Similarly, the
autonomic managers in the original AC context were often
software components in a relatively centralized solution,
whereas in an 10T environment the autonomic managers are
more likely to be distributed across many different types of
devices.

This leads to new challenges, including:

. How to implement and manage device to device

communication.

«  Additional self.* objectives, like self-adaptation and
self-organization, are more important in a dynamic
10T context.

. Decision making is more likely to be de-centralized.

. Security and device identification.

. Failure recovery and adaptation strategies will be
different, because loT environments are often
remote with fewer options for remote human
intervention.

AVs should study and adopt AC techniques developed for

loT.

B. 5G Mobile Communications

AVs are a classic example of the 10T goal that envisages
the interconnection of objects that have historically been
offline. The term Vehicle to Everything (V2x) has been
coined to cover this interconnectivity, including Vehicle to
Vehicle (V2V), Vehicle to roadside infrastructure (V2I) and
Vehicle to the internet, including links to backend systems
like car manufacturers and insurance companies (V2N).

All this communication requires bandwidth and flexibility
and is increasingly being enabled using 5G networks. A study
[12] of one million connected cars, found that “connected
cars have distinct sets of characteristics, including those
similar to regular smart phones (e.g. overall diurnal pattern),
those similar to loT devices (e.g. mostly short network
sessions), but also some that belong to neither type (e.g. high
mobility)”.

AVs will place new demands on 5G networks, which in
turn will place new demands on the autonomic management
of those networks. Research is already underway on how to
use “Machine Learning for Autonomic Network
Management in a Connected Cars Scenario” [15] to address
these new challenges. One critical factor for AVs is
performance. Network degradations could impact safety, so
the 5G autonomic management systems needs to detect this
in advance and take action, for example by being aware of
rush hour traffic patterns, or more irregular hot spots caused
by road works or accidents and adjusting 5G capacity in
anticipation.
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C. Safety Critical Engineering and MAPQE-K

There is a view that Autonomic Computing is not an
entirely new concept, but is related to existing concepts like
dependability, and builds on existing engineering principles
like fault tolerance and safety critical systems standards and
design [19].

Safety and dependability are critical considerations in the
aircraft industry, and the increasing complexity of aircraft
suggests that the self.* properties of AC could be desirable in
avionics software platforms. But the rigid aircraft
certification processes, and the current requirements for static
and pre-determined behaviour, are at odds with the flexible,
adaptive nature of AC.

One paper [20] proposes a novel architecture that
modifies the typical AC MAPE-K approach by adding in a
“Qualifier” step — creating MAP-QE-K. Safety critical
aircraft systems are based on Design Assurance Levels
(DAL). The proposal is that the M, A and P steps could be
low-level DAL, but the new Qualifier step along with
Execute would be high level DAL and would act as a robust
gatekeeper for any changes being carried out on the managed
element. By isolating the complex MAP stages in a low DAL
partition, with only the simpler Q and E steps requiring high
DAL, itis hoped that an acceptable solution could be reached.
The updated architecture is outlined in Figure 3.

unction
it Redundancy __, |allocation and @
generation ,_\\_‘ ) it
Analyze Plan
5 Qualify
Topology “Se“
disco co
Monitor Knowledge
» Consginisness !

Managed element
Figure 3. MAP-QE-K with DALs (from [20]).

A similar approach could be considered for AVs, to help
balance the often-competing demands of verifiable and
explainable solutions and acceptable levels of performance.

D. Reinforcement Learning

AVs must be safe and efficient. Manually designed rule-
based systems are explainable and verifiable but need to act
conservatively to ensure safety. On the other hand, Machine
Learning (ML) based solutions often give better results but
are hard to explain and do not offer any formal safety
guarantees.

One paper [16] looked at a novel form of Reinforcement
Learning (a type of ML) that can generate safe and efficient
policies, while also being easy to interpret and open to formal
proofs of safety. The paper focuses on the specific scenario
of an AV over-taking other vehicles, but the “Verifiable
Software Reinforcement Learning” approach proposed could
be adapted to other challenges in AV, including how to use
AC principles in an AV context.
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E. Other areas

There are numerous other areas where AC techniques
(both new and adapted from other domains) could be applied
to AVs. Here are three examples.

e Security is a big concern for AVs, including cyber
security, denial of service attacks (DOS), and protection
of personal information. There has been some work done
in this area, for example the “COSCA framework for
CONseptualising Secure Cars” [25], but more work is
needed. AVs could potentially adopt AC techniques like
ALice (Autonomic License Signal) for positively
identifying actors.

e Fix Over the Air (FOTA). This is already possible in
some modern cars (e.g. Tesla), to both fix problems, and
to enable new (potentially paid for) features. AVs are
likely to require much more interaction with the
manufacturer and other businesses and authorities, for
example to update the vision system to recognise new
road signs, and to update the AC MAPE-K control loop
with new strategies.

e Swarm intelligence and AC have been studied in the
context of space exploration [17]. Some of the concepts
could be applied to AVs [18], including ideas around
cooperation (e.g. to improve traffic flow) and sharing of
information (e.g. about slippery road surfaces). Other
proposals (e.g. self-destructing a faulty satellite) might
not be so appropriate in an AV context.

VI. CONCLUSION AND DISCUSSION

Autonomous Vehicle technology is hugely complex and
ambitious, but there are big potential rewards in terms of
safety, business opportunities and better customer
experiences.

There is a lot of overlap between AVs and other big
technical areas, particularly Artificial Intelligence (Al),
Internet of Things (loT) and Fifth Generation Mobile
Networks (5G). To this list we should add Autonomous &
Autonomic Computing (Figure 4).

Figure 4. the complex interactions and overlaps between five technical
areas.

This paper has outlined the current state of AVs and some
of the challenges that still need to be overcome before AVs
are ready for “prime time”. These include technical, ethical
and legal challenges. The paper has also highlighted the
similarities and overlaps between AV technology and AC, and
has identified several areas where AC techniques and
practices could help address AV challenges (and in some cases
there has already been progress). Many more examples exist,
and more research and development are needed, but it is clear
that AC principles will need to be a central part of AV
technology if it is to be a success.
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Abstract—In this work, we provide new experimental results
on studies of composites with glass-coated ferromagnetic
microwires aligned with the requirements of carbon
composites. This work focuses on the free space microwave
measurements of composites made from carbon fibers and
ferromagnetic  microwires inclusion focusing on the
electromagnetic properties. We prepared and measured
hysteresis loops and the magnetoimpedance effect of several
microwires and selected Co-rich microwires with Dbetter
magnetic softness and higher magnetoimpedance effect. We
observed that, by using a low frequency modulating magnetic
field allows us to distinguish the microwave signals originated
by ferromagnetic microwires inclusions from that generated by
the carbon fibers. The location of carbon fibers near magnetic
microwires has a critical effect on the response signals
(parameters S amplitude) obtained from such composites.

Keywords-magnetic microwires; magnetic softness; carbon fiber
composite; magnetoimpedance effect.

. INTRODUCTION

Amorphous soft magnetic materials, prepared by rapid
melt quenching, can present excellent magnetic softness
together with superior mechanical properties [1]-[5]. Thus,
abrupt deterioration of the magnetic softness and
mechanical properties (such as tensile yield) upon the
devitrification of amorphous precursor is previously
reported [4]. Additionally, the fabrication process of
amorphous materials involving rapid melt quenching is fast
and inexpensive [1]-[5]. Accordingly, amorphous soft
magnetic materials are useful for numerous industrial
applications (mostly for design of magnetic devices and
magnetoelastic sensors) [8]-[12].
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The development of novel applications of amorphous
materials requires new functionalities, i.e., reduced
dimensions, enhanced corrosion resistance  or
biocompatibility of the sensing material [11][13]. Therefore,
great attention has been paid to development of alternative
fabrication methods allowing preparation of amorphous
materials at micro-nano scale involving melt quenching
[11][23].

Glass-coated microwires prepared by the Taylor-
Ulitovsky technique fit most of the requirements: such
magnetic microwires have micro-nanometric diameters
(between 0.5 and 100 um), covered with thin, insulating,
biocompatible and flexible glass-coating and can present
excellent magnetic softness or magnetic bistability [5] [11]
[13]. Such features of glass-coated microwires allow
development of exciting new applications in various
magnetic sensors, as well as in smart composites with
tunable magnetic permittivity [6][11][13]-[20]. One more
advantage of glass-coated microwires is their excellent
mechanical properties [4] [5].

Recently, the stress dependence of hysteresis loops and
Giant Magnetoimpedance, GMI, effect have been proposed
for the mechanical stresses monitoring in Fiber Reinforced
Composites (FRC) containing microwires inclusions or
using magnetoelastic sensors based on stress dependence of
various magnetic properties [10] [20] [21].

One of the common problems in composite materials is
monitoring of stresses and temperature. Usually, composite
stress monitoring is performed by different sensors, like the
pressure transducers and dielectric sensors [21]. However,
these employed sensors are not wireless [21]. One of the
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proposed solutions for non-destructive FRC monitoring is
by using of piezoelectric fibers with diameters of 10 to 100
um [22]. However, this solution requires electrodes to
supply an electrical field, occupying a significant amount of
space.

Among the promising solutions, addressing the problem
of non-destructive FRC monitoring is a new sensing method
involving free space microwave spectroscopy using
inclusions of ferromagnetic microwire presenting the high
frequency impedance quite sensitive to applied stress and
magnetic field [21]. The aforementioned glass-coated
microwires with metallic nucleus diameters of 0.2 - 100 pm
can present excellent mechanical and corrosive properties (if
produced with an amorphous structure), and hence perfectly
suitable for the requirements of this technique, making it
suitable for remote stresses and temperature monitoring in
FRCs [18]-[21].

For the proposed application involving the non-
destructive FRC monitoring glass-coated microwires must
present good magnetic softness and high
magnetoimpedance, MI, effect [18] [21]. Magnetic softness
of amorphous microwires is substantially affected by the
chemical composition of metallic nucleus: better magnetic
softness and higher MI effect are reported for Co-rich
microwires with vanishing magnetostriction [1] [5].

Accordingly, in this paper, we present our latest results
on studies of magnetic properties of glass-coated Co-rich
microwires and on our attempts to wirelessly health
monitoring of composites containing both carbon fibers and
ferromagnetic glass-coated microwires.

This paper is organized as follows. In Section 2, the
experimental methods as well as the microwires
characteristics analyzed in this paper are provided. Section 3
deals with experimental results dealing with free space
microwave measurements of composites containing both
carbon fibers and ferromagnetic glass-coated microwires.
Finally, we conclude the paper in Section 4.

Il.  EXPERIMENTAL SYSTEM DETAILS

Generally, we prepared and analyzed two different types of
magnetic amorphous microwires: i) amorphous microwires
with high positive magnetostriction coefficients, As, (Fe-rich)
and ii) amorphous microwires with vanishing As (Co-Fe-based
microwires). We studied microwires with metallic nucleus
diameters, d, ranging from 22 up to 38 um and a total
diameter, D, up to 45 um, prepared using the modified
Taylor-Ulitovsky method described elsewhere [11] [17]. The
Taylor-Ulitovsky method allows the preparation of metallic
microwires (with typical diameters of the order of 0.1 to 100
um) covered with an insulating glass coating [11] [17].

Magnetic hysteresis loops of studied microwires have been
measured using the fluxmetric method, previously described
in detail elsewhere [16]. The hysteresis loops were
represented as the dependence of normalized magnetization,

Copyright (c) IARIA, 2023. ISBN: 978-1-68558-089-6

M/Mg (where M is the magnetic moment at a given magnetic
field and Mo is the magnetic moment of the sample at the
maximum magnetic field amplitude almost at magnetic
saturation) versus magnetic field, H. Such format of
hysteresis loops allows better comparison of microwires with
different chemical composition and diameters. The
homogeneous axial magnetic field was produced by a long
solenoid (about 1 cm in diameter and 12 cm in length). All
the measurements were performed at low magnetic field
frequencies (100 Hz).

The sample impedance, Z, in extended frequency range
has been evaluated using the micro-strip sample holder from
the reflection coefficient, Si1, obtained using Vector
Network Analyzer (VNA), as previously described [23].
Such micro-strip holder with sample has been placed inside
a long solenoid generating a homogeneous magnetic field,
H. The GMI ratio, AZ/Z, is obtained from Z(H) dependence
as:

AZIZ = [Z(H) - Z(Hmax) 1/Z(Himax), @)
where H and Hmax are given and maximum applied fields
respectively.

The composites containing both carbon fibers and
ferromagnetic glass-coated microwires were manufactured
in the INFINITE project (Horizon Europe) at IDEKO’s
facilities (see Figure 1).
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Figure 1. Image of the carbon fiber composite with magnetic
microwire inclusions (the vertical lighter fibres) with 5 mm spacing.

The amorphous structure of all the microwires has been
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Figure 2. Sketch of the free-space setup.
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proved by the X-ray Diffraction (XRD) method. Typically,
the crystallization of amorphous microwires was observed at
Tann > 500 °C [16].

For wireless measurements we used the free space
measurement setup (see Figure 2) consisting of two
broadband horn antennas (1-17 GHz) fixed to the anechoic
chamber and a vector network analyzer, previously employed
for the characterization of the composites with magnetic wire
inclusions [18,21]. Such setup allows to characterize the
composite of 20 x 20 cm?.

I1l.  EXPERIMENTAL RESULTS AND DISCUSSION

Previous studies have demonstrated that the
magnetostriction coefficient, As, is primary affected by the
composition of the microwires. Vanishing is —value (As =
107) is predicted in (Co1xFex)1-(Si-B-C)y, amorphous alloys
at 0.05<x<0.1 and 0.15<y<0.30 [17] [24]. Therefore, we
prepared Coss6FesB16Si11Crs4 glass-coated microwires with
metallic nucleus diameter, d, of 22 and 38 um, which
previously showed high M1 effect [17].

For comparison, we also prepared and measured
magnetic properties of Fe-rich microwires (Fe77.5B1sSizs)
with d=23 pm, D=37 pum and high and positive is (s = 40
x109).

The hysteresis loops of studied microwires are provided
in Figure 3. As observed from Figure 3, both Co-rich
microwires show good magnetic softness: a coercivity, He,
about 16-20 A/m and a magnetic anisotropy field, Hi, about
150 A/ m. In contrast, a rectangular hysteresis loops and Hc
~100 A/m are observed for Fer;5B1sSizs glass-coated
microwires (d=23 um, D=37 um) (see Figure 3c).

Figure 3 shows the results on GMI effect of these
microwires. As evidenced from Figure 4, both Co-rich
microwires present high Ml effect (maximum AZ/Z up to
220 % at 100 MHz, see Figures 4 a,b). However, for
Fer75B15Sizs microwire the observed MI effect is rather
low: up to 2% at the same frequency (100 MHz) (see Figure
4c). Consequently, Co-rich microwires with better MI
effect have been selected for the composite preparation.

As reported elsewhere [25] [26], magnetic properties and
MI effect of amorphous ferromagnetic microwires are
substantially affected by applied stress and by heating.
Therefore, the main advantage of utilizing of magnetic
microwires inclusions in carbon fiber composites is the
possibility for stress and/or temperature monitoring. Very
few previous publications have reported attempts to prepare
such composites, while Fe-rich microwire inclusions were
used and the carbon fiber content was rather low [27].

The expected problem with composites containing
conductive carbon fibers is that they can substantially
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Figure 3. Hysteresis loops of Cog4¢Fes0B16.0Si11.0Crs4 microwires (a,b)

with d=22 um, D=24pm and d=38 pm, D=43.5 um respectively and
Fe775B1sSizs microwires with d=23 um, D=37 pm (c).

T
-1000

interfere with the microwave signal from the magnetic
microwire inclusions [27]. Therefore, we propose to apply a
low frequency modulating magnetic field to distinguish the
microwave signals from magnetic microwires from that
originated by conductive carbon fibers, since only the
magnetic microwires responds to the modulating field.
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Figure 4. 4Z/Z(H) dependencies measured in
COe4,5F€‘5,oB15,osi11,oCr3,4 microwires with d=22 um (a), d=38 um
(b) and in Fez75B15Si7s microwires (c).

In Figure. 5a, the microwave signals are shown (S
parameters) measured at 2 GHz. As observed, the signals
measured under these conditions are comparable to the
noise level. In order to separate the microwave signal from
ferromagnetic microwires, we used an external low
frequency modulated magnetic field. As shown in Figure
5b, application of such modulated magnetic field (80 Hz)
allows a sensitive and stable extraction of the response
signal (R and T coefficients) from the ferromagnetic
microwires inclusions.

However, the position of carbon fibers in vicinity of
magnetic microwires critically affect the signals (S
parameters) obtained from such composites.

In Figure 6 are provided the examples of the influence of
thin insulating plastic layer (30 pm thick) between the
ordered microwires and carbon fiber composite on Si;
parameters
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Figure 5. Microwave signals from the composites measured at 2
GHz (a) and the same signal with an external low frequency modulated
magnetic field (80 Hz) (b). Line colors: yellow-S;;; green-Sy, blue and
magenta: Sy, and S; respectively.

0.505

o
Z
Woags] —AC (80 Hz) magnetic field off
—— AC (80 Hz) magnetic field on
0.490 .
0.0 0.1 0.2
Time(sec)
-0.125

S,(dB)

1 “ \/
oa3s4d | Wy

—— AC (80 Hz)magnetic field off
—— AC (80 Hz)magnetic field on

-0.140 T
0.0 0.1 0.2

Time(sec)
Figure 6. Effect of insulating plastic layer between the
microwires and Carbon fibre composite on S;; parameter.
Measurements with plastic layer (a) and without plastic layer (b).

91



IARIA Congress 2023 : The 2023 IARIA Annual Congress on Frontiers in Science, Technology, Services, and Applications

As observed, the presence of even such thin insulating
layer allows affecting substantially the amplitude of the Si1
parameter signal originated by magnetic microwires.

The aforementioned examples provide the routes for
development of the composites made from the carbon fibers
and magnetically soft amorphous glass-coated microwires
inclusions.

The key results are that use of a low frequency
modulating magnetic field allows to distinguish the
microwave signals originated by ferromagnetic microwires
inclusions from that generated by the carbon fibers.
However, the position of carbon fibers in vicinity of
magnetic microwires critically affect the signals obtained
from such composites.

IV. CONCLUSIONS

We have explored the feasibility of developing
composites containing carbon fibers and glass-coated
magnetic microwires inclusions using the free space
microwave spectroscopy aligned with the requirements of
carbon composites. For the preparation of such composites,
we selected Co-rich microwires with better magnetic
softness and higher magnetoimpedance effect. We
experimentally demonstrated that the application of low
frequency magnetic field allows to distinguish the
microwave signals originated by ferromagnetic microwires
inclusions from the signal generated by the carbon fibers.
However, the location of carbon fibers near magnetic
microwires has a critical effect on the signals (parameter S)
obtained from such composites.
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Abstract—Electric Network Frequency (ENF) acts as a finger-
print in multimedia forensics applications. In indoor environ-
ments, ENF variations affect the intensity of light sources con-
nected to power mains. Accordingly, the light intensity variations
captured by sensing devices can be exploited to estimate the ENF.
A first optical sensing device based on a photodiode is developed
for capturing ENF variations in indoor lighting environments.
In addition, a device that captures the ENF directly from power
mains is implemented. This device serves as a ground truth
ENF collector. Video recordings captured by a camera are also
employed to estimate the ENF. The camera serves as a second
optical sensor. The factors affecting the ENF estimation are
thoroughly studied. The maximum correlation coefficient between
the ENF estimated by the two optical sensors and that estimated
directly from power mains is used to measure the estimation
accuracy. The paper’s major contribution is in the disclosure
of extensive experimental evidence on ENF estimation in scenes
ranging from static ones capturing a white wall to non-static
ones, including human activity.

Keywords—Electric Network Frequency (ENF), optical sensor
based on a photodiode, CMOS-based GoPro Hero8 camera, ENF
estimation in video.

I. INTRODUCTION

The widespread and ever-increasing use of social media
and the vast amount of video recordings shared online have
exposed individuals to perpetrators seeking illicit profits. A
plethora of tools can alter and manipulate digital content, as
well as metadata information. Through editing, the content
and the time the recording was captured can be altered for
fraudulent purposes.

The Electric Network Frequency (ENF) signal is employed
as an authentication signature in a wide range of multimedia
applications, starting from audio [1] and proceeding to video,
e.g., [2]-[5]. The ENF is embedded in digital content captured
by microphones, devices plugged into power mains, or near
power sources. It fluctuates around its fundamental frequency
at 50 Hz in Europe and 60 Hz in the U.S. due to the instan-
taneous differences between the consumed and the produced
electric load in the power grid. The ENF can also be found in
the higher harmonics of the fundamental frequency [6]. A lot
of effort has been paid to develop ENF estimation algorithms
[7]-[15], tested mainly for audio forensics applications.

The application domain of ENF-related authentication re-
search has been shifted to images and video. It has been found
that ENF can be embedded in video recordings through the
intensity variations of different light sources. A systematic
study of ENF estimation in digital video recordings captured
by various optical sensors was presented in [16]. An algorithm
for detecting the presence of ENF was proposed in [3].
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Simple Linear Iterative Clustering (SLIC) was employed to
derive superpixels. It was attested that the algorithm could
operate in short clips regardless of the camera sensor type.
Extension of [3] was presented in [5], allowing to handle both
static and non-static video recordings. An analytical model
for video recordings captured by a rolling shutter mechanism
was proposed in [17]. A novel method of ENF estimation in
video employing a rolling shutter mechanism was developed in
[18]. There, parametric and non-parametric spectral estimation
approaches were combined to estimate accurately the ENF.
The rolling shutter mechanism was modeled in [19], resorting
to multirate signal processing theory.

In this paper, two optical devices are developed to measure
the ENF signal in indoor environments illuminated by two
different light sources. The intensity emanating from light
sources fluctuates due to the ENF variations in the power
grid. Taking advantage of this fact, the first optical sensor
based on a photodiode measures the light intensity fluctuations.
To evaluate the accuracy of the ENF signal captured by the
photodiode-based sensor, a ground truth ENF is essential. For
this reason, a device that records the ENF signal directly from
power mains is also implemented. Luminance variations were
also recorded in an indoor environment employing a common
Complementary Metal-Oxide-Semiconductor (CMOS)-based
GoPro Hero8 camera, which was set to record at 30 fps
at a resolution of 1080p with the anti-flicker effect turned
off to resemble the operation of a surveillance camera. The
camera serves as a second optical sensor. Comparing the ENF
extracted from the photodiode against that estimated by the
GoPro camera, useful conclusions are drawn regarding their
effectiveness. The experiments involved various setups, such
as varying video duration and distance between the optical
sensor and the white wall background and introducing moving
objects or human activity. The Maximum Correlation Coef-
ficient (MCC) between the ENF estimated by either optical
sensor and that estimated from power mains was employed as
a metric to assess the ENF estimation accuracy.

The paper’s major contribution is in the disclosure of ex-
tensive experimental evidence, which demonstrates that under
certain conditions, the photodiode sensing device delivers a
reliable reference (i.e., ground truth) ENF signal, extending
the work in [16]. This could benefit practitioners and find use
in real-life applications where it is quite difficult to acquire
ground truth ENF through a Frequency Disturbance Recorder
(FDR). Several spectral analysis methods were employed
for ENF estimation, such as the Short-Term Fourier Trans-
form (STFT), the Blackman-Tukey (BT) spectral estimate,
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the Estimation of Signal Parameters with Rotational Invariant
Techniques (ESPRIT) [20], as well as the spectrum combining
approach [11].

The remainder of the paper is as follows. Section II briefly
describes ENF fundamentals. Section III details the design and
implementation of sensing devices. Section IV discusses ENF
estimation. Section V concludes the paper and suggests future
research topics.

II. ENF FUNDAMENTALS

The ENF is embedded in video recordings captured by opti-
cal sensors in indoor environments illuminated by fluorescent
lamps, halogen lamps, or incandescent bulbs. In particular,
light intensity fluctuates at twice the fundamental frequency
of ENF, i.e., 100 Hz in Europe and 120 Hz in the U.S.

The low sampling rate of optical sensors results in severe
aliasing and, consequently, hinders ENF estimation. To de-
termine the aliased frequencies and estimate the ENF signal
in video recordings, one should apply the sampling theo-
rem [21]. The aliased frequency f4 emanated from halo-
gen/incandescent illumination is given as f4 = | f N—7[s| <

E, where f, denotes the sampling frequency of the camera,

fn is the frequency of light source illumination, and ~ stands
for an integer factor [22].

The STFT is employed for ENF estimation following the
procedure in [5]. That is, for a window w(t) L samples long
centered around /GG, where G is the hop size in samples, the
Discrete-Time Fourier transform of the Ith segment of x(t) is
computed [23]:
> a(t) w(t - 1G) exp (—jwt). (1)

t=—o00

Xl(w) =

The BT spectral estimate is a refined periodogram [20]:
M—1

>

(== (M-1)

where #(¢) = %Zi\icﬂx(t)x(t —(), -(M-1) <<
M —1, is the standard biased estimate of (¢) and w(() is an
lag-window of even symmetry.

The spectrum combining approach delivers an accurate
power spectrum based on a weighted summation of multiple
spectral bands from around the signal harmonics [11]. Each
band’s local Signal-to-Noise Ratio (SNR) is employed to
calculate the corresponding weights. The weighted summation
is given by:

dpr(Ww) = w(¢) #(¢) e ¢ )

Zq
Sw) =Y w. ¢pr(zw) 3)
z=1

where ¢p7(zw) is the zth harmonic scaled power spectrum,
w, weighs the harmonic spectral bands around each harmonic
taking into consideration the local SNR, and Z, = 7 denotes
the number of harmonics considered.

ESPRIT was also used to estimate the ENF signal. The size
of the sample covariance matrix was set to 10 x 10, and the
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line spectrum model was set to 3. Due to lack of space, the
interested reader is referred to [5] [20].

III. DEVICES DESIGN AND IMPLEMENTATION

To collect light intensity fluctuations using a photodiode,
following the paradigm in [16], a first circuit was designed
based on the photodiode BPW21. This photodiode was chosen
due to its excellent light and spectral sensitivity in the visible
range. A common and robust way to amplify the photocurrent
generated by a photodiode is to utilize two operational ampli-
fiers with a positive and a negative feedback loop to stabilize
its behavior and produce a linear correlation between the
light intensity and the current generated [24]. The operational
amplifiers OPO7D were used as current-to-voltage converters
to capture the fluctuations and pass them to the laptop sound
card. The voltage from the power mains was dropped to 18
Volts Alternating Current (AC) using a center-tapped trans-
former. Also, a full bridge rectifier and a voltage regulator
pair (LM7805/7905) were used to convert the AC voltage
to Direct Current (DC) to power the operational amplifiers.
The next step was to wire appropriately the two amplification
stages of the operational amplifiers. A combination of positive
and negative feedback occurred in the first stage to amplify
and clean the initial signal collected from the photodiode. In
contrast, the signal was further amplified in the second stage
by incorporating another negative feedback stage.

Fig. 1. Circuit photograph.

A second circuit was implemented to extract the ENF from
the power mains. A transformer lowered the power mains
AC voltage from 220 Volts to 18 Volts. A voltage divider
further decreased the voltage to about 3 Volts peak-to-peak
in accordance with the laptop sound card voltage tolerance
[25]. The next stage included a high pass filter to eliminate
the DC component with a cutoff frequency of 32 Hz. Finally,
an anti-aliasing filter stage was deployed to control the cutoff
frequency set at the Nyquist frequency. More specifically, since
we wanted to sample the signal at 1 KHz, we set the value
of R4 to 33 K to filter the signal at around 500 Hz. The
ENF extracted from power mains served as reference ENF.
In practice, the reference ENF is recorded by an FDR, which
provides accurate measurements up to +5 - 107% Hz [9].

To record simultaneously the ENF mains signal and the
light intensity signal at a proper voltage level, we employed
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a 3.5 mm stereo jack cable to feed the ENF mains signal
to the left channel of the sound card and the light intensity
signal from the photodiode to the right channel of the sound
card. The developed devices are depicted in Figure 1. On the
left, the transformer of the circuit is depicted. The breadboard
containing the circuit to extract the ground truth ENF from
the power mains is shown on the top. The photodiode circuit,
the full bridge rectifier, and the voltage regulation stages can
be seen at the bottom. On the right, the 3.5 mm audio jack is
depicted.

The diagram of the devices is shown in Figure 2. On
the left, a 230/18V center-tapped transformer is shown. The
top comprises a voltage divider and two filtering stages for
acquiring the power mains voltage. The central part of the
diagram depicts a full bridge rectifier followed by a voltage
regulator pair to convert the AC signal to +5/-5V DC nrails,
which are fed into the operational amplifiers. The photodiode
and its two-stage amplification circuit can be seen on the right.
A MATLAB script [26] was written to capture both signals.

IV. DEVICE EXPERIMENTAL EVALUATION

Two sets of experiments were conducted to evaluate the
performance of the designed devices.

In the first set of experiments, a GoPro Hero 8 camera was
employed to record a white wall inside a living room. Three
different factors were taken into consideration: (i) two different
light sources, namely, a halogen lamp and an incandescent
bulb; (ii) different distances between the camera and the wall;
and (iii) various video recording durations. In the second set
of experiments, the same camera was used to collect video
recordings under realistic conditions. Video recordings, ground
truth ENF, and code can be found at [27].

A. First set of experiments

To assess the impact of the light source on the accuracy
of ENF estimation, camera recordings of a white wall illu-
minated by either a halogen lamp or an incandescent bulb
were collected. Unless otherwise stated, the ENF estimation
from video recordings was carried out using the SLIC-based
approach [3] [5] and employing the STFT. Comparisons were
made against the ENF estimated from the power mains using
STFT. The camera was mounted at different distances from
the white wall background, namely 0.5 m, 1 m, 1.5 m, 2 m,
2.5 m, 3 m, and 3.5 m. The varying distances are found to
affect the ENF estimation, as can be seen in Table I. When a
halogen lamp illuminated the scene, the top measured MCC
was 0.9778 at a 1 m distance between the camera and the
white wall. When an incandescent bulb illuminated the scene,
the top measured MCC was 0.9738 at the same distance.

Apart from the type of light source and the distance between
the camera and the white wall, the duration of video recordings
may vary. Since video duration is not known apriori, it is
very important to challenge our ability to find a match in
such circumstances. For that reason, we conducted another
experiment that considered all three factors. A halogen lamp
and an incandescent bulb were employed, while the camera
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TABLE I. MCC BETWEEN THE ENF ESTIMATED FROM VIDEO AND POWER
MAINS FOR VARYING DISTANCES

Distance (m) | Halogen Incandescent
0.5 0.8271 0.9232
1 0.9778 0.9738
1.5 0.9058 0.8235
2 0.9746 0.9394
2.5 0.9210 0.9512
3 0.8266 0.7510
35 0.7646 0.8525

was mounted at three different distances from the white wall
background, i.e., 1 m, 2.5 m, and 3.5 m. Although the initial
total duration of the recording was 8 min, we estimated the
ENF for video durations ¢ = 1,2,...,8 min, as depicted in
Figure 3. When the camera was mounted at a distance of 1 m,
setups including either a halogen lamp or an incandescent bulb
yielded high MCC values even for a short video duration of
1 min. Table I summarizes the MCC measurements. The top
MCC for each light source is shown in boldface. Underlined
MCC indicates the second and third best MCC for each pair
of light sources and distance.

TABLE II. MCC BETWEEN THE ENF ESTIMATED FROM VIDEO AND
POWER MAINS FOR VARYING VIDEO DURATIONS

Duration (min) 1 2 3 4 5 6 7 8
I m Halogen 0.9936  0.9699 0.9790 09818 0.9838 0.9845 0.9828  0.9778
2.5 m Halogen 0.8793  0.7613  0.8545 0.8958 0.9211 0.9032 0.9077 0.9211

0.7668
0.9422
0.9530
0.8704

0.7958
0.9299
0.9334
0.8489

0.7867
0.9180
0.9382
0.7901

0.7708
0.9162
0.9393
0.7754

0.7720
0.9333
0.9455
0.8393

0.7691
0.9611
0.9487
0.8277

0.9211
0.9211
0.9512
0.8525

3.5 m Halogen

1 m Incandescent
2.5 m Incandescent
3.5 m Incandescent

0.9555
0.9905
0.9902
0.9612

To further assess the developed devices’ performance and
attest that the designed photodiode-based device delivers an
accurate ground truth ENF, we used the same set of recordings
against either the ENF extracted from power mains or the
photodiode. Spectrum combining was used to estimate the
ground truth ENF. The ENF estimation from video recordings
was carried out by employing the BT spectral estimate. For
varying distances between the camera and the white wall, as
well as for both light sources, the same trend in MCC was
observed in Table III.

TABLE III. MCC BETWEEN THE ENF ESTIMATED FROM A VIDEO
RECORDING AND EITHER THE POWER MAINS OR THE PHOTODIODE-
DEVICE OUTPUT

Distance (m) 0.5 1 1.5 2 2.5 3 35

Mains (Halogen) 0.9888  0.9989 0.9904 0.9928 0.9968 0.9932 0.9344
Photodiode (Halogen) 0.9 0.9998  0.999 0.9996  0.9998  0.9995  0.9445
Mains (Incandescent) 0.9938 0.9983 0.8892 0.9949 0.9977 0.99 0.9944
Photodiode (Incandescent) | 0.9999  0.9998  0.8905 0.9998  0.9999  0.9997  0.9991

The ENF estimated at the output of the photodiode-based
device was compared to the ENF measured at power mains.
Spectrum combining was used in both cases. The ENF was
also extracted from the recording captured by the camera,
which was placed 2 m far away from the white wall for
both illumination sources and various video durations using
SLIC and STFT. The top MCC value of 0.9964 was observed
between the ENF extracted from a 2-minute video when an
incandescent bulb illuminated the scene and that measured
from power mains. Regarding the photodiode-based device,

96



IARIA Congress 2023 : The 2023 IARIA Annual Congress on Frontiers in Science, Technology, Services, and Applications

mains circuit

RA
33 kQ

1
~

To Jack
(channel 1)

photodiode circuit

D1-D4=1N4001

Vout

To Jack
= (channel 2)

oL
22mF . ht
AC to DC T | I,
converter -15V v o /
Gnd
|
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the top MCC value of 0.9982 was observed between the ENF
extracted from an 8-minute recording when an incandescent
bulb illuminated the scene and that measured from power
mains. The MCC is plotted for various recording durations
of the video and the photodiode signals in Figure 4.

The MCC measurements are listed in Table IV. Top MCCs
are shown in boldface for each optical sensor.

TABLE IV. EFFECT OF VARIOUS DURATIONS AND TWO DIFFERENT LIGHT
SOURCES IN MCC

Duration (min) 1 2 3 4 5 6 7 8

Camera (Halogen) 0.9652  0.9951  0.9950 0.9948  0.9935 0.9941  0.9934  0.9928
Camera (Incandescent) 0.9808  0.9964 0.9877 0.9905 0.9897 0.9941 0.9939  0.9950
Photodiode (Halogen) 0.9935  0.9945  0.9956  0.9953  0.9954  0.9951 0.9944  0.9941
P i ( ) | 09843  0.9904 0.9881 0.9873 0.9943 0.9949 0.9955  0.9982

Furthermore, it is demonstrated that the ENF measured at
the output of the photodiode-based device can be employed
as a ground truth ENF. The MCC measurements between
the ENF estimated from the photodiode-based device and the
power mains using spectrum combining are reported. Seven
recordings of 8-minute duration each were captured. When
a halogen lamp was employed, the top measured MCC was
0.9988, while the top MCC was 0.9989 for the incandescent
bulb. For all recordings, the MCC exceeded 0.99 regardless of
the light source illuminating the scene, as seen in Table V.
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Video duration (min)

Fig. 4. MCC between the ENF estimated from both optical sensors’ recordings
and power mains.

TABLE V. MCC BETWEEN THE ENF EXTRACTED AT THE OUTPUT OF THE
PHOTODIODE DEVICE AND THE POWER MAINS

# Recording | Halogen Incandescent
1 0.9906 0.9946
2 0.9988 0.9989
3 0.9904 0.9975
4 0.9941 0.9982
5 0.996 0.9979
6 0.9934 0.9918
7 0.9935 0.9935

B. Second set of experiments

A challenging set of experiments was conducted to test
the ability to timestamp non-static video recordings whose
snapshots are shown in Figure 5. Top left: Non-static video
of a scene with various textures and reflection coefficients
illuminated by a halogen lamp, where a moving jacket is
introduced to the scene referred to as video (a). Top right:
A dimly lit hallway illuminated by a halogen bulb displaying
human activity of varying obstruction referred to as video (b).
Bottom left: A video of a person moving in and out of a
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very complex scene illuminated by a halogen lamp in medium
lighting condition referred to as video (c). Bottom-right: The
same scene as in the bottom-left when the lighting conditions
are dimmer due to a low-power incandescent bulb, referred to
as video (d). Each recording had a duration of 10 minutes.

Fig. 5. Snapshots from 4 non-static videos.

The ENF estimation from video recordings was carried out
by applying the SLIC-based approach [3] [5], bandpass filter-
ing around the aliased light flickering captured by the camera
for various filter orders as was set in each experiment, and
ESPRIT unless otherwise stated. Using spectrum combining,
comparisons were made against the ENF estimated from either
the power mains or the photodiode. The objective is to find
the best parameters yielding a satisfactory MCC compared
with the ground truth from both the mains power and the
photodiode.

For video (a), the experiment took place in a well-lit
environment with many textures. A jacket moved in front of
the camera throughout the video, not causing sudden changes
in the overall light intensity. A high MCC of 0.997 was
measured using SLIC, bandpass filtering with pass-band [9.9,
10.1] Hz of order v = 111, and STFT for segment duration of
21s.

Video (b) involves a person moving in and out of the
frame in a dim environment. Despite the fact that more than
half of the scene consists of dark objects with low reflection
coefficients, an adequate MCC of 0.8133 and 0.8131 was
obtained, respectively, when the ENF estimated from the video
was compared against the ENF extracted from power mains or
that captured by the photodiode-based sensing device. Figure 6
depicts the MCC between the ENF estimated from the video
and the ground truths captured by mains or photodiode for
varying durations. The pass-band used in the experiment was
[9.99, 10.19] Hz. It is shown that the best results are acquired
for a segment duration of 133 s when a bandpass filter order
of =51 was employed. When the ground ENF was captured
by the photodiode, the highest MCC value was observed for
a segment duration of 109 s.

The final two experiments involving videos (c) and (d) are
the most challenging, containing a great number of objects,
different surfaces, and shadows. In the former, the scene
was illuminated by a halogen lamp. Applying SLIC and a
bandpass filter of order ¥=211 before ESPRIT was used for
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Fig. 6. MCC between the ENF estimated from video (b) and either ground
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Fig. 7. MCC of the ENF estimated from the videos (c) and (d) against the
ground truths (mains and photodiode).

ENF estimation, an MCC of 0.8736 was obtained for both
ground truths. In the latter, we expected to acquire a lower
MCC due to the lower overall light intensity fluctuation in
proportion to the obstruction the moving person causes to the
scene. The procedure is as above, with the difference that a
bandpass filter of an order of ¥=511 was used. An MCC of
0.7336 was obtained when the ENF extracted from the video
was compared to the ENF from power mains, while an MCC
of 0.7143 was measured when compared to the ENF from
the photodiode. Figure 7 depicts the MCC obtained in both
cases as a function of the segment duration. It is seen that the
MCC between the ENF estimated from the video and either
ground truth ENF follows the same trend for video (c). In
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contrast, the MCC is slightly higher when the comparison is
made against the ENF from the power mains than the ENF
from the photodiode. The pass-band in experiments (c) and
(d) was [9.99, 10.19] Hz and [10.04, 10.14] Hz, respectively.

V. CONCLUSIONS

An optical sensor based on a photodiode has been developed
to capture light intensity variations and enable ENF extraction
in real-life scenarios. Multiple experiments have been con-
ducted when a camera is used as a second optical sensor to
record static and non-static videos. Experiments have attested
that the ENF estimated from the photodiode device using the
spectrum combining approach can be employed as a reference
signal for either a halogen or an incandescent bulb. The MCC
between the ENF estimated from a camera recording and the
ENF estimated from either the power mains or the photodiode-
device output follows the same trend, confirming that the
photodiode-device can provide a reliable reference ENF signal.

It has been demonstrated that collecting a valid ground truth
is possible without needing a device plugged into power mains.
This fact allows battery-powered devices to be used as a means
to extract ENF. Future research would address ENF estimation
in indoor environments where LED bulbs illuminate a scene.
LED lighting is now more than ever commercially available,
replacing older lighting technology such as incandescent bulbs
at an increased rate. Therefore, it is urgent to challenge the
ability to timestamp video recordings in such environments.
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Abstract- Cyberattacks on healthcare systems are increasing. For
this reason, there is a need to investigate and protect the operation
of the technologies involved in healthcare facilities. One of the
technologies with the greatest impact on healthcare has been
diagnostic imaging. To cover this need for protection, a physical
demonstrator of a Medical Imaging Unit has been developed,
using the specific technologies of this system. In addition, abuse
cases are specifically developed for this system. The purpose of
this demonstrator is to help in the training on the operation and
use of the technologies of a Medical Imaging Unit, to raise
awareness among professionals and organizations, to determine
the scope that an attack on the system could have and to generate
measures to reduce or mitigate the impact.

Keywords- health, cybersecurity, radiology, medical imaging.

I. INTRODUCTION

The use of Information Communications Technologies
(ICTs) has become essential to meet the challenges faced by
the healthcare system. In this sense, the use of some ICT tools
such as electronic prescriptions or the Electronic Health
Record has meant a great advance in the efficiency and
effectiveness of the use of healthcare resources. Another
technology that has led to a revolution due to its digitalization
is diagnostic imaging.

In recent vyears, diagnostic imaging has advanced
exponentially, becoming the focus of attention of engineers
and scientists in order to improve medical imaging [1].

Healthcare systems are increasingly under attack by
cybercriminals [2], [3]. Areas of hospitals that use these
technologies can sometimes find themselves unprotected due
to their rapid advancement and the increasing connectivity of
devices to the Internet.

As shown in Fig. 1, during 2022, the healthcare sector was
one of the most targeted. There are several reasons why the
healthcare sector is targeted by cyberattackers. The first is that
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Fintech

Education

Professional, scientific and technical

the information handled is highly sensitive and therefore offers
great value to attackers. The second is the need to require the
immediacy of the operation of the entire structure. A hospital
cannot stop, since it has patients who need treatment, and
whose lives depend on the uninterrupted operation of the
hospital facilities. It is for this reason that many hospital
systems are subject to computer attacks, such as ransomware
(which involves encrypting and rendering computer systems
unusable unless a ransom is paid). In such cases, hospital
systems are forced to comply with ransom demands in order to
continue operating.

A cyberattack on a hospital can have repercussions on the
different systems and the usual operations of the facility. The
attack can block the systems, making it impossible to access
patients' medical records and forcing professionals to make
medical reports manually. On the other hand, there are many
consequences when the computer system is blocked, such as
the cancellation of medical appointments, delays in surgical
operations and the loss of electronic documents used by the
hospital system such as procedures, among others.

Patient medical records are highly valuable on the dark web
due to their comprehensive and sensitive information. This
data, including personal, medical, and financial details, is used
for identity theft, financial fraud, extortion, and healthcare
scams. These records are targeted for their potential in both
criminal activities and unauthorized research or commercial
use.

In order to understand the scope of cyberattacks on
healthcare environments, the objective is to develop a physical
demonstrator of a medical environment. The medical
environment will seek to represent a typical radiology or
medical imaging unit of a hospital. This environment will
realistically represent the delivery of medical images from a
hospital. In addition, the mock-up of the environment will be
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Fig. 1. Attacks by targets breakdowns in 2022 per sector. Data retrieved from [9].
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done in such a way that it is as visual as possible when
representing different abuse cases or attacks to the medical
environment.

The simulation environment aims to investigate and
analyze in depth the systems and threats that involve the
hospital sector in the area of medical imaging, raise awareness
among people and organizations involved in the health sector
and test the different systems of the network of the Medical
Imaging Unit, being able to determine the scope of the attacks
and generate measures to reduce or mitigate the impact. For
this purpose, during the project, several abuse cases will be
developed, cyberattacks to the environment and its systems, to
know the scope of these and use them in future awareness
sessions.

The rest of the paper is structured as follows. In Section I,
we present the devices that integrate the demonstrator, the
defined architecture, and the cases of abuse to be developed. In
Section 111 the results of the cases of abuse developed and
launched are presented. Finally, we conclude our work in
Section IV highlighting the most relevant aspects of the work
performed.

Il. MATERIALS AND METHODS

The Medical Imaging Unit environment developed
represents 6 medical imaging rooms with 5 different
techniques: 2 X-ray rooms, 1 Computerized Tomography
(CT), 1 Magnetic Resonance Imaging (MRI), 1 mammography
and 1 ultrasound. These imaging techniques are all simulated
using PCs with Ubuntu 18.02 OS installed, except for the
ultrasound scanner, for which the actual device is physically
used, Chison ECO2.

The environment has been designed so that training and
demonstrations can be carried out as visually as possible. For
this reason, screens have been used to display the images that
each modality would be taking in each room, in a simulated
way. On the other hand, the modalities of each room have been
3D printed, as well as other decorative objects.

The environment uses the Digital Imaging and
Communications in Medicine (DICOM) [4] standard for
transmission, storage, retrieval, printing, processing and
visualization of medical images and their information. It is
used both as a storage format and as a transmission protocol
for medical images.

The open source software used for the DICOM server is
ORTHANC [5]. This software is used as the Picture Archiving
and Communication System (PACS) of the environment. In

PACS

Managed Switch Attacker

ot ———
Consult PC
(Practitioner/Radiologist)
Simulating medica

imaging devices PCs +
ultrasound scanner

Fig. 2. Medical Imaging Unit environment architecture.
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addition, a PC with OS Windows 10 is used to perform
consultations within the network, simulating that of a doctor's
or radiologist's health practice. The architecture is shown in
Fig. 2.

ORTHANC has been configured so that the consultation
PC can access the PACS web server and upload and download
images, delete patients and other default permissions.

In order to develop abuse cases in the Medical Imaging
Unit physical demonstrator, the use of DICOM within the
environment has been understood. The use of C-ECHO, C-
STORE, C-MOVE, C-FIND and C-RETRIEVE has been
studied in depth [6]. A specific configuration was performed in
the environment when performing the abuse cases. The server
configuration allowed C-ECHO, C-FIND and C-STORE from
all devices within the network, while C-MOVE and C-
RETRIEVE were only allowed for the specific asset simulating
the radiography consultation equipment.

The abuse cases are developed in Python 3 using mostly the
pydicom library for working with images in DICOM format
[7]. The abuse cases should be launched from the radiologist's
consulting PC, simulating that one of the radiologists' PCs has
been compromised. However, depending on the network
topology, these abuse cases could be launched from any
network access point.

The proposed abuse cases are:

A. Convert an image to DICOM

The objective of the attack is to convert jpeg or png files
into DICOM files so that a medical image can be replaced by
the desired image and uploaded to PACS. There are multiple
programs and libraries that can convert an image from a
specific format to DICOM. In this case, the Python-GDCM
library has been used [8].

B. Steganography in DICOM

The goal of the attack is to embed a message in a DICOM
file in a hidden way so that it can be used as a means of
communication between cyber attackers. For steganography of
messages in a DICOM image, we focus on its metadata.
DICOM has its own function which is to create private blocks
to store patient information that has not been matched to any
of the base fields of the DICOM metadata. Therefore, several
private blocks are created, and the text is encrypted using
Base64. The size of the image is not a limiting factor as these
images are usually around 5MB in size.

C. Modify metadata

The objective of the attack is to acquire the image from the
PACS, modify the metadata and replace it in the PACS. In this
case, the original metadata is changed to that of another patient,
potentially creating confusion for clinicians reviewing the
patient, modality or clinician who performed the assessment.

D. DICOM image modification

The objective of the attack is to obtain a medical image
from the PACS and modify the DICOM image by varying the
pixels in such a way that it cannot be readable. In this way, we
can darken the image or create areas with more brightness that
may look like pathologies. We can also modify the image with
another image, leaving the original metadata but completely
modifying the image.
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E. Exfiltration of information

The aim of the attack is to extract the medical images
available in PACS in order to modify them and delete the
original ones. In this way, the saved images of patients would
not correspond to the original ones. In addition, these images
are connected to patient data, and private health data can be
obtained.

F. Export metadata

The aim of the attack is to obtain confidential patient
information. To do this, all this data is stored in a local file.

The abuse cases are compiled into a single script that can
be launched automatically, making it unnecessary for the
attacker's technical knowledge to compromise hospital patient
data.

I1l. RESULTS

The medical environment has been built taking into account
that it must be a mobile unit, compact and easy to move without
losing sight of the functionality of the environment,
represented in a single module and with the capacity to
integrate new modules. The visualization of the environment is
shown in Fig. 3.

Therefore, the training and execution of attacks in the
environment are more visual. In addition, when investigating
the operation of the DICOM standard, tests can be performed
without having to consider that the system shutdown may be
critical or that the safety of any patient dependent on the
operation of the devices may be involved.

The results obtained with the developed abuse cases are
shown and discussed below.

A. Convert an image to DICOM

The image conversion is successful, but the DICOM file
gets a unique identifier (UID) related to JPEG. When
uploading the file to the DICOM server, the configuration of
the server must be taken into account, since if it is not in
promiscuous mode or does not accept these UIDs or image
types, the upload may be rejected. Another alternative
proposed is to modify the UID of the image created, pretending
that it has been obtained from one of the modalities of the
Medical Imaging Unit. This case of abuse is the beginning of
most of the more developed cases, being essential in some
occasions.

ORTHJANC

B. Steganography in DICOM

The private blocks have been created correctly and the
Base64 encrypted message has been successfully included.
The image has hardly suffered any variation in the image size
as estimated, and in addition, the encrypted message is well
camouflaged as there are several fields with numbers in the
metadata that doctors do not usually check. On the other hand,
more robust encryption could be used for future iterations or
other steganography methods could be sought where the
patient's image is involved instead of the metadata itself. These
types of communications have been used by advanced
persistent threat (APT) groups in social networks or other
environments. They are not currently known to be used in
healthcare settings, but it is a starting point to consider
monitoring.

C. Modify metadata

Patient data can be changed for images previously
downloaded from PACS. This may have an impact on the study
not being found in common searches if the main search fields
such as patient name or patient ID number have been modified.

D. DICOM image modification

Image modification using pixels can cause initial chaos for
the radiologists who have to treat that image or for the
physician who receives it this way post image processing.
However, it could be easily reversible for a skilled technician.
On the other hand, medical images could be exchanged
between patients, leading to misdiagnosis by medical staff.
However, the rise of Al also makes it increasingly difficult to
distinguish real medical images from those generated by an
algorithm. An example of substitution in the Medical Imaging
Unit is shown in Fig. 4. This is one of the cases of abuse with
the greatest impact both because of its visual nature and
because it could lead to a real diagnosis, since the patient could
be diagnosed with a pathology that he/she does not suffer from
or even not be diagnosed with one that he/she does suffer from,
putting his/her life at risk.

E. Exfiltration of information

This case of abuse is only possible if the compromised
machine requesting it has permission to obtain such images, as
is the case with a radiology station. However, proper network
segmentation, or monitoring of strange or abundant requests,
can help prevent this type of attack in a hospital environment.
Cyberattackers sometimes get this information from patients
along with their medical images in order to sell them on the
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Fig. 3. Medical Imaging Unit Representation.
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dark web. Proper segmentation, permissions management and
monitoring of the DICOM standard could help prevent and
detect this type of attack.

F. Export metadata

In the Medical Imaging Unit, this case could be executed
from any point in the network since the only thing obtained
was the patient data and not the image itself. An expert attacker
could obtain them despite being a complex protocol.
Segmentation and configuration of permissions on each device
is essential to prevent this type of attack. In addition,
monitoring the requests helps to detect them.

In many cases, the measures that are implemented or
advised in hospital environments for the prevention and
detection of these attacks are usually technical. Some of these
countermeasures are:

»  Use strong passwords.

»  Encrypt DICOM communications.

»  Perform periodic audits on medical network.

*  Monitor DICOM requests and accesses through web
interface.

*  Network segmentation.

* Implement security measures as firewalls.

However, not all of them must be of this technical nature.
It is crucial for cyberattack prevention to involve all staff and
raise their awareness of cybersecurity. These countermeasures
are based on awareness and training in cybersecurity, and of
course, targeting this education to the healthcare sector.
Raising awareness of the hospital's internal processes and the
repercussions that misuse of systems can bring is
indispensable. It is also very important to create security
procedures to help implement these cybersecurity practices.

The development and construction of the Medical Imaging
Unit, in addition to the creation of the abuse cases, helps to
conduct more visual training sessions that reinforce this
message.

The creation of the abuse cases has helped to gain a deeper
understanding of the risks that can exist in a hospital, so that
once they are known, they can be mitigated.

IV. CONCLUSIONS

The developed Medical Imaging Unit environment helps
the different teams involved in cybersecurity to improve their
knowledge of healthcare environments, as well as to test in a
real simulated environment using the developed abuse cases.
Attack teams can identify vulnerabilities and exploit them
without risk of causing harm to either facilities or patients,
while defense teams can monitor such actions. The execution
of the abuse cases assists in the threat analysis of an attacker
compromising an in-network system in a hospital with access
to medical images of a hospital's patients. Finally, these abuse
cases can be used in conferences, lectures, and trainings for
cybersecurity awareness in healthcare environments, as well as
to teach new professionals how to defend and attack such
facilities for ethical purposes.
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Abstract- Smart Cities are susceptible to cyberattacks due to the
large amount of data being collected and shared in real time
across networks and connected systems. Cyberattacks on Smart
Cities can have serious consequences, such as unauthorized access
to sensitive information, sabotage of critical infrastructure, and
disruption of essential services. Prior studies have developed
testbeds in the context of Smart Cities, but these have not been
primarily focused on cybersecurity. Furthermore, existing
research on cybersecurity within Smart Cities often comprises
literature reviews rather than practical experimentation in a test
environment. In this paper, we propose a Smart City physical
demonstrator. It aims to investigate and analyze in depth these
systems to know the scope of the different attacks and generate
measures to mitigate the risks and impact. In addition, the
demonstrator seeks to raise awareness of Smart City users and
organizations involved in its development. The physical
demonstrator of a Smart City serves as an invaluable resource for
cybersecurity teams, empowering them to enhance their
understanding of Smart City environments.

Keywords- Smart City; cybersecurity; traffic; waste; electrical
vehicles.

I. INTRODUCTION

Smart Cities are born with the aim of reducing the
consumption of resources and improving the efficiency of the
management of services, as well as improving the quality of
life of citizens, reducing pollution and making cities safer and
more livable. On the other hand, the revolution brought about
by the Internet of Things (IoT) has made feasible the precise
and instantaneous measurement of many variables that affect
the environment of cities, making it possible for the first time
to make decisions based on instantaneous, highly accurate
data.

The rapid transition to smart cities has led to the rapid
adoption of the devices being used without regard to
cybersecurity. This is reflected in some cyberattacks on smart
cities that leave the city without the software necessary for city
management, resulting in loss of police records or other court
documents [1]. For these reasons, it is evident the need to have
a thorough understanding of the implicit risks of this digital
transformation and to be prepared to respond effectively to the
possible risk scenarios to which a Smart City may be subjected.
In short, a correct transition towards a Smart City model must
be accompanied by a correct securitization specialized in
cybersecurity.

Among the systems that can be found in Smart Cities,
traffic management, waste management and electric vehicle
charging systems, are of particular interest. These systems are
the ones that have been selected to make a physical
demonstrator of a Smart City, based on the city of Valencia,
Spain. The components used in the environment can be found
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in real Smart City locations, as well as with the same
configurations.

A. Traffic management

Traffic management is represented by the use of a camera.
Cameras play an important role in traffic management in
modern cities. They enable traffic operators to monitor and
control vehicle flow, detect traffic violations and generally
improve road safety. Cameras can be used to monitor traffic
lights and crosswalks, detect vehicles in bus lanes or exclusive
lanes, as well as to detect traffic violations, such as speeding,
red light violations or using a cell phone while driving. In
addition, cameras can be used to collect traffic data, which
helps to plan and improve city infrastructure [2].

B. Waste management

Waste management in the demonstrator is represented by
an urban waste sensor installed inside a container. These
sensors are an important tool for improving waste collection
efficiency, as they allow city operators to monitor container
filling and plan waste collection more effectively. Sensors can
also help reduce collection costs, as operators can collect
containers only when they are full, rather than on a defined
schedule. In addition, some of these sensors can be used to
measure air quality, providing valuable data for urban planning
and environmental management [3][4].

C. Electric vehicle charging systems management

In this case, electric vehicle charging is represented by an
outdoor charging station. Electric vehicle chargers are essential
in Smart Cities because they enable the transition towards a
more sustainable and cleaner mobility. These chargers are
important for urban planning, as they enable energy demand
management and optimization of power grid usage [5]-[7].

The objectives of the demonstrator are to investigate and
analyze in depth the systems and threats to which Smart Cities
are exposed, raise awareness among people and organizations
using the systems, and perform tests on these systems to know
the scope of the different attacks and thus be able to generate
measures to reduce or eliminate the impact.

Within the paper’s structure, in Section 2, the related work
concerning testbeds, digital twins and cybersecurity in Smart
Cities will be presented. In Section 3, the testbed setup and the
proposed cybersecurity investigation methods for Smart Cities
will be outlined. In Section 4, the outcomes and consequences
of the conducted attacks will be presented. In Section 5,
conclusions are summarized, project challenges are discussed,
and future work is highlighted.

Il. STATE OF ART

Significant technological advancements in replicating
environments have occurred, as we have witnessed a
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noticeable shift from traditional testbeds to what we now refer
to as digital twins [8]. These digital twins are highly detailed
digital representations of physical products and even entire
environments, playing a pivotal role in various applications,
including Smart Cities [9]-[12]. While there are numerous
testbeds specializing in Smart Cities [13]-[15], it is less
common to find initiatives that integrate these testbeds with
digital twins. Additionally, these approaches often overlook
the aspect of cybersecurity.

However, it is important to note that, on occasion, potential
applications in the field of cybersecurity that these digital twin
models offer are mentioned [11]. Cybersecurity stands as a
critical element in Smart Cities, and the capability to simulate
and analyze cyber threats in virtual environments can be
essential for protecting critical infrastructure and intelligent
systems within the city.

Conversely, the continuous increase in cyberattacks
directed at the Smart Cities sector has spurred the creation of
studies that analyze trends and types of attacks that have
occurred or could potentially occur within these smart cities
[16]-[19]. Some of them apply new technologies such as Deep
Learning or other kinds of Artificial Intelligence (Al) [20][21].
Nevertheless, it is relevant to mention that most of these studies
tend to consist of literature reviews or compilations of existing
data, rather than conducting actual attacks in a controlled
testing environment. For this reason, the project focuses on
creating a hybrid testbed that combines real systems with
typical elements of a digital twin. The goal of this testbed is to
represent a Smart City and be useful for conducting
cybersecurity tests on a small and large scale, allowing us to
observe the impacts of cyberattacks. It also serves as a means
of raising awareness about these environments.

1. MATERIALS AND METHODS

The Smart City demonstrator mainly represents three
management systems: traffic, waste and electric vehicle
chargers. For each of these systems, a traffic camera, a waste
sensor and an electric vehicle outdoor charging station have
been used as main elements, respectively. In addition, there are
several PCs for the management of the devices. It should be
noted that the connection of all devices is wired directly to the
managed switch except for the waste management sensor,
which communicates with a router to provide Internet
connection and to communicate with a real pre-production
platform.

The environment has been designed with the aim of making
the training and demonstrations as visual as possible. For this
purpose, there are different visualization screens where the
consequences of an attack on one of these systems can be
shown. To play the role of an external attacker, there is a laptop

from which some of the malicious behaviors can be simulated
in order to affect the infrastructure of a Smart City.

When monitoring the environment, a port mirror is used on

the switch to study attacks from a defensive perspective.

Figure 1 shows the pre-construction design of the Smart

City. The laboratory consists of five assemblable parts (racks).

+ Main rack: The electrical cabinet containing the
switchgear, network electronics and device control
elements is located in this rack. In addition, there is a
display at the top for the management of the devices in
the environment.

» Rack 1: Contains the electric vehicle charging station.

« Rack 2: The waste management system has been
installed, which includes a trash container and the
sensor installed inside it.

e Rack 3: It contains the traffic camera system. The
camera is installed in the upper part and the display
screen in the lower part.

» Rack 4: Contains two screens showing the city's pre-
production platform and viewing environment.

The abuse cases will be developed in Python 3, compiled
into a single script that can be launched automatically, making
it unnecessary for the attacker to have technical knowledge to
compromise the different components of the Smart City. For
attacks on the charger and camera, the attacker's PC will be
connected via an ethernet cable, while attacks on the debris
sensor will be done wirelessly.

The abuse cases proposed for development are described
below:

A. Ransomware attack on the charging infrastructure

The goal of the attack is to power down the charger's
sockets. In this way, the attacker would disable the charger
and ask for a ransom to restore the charger to its normal
state. During the attack, it will be shown that an attempt is
made to enable the charger, but it automatically reverts to
the disabled state.

B. Man in the Middle (MitM) in the charging system

The purpose of the attack is to show the customer that their
vehicle is charging when it is not. Thus, the blue light
indicating "charging"” status will illuminate but the charging
socket will actually be powered down.

C. Obtaining camera credentials

The purpose here is to obtain the camera’s credentials via
web cookie or via brute force by performing an attack on its
sending protocol Real-Time Streaming Protocol (RTSP).

Figure 1. 3D design of the physical demonstrator of the Smart City. The 3D design consists of 5 racks with various displays and real systems of a Smart
City.
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D. Attack on the camera access token

By means of the user's access token, different configuration
elements such as zoom, brightness or intensity can be changed
so that the image displayed does not correspond to the real
image.

E. Obtaining credentials from the waste management sensor

This represents a method of extracting authentication
credentials through tools against the Message Queuing
Telemetry Transport (MQTT) protocol.

F. MitM between the waste management sensor and the
management platform

Tampering in the middle of the communications between
the sensor and the sensor management web page to steal
information or enter modified information.

IV.RESULTS

The Smart City demonstrator consists of several modules.
Figure 2 shows the visualization of the Smart City racks. The
image illustrates the structure of racks 2 and 4 in the Smart City
prototype with the displays and the waste management sensor.
Also, it shows the racks 1 and 3 where the charger of the
electric vehicle charging management system and the camera
of the traffic management system are located, respectively.

The abuse cases are currently under development.
However, an analysis of the implications of each of the attacks
in case of success has been carried out.

A. Ransomware attack on the charging infrastructure

Removing the availability of charging devices can create a
significant logistical problem in the city. If the problem
extends to several systems and for an extended period of time,
it could create a sense of discomfort and dissatisfaction in the
population by not being able to use the electric vehicle
charging services of their city, undermining the mobility
capacity of its inhabitants.

B. MitM in the charging system

The spoofing of a charge may cause complaints from the
population to increase and saturate certain citizen services or
even if this extends to several devices, the technical staff will
not be able to cover the repair of all of them.

C. Obtaining camera credentials

Obtaining the credentials of traffic cameras may involve
having access to modify the credentials and restrict workers'

access to them or even power down the cameras. This would
force technicians to go in person camera by camera to reset
them.

D. Attack on the camera access token

Altering camera visual settings means that traffic control
center workers cannot do their job properly or the camera
cannot analyze the data correctly. If one of the cameras records
videos and uses Al algorithms to count vehicles but the zoom
has been changed, this data would include errors.

E. Obtaining credentials from the waste management sensor

Obtaining passwords via MQTT would be an initial step in
order to be able to modify data emitted by the sensor. These
consequences are explained in the following abuse case.

F. MitM between the waste management sensor and the
management platform

The data that can be manipulated is whether the trash
container is full or not, forcing a vehicle to travel to the site,
when it is not necessary, wasting resources. On the other hand,
the trash container could be full, and no vehicle could appear,
causing the neighbors' discomfort and the proliferation of
pests.

In the future, luminaires will be incorporated into one of the
racks. In addition, the different abuse cases for each of the
systems will be implemented, while in parallel we will analyze
how to detect these attacks defensively, while analyzing the
repercussions of each of the abuse cases.

Finally, these abuse cases can be used in new research on
industrial cybersecurity, conferences, lectures and trainings for
cybersecurity awareness in Smart Cities environments, as well
as, to train new professionals in attack and defense of such
facilities for ethical purposes.

V. CONCLUSIONS

The Smart City physical demonstrator represents a valuable
tool for cybersecurity teams, allowing them to improve their
knowledge of these Smart City environments, test in a real
simulated environment, and conduct research. Thanks to this
technology, attack teams can identify vulnerabilities and
exploit them without the risk of causing damage to either
facilities or users, giving them the opportunity to gain hands-
on experience in a controlled environment.

On the other hand, defense teams can monitor the actions
carried out by attack teams, which allows them to learn about

—]

Figure 2. Representation of the SmartCity. A - Waste management system sensor. B - Display screens. C - Traffic management camera and electric
vehicle charger.
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existing vulnerabilities in the system and improve their
protection strategies. In addition, the detected abuse cases can
be used in conferences, lectures and trainings to raise
community awareness about the importance of cybersecurity
in Smart Cities.

In short, the Smart City physical demonstrator is presented
as a fundamental tool for teaching and training new
professionals in the field of Smart Cities cybersecurity. This
technology allows users to learn how to defend and attack such
facilities for ethical purposes, thus contributing to the
construction of a safer and more secure environment.

Smart City systems are characterized by their large-scale
complexity, making it impractical to acquire numerous
physical devices for conducting real-scale testbeds. As a result,
virtualization of these systems becomes a crucial avenue for
experimentation. Furthermore, the rapid proliferation of new
devices in the Smart City landscape necessitates ongoing
vigilance to identify and integrate these devices into testbeds
effectively.

In addition, achieving highly realistic configurations for
these testbeds is a primary objective, as it allows for more
accurate experimentation. However, achieving absolute
fidelity to real-world configurations can prove challenging,
given that each organization or municipal body may possess
specific and unique configurations that deviate from the initial
design parameters. This divergence can necessitate
adjustments in testbed setups to accommodate these variations.

Furthermore, in addition to the incorporation of luminaires,
there is a need to conduct a comprehensive analysis of the
systems currently deployed within Smart Cities that hold the
potential for integration into the testbed environment. This
necessitates an examination of emerging attack vectors and the
development of use cases for training and awareness in the
field of cybersecurity.

Expanding the testbed environment is achievable through
the integration of a 3D model representing a Smart City. This
model facilitates the scalability of attacks across multiple
devices, enabling a comprehensive evaluation of attack
pathways and their real-world impact on an urban setting.
Additionally, the introduction of new technologies,
particularly those involving Al, holds promise for enhancing
anomaly detection and countering attacks. This may also
involve deploying Al-driven surveillance systems, which, it is
important to note, can be vulnerable to manipulation by
potential attackers, adding an additional layer of complexity to
the research.
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Abstract—Social interactions and resource accessibility have
long been central elements in social research. Social capital, an
idea pioneered by Pierre Bourdieu, is an extremely effective
concept for reading and interpreting social interactions. The
rise of communication technologies and online social networks
has further shaped human interactions and created new
avenues for social ties. Although the analysis of offline and
online networks separately is supported by an extensive
bibliography, the interplay between the two still needs further
development. The study addresses the gap in understanding the
relationship in mutual influence between online and offline
networks, particularly within migrant communities and
minority groups. Focusing on a case study platform, connecting
young Afrodescendant women and orienting them to their
professional career, this research explores how the hybrid
nature of the platform (promoting both virtual and in person
networks) impacts the interplay between online and offline
social capital of the platform’s members and their ability to
access resources. To achieve these goals, mixed-methods Social
Network Approach (SNA) and a one-year longitudinal
approach are employed. By uncovering the complexities of
online and offline social capital dynamics, especially within
marginalized groups, the study offers insights for effective
platform-networking-building and  highlights  resource
accessibility potential for similar platforms development.

Keywords-online networks; migrations; discourse network
analysis; participatory research; gender.

. INTRODUCTION

Understanding human social interactions and resource
accessibility has long been a focal point in social research. In
fact, investigating their functioning can offer an insightful
vehicle to better understand research and policy issues such as
migration, employment, social inclusion, and community
development, just to name a few. Social capital was first
conceptualized by seminal social scientist Pierre Bourdieu in
his 1986 study on exclusion dynamics in French high society
[3]. Social capital represents the aggregate of the actual
potential resources that are linked to the possession of a
durable network or, in other words, to membership in a group
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[15]. Social capital is a multifaceted construct, reflecting the
multifaceted nature of human relationships. One’s own social
capital consists of ties of various kinds (i.e., weak/strong,
frequent/sporadic, direct/indirect) and nodes (that is,
individuals, groups, institutions, or other entities). Each of
them influences an individual's social standing and resource
accessibility in relation to their social surroundings.

The above-mentioned theories have been strongly applied
to the field of migration [10] and minority groups studies [1]
since they provide a deep understanding of the dynamics by
which these groups constitute, maintain, and exploit their
network for resource accessibility [19]. In this context,
networks represent a meaningful resource, as they provide a
means through which individuals belonging to multiple
marginalized or disadvantaged groups can access a diverse
range of support, knowledge, and opportunities. However, a
detailed investigation of these ties, their nature, origins, and
constitution can reveal the particular kind of resources that
flow among them. The complexity of such ties and networks
and how they are established and maintained has become
more complex over time [10].

The rise of new communication technologies and online
social networks has added a new dimension to this
understanding. The spread of Information and
Communication Technology (ICTs) and social media has
transformed interpersonal connections and communications
and affected the ways in which people create and maintain
social ties [12]. Online networks, made possible by digital
platforms, occupy an increasingly relevant role in shaping
modern social interactions, especially in the COVID-19
pandemic’s aftermath. Indeed, this change has imposed the
need to complexify the view and analysis of all social fields,
including migration and minority studies.

Despite the relevance and permeability of such new
human connection forms, the relationship between the online
and offline dimensions needs further investigation [11].
Indeed, it is crucial for forthcoming research to delve into the
specific domains where online and offline networks converge,
not only enhancing the comprehension of network outcomes,
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but also elucidating the underlying mechanisms through
which ties influence outcomes in both contexts [16].

In this research, relying on an online platform fostering
Afrodescendant networks case study, we intend to delve more
into the interplay between the online and offline social capital
by filling the above-mentioned gap. Through the analysis of
this case study, we will explore (i) the role of this hybrid
nature platform (active both virtually and offline, through in
person activities) in promoting online and offline social
capital at individual and community level, and (ii) how these
different forms of social capital interplay and influence one
another. The first objective will be reached by deepening the
factors enabling such connections and the effectiveness in
accessing resources, while the second one by delving into the
mutual networking dynamics. The ultimate scope of the
research is to provide a tridimensional and in depth
understanding of the networking phenomena related to the
hybrid nature of the platform. From this baseline, we intend to
implement and strengthen the impact in networking-building
and resources-access of the platform, by extracting
meaningful insights from online and offline networks
interactions. The rest of the paper is structured as follows. In
Section I, we present the case study the research is
investigating. Finally, we conclude our work in Section Ill, to
present our research methodologies.

Il.  THE CASE STUDY

This study intends to reach our research objectives by
addressing a critical real-world issue that intersects with
minority groups' online and offline social capital dimensions
- and their mutual interplay - and access to economic
opportunities. Afrodescendant women, in most countries, are
disproportionately prone to unstable and precarious jobs [18].
Gender-based inequality often intercepts ethnic-based
discriminations, resulting in fewer economic prospects for
Afrodescendant women. These inequalities arise from a
combination of factors, including overrepresentation in
informal employment [7] and limited educational
opportunities [1]. In this panorama, the online and offline
network dimensions generate a form of social capital, thus
representing a decisive factor for access or exclusion from the
labor market group [5]. In particular, migrant organizations,
active both online and offline, are mostly considered
important means of support for ethnic minorities [14]. In
addition to specific services, these organizations have indeed
a major role in increasing the social engagement and in
reducing the social exclusion of their users, so in
strengthening their social capital [4].

We intend to consider the case study of an online platform,
mainly active in the lle-de-France area, orienting young
Afrodescendant women to their professional career, as a
means of understanding online and offline network interplay
and resource access promotion. This community was created
with the scope of connecting young graduates, employees and
expert Afrodescendant women and creating an inclusive space
for sharing experiences, knowledge and support. It is a hybrid
platform with both a virtual dimension - mainly oriented
towards offering webinars, training activities and digital
networking - and an in-presence dimension that complements
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the networking experience with proximity and human
involvement through activities and workshops.

The hybrid character of this platform on the one hand and
the target group participating in it on the other, will make it
possible to investigate the relationship between the two
network dimensions in a privileged field of investigation for
access to resources such as that of minority groups. The
reference to this case study will be functional to the extraction
of actionable insights that can substantively enhance the
efficacy of networking-building and resource access within
similar contexts.

I1l. EMPLOYED METHODOLOGY AND CONCLUSION

Qualitative and language-based approaches represent a
promising attempt to provide narratives informed by
migrants’ voices and experiences. These approaches allow the
researcher to get a progressively accurate knowledge of the
community structure [8] [10] and multifocality [13]. This
combines with ideas of community members shaping,
mapping and evaluating their network and the resources
linked to its belonging.

For us to achieve these goals, our methodology will rely
on mixed-methods Social Network Approach, or SNA [4].
Our data collection strategy will consist of in-depth, semi-
structured interviews, on a sample of ten subjects. Semi-
structured interviews make it possible to explore processes
and human experiences participation and resources access
within the studied network [2]. On the other hand, quantitative
SNA techniques [6] will be used, in order to map the existing
formal connections and their characteristics. Network
member features, their degree of activity within the network,
and their virtual connections will be mapped and analyzed.
Such a protocol will produce quantitatively built network
maps, which will represent network tie directionality and
strength [6]. The quantitative and qualitative data collected
will be jointly analysed [17]. In conclusion, a longitudinal
approach [9] will allow us to study how the interplay between
the two online and offline spheres evolves over one year. The
same data collection and elaboration processes will be indeed
conducted twice along the study, with ten to twelve months of
distan