
HUSO 2016

The Second International Conference on Human and Social Analytics

ISBN: 978-1-61208-519-7

November 13 - 17, 2016

Barcelona, Spain

HUSO 2016 Editors

Els Lefever, Ghent University, Belgium

Dennis J. Folds, Georgia Tech Research Institute, USA

                             1 / 76



HUSO 2016

Foreword

The Second International Conference on Human and Social Analytics (HUSO 2016), held
between November 13-17, 2016 - Barcelona, Spain continued the inaugural event bridging the
concepts and the communities dealing with emotion-driven systems, sentiment analysis,
personalized analytics, social human analytics, and social computing.

The recent development of social networks, numerous ad hoc interest-based formed
virtual communities, and citizen-driven institutional initiatives raise a series of new challenges
in considering human behavior, both on personal and collective contexts.

There is a great possibility to capture particular and general public opinions, allowing
individual or collective behavioral predictions. This also raises many challenges, on capturing,
interpreting and representing such behavioral aspects. While scientific communities face now
new paradigms, such as designing emotion-driven systems, dynamicity of social networks, and
integrating personalized data with public knowledge bases, the business world looks for
marketing and financial prediction.

We take here the opportunity to warmly thank all the members of the HUSO 2016
Technical Program Committee, as well as the numerous reviewers. The creation of such a high
quality conference program would not have been possible without their involvement. We also
kindly thank all the authors who dedicated much of their time and efforts to contribute to
HUSO 2016. We truly believe that, thanks to all these efforts, the final conference program
consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the HUSO 2016 organizing
committee for their help in handling the logistics and for their work to make this professional
meeting a success.

We hope that HUSO 2016 was a successful international forum for the exchange of ideas
and results between academia and industry and for the promotion of progress in the area of
human and social analytics.

We are convinced that the participants found the event useful and communications very
open. We also hope the attendees enjoyed the charm of Barcelona, Spain.

HUSO 2016 Chairs:

HUSO 2016 Advisory Committee

Longbing Cao, UTS Advanced Analytics Institute, Australia
Pascal Lorenz, University of Haute-Alsace, France
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Mining Weighted Leaders and Peripheral Workers in Organizational Social Networks
based on Event Logs

Alessandro Berti

SIAV
35030 Rubano PD

Email: alessandro.berti89@gmail.com

Abstract—Identifying important, influent individuals in a social
network has been, for decades, an interesting analysis, that
can lead in business contexts to a better understanding of the
community structure and workers’ behavior (considering, e.g.,
performance). In this paper, the focus is on social networks
extracted from event logs, and a more powerful definition
of leadership is introduced taking into account the fact that
leaders may have different importance inside the organization.
This concept is useful also in identifying peripheral workers,
that are far from leaders. In an assessment done on the BPI
Challenge 2012 event log, peripheral workers showed better
performance in comparison to other workers. This discovery has
been explained using Social Psychology concepts and considering
several characterizations of peripheral workers.

Keywords–Weighted Leaders; Peripheral Workers; Clustering;
Social Network Analysis; Sociology.

I. INTRODUCTION

An important information about the social structure of
an organization regards leadership. A leader is a person that
holds a dominant or superior position within its field, and is
able to exercise a high degree of control or influence over
others. Much emphasis has been given by the literature to the
importance of leaders in the functioning of an organization.
Research on leader-member exchange [1] shows that normal
workers’ performance is influenced by the relation with their
leader. Other studies [2][3] show that effective leaders can be
generally found in the center of a social network, according to
a centrality measure (see for instance [4][5]). These studies are
sociometric. Sociometry [6] is a science that can be applied
in business contexts, like performance management [7][8].
Blondel et al. [9] is particularly interesting because it speaks
about a method to find social leaders inside an organization
and how to use that information to increase the business
insights (improving the community structure and the graph
visualization).

In this paper, the focus has been switched from a socio-
metric approach (based only on relations between individuals)
to an event log approach, because it could be more powerful.
In doing so, only social networks extracted from event logs
[10] have been considered; they are particularly meaningful
in business contexts [11]. The notion of weighted leaders will
be explained (in Section 3), a simple algorithm to find them
will be introduced (in Section 3) and, moreover, an improved
clustering algorithm, inspired by the [9] one, will be presented
(in Section 3). The concept of peripheral workers will then
be defined (always in Section 3), showing that they usually
perform better than other workers (in Section 4), exploring
thanks to existing Social Psychology literature [12][13] various
types of peripheral workers.

II. BACKGROUND

Social networks in business contexts [10] may be built upon
event logs [14][15], which are collections of information about
events happening in the organization. These include the event’s
timestamp; the process instance in which the event is deployed;
the event’s originator (i.e., the worker who does the event). A
point that may need to be clarified is that, in Business Process
Intelligence [16] terminology (BPI is the analysis of business
processes using IT systems), an event is always instantaneous.
The concept that many might be familiar with is the one
of activity. To understand the difference, To understand the
difference, we could think of “Cooking a pasta” as an activity
built of possibly two events: a start (instantaneous) event and a
completion event (in which, we declare to have already cooked
the pasta).

Like in [17], a social network can be defined as a
weighted graph G = (V,E), where nodes represent individuals
(workers), and are identified by integers (thus V , the set of
nodes, is a subset of N); edges represent relations between
individuals, and are identified by couples e = (i, j) (where
i and j are identifiers of nodes; the set of edges E is a
subset of V ×V ); weights are associated to edges, and are the
strength of the relationship represented by the corresponding
edge (mathematically, they can be understood as functions
from E to R). Given an edge (i, j) ∈ E the associated weight
is denoted as w((i, j)) ∈ R).

To effectively build the social network, a weight (between 0
and 1) to relations between individuals has to be assigned. This
can be done calculating a metric between individuals. Van der
Aalst et al. in [10] propose several metrics, like the Handover
of Work (HoW) metric, that measures how many times the
work of an individual for a process instance is followed by the
work of another individual; and the Working Together (WT)
metric, that measures how many times two individuals work
together in process instances. In this paper, the focus will be
mainly on the WT metric, as the collaborative distance between
leaders and other individuals is considered (WT(p1,p2) is the
ratio of the number of instances in which both p1 and p2 do
events and the number of instances, contained in the log, in
which p1 do events). So, the value of the metric is high when
two individuals often collaborate.

Information can be mined from a social network using
a clustering algorithm, which groups individuals based on
their similarity, to extract information about the community
structure of the organization [18][19][20]. A clustering C of
G is a family of subsets of V such that each node is assigned
to exactly one cluster and a function C : V → N where
C(v) = i ⇐⇒ v ∈ Si (v belongs to the cluster Si) can be
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defined. There are several clustering algorithms [19][21]-[26],
but unfortunately the majority of them work on undirected
graphs. So, to use them on directed graphs, the graph has to
be transformed into an undirected one (i.e., making edges (i, j)
and (j, i) to have the same weight).

A difficult task is to evaluate the quality of the output
of clustering algorithms. In the context of social networks,
the most popular criteria to judge the quality of a clustering
is modularity. Modularity is a concept, described in [21],
that aims to measure group cohesion inside communities
and separation between them. The higher is the modularity,
the better the quality of the detected communities is. Some
clustering algorithms try to maximize directly modularity (e.g.,
[21]). Also nodes centrality (degree centrality [27], pagerank
centrality [28], betweenness centrality [5]) may be an impor-
tant factor to understand which individuals are important in
their group and to find overlapping communities [19][29].

Having an event log, however, means having more infor-
mation than the ones contained in Social Networks extracted
from the metrics: a Business Process Improvement analysis can
be done [15]. An interesting analysis might regards instances
completion times. Indeed, instances with an high duration may
be dangerous (for example, breaking Service Level Agree-
ments); while the ones with low duration may signal some
positive things inside the organization. This concept, in Lean
Manufacturing terminology, is called Lead Time [30]. Indeed,
focusing on a process, the mean (M ) completion time of
instances, the standard deviation (SD) of completion times
can be calculated, and after fixing a constant k (as example,
k = 1) one can consider as “positive” instances the ones whose
duration is below M − k ·SD, as “normal” instances the ones
whose duration is between M − k · SD and M + k · SD,
as “negative” instances, or instances whose duration exceeds
Lead Time, the ones whose duration is above M + k · SD.

Another interesting Lean Manufacturing-inspired concept
is the Flow Rate. It measures the ratio of the quantity of
time in which the instance is actively worked and the instance
duration. In other words, it is a measure of how many long
“holes” there are between the completion of an activity and
the start of the next activity. So, instances with lower Flow
Rate are being worked in a more systematic way.

III. WEIGHTED LEADERS AND PERIPHERAL WORKERS

In this section, we will define the concepts of weighted
leaders and peripheral workers, and we will propose a method
to find weighted leaders.

A. Weighted Leaders
Blondel et al. [9] have introduced a method to discover

leaders. However, the authors do not consider the fact leaders
in an organization may have different weights, i.e., there are
leaders which are more important than others.
Definition: A weighted leader is a couple (i, w) where i is a
(leader) individual and w is the weight (comprised between 0
and 1) that measures the importance of the leader.

This is meaningful because less important leaders may
have a less wide “sphere of influence” than the most important
ones, and this observation can be used to improve the com-
munity structure (clustering). Indeed, a clustering algorithm is
proposed, inspired to the one described in [9] and reported in
Fig. 1, that takes into account weighted leaders. It is described
in Fig. 2, and consists in inserting each node in the cluster

Blondel Clustering(G,L)
Require: A weighted social network graph G = (V,E,w)

A set of leaders L = {l1, . . . , ln}, li ∈ V ∀i
Ensure: A clustering C : V → N of G
C ← ∅ . Clustering, initially empty
new C ← ∅ . Ausiliar clustering, initially empty
i← 0
for all l ∈ L do
i← (i+ 1)
new C(l)← i

end for
while new C 6= C do
C ← neq C
. π1 is the projection on the first component
. So, roughly speaking, I are taking the nodes
for all n ∈ V \ π1(C) do
Ln ← {(k,w((n, k))) | (n, k) ∈ E} . w(e) is the weight
of the edge
ln ← π1(arg maxLn

π2)
new C(n)← C(ln)

end for
end while
. After that, isolated nodes are inserted
for all n ∈ V \ π1(C) do
i← (i+ 1)
C(n) = i

end for
return C

Figure 1. Blondel’s algorithm to cluster organizational social networks,
having in input the set of leaders

of its most (weighted) near leader. This method takes into
account both the (topological) distance and the power / weight
of the leader. In the Assessment section, there is a comparison
between this algorithm and the one presented in [9].

B. Peripheral Workers
The proximity of a worker to other workers expresses

how much the given worker is profoundly embedded in the
organization, and is expressed by the weight of the connections
of the given worker to other workers. Having introduced the
notion of (weighted) leader, there is interest in observing which
workers are far from leaders.

Peripheral workers are workers that are far, in the sense of
collaboration, from leaders. They can be found by calculating
for each worker a quantity, that is called leader proximity,
expressing the distance of the worker from the leaders. The
algorithm to calculate leader proximity, and to discover periph-
eral workers, is described in Fig. 3: the minimum topological
distance from a leader, considering also his weight, is found.

The peripheral workers concept is not strictly coincident
with other Social Psychology concepts, but two possible cate-
gories of peripheral workers can be considered:

- Newcomers are workers that are new in the organization,
or were previously assigned to different processes. They can
feed new energy to the organization, and new ideas (see
[12][31][32]). However, they can be considered marginal in the
organization because a new worker usually does not suddenly
collaborate with organizational leaders, and his initial collab-
oration network is usually strict. To enhance their position in
the organization, they usually start working harder than their
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Weighted Clustering(G,LW )
Require: A weighted social network graph G = (V,E,w)

A set of weighted leaders LW =
{(l1, w1), . . . , (ln, wn)}, li ∈ V ∀i

Ensure: A clustering C : V → N of G
. π1 is the projection on the first component
L← π1(LW ) . L is the set of leaders, considered without weight
C ← ∅ . Clustering, initially empty
new C ← ∅ . Ausiliar clustering, initially empty
WL ← LW . Leader proximity of workers, initially equal to the
weighted leaders set
i← 0
for all l ∈ L do
i← (i+ 1)
new C(l)← i

end for
while new C 6= C do
C ← neq C
for all n ∈ V \ π1(C) do
Ln ← {(k,w((n, k))) | (n, k) ∈ E} . w(e) is the weight
of the edge
. The following is different from the Blondel’s algorithm
ln ← π1(arg maxLn

π2 ∗WL(π1))
new C(n)← C(ln)
WL ←WL ∪ (n,WL(ln) ∗ w((n, ln)))
. In the leader proximity set, the worker with its leader
proximity have been inserted

end for
end while
. After that, isolated nodes are inserted
for all n ∈ V \ π1(C) do
i← (i+ 1)
C(n)← i

end for
return C

Figure 2. The algorithm to cluster organizational social networks, having in
input the set of weighted leaders

mates [33], and this suggests that peripheral workers of this
category may offer better performance than other workers.
Also, they may motivate old-timers to reflect on the group’s
work practices [34][35][36], and be a source of diversity
regarding the skills and values, which can stimulate the group
to consider new ideas and adopt new practices [32][37][38],
and this can also contribute to better performances.

- Workers suffering phenomenons similar to social exclu-
sion [39], so they are not, or are not considered by other
workers, full part of the organizational processes and work
force. Social exclusion usually leads to offering a lower
performance level [40]. However, possible reasons could be
asserted on why peripheral workers may not be full part of
the organizational work force, yet offering a good performance
level: they are external collaborators or consultants (so they
do not always work for the organization). They might have a
good working behaviour in order to convince the organization
to collaborate again with them. This category contains also
workers with expiring contracts that wish to be called again
by the organization. A second reason is that they might not
feel adequately considered by colleagues, and work hard in
order to improve their position in the organization (see [41]).

Peripheral Workers(G,LW , t)
Require: A weighted social network graph G = (V,E,w)

A set of weighted leaders LW =
{(l1, w1), . . . , (ln, wn)}, li ∈ V ∀i

A threshold t for peripheral workers
Ensure: A set of peripheral workers P
. π1 is the projection on the first component
L← π1(LW ) . L is the set of leaders, considered without weight
P ← ∅ . P is the set of peripheral workers, initially empty
WL ← ∅ . Leader proximity of workers, initially empty
new WL ← LW . Ausiliar set of workers’ leader proximity,
initially equal to the set of weighted leaders
while new WL 6=WL do
WL ← new WL

for all n ∈ V \ π1(WL) do
Ln ← {(k,w((n, k))) | (n, k) ∈ E} . w(e) is the weight
of the edge
ln ← π1(arg maxLn

π2 ∗WL(π1))
WL ←WL ∪ (n,WL(ln) ∗ w((n, ln)))
. In the leader proximity set, the worker with its leader
proximity is inserted

end for
end while
. After that, isolated nodes are inserted
for all n ∈ V \ π1(WL) do
WL ←WL ∪ (n, 0)

end for
for all (w, v) ∈WL do
. v is the leader proximity of worker w
if v < T then
P ← P ∪ {w}

end if
end for
return P

Figure 3. The algorithm to discover peripheral workers in a social network,
having in input the set of weighted leaders and a threshold (for peripheral
workers).

Blondel Leaders(G)
Require: A weighted social network graph G = (V,E,w)
Ensure: A set of social leaders L
L← ∅ . Set of leaders, initially empty
for all n ∈ V do
Nn ← {k | (n, k) ∈ E} \ {C(n)} . Compute the set of
different nodes in the neighbourhood of n
if Nn 6= ∅ then

Is Leader← 1
for all k ∈ Neigborhood(n) do
. 3-cl(k) counts the number of 3-cliques in G which k
belong to
if 3-cl(k) > 3-cl(n) then

Is Leader← 0
end if

end for
if Is Leader = 1 then
L← L ∪ {n}

end if
end if

end for
return L

Figure 4. Blondel’s algorithm to discover leaders in a social network
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Weighted Leaders(LOG, E)
Require: An event log LOG

A weighted social network graph G = (V,E,w)
Ensure: A set of weighted leaders LW

LW ← ∅ . Set of weighted leaders, initially empty
N ← ∅ . Number of instances for worker, initially empty
modularities ← ∅ . Set of modularities for different number of
weighted leaders
nmax ← maxw n(w) . The greatest number of instances in LOG
in which a single worker collaborated
for all w ∈ V do
N(w) ← n(w) . Count the number of instances in LOG in
which the worker w does something,
. and do the ratio with nmax

end for
order decreasing(N)
for i = 1, . . . , | V | do
Ltemp ← take first(N, i) . Take first i elements in accordance
to ordering
modularities←
(i,modularity(Weighted Clustering(G,Ltemp)))
. It computes the modularity of the clustering obtained using
the proposed algorithm

end for
. π1 is the projection on the first component
imax ← π1 (arg maxmodularities π2)
LW ← take first(N, imax)
return LW

Figure 5. The algorithm to discover weighted leaders in a social network.
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Figure 6. Modularity results of BPI Challenge 2012’s Working Together
based social network, using Blondel’s Leaders-based clustering algorithm and
the (weighted) Leaders-based clustering algorithm.
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Figure 7. Mean percentage of process instances exceeding Lead Time (which
is set to be M+k·SD with k = 1.5) for peripheral workers and other workers.
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Figure 8. Mean Flow Rate of process instances exceeding Lead Time (which
is set to be M+k·SD with k = 1.5) for peripheral workers and other workers.

An interesting theory related to this is job embeddedness [42].
This theory explains why workers wish to be included in
an important network of relations inside the organization, as
the ones most embedded in the organizational social network
(i.e., having strong ties with other workers, and with leaders)
have the best chance to retain the work. Or, finally, they
could be members of the group that once were full members
but lost their position because they failed to live up with
expectations of the group (these workers were studied in [43]).
This could explain their good performances as an attempt to
being considered again. Basing always on [43], if they succeed
in re-doing a socialization, they may resume their activities as
full members.

The previous one should not be considered as conclusive
categories, but are useful to categorize part of the peripheral
workers, while some ones are out of these categories. In the
assessment we will see that peripheral workers offer however
a good performance, and this could be explained also by
other reasons. Peripheral workers, given their marginality in
the organization, are assigned to simpler instances. These,
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TABLE I. LIST OF WORKERS IN THE BPI CHALLENGE 2012 EVENT
LOG.

Number % of
Worker of cases Leader Mean critical cases Leader

worked weight Flow Rate worked proximity

10861 1786 1.000 280.696 23.124 % 1.000
11181 1736 0.972 343.687 24.654 % 0.972
11169 1714 0.960 275.473 17.970 % 0.960
10913 1664 0.932 315.914 24.700 % 0.932
11119 1662 0.931 317.680 24.007 % 0.931
11180 1578 0.884 284.269 26.869 % 0.884
10909 1555 0.871 328.306 26.238 % 0.871
11203 1527 0.855 318.556 24.100 % 0.855
11189 1424 0.797 301.353 21.348 % 0.797
11201 1414 0.792 295.160 25.672 % 0.792
10982 1344 0.753 304.367 21.280 % 0.753
11049 1245 0.697 290.165 14.056 % 0.697
11259 1094 0.613 367.576 17.367 % 0.613
11122 1061 0.594 401.087 19.039 % 0.594
10899 1033 0.578 368.085 13.843 % 0.578
10881 1026 0.574 399.833 25.536 % 0.281
10138 1022 0.572 365.311 11.057 % 0.266
11179 1003 0.562 341.545 24.128 % 0.308
10932 1000 0.560 328.229 21.400 % 0.287
10910 986 0.552 405.910 15.822 % 0.265
11121 942 0.527 286.044 20.170 % 0.324
11000 914 0.512 251.099 27.790 % 0.338
10609 892 0.499 285.194 14.574 % 0.282
11003 861 0.482 331.269 23.229 % 0.285
10889 786 0.440 312.309 21.883 % 0.261
10972 771 0.432 327.024 13.619 % 0.313
10863 746 0.418 247.067 24.799 % 0.328
10809 744 0.417 303.471 20.699 % 0.324
11009 725 0.406 336.090 20.552 % 0.279
10929 675 0.378 294.035 20.741 % 0.302
10939 647 0.362 315.541 19.784 % 0.345
10629 640 0.358 363.460 13.438 % 0.255
11019 568 0.318 204.465 21.127 % 0.289
10912 536 0.300 280.276 15.485 % 0.245
11202 482 0.270 0.000 0.000 % 0.274
11002 467 0.261 214.214 29.550 % 0.369
10933 405 0.227 395.922 20.494 % 0.310
10789 369 0.207 416.841 17.344 % 0.261
10931 367 0.205 234.828 26.703 % 0.313
11029 365 0.204 0.000 0.000 % 0.297
11200 341 0.191 0.000 0.000 % 0.234
11120 294 0.165 0.000 0.000 % 0.156
11289 282 0.158 324.069 17.376 % 0.274
11299 278 0.156 322.202 27.698 % 0.366
10935 265 0.148 340.945 31.698 % 0.345
11300 263 0.147 649.293 6.084 % 0.244
11302 262 0.147 354.620 14.885 % 0.323
11309 229 0.128 451.385 15.721 % 0.314
10880 226 0.127 0.000 0.000 % 0.228
11319 204 0.114 393.516 16.667 % 0.415
10228 175 0.098 163.990 11.429 % 0.278
10862 160 0.090 0.000 0.000 % 0.221
10859 136 0.076 0.000 0.000 % 0.219
10914 135 0.076 251.794 38.519 % 0.393
10971 130 0.073 0.000 0.000 % 0.192
10188 87 0.049 288.814 6.897 % 0.098
11001 60 0.034 73.564 6.667 % 0.248
10779 26 0.015 121.232 15.385 % 0.215
11111 23 0.013 0.000 0.000 % 0.338
11079 16 0.009 316.709 43.750 % 0.563
11339 13 0.007 0.000 0.000 % 0.356
11304 10 0.006 0.000 0.000 % 0.194
10124 5 0.003 487.185 40.000 % 0.513
11269 3 0.002 42.793 33.333 % 0.333
10125 2 0.001 0.000 0.000 % 0.697
11254 2 0.001 0.000 0.000 % 0.884
10821 1 0.001 952.603 100.000 % 0.931

then, require less time and less effort to be completed. They
might also be brilliant individuals, being able to work alone
without requiring leaders to control them. Peripheral workers
are less stressed than other workers: in the assessment, even
normal workers with a similar number of worked instances
perform worse than peripheral workers. Stress may be fault of
leadership [44] recalling all the time workers to their duties
and judging commitment. Finally, they might be more free
(in work) than other workers. Freedom in a workplace may
conduct to a better working behaviour and satisfaction [45].

C. Finding weighted leaders

In this section a method is proposed to discover leaders,
and to assign them a weight that takes into account the social
network and the event log. It is a very simple way, with some
insights on how to improve it described in the “Conclusion and
Future Work” section. The approach described in [9] (resumed

TABLE II. LIST OF WORKERS IN THE BPI CHALLENGE 2012 EVENT
LOG, SORTED INCREASINGLY BY THEIR LEADER PROXIMITY.

Number % of
Worker of cases Leader Mean critical cases Leader

worked weight Flow Rate worked proximity

10188 87 0.049 288.814 6.897 % 0.098
11120 294 0.165 0.000 0.000 % 0.156
10971 130 0.073 0.000 0.000 % 0.192
11304 10 0.006 0.000 0.000 % 0.194
10779 26 0.015 121.232 15.385 % 0.215
10859 136 0.076 0.000 0.000 % 0.219
10862 160 0.090 0.000 0.000 % 0.221
10880 226 0.127 0.000 0.000 % 0.228
11200 341 0.191 0.000 0.000 % 0.234
11300 263 0.147 649.293 6.084 % 0.244
10912 536 0.300 280.276 15.485 % 0.245
11001 60 0.034 73.564 6.667 % 0.248
10629 640 0.358 363.460 13.438 % 0.255
10789 369 0.207 416.841 17.344 % 0.261
10889 786 0.440 312.309 21.883 % 0.261
10910 986 0.552 405.910 15.822 % 0.265
10138 1022 0.572 365.311 11.057 % 0.266
11202 482 0.270 0.000 0.000 % 0.274
11289 282 0.158 324.069 17.376 % 0.274
10228 175 0.098 163.990 11.429 % 0.278
11009 725 0.406 336.090 20.552 % 0.279
10881 1026 0.574 399.833 25.536 % 0.281
10609 892 0.499 285.194 14.574 % 0.282
11003 861 0.482 331.269 23.229 % 0.285
10932 1000 0.560 328.229 21.400 % 0.287
11019 568 0.318 204.465 21.127 % 0.289

in Fig. 4) is briefly recalled: given a node (worker), if the
number of 3-cliques (a N-clique is a subset of size N of the
vertices such that every two distinct vertices are adjacent) it
belongs to exceeds the number of 3-cliques neighbor nodes
(workers) belong to, then it is considered to be a social leader.

The approach proposed in this paper (described in Fig.
5) is focused on counting the number of process instances
worked by the resources. The workers with the greater number
of process instances are considered to be leaders. The weight is
1 for the worker with the greatest number of process instances
and, for other workers that are considered to be leaders, is
the ratio between their number of worked instances and the
number of worked instances by the worker with the greatest
number of process instances.

But how many of the workers, given they have been
sorted by that number, should be taken? One should consider
the number of the leaders that, according to the clustering
algorithm that has been previously introduced, maximizes the
quality of the obtained community structure, measured by
modularity. Indeed, the number of leaders that realize the
maximum represent possibly a good and synthetic covering
of the social network graph.

IV. ASSESSMENT

The assessment has been done on the Business Process
Intelligence Challenge 2012 event log. This event log, taken
from a Dutch financial institute and regarding an application
process for personal loans, has been made freely available to
invite business process mining specialists to work on discover-
ing possibly interesting business analysis, using any available
approach (including Social Network Analysis).

As explained in the background, social networks extracted
from event logs are being considered, so it is required to choose
a metric between individuals: the Working Together metric has
been chosen. Worker 112 is an automated resource, that is
present in almost all instances, and it has been excluded from
the analysis.

Table I resumes the obtained results, for the considered
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TABLE III. LEADER PROXIMITY AND MAXIMUM PROXIMITY TO
OTHER WORKERS IN THE BPI CHALLENGE 2012 EVENT LOG.

Worker Leader proximity Max worker proximity

10861 1.000 0.308
11181 0.972 0.327
11169 0.960 0.278
10913 0.932 0.308
10821 0.931 1.000
11119 0.931 0.300
11180 0.884 0.359
11254 0.884 1.000
10909 0.871 0.305
11203 0.855 0.315
11189 0.797 0.298
11201 0.792 0.367
10982 0.753 0.272
10125 0.697 1.000
11049 0.697 0.313
11259 0.613 0.314
11122 0.594 0.271
10899 0.578 0.302
11079 0.563 0.563
10124 0.513 0.600
11319 0.415 0.485
10914 0.393 0.444
11002 0.369 0.396
11299 0.366 0.428
11339 0.356 0.615
10939 0.345 0.345
10935 0.345 0.370
11000 0.338 0.348
11111 0.338 0.348
11269 0.333 0.333
10863 0.328 0.328
11121 0.324 0.324
10809 0.324 0.410
11302 0.323 0.378
11309 0.314 0.367
10972 0.313 0.449
10931 0.313 0.322
10933 0.310 0.363
11179 0.308 0.311
10929 0.302 0.311
11029 0.297 0.334
11019 0.289 0.310
10932 0.287 0.292
11003 0.285 0.301
10609 0.282 0.377
10881 0.281 0.289
11009 0.279 0.279
10228 0.278 0.286
11289 0.274 0.433
11202 0.274 0.282
10138 0.266 0.382
10910 0.265 0.265
10889 0.261 0.280
10789 0.261 0.377
10629 0.255 0.366
11001 0.248 0.267
10912 0.245 0.276
11300 0.244 0.274
11200 0.234 0.240
10880 0.228 0.235
10862 0.221 0.250
10859 0.219 0.228
10779 0.215 0.231
11304 0.194 1.000
10971 0.192 0.192
11120 0.156 0.177
10188 0.098 0.126

social network, using the proposed algorithms. Leaders (re-
ported in bold) are defined using the criterion explained in
Fig. 5, considering the workers having greater leader weight
(this was, for completeness, reported for each worker). Then,
for each worker, (worked) process instances whose duration
exceeded Lead Time (which is set to be M + k · SD,
with k = 1.5) have been considered, calculating the mean
Flow Rate, and reporting also the percentage of “critical”
process instances over the number of overall worked instances.
Peripheral workers (which are emphasized in italic) are the
ones with lower leader proximity (in this table, the ones with
measure < 0.24 are considered).

The list of leaders was found using the algorithm described
in Fig. 5, with their number established trying to maximize
the modularity. For N = 15 there is a value of modularity
equal to 0.02431, which is better than the value of modularity
obtained applying the algorithm described in [9] (that produces
a modularity of −0.02834). So, the weighted leaders-based
algorithm manages to get a better description of the community
structure than the algorithm described in [9]. Also, this is not
due to the chosen number of leaders: Fig. 6 (line coloured light
gray represents modularity results for Blondel’s Algorithm on
these differently-sized lists of leaders; line with dark gray
colour represents modularity results for our algorithm) shows
us that, for any chosen number of leaders, the proposed algo-
rithm works better. It provides, in addition, better modularity
results than Label Propagation algorithm (that gets a 0.0000)
and Multilevel algorithm (that gets a −0.0186), which are
commonly used algorithms.

Using the set of (weighted) leaders, leader proximity has
been calculated for all remaining workers. The considered
peripheral workers are the ones with leader proximity < 0.24:
this threshold was chosen for the log because it separates the
ones which are peripheral workers from the other workers
in Table II. However, in a different log from BPI Challenge
2012 the ideal threshold for peripheral workers is likely to be
different. Peripheral workers have definitely a lower percentage
of process instances exceeding Lead Time and lower mean
Flow Rate.

In Fig. 7 and 8, peripheral workers are shown to perform
better than other workers when the focus is on process in-
stances whose duration exceeds Lead Time (that is set to be
M + k · SD, with k = 1.5): there is a lower percentage of
these instances and the mean Flow Rate is inferior. This is
not dependant on the threshold chosen to decide peripheral
workers, as in Fig. 7 and 8.

In Table III is shown that in many times peripheral workers
are also far from other workers, not only from the leaders.
This confirms their substantial marginality in the organization.
These workers are not clearly part of any work group in the
considered organization (an hyphotesis may be that they are
external collaborators), running the risk of social exclusion
inside the workplace. Some insights could be given on a
possible “classification” of some of the peripheral workers:

Worker 11304 enters the event log very late (Sat Feb 04
2012): this says that, relatively to the given process, he is a
newcomer, and he may perform great to let the others know
him.

Workers 10859, 11120 and 10880 are present only at the
start of the event log: this says that they are not fully part of
the organization. A hypothesis could be that they are external
collaborators, so they perform well to being “called again” by
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the organization, or they have an expiring work contract so
they try to work at their best to get a renewed contract.

Workers 10188 and 10779 are not generally involved
much in the organization, registering a low number of worked
instances and low collaboration with others. They may perform
better in order to get more involved in the process (see [41]).

For workers 11200, 10971 and 10862, which do not fall in
the previous categories, a possible explanation can be provided:
the job embeddedness theory; they perform good in order
to improve their organizational ties and to strenghten their
position in the organization.

V. CONCLUSION AND FUTURE WORK

In this paper insights on organizational social networks
extracted from event logs have been proposed, introducing
the concept of weighted leader and showing how to find
peripheral workers. Basing on these concepts, a clustering
algorithm has been introduced, that is similar to the one
described in [9], but is based on the concept of weighted
leader. Experiments have been carried out on the freely
available BPI Challenge 2012 event log, and the leaders
were found based on the simple, but effective, count of the
worked process instances. In this log, the proposed clustering
algorithm produced the best modularity results, and peripheral
workers were found to have better behaviour (relative to Flow
Rate and to the percentage of cases exceeding Lead Time)
than other workers.

The classification of at least some of the peripheral
workers has been proposed, in some categories that come
from Social Psychology literature. The analysed categories
are the newcomers and the social excluded workers. In the
log there is at least one peripheral worker for both the
categories, and this lead to possible explanations about the
good behaviour (relatively to the considered performance
measures) of these workers.

For an organization, given newcomers good behaviour,
it may be convenient to involve new people in (existing)
processes, rather than being fixed on a static workforce [31].
Also, recurring to external collaborators and contracts that
expires seems convenient in order to avoid workers to be
static on a process and, in the long period, to lose motivation
and performance [34][35][36].

The practical purpose of the proposed methods is to easily
find, starting from an event log, high and low performing
workers, doing an effective evaluation of employees.
The proposed algorithms work on event logs: only few
organizations have a process-awareness level such that they
collect data in an event log, through Information Technology
systems. These logs often are private: there is a very little
number of freely available event logs and the chosen one (BPI
Challenge 2012, that collects event from a Dutch financial
institute) is probably one of the most meaningful.

Also, only events regarding a particular process
(application process for personal loans) have been inserted
in BPI Challenge 2012: this limits the social network to
the people working for that particular scope. In addition to
that, one does not know anything other than the information
written in the event log. This has lead to a classification of
peripheral workers that is plausible but must be seen like an
hypothesis, that could not be confirmed given the information
in the BPI Challenge 2012 log.

It must also be remarked that information obtained here

regard only a process. So, the found leaders and peripheral
workers might be leaders, or marginals, only in the given
process, not necessarily in the organization.

An open question regards the possibility of a better
criterion to discover leaders in the social network. Some
ideas that are based on possible calculations on the event log
are about introducing some measures, and they are briefly
reported:

• A statistical measure of workload (number of things
done contemporaneously), searching leaders among
the workers having greater workload.

• A notion of criticality among workers, that is high
when a worker does a type of activity with no or
few possible replacements in the organization. Leaders
often do exclusive activities, because of their role, so a
good criterion to discover leaders may be calculating
workers’ criticality and taking the ones with the higher
measure.

• Measuring responsability through the in-degree of the
worker in the Handover of Work between-individuals
metric [10]. Indeed, if there are many handovers, it
means that many workers in the organization need
to consult the given individual, so there is a good
possibility that he is a leader.

• Measuring worktime. Leaders usually have more re-
sponsabilities, so they work longer.

Analyzing the effect of these ideas, however, is a big task,
that goes beyond the purposes of this paper and, given the
effectiveness of the measure that counts the number of cases,
is left as future work.
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Abstract - In France, with the economic crisis and the huge rate 
of unemployment, the role of Universities has changed in the 
recent years. They try to promote the creation of new economic 
activities to attract new people, especially coming from 
disadvantaged areas in great town suburbs, particularly 
unemployed young people. We present the experiment of 
Creators of Activities University Degrees (DUCA) around 
cooperative devices or Creators’ Groups (GC). These DUCA / 
GC correspond to an individual project, part of a global 
dynamics in a collective approach. In a perspective of helping 
disadvantaged people to rebuild their life in a project dynamics 
of creation of economic activity, information and 
communication issues are central. We propose some tracks to 
analyze these cooperative devices through two Mediator 
Artifacts developed in the DUCA / GC areas of cooperation: 
the business plan of the activities’ creators and the training 
serious game “Solutia”. They help to better master the 
emotions and feelings of activities’ creators to develop their 
self-confidence and their entrepreneurship skills. 

Keywords - unemployed people; economic activities creation; 
entrepreneurship ;  disadvantadged areas; mediator artifacts. 

I. INTRODUCTION / BACKGROUND

In a period of social crisis and of huge unemployment 
(3.58 million people in full unemployment in France in 
September 2016), particularly for non-graduated young 
people in disadvantaged areas, Paugam pointed the 
importance of “social links” [1] and of solidarity. In this 
context, in the recent years, the role of University has 
changed. It is no longer just only to build and transfer 
knowledge, but also to welcome new people and promote 
their vocational integration, including the creation of new 
economic activities. We speak of Social Responsibility of 
Universities (RSU). There is also the new position of 
“entrepreneur student” [2]. These evolutions correspond to 
the need of repositioning the Universities but also other 
organizations with public service missions, such as Missions 
Locales (ML) or Centre for Information and Orientation 
(CIO). 

According to Azoulay [3], “there are talents in the 
suburbs but they need to be discovered and developed in 
different manners”. We must give confidence to potential 

activities’ creators and enable their talents to flourish, and 
also to promote “innovation in everyday life” [4] and 
especially social innovation.  

The University of Paris East Marne-la-Vallée or UPEM, 
through its component University Institute of Technology 
(IUT) has managed since 2006 several groups of Creators of 
Activities University Degrees (DUCA), supported by 
training partnerships devices, the Creators’ Groups (GC). 
These GC are federated in a national association: National 
Association of Creators’ Groups (ANGC). 

In this paper, we first present the researcher’s position 
and the methodology used.  Then we explain the specificity 
of the DUCA – GC devices, pointing particularly on their 
Information and Communication issues and the question of 
emotions. We present two emotions’ Mediator Artifacts: first 
a training “serious game” (Solutia) and a second, the 
Business Plan used as the framework of the economic 
activity project. Finally, we give some examples of success 
stories of activities creation before a conclusion insisting on 
future works.  

II. RESEARCHER’S POSITION AND METHODOLOGY

The author of this paper manages DUCAs in the IUT / 
UPEM and is also member of GC Coordination 
Committees. His analysis corresponds to a research position 
described by Bernard et al. [5] as “engaging 
communication”. These researchers outline the dimensions 
of “engaging position” and that of projects, which is the 
case for DUCA-GC.  

According to D'Almeida [6], organizations move 
“between projects and stories.” The projects correspond to 
two types of devices: first is the organizational one, and the 
second she calls “symbolic narrative” part where “stories” 
(symbolic devices) are essential. Organizations or 
organizational devices build their own imaginary stories. To 
take an example in a presentation’s leaflet of Val de Marne 
Creators’ Group: “Creators’ Groups help to switch from 
dream to reality.” They are based on two core values: 
“everyone is an asset for the territory”, “everyone 
expressing the desire to create an activity is heard”. 
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From a methodological perspective, the author of this 
article belongs to the French University’s interdisciplinary 
field of Information and Communication Sciences, in 
agreement with the approach proposed by Bernard [7] with 
the convergence of four aspects:  meaning, link 
(relationships, interactions), knowledge and action. He 
positions in a research action perspective mixing theory and 
practice to build knowledge for action.  

In this work, we meet several concepts. The first concept 
met is that of “device” (in French, “dispositif”), that we 
consider, according to Foucault [8], with all its socio-
technical dimensions.  For him, “What I'm trying to identify 
with that name, is first a decidedly mixed space, with 
speeches, institutions, architectural arrangements, regulatory 
decisions, laws, administrative measures, scientific 
statements, philosophical propositions, moral, philanthropic, 
in short: the words, as well as the unspoken, are mere 
elements of the device. The device in itself is the network 
that can be established between all these elements. 
Secondly, that I would identify in the device, is precisely the 
nature of the relationship that may exist between these 
heterogeneous elements.” 

In a socio-constructivist perspective, we also rely on the 
concept of “mediator artifact”: “the tools provided by the 
environment do not only play a role of mediator but also of 
artifact in that they organize (or reorganize) cognitive 
functioning” [9] with all the importance of project dynamics 
[10] [11]. We also rely on the concepts of situations and 
interactions [12], defined by Zacklad as a logic of 
“cooperative transactions” [13]. 

III. THE DUCA – GC AS SOCIO-TECHNICAL DEVICES

In this section, we will show how DUCA-GC 
corresponds to socio-technical devices as interactions’ areas 
with important Information and Communication Issues.    

A. DUCA and GC as interactions‘ areas  

According to ANGC, “The Creators Groups seek 
autonomy and professional integration of unemployed 
people, including school leavers, based on their desires to 
undertake as a catalyst”. The main goal of the GC / DUCA 
devices is to restore confidence, especially for young school 
leavers by leveraging their creativity in a project approach 
from an individual project based on training (DUCA), 
developed in training and group work, but also with an 
individual coaching. So this is an individual project, part of 
global dynamics, in a collective approach (Creators’ 
Groups). 

Since 2006, UPEM / IUT proposed several DUCAs in 
partnership with different Creators Groups: Val de Marne 
Department (94), Val Maubuée (Torcy, 77) and, during three 
years, with the GC Paris 20th. 

We will analyze how a new kind of training (DUCA) is 
based on cooperative processes and may be regarded as a 

“device” or an “organizational form” created by all the 
interactions between all the actors, to develop new 
opportunities for job seekers coming from disadvantaged 
areas, especially young school leavers. This process creates a 
new dynamics among all the actors, combining the 
individual dimension of each project with a collective 
dynamics. 

A DUCA / GC device brings together partners including: 
1) A federative structure (Mission Locale, Local Plan for 
Economic Insertion (PLIE), House of Employment (Pôle 
Emploi), other associations, etc.), 2) a University, often 
through an IUT, 3) a consultancy team in business creation 
(management shop or boutique de gestion, cooperative, 
industry and trade chamber, etc.). 

B. Importance of Information and Communication Issues 

In a perspective of helping people to rebuild their life 
[14] in a project dynamics, information collect and 
communication issues are central. Their analysis will 
constitute a main part of our grid to consider awareness and 
management of emotions and feelings as levers of creating 
economic activities. And so their management included in 
these activities’ creation may help people in difficult 
situations to rebuild their life. 

Firstly, candidates to DUCA / GC are searching in 
leaflets on business and crafts, books and numerous 
documents offered by the Local Missions and Centre for 
Information and Orientation (CIO), specialized websites, 
etc., information to better formalize their projects. They are 
helped in their information and documentation work by 
members of ML or of CIO. 

The personal reconstruction of the learner / creator is 
based on an innovative process of creating an activity that is 
formalized in an oral mid-term and an end-of-year 
presentation. This process involves many exchanges and a 
strong research activity for information and documentation 
with the help of people resources. It is driven by Mediator 
Artifact such as Business Plan of each student or meetings 
around a training “serious game”. 

This paper corresponds to a complementarity of views: 
DUCA teachers, GC leaders, trainers, facilitators from Local 
Missions, members of boutiques de gestion, psychologists, 
and, of course, students-learners, and potential creators of 
their economic activity. 

We propose some tracks to begin to try to analyze 
emotions and feelings of these actors, especially of young 
people creating activities around two Mediator Artifacts: a 
training serious game (Solutia) and the business plan of each 
activity’s creator. 

IV. TWO EMOTIONS’ MEDIATOR ARTIFACTS

DUCA / GC devices correspond to societal innovative 
areas to promote interactions. Two Mediator Artifacts may 
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act to reveal emotions and feelings and so help to improve 
activities creators’ skills and their creativity. 

A. A training “Serious Game” (Solutia) as first Mediator 
Artifact to develop ludic interactions 

  The main goal of DUCA / GC is to help increase 
creativity spirit and skills of creators of potential economic 
activity and especially young people. The DUCA-GC 
training teams try to invent new ways to interest the 
potential activities’ creators in being involved and so 
changing their life. One specific way consists in a training 
game: SOLUTIA. It is actually a form of “serious game”, 
but not developed on Internet interactions but on real 
exchanges in face-to-face situations between some creators 
(five to eight) with the help (a form of coaching) of a ML 
member.  

This game constitutes a Mediator Artifact to develop 
ludic interactions to improve interest for cooperation and 
project dynamics. This training “serious game” may also 
help converge the representations and develop confidence by 
creating collective dynamics and some form of pride around 
a personal project which may be also that of a whole family 
and, sometimes, of a larger community. 

First, this game has been thought and created by Marie 
Beauvais – Chevalier, member of ML of Marne-la-Vallée / 
Torcy, coordinator of the GC in Val Maubuée. Solutia’s 
game corresponds to a sort of Monopoly and Game of the 
Goose (Jeu de l’Oie) for learning how to manage company’s 
creation and its traps and opportunities.  

In a second step, Solutia has been developed and 
marketed by a student of UPEM University with the creation 
of a new enterprise through a new device “Students poles for 
Innovation, Transfer and Entrepreneurship” (PEPITE) [15].  

This business creation by a student around Solutia’s 
serious game illustrates the important evolution of the French 
Universities, and especially UPEM University. UPEM 
University tries to develop a new spirit of entrepreneurship 
through various devices and especially with times of 
exchanges and interactions between teachers and students 
such as the “All Creative Day, Tous Créatifs” (this year on 
June 22 th). 

B. A second Mediator Artifact: the Business Plan of the 
creators’ projects 

We have also observed the emotions and feelings of the 
actors of DUCA / GC Devices around another Mediator 
Artifact, the Business Plan of each creator of potential 
economic activity. The business plan is the main framework 
of the entire process of monitoring the development of the 
economic activity of the potential creator. It is a crystallizer 
of interactions from the beginning of the process (emergence 
phase) to the final presentation of the project. 

The emergence phase allows the potential activity 
creators to better define their ideas and formalize them. It 
includes four steps: 1) better knowing their potentiality as 

project’s leaders, 2) better defining the main idea of activity 
to develop, 3) discover the environment of the project, 4) 
define the suitability of their personality to the project and its 
environment. After this phase, the future creator formalized a 
file, which is the basis for presentation and defending before 
a jury for admission to the DUCA degree. The interview is 
always conducted sympathetically to give confidence to the 
future creator and validate his idea. 

The training phase (DUCA) allows future creators to 
receive specific knowledge to develop skills necessary to 
manage any activity (company, association, etc.): 
management, information and communication, legal and tax 
information, sales management, market survey, project 
management, etc., and to check the feasibility of the 
proposed project, specifying the business plan (market 
survey, financing, cost calculations, etc.). The “case” is 
finalized and presented before a jury. Pedagogy emphasizes 
the collective dimension and the practical application of the 
teachings around creative projects. 

V. INTERACTIONS ANALYSIS AROUND MEDIATOR 

ARTIFACTS INTEGRATING EMOTIONAL DIMENSIONS

The two presented Mediator Artifacts enable us to 
observe the emotions and feelings expressed in particular by 
young potential entrepreneurs: a phase of interactions 
between them in a playful position (Solutia Game) and also 
with interactions with the teaching team: the Business Plan. 
Both Mediator Artifacts converge to help to build an 
individual project in a collective dynamics. 

Finally, our findings highlight an analysis process with 
the transition from the initial and spontaneous emotions of 
the actors, especially young creators of economic activity, to 
more lasting feelings, attitudes and behaviors over a long 
period, in relation with their personality. 

We promote a dynamic dimension of integration 
(integrative approach) of changing emotions and feelings in 
the situation analysis and interactional approach proposed by 
Mucchielli (Situational and Interactionist Semiotics) [16] for 
economic activity creativity, apprehended in a grid of 
informational and communicational integration of actors’ 
views. For us, it is also the challenge of development of a 
dynamics (process) around control of emotions and feelings 
on a rather long term process.  

The DUCA / GC devices are also a space for converging 
management of project approaches [10] and quality 
approaches. We propose to consider this convergence 
through three types of processes that exists in any 
organization or project: the objective to compliance 
(control), the desire to implement changes and so the 
commitment to promote creativity and innovation [17]. For 
us, DUCA / GC devices constitute interesting areas of 
cooperation to observe this convergence. 

The emotional skills of young creators are the central 
element of an emotional intelligence, in our opinion, not 
sufficiently taken into account. The human body is both the 
mediator from which the individual can sensitize his affects 
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and constitutes a communication support of them, according 
to Martin-Juchat [18].  

By helping to set the individual project of business 
creation in a collective dynamics, the two studied Mediator 
Artifacts may help to favor a first awareness among activity 
creators; they are never completely alone and there are 
levers, networks that they must know how to use to get the 
right information at the right time and in the right place 
(informational and communicational skills). This awareness 
may help activities’ creators to restore their confidence and 
to overcome their shyness. The serious game Solutia also 
promotes situational skills: it allows students to discover a 
number of problem situations they can find in their creative 
activity and so help to overpass them. 

The goal of the Mediator Artifacts, particularly Solutia 
serious game is to (re) give confidence, to raise awareness 
that everyone has met difficulties in his entrepreneurship’s 
pathway and that they can be overcome. It is good to know 
how to go beyond emotions such as: fear of failure, 
withdrawal, frustration, anger, etc. Understanding and better 
managing emotions by relativizing them may help to recreate 
a positive dynamics of trust. It is also important to train the 
activities’ creators to be aware of their emotions and 
feelings, so they are not paralyzed by them, and, therefore, to 
better manage them and to succeed in their creation of 
activity process. 

We think that learning to better manage the emotions can 
become a collective goal to develop cooperation and 
improve skills. It is on this aspect that we propose to the 
other partners of the GC - DUCA to insist with a view of 
continuous improvement of existing devices. 

Social sharing of emotions is also important for 
encouraging awareness of group membership [12]. This 
group is essential to promote the personal development of 
each potential creator. This integration of emotions and 
feelings can help to better integrate an individual project of 
creation of activities in a collective dynamics of exchange of 
experiences and feelings (Group of Creators) to better 
understand and support in times of doubt and (re) motivate 
them. We wish to analyze their mechanisms to best promote 
these periods of interactions and information sharing for 
improvement of their projects. 

Our observations lead us to propose a broadening of 
perspectives of Situational and Interactionist Semiotics 
defined by Mucchielli with the integration of the experiences 
of the actors and their emotions and feelings [19], 
particularly for creators of activity. 

Another approach to consider is the Sociology of Actor-
Network (SAR) [20], even if the business plan and the 
serious game Solutia are not technical devices, but rather 
social and managerial devices. The idea that the collective 
activity (“acting elements”) can be considered as a “black 
box” (“boîte noire”) seems to match our approach of the 
business plan as the idea of “hybrid reality composed of 
successive translations” and the fact that the SAR “has been 
designed to follow the collective in their making process”, 
which is the case of GC – DUCA devices. 

We can then consider a dynamic relational semiotics 
approach to a certain length: global (approach by the 

complexity theory in a constructivist way), based on the 
search for meaning in the interactions’ situations between all 
the actors (including socio-technical artifacts), and of course 
also including emotions, feelings, experiences of all the 
actors in a dynamic approach (convergence of the 
management of project approaches and the process 
approaches of quality management) to create a dynamic of 
change, creativity and innovation, mixing individual and 
collective dimensions. 

VI. A SUCCESS TO BETTER SOCIALLY INTEGRATE PEOPLE 

BY CREATING NEW ECONOMIC ACTIVITIES  

Since 2006, 305 activity creators and, especially, young 
people, have been trained in the IUT of UPEM and 157 
graduated, that is to say more than 50%, which is considered 
as a very positive result by the Ile-de-France Regional 
Council (CRIF), the main public collectivity giving funds to 
the GC / DUCA devices.  

More globally, nearly 500 people, especially young 
people, have been sensitized to business creation and reality 
of the economic constraints of companies. Nearly 35% of the 
graduated students have created their business or taken over 
an existing activity; others have been inserted as employees 
in existing companies (often trade or food activities). 
Activities creations successes particularly concern the 
services sector in very different aspects. First, we have food 
activities such as gluten free bakeries, food to all tastes and 
cuisines possible, particularly Afro-Asian. Secondly, we 
have clothes manufacturing companies corresponding to 
different countries (Japan and Asia fashion, North Africa, 
etc.) and shops of different types of clothes. We have also 
organic cleaning companies, communication companies to 
organize special events (marriage, etc), production of video 
games, jewelry creations, home automation company, etc. 
We have also more usual activities such as: nurseries, 
gardening, public writers, different ways of home help, 
beauticians, hairdressers, sometimes with itinerant projects. 
But also, with the reform of school times, we have 
animation’s projects to provide stimulating activities or 
sports for children after school time, etc. 

A great satisfaction during the graduation ceremony for 
the DUCAs in December 2015 was to see some graduated of 
previous years come to offer jobs to those who had just come 
into training. 

VII. CONCLUSION AND FUTURE WORK 

In this work in progress, we propose tracks to analyze 
emotions and feelings around two Mediator Artifacts to 
improve training and business creation for specific people in 
the French Universities. 

Since 2006, with DUCA / GC devices, UPEM / IUT, in 
cooperation with federated partners in the GC, has trained 
over than 500 students in the creation of activity, including a 
majority of school leavers. The challenge is now finding 
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additional funding to the specific aid the Regional Council of 
Ile-de-France. We hope in European subsidies. 

In the cooperation areas developed around DUCA / GC 
devices, the position of “committed researcher” has really, 
for us, taken all its meaning and corresponds to a personal 
approach to the RSU, revisited as “social responsibility of 
the researcher.” We have gradually become convinced that 
the future can be built from micro actions on the territories 
and on daily innovative practices. 

For us, beyond the figures and examples of activities 
successes creations in various sectors (gardening, personal 
computers, clothing, cleaning, food, restaurants, personal 
services, etc.), the more important part  is to have renewed 
hope through a project dynamics  to allow potential creators 
of economic activities, especially school young leavers, to 
take charge of their destiny, in taking the risk of action for 
hope to promote a new business vision, resolutely different 
from “destructive innovation” discussed by Ferry [21], with 
the disasters of the financial and speculative capitalism. We 
insist on a first goal, that people dare to do the first step and 
also meeting the words of Mallory starting to climb to 
Everest Mountain (1924): “Where there is a will, there is 
always a way.” 

This approach focuses on the integration and 
management of emotions and feelings of all the actors of 
DUCA / GC devices, particularly those of the potential 
creators of economic activities. It also incorporates the 
concepts of “resilience” (ability to move again in a crisis 
situation), both with individual and collective aspects, of 
“sustainable development” of territories. Territories are then 
considered as built by a synergy of local projects, both 
individual and collective [22] in order to create a collective 
dynamics and give capacity for innovation and creativity 
[23]. 
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Abstract—Due to the omnipresence of information technology
and the increasing popularity of online social networks (OSN),
communication behavior has changed. While companies benefit
from, i.e., viral marketing campaigns, they are challenged by
negative phenomena, like Twitterstorms. Using existing empirical
approaches and theories for analyzing the dynamics of social
media communication processes and for predicting the success of
a campaign is challenging as the circumstances and the access
to communication processes have changed. Agent-based social
simulation (ABSS) provides approaches to overcome existing
restrictions, e.g., privacy settings, and to develop a framework
for the dynamic analysis of communication processes, e.g., for
evaluating or testing OSN marketing strategies. This requires
both a valid simulation model and a set of real world data serving
as input for the model. In this paper, a procedure model for the
creation of a simulation model is developed and the steps are
demonstrated by examples.

Keywords–Social Network Analysis; Conversation Detection;
Networks of Communication; Data Collection and Handling; Sim-
ulation Methodology.

I. INTRODUCTION

With the digital revolution initiated by the Internet, social
media platforms have gained popularity and have become
an inherent part of our private communication. Nowadays,
popular OSN, e.g. Facebook, Twitter, or Google+, have more
than 1 billion registered users each and the tendency is still
rising. Studies report that approximately 28% of the online-
time of internet users is spend in OSN [1]. Companies have
observed this trend, too, identified the potential of OSN as
a platform of aggregated customer contact, and have shifted
the focus of many business units to OSN, e.g., customer
service or marketing. This has the benefits of facilitating the
determination of the customers’ demands, of decreasing the
efforts of client contact, and of allowing for an identification
of trends at an early stage.

A. Dynamics of Communication Processes in OSN
Especially the high degree of connectivity between the

users make OSN beneficial for companies, e.g., in terms of
word-of-mouth marketing. Compared to the real world, users
of OSN are connected with a large average number of people
which results in an increased speed of information distribution.
This is utilized by marketing strategies of companies to quickly
reach a high level of awareness, e.g., in viral marketing cam-
paigns [2]. The self-replicating process of gaining awareness
for a certain product or brand is driven by messages or media

which are spread by users and which contain information on
the entity that is advertised.

However, the effects and mechanisms which are beneficial
for companies in terms of viral marketing and for gaining
a high level of awareness can also result in harmful conse-
quences. Due to the fast diffusion of information in OSN,
negative comments or criticism can be multiplied in an uncon-
trollable way and cause in a storm of protest. As these storms
often occur on Twitter, they are called Twitterstorms. A recent
example is the #CrippledAmerica Twitterstorm. In late 2015,
Donald Trump, an American businessman who announced his
candidacy for the US presidential election in 2016, mocked
a disabled reporter during a political rally while promoting
his book “Crippled America”. Stuttering stand-up comedian
Nina G took this as an opportunity to ask everyone to use
the hashtag #CrippledAmerica for writing about experiences
with disability [3]. As a result, the hashtag’s focus shifted
from promoting Trump’s campaign and book to reports on
peoples’ experiences with disabilities and negative responses
to his statement.

Currently, companies lack methods to direct or end Twit-
terstorms and thus sometimes inadvertently promote the dis-
tribution of negative statements. But the challenge is not
only to avoid negative impacts. Also utilizing positive aspects
of OSN communication is difficult as traditional concepts
of communication can no longer be applied to analyze the
dynamics of OSN. The reasons are multilateral communication
behaviors as well as an increased number of interpersonal
relationships in OSN. Furthermore, the lack of distribution
barriers, e.g., (“death of distance” [4]), and the increased size
of the potential addressees of messages need to be considered.

This does not only challenge companies. Also from a scien-
tific perspective, there is a lack of empirical methods for inves-
tigating social mechanisms and dynamics of communication
processes as well as for finding explanations in complex sys-
tems [5]. Due to their characteristics, compared to traditional
offline communication, innovative concepts and techniques
are required for analyzing communication processes in OSN
[6]. Related research questions arise from the fields of media
studies and communication research, as the content and effects
of mass media as well as human communication are in focus.
Considering standard research methods from these areas, two
major challenges can be identified: On the one hand, operators
of OSN restrict the access to data and users applying privacy
settings to protect their personal data prevent researchers from
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accessing relevant information. Thus, field studies can only be
conducted when the communication is openly accessible. On
the other hand, anonymity and the large number of actors in
OSN are factors influencing the behavior of the users. This
is why empirical experiments under laboratory conditions are
unfeasible, too. It can be assumed that actors will not behave
the way they would behave in real OSN, when knowing they
are part of an artificial network which is being observed as
part of a scientific study. Consequently, alternative approaches
are needed for analyzing communication dynamics in OSN,
e.g., for evaluating Twitterstorm strategies in advance.

B. ABSS for Analyzing Communication Processes

Computer simulation is a commonly used technique for
analyzing complex and inaccessible systems in many disci-
plines. Here, artificial systems are created by modeling and
simulating actors and mechanisms which then can be studied
using existing research methods. In contrast to real world
systems, simulated systems can be fully accessed, modified,
and recreated by the researchers as required. In social sciences,
ABSS has been established as a special type of simulation for
studying emergent social behavior [7]. By modeling the actors
of the real world system as autonomous entities, individual
decision-behavior can be simulated and global social phenom-
ena emerge from local interactions of the actors.

For the use in OSN, a data basis as well as a procedure
model for the creation of a simulation model are required.
The data basis comprises both data about the actors (the users
of the OSN), as well as the environment of the actors (the
OSN itself). Especially information regarding the types of
actors, their actions and goals but also the structure and the
opportunities for actions provided by the OSN are needed for
creating a suitable simulation model.

Many OSN provide APIs (application programming inter-
faces) for gathering data about their users and interactions
between them. However, APIs provide a large amount of
isolated data and the identification of relevant data in terms of
ABSS studies is challenging. Thus, the handling of data needs
to be assisted and integrated into the process of conducting
simulation studies.

This paper presents a first step towards the development
of a framework for analyzing communication dynamics in
OSN and for testing communication strategies using an ABSS
approach. This work particularly focuses on the automated
collection, as well as the preparation and selection of relevant
communication data from OSN for developing a simulation
model as shown in Section IV. In Section V the implemen-
tation and evaluation of the approach is described. Here, the
syntactical context of the communication will be in focus with-
out further consideration of its semantics. Using the example of
Twitter, isolated tweets related to the same topic are selected,
individual actors and messages sent by them are derived, and
communication dynamics are reconstructed. Furthermore, to
evaluate this approach, communication dynamics of Twitter-
storms and political discourses are analyzed. Finally, Section
VI provides a concluding summary of the findings.

II. FOUNDATIONS

For analyzing the dynamics of OSN communication pro-
cesses, the act of communication itself but also the structure
of OSNs need to be considered.

A. Communication

Human communication can be considered as a sequence of
actions of individuals, where the behavior of a sender influ-
ences the behavior of a receiver [8]. It can be understood as
a process, where the sender uses a set of characters to encode
a message, which then is transmitted using an information
medium. The receiver uses an own set of characters to decode
and interpret the message and returns a feedback using the
same mechanism but not necessarily the same medium [9].
However, a message does not necessarily need to be a verbal
utterance but can also be nonverbal.

Each message consists of different layers of information.
Without further knowledge, a message is only perceived as
a set of characters. By adding syntax, the characters become
a message, based on rules defining the relationship between
characters. The meaning of a message is determined by its
semantics. Because of this, the transfer of information can only
be achieved if both the sender and receiver share the same
semantics. Pragmatics reveal the intention of the message’s
sender.

The shifting of communication into technical media is
accompanied by a loss of information. The transmission of the
message is ensured, yet, the receiver does not know whether
the message was interpreted correctly. On Twitter, e.g., the
platform determines and restricts the communication processes
between users and influences the understanding. The result of
the communication can only be returned on the same technical
way it has been received, by replying to a Tweet using another
Tweet. Thus, we can focus on the analysis and simulation of
sequences of Tweets and not take nonverbal communication
into account at first. For this, it is necessary to know the
structure of the network and how communication is made
possible. As pragmatics and semantics need to be abstracted
for the simulation model, tools for the automated evaluation of
messages are needed and are provided by computer linguistics.
Even though our example does not focus on the computer
linguistic analysis of Tweets, it is an essential part of the
model building process as the large amount of data requires
an automated approach.

B. Social Networks

In terms of graph theory, the structure of a social network
can be described by a set of users (nodes) and relationships
between the users (edges), connecting those nodes [10]. De-
pending on the direction of the relationship, graphs can be
unidirectional, defining the direction of the relationship, or
bidirectional, connecting two nodes without providing infor-
mation regarding the direction of the relationship.

For assessing the importance of a node in a graph, e.g.,
the most influential users of an OSN, centrality measures can
be used [11]. The degree of centrality corresponds to the total
number of edges a node has and can be used as a measure
of a node’s interconnectedness in a graph. Nodes having a
high degree (compared to other nodes) are classified as hubs
in terms of information diffusion. When considering directed
graphs, the indegree (number of inbound edges) needs to be
distinguished from the outdegree (number of outbound edges).

In contrast to this node-specific measure, the density is
calculated for an entire network or graph. Doing so, it can be
used for comparing different graphs. The density of a graph is
defined by the ratio of the number of existing edges and the
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maximum number of edges in case every pair of nodes would
be connected by an edge (complete graph).

For simulating communication in OSN, the structure of
the network needs to be recreated. A representation of a
network using a graph defines the communication channels and
the described characteristics give indication of the conditions
under which communication is taking place, e.g., who can send
messages to whom and how their reach can be assessed.

C. Computational Linguistics
In addition to the structure, OSN consist of messages which

are send between the users. For analyzing communication
processes, the content of the messages is of relevance, too.
It provides the researcher information about the intention as
well as the context of communication. Thus, it is desirable to
automatically classify the topic of individual messages and
communication processes. Doing so, a first impression of
the content of communication is given which facilitates the
researcher’s process of finding and selecting relevant commu-
nication processes. Furthermore, a basis for the abstraction of
the content for the modeling process is provided. Yet, as the
messages consist of natural language, analyzing the content
in an automated way is challenging. Computational linguistics
focuses on the modeling and processing of natural language
and provides suitable techniques.

1) Machine Learning: One basic technology used in com-
putational linguistics is machine learning which evolved from
artificial intelligence. In contrast to other algorithms following
hard-coded program instructions, machine learning algorithms
learn from experiences gained from data or from models build
from data [12]. Generally, a distinction is made between three
types of learning: supervised, unsupervised, and reinforcement
learning. While supervised algorithms try to learn rules from
example inputs and outputs, unsupervised learning approaches
need to find patterns in data on their own. Reinforcement
learning takes place in dynamical environments and will not
be considered any further in this paper.

2) Content and Lexical Analysis: When using machine
learning algorithms for processing natural language, the text
first needs to be divided into its linguistic entities. These
include words as well as phrases or even entire paragraphs
of a text. For separating words, whitespace characters can be
used in most segmented writing systems, e.g., those consisting
of Latin characters. The entities received when dividing a text
are called n-grams and are used for creating a model of the
language. In this work, n-grams are used for analyzing the
mood of messages, i.e., tweets.

For assigning attributes (tags) to words, part-of-speech
tagging (POST) is applied [13]. Given a text, POST identifies
the grammatical categories of each word, e.g., noun, verb, or
adjective. This is challenging, as words may appear in different
parts of speech at the same time. Yet, analyzing the mostly
used nouns, verbs, and adjectives in a large data set, e.g., a set
of Tweets, may provide a first impression regarding the most
commonly discussed topics.

When analyzing frequencies of words in a text or when in-
dexing documents, a reduction of the words to their base form
is needed. Stemming aims at reducing words with a similar or
identical meaning, but which differ in its suffix, to its word
stem. Here, each language requires own stemming algorithms.
A commonly used algorithm for the English language is the
porter stemming algorithm [14].

Summarizing it can be said that for evaluating communi-
cation processes in OSN, content and lexical analysis provide
information regarding the topic of a conversation and allow
for a first assessment of the Tweet.

D. Related Work

The approach presented in this paper is accompanied by
related approaches and disciplines where networks of commu-
nication and discourses in OSN are analyzed.

Information propagation aims at identifying a group of
users which can propagate an unspecified information, i.e.,
a message, to as many users as possible. Approaches exist
where the topics of communication within OSN are explic-
itly modeled for providing a topic-aware estimation of the
propagation probability [15]. Thus, information propagation
provides valuable ex-post approaches for analyzing networks
of communication but lacks methods for integrating individual
and more complex opinion making processes.

Cogan et al. [16] used Twitter data to reconstruct complete
conversations around an initial tweet which is given. This
enables a more detailed evaluation of conversation topologies,
as social interaction models can be compared to OSN. Yet,
only isolated and minor conversations lasting up to six hours
were analyzed, not larger networks of communication as they
occur in Twitterstorms.

For analyzing political discourses among Twitter users,
Hsu et al. [17] examined their participation in discussions.
The identification of key users was based on the users’ public
data, e.g., Twitter ID, location, number of tweets, and follower-
followee-networks, instead of considering the communicative
behavior of the users.

Maireder [18] described discourses on Twitter using three
perspectives: networking topics, networking media objects,
and networking actors. By connecting these perspectives, the
author aims at understanding the process of political opinion-
making through Twitter using empirical approaches by hand.

These approaches consider the collection and preparation
of data as isolated processes for social network analysis. An
integration of data handling as a step of an entire research
process for generating theories, testing hypotheses or deriving
conclusions is not proposed and an adoption of data handling
as part of a simulation study is not performed. Therefore,
the approach presented in this paper complements existing
approaches such that an agent-based simulation of commu-
nication processes in OSN is facilitated.

III. ANALYSIS

For analyzing the dynamics of OSN communication pro-
cesses, a data basis is needed. As the number of existing OSN
is large and as OSN differ in structure and mechanisms, the
process of data collection differs, too. In this paper, Twitter
is used as an example platform due to the size of the OSN
on the one hand, and the unrestricted access to data on
the other hand. Compared to other OSNs like Google+ and
Facebook, Twitter’s data is not as much affected by privacy
settings and can be accessed using the provided API. Still, the
communication processes which can be observed on Twitter
are of relevance as they affect the general public and have
resulted in cross-media phenomena in the past, e.g., the harlem
shake [19].
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A. Twitter as a Communication Platform
Twitter was founded in 2006 and, compared to other OSN,

its unique feature is the limitation of the message (“tweet”)
length to 140 characters. Another difference is how friendships
are represented. While most OSN consist of bidirectional
relationships between users, meaning two users constitute the
friendship together, a distinction between followers and fol-
lowees is made on Twitter. Here, a user actively and voluntarily
decides which other users to follow for receiving their status
updates in an unidirectional way. Following another Twitter
participant makes the following user become a followee, yet,
the user being followed does not need to follow its followees.
Thus, a connection between two users does not imply that
they exchange information in both directions. In consequence,
for analyzing communication dynamics, the directions of the
relationships need to be considered.

Besides the user network, the hashtag (#) emphasis Twitter
provides is of special interest from a media studies and com-
munication research point of view. When publishing messages,
Twitter users can make use of two operators for classifying
a message. The #-symbol is used for categorizing messages
and for marking keywords of a tweet. This simplifies the re-
searcher’s assignment of tweets to a certain topic. Furthermore,
Twitter provides mechanisms for replying to other tweets and
for addressing a tweet to a certain person. Using the @-symbol
followed by the name of a user or by putting the prefix “RT”
(retweet) at the beginning of a tweet, the identification of
dialogs or conversations is supported. Due to these features,
Twitter has been widely used for conducting online studies of
certain subjects or events, e.g., spread of news [20], the activity
of diseases [21] or political communication [22].

B. ABSS of Communication Processes in OSN
For developing a dynamic analysis framework which makes

use of simulation techniques, the simulation method needs
to be chosen according to the phenomena to be analyzed.
A special feature of phenomena occurring in OSN, e.g.,
Twitterstorms, is that they are emergent [23]. Due to the local
interactions of the users on a micro level, global effects occur
on a macro level. Yet, they can not (entirely) be explained by
the local actions. For analyzing, reproducing, and investigating
such emergent phenomena, agent-based computer simulation
has been established as a standard means. By modeling real
world actors, in this case the users of an OSN, as autonomous
software agents, individual behavior and anticipation of behav-
ior on the micro level can be simulated resulting in emergent
effects on a macro level [24]. The observation of the global
phenomena in combination with the knowledge of the actions
and interactions of the actors can then be used for deriving
as well as examining scientific explanations regarding the
mechanisms of the system. In terms of social sciences, using
agent-based actor models for doing social simulation studies
is referred to as ABSS [25].

For using ABSS to analyze communication dynamics in
OSN, three entities need to be modeled: the users of an OSN
(actors), the decisions and actions of the users (behavior), and
the connections between the actors (network). While actors
and their behavior can be considered as the micro level of
the model, the network is a macro phenomenon and can be
observed in the real world. Accordingly, an understanding of
the macro level needs to be established first, as a basis for
further consideration of the actor-based micro level.

During the model-building process, domain expertise is
needed for modeling real world mechanisms and processes
according to observations or results from discourse and content
analysis over time. This information, enriched with theories
from software agent technology, can then be technically for-
malized and used for specifying a multiagent system for sim-
ulating OSNs. As a result of this, different artificial scenarios
and processes can be observed based on how stochastic events
influence the mechanisms. Instead of using the real world
system as an object of research, domain-specific research
methods can then be applied to the artificial system. Compared
to the real world system, a more cost-efficient and restriction-
free access to data is provided. Furthermore, variations of
the spatial or temporal dimension as well as repetitions of
experiments are possible and the real world system is not
exposed to any risk or needs not be existent at all. Results
of the simulation experiments will be used for refining the
model. This enables domain experts to draw conclusions and
implications from the model regarding the real world system
using specific theories, e.g., for analyzing viral marketing or
for preventing Twitterstorms.

The described process results in two interconnected loops
of research methodologies where a central interdisciplinary
model serves as intermediator. This model is improved and
refined stepwise by both disciplines, i.e., simulations and
media, until a satisfying state is reached (see Figure 1). The
model then can be used in the dynamic analysis framework for
simulating OSN and communication processes within them.

IV. CONCEPT

The process of performing a simulation study for analyzing
dynamics of communication in OSN can be divided into three
major steps (see Figure 3): the acquisition of relevant data,
the conduction of the simulation experiments, and the drawing
of conclusions from the results of the experiments regarding
the real world. In this paper, we focus on the first step, the
acquisition of relevant data.

In order to decide which data is relevant for a specific
simulation study, the experiments need to be designed in
advance. This includes the determination of the methodology
of the simulation study as well as the definition of research
hypotheses to be tested. After the experimental design has
been defined in consultation with the domain experts, e.g.,
PR experts, relevant data needs to be collected, prepared, and
selected accordingly.

A. Data Collection
When gathering OSN data using APIs, most of the data is

provided in standardized data formats, e.g., JSON or XML.
Due to the structure of the data format, each message or
contribution (e.g., tweet or Facebook posting) is transferred
as a single piece of information. Additionally, each entity is
described by meta data, e.g., a unique ID, the name of the
author, a timestamp when it was published, and a reference to
which other message it replies.

Twitter provides REST APIs for both, reading and writing
data. The access to the API is at no charge and the data can
be downloaded as JSON files. Each tweet is characterized by
up to 35 attributes, e.g., favorite count and geo coordinates,
and up to 500 million tweets are sent per day. Two APIs
are intended for the assessment of data, the streaming API
for accessing the global stream of data and the search API
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Figure 1. Integrated research method for creating an interdisciplinary model.

allowing queries against a subset of tweets from the past
week. Still, both APIs need to be requested with a set of
predefined keywords, i.e., hashtags, restricting the results.
Here, the tradeoff is the extent of the data. The streaming API
provides complete data regarding a hashtag, yet, this results in
large datasets which need to be collected and stored in real-
time. Technical problems during this process may result in
a loss of data, as past data can not be accessed. In contrast
to this, the search API provides relevant data only which
decreases the size of the dataset. The data of the last week
can be accessed, which enables a non-real-time collection of
data, but the completeness as well as representativity of the
provided data are questionable.

Certainly in terms of topics and events that are not dis-
cussed using a hashtag which is known in advance, e.g., a
Twitterstorm, the advantages and disadvantages of the two
APIs are noticeable. The keywords of the real-time streaming
API need to be modified in order to capture the tweets of the
storm of protest. Yet, when the Twitterstorm is recognized, the
beginning has been in the past and thus can not be captured
using a real-time API. The search API, in contrast, can be used
to collect “popular” tweets of an event which has occurred
up to one week ago. Yet, Twitter determines the popularity
of a Tweet without providing any information regarding the
weighting function being used. Thus, the completeness of the
dataset collected using the search API can not be assessed.
Consequently, according to the design of experiment, the
appropriate API needs to be chosen or a combination of both
APIs needs to be used for the collection of data.

B. Data Preparation & Selection

After a dataset has been collected using the API provided
by the OSN, it needs to be stored for further processing. In
this phase of the data handling, communication processes are
identified in the set of isolated tweets, and the content of
the communication is analyzed. Furthermore, the network of
communication is reconstructed representing related messages
and conversations.

1) Conversation Detection & Content Analysis: Topic-
related communication processes, i.e., discourses, are consid-
ered as coherent dialogs between users or groups of users

regarding a certain topic [26]. From a media studies and com-
munication research perspective, the identification and analysis
of these discourses within a network of communication is of
high relevance. They are the foundation for reconstructing and
evaluating topics and opinion-making processes over time.

For discovering discourses in a network of communication,
both the conversations between users and the content of the
messages need to be analyzed. A conversation is defined by
the direction as well as the order of messages which were sent.
First, the beginning of a discourse, i.e., the initial tweet, needs
to be identified. The identification of this tweet in a dataset
can be achieved by selecting all tweets, one after another, and
checking the following two conditions: 1) Does another tweet
exist in the dataset, which is a reply to the selected tweet?
and 2) Is the selected tweet no reply to other tweets itself?
In case both conditions are fulfilled, a tweet is considered an
initial tweet. Still, the dataset may contain only a part of a
conversation. This might occur, if the initial tweet has not been
part of the collection received from the API. In this case, the
initial tweet is the one which is a reply itself, yet, the tweet
it replies to is not part of the dataset. By iteratively applying
this procedure (see Figure 2), communication processes can
be identified as shown.

After identifying communication processes between users
in networks of communication, an automated analysis of the
conversation is desirable due to the large amount of data.
Doing so, researchers can get a first impression regarding
the type and topic of the conversation. On the one hand, the
tonality of tweets can be determined using sentiment analysis,
providing information about the mood expressed in the tweets.
In terms of discourses, an alternating tonality can be assumed,
as two parties talk about the truth of a certain statement.
Furthermore, communication processes can be differentiated
according to differences of opinion, i.e., pro and contra. On
the other hand, an automated analysis of the topic of the
conversation can be performed. Content analysis provides
techniques for determining commonly used terms in tweets,
giving a first impression regarding the potential topic of the
conversation.

The tweets are analyzed in two ways. First, the hashtags
used in the tweets are identified and collected. An overview of
the most commonly used hashtags of a conversation provides
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Figure 2. Conversation detection in Twitter dataset.

a first impression regarding the topic of the conversation. As
a second step, a POST approach is used for analyzing nouns
and adjectives. For doing so, all tweets of the conversation
need to be divided into single words. Hashtags can be removed
from the set of words, as they have already been evaluated
individually and as hashtags often consist of made-up words
or abbreviations. Thus, the decision whether a hashtag is a
noun or adjective is difficult, too. POST will then be applied
to the remaining words to identify nouns and adjectives which
occur multiple times. The outcome enables a first assessment
of the conversations’ topics.

Furthermore, the tonality of a tweet is another indicator for
assessing its content. Applying supervised learning algorithms
for classifying tweets according to their tonality requires a
three-stage approach [27]. As a first step, classification algo-
rithms require a set of training data, which has been classified
by hand. Using this data, the learning algorithm is trained and
configured for the third step, the automated classification of
the remaining tweets. In order to increase the accuracy of the
algorithm, a preprocessing of the data should be performed.
As the mood of the tweet is assessed by analyzing natural
language only, artificial constructs, such as links to websites,
@-mentions, and the “RT” prefix can be removed. Doing so,
the disturbance of the algorithm can be reduced.

2) Network of Communication: At this point, the dataset
contains a large number of individual communication pro-
cesses. Yet, for analyzing the dynamics of communication,
these conversations must not remain separate. Instead, the
entire network obtained when merging all individual com-
munication processes is of interest. It contains dependencies
between different conversations and provides a chronological
order of each conversation. In the following, this topic-specific
network of users and messages sent between the users is
referred to as network of communication.

When reconstructing networks of communication in OSN,
the relationships between the users are of relevance. Generally,
Twitter provides two kinds of relationships between users:
communicative relationships expressed by the use of the RT
or @ operator and social relationships which are represented
by Twitter’s follower-followee-mechanism.

Analyses of the communicative structure of past Twitter-
storms have shown that a small amount of the involved OSN
users operate as central nodes and drive the diffusion of the
criticism (see Section V). Thus, for reconstructing networks
of communication, communicative relationships seem to be
most relevant. Social relationships, in contrast, do not contain
any information regarding the participation and intensity of
communication. Yet, the “communicative power” [26] of a
user can be determined by the social interconnectedness of a
user. This is relevant when analyzing scenarios that potentially
can lead to Twitterstorms, i.e., prospective analysis. In terms
of networks of communication, communicative power can be
considered as the ability to gain a high level of awareness
for a message due to the large number of users the writer
is connected with. Accordingly, for reconstructing networks
of communication, these types of relationships need to be
extracted from the dataset.

Beginning with a large amount of separate tweets and
related attributes derived from the Twitter API, a preselection
regarding a defined hashtag of interest needs to be performed.
At this point, additional filters can be applied for limiting the
extent of data, e.g., structure, content or mood filters. Doing so,
the dataset is reduced to the relevant tweets directly associated
with the topic to be analyzed. Here, the assumption is made
that the hashtags mentioned by the tweet imply the topics the
tweet is related to, as intended by Twitter. Tweets, that are
meant to be related to a topic, yet, do not mention the hashtag
in particular, can not be considered as part of the study, as
they are not recognized by the API. As a next step, isolated
users need to be removed, as they are not part of the network
of communication. Accordingly, isolated tweets need to be
removed as well, as they are considered not to be of interest
to other users. A tweet is classified as isolated when it is
neither addressing a certain user nor is a retweet or reply to
a previous tweet. By considering retweets, circles may occur,
as some users tend to retweet their own tweets. These tweets
are irrelevant for the network of communication, too.

Based on this cleaned dataset, a directed graph can be
generated. In this graph, the nodes represent the users of the
OSN and the edges represent the tweets of the users. For
simplification purposes, just one type of edges will be used
for all three types of communication: retweets, replies, and @-
mentions. At that point, the calculation of centrality measures
can be performed, e.g., degree or closeness centrality. When
visualizing the graph, the researcher gets a first impression of
the structure of the network of communication.

As the aim of this process is to create a realistic and
valid simulation model, the conceptualization of the simula-
tion model is performed parallel to the data collection and
preparation. This facilitates the coordination and enables a
harmonization of these two interdependent processes. For one
thing, the simulation model is created according to the dataset
which has been collected and thus can take account of certain
characteristics of the dataset, e.g., involved actor types or
specifics of the topic. For another thing, the collection and
preparation of data can be adapted to the model ensuring the
suitability of the dataset. Starting with a basic conceptualiza-
tion of the model during the design of experiment and data
collection phases, a more detailed conceptualization during the
preparation and selection phase is done. This results in the
creation of an applicable simulation model which matches the
acquired data as it has been developed based on them.
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Figure 3. Procedure model for collecting, editing, and aggregating OSN data for ABSS studies.

The data collected and prepared in the previous steps can
now serve as input for the simulation model that has been
developed simultaneously. At this step, ABSS experiments can
be conducted using the results of the previous process step. In
addition, expert know-how is needed in order to validate and
verify the simulation model as well as to interpret the results
of the experiments. This includes proving or disproving of the
hypotheses defined during the design of experiment phase as
well as deriving conclusions or theories from the results.

V. IMPLEMENTATION AND EVALUATION

As a proof of concept and for evaluating the procedure
model proposed in Section IV, the process of collecting and
preparing data for ABSS studies is implemented. Furthermore,
the feasibility of the implementation is evaluated by analyzing
the datasets of two Twitterstorms.

A. Implementation of the Framework
For querying the Twitter API, a PHP script has been

developed and used. The results are formatted as JSON objects
and include all necessary information regarding the tweet itself
as well as the user which has been the author of the tweet.
The data is stored in a MySQL database which is used for the
central data management.

For the preparation of the data, existing software packages
can be used providing basic algorithms, e.g., machine learning
or part-of-speech tagging algorithms. A number of frameworks
exist, e.g., Apache Mahout or Scikit-Learn. However, due to
the programming language it is implemented with and the
large amount of preimplemented algorithms, the DatumBox
framework [28] has been chosen for this implementation.
DatumBox is a framework which provides natural language
processing and classifying services written in JAVA. It focuses
on social media monitoring as well as text analysis and quality
evaluation in online communities. The learning algorithms of
the DatumBox machine learning framework have been used
for this implementation, as the framework can handle large
datasets and is open-source. The implementation of the support
vector machine uses LIBSVM [29], a widely used open-source

implementation of SVM. Furthermore, Apache Lucene [30] is
used as text search engine, which is open-source and used by
large companies, e.g., Twitter, for real-time search.

After collecting raw communication data, this implemen-
tation allows for performing tonality analyses using the al-
gorithms of the DatumBox framework and Apache Lucene.
In order to obtain the required training data, a number of
tweets needs to be classified by human beings, after they
have been edited. This training data as well as SVM, n-gram,
and stemming algorithms provide a classification of the tweets
regarding their mood.

The conversation detection has been implemented as shown
in Figure 2, followed by an analysis of the conversations’
topics. The results of both analyses are then saved in the central
database, too.

As a next step, for reconstructing networks of communi-
cation, the tweets of the database are filtered regarding the
hashtags of interest. Additionally, the involved users are loaded
from the database and a graph is created. The users serve
as nodes, while each tweet is illustrated as a directed edge
indicating the direction of the communication. For a reply, the
edge would point from the user who replied to it to the author
of the original tweet.

B. Analysis of the #pegida Twitterstorm

For evaluating the proposed approach, Twitter data has
been collected since the beginning of 2015. For doing so,
the hashtags of current topics of online news media have
been used as keywords. During this period, 18 Mio. tweets
containing 8 Twitterstorms have been recorded. Both #pegida
and #deflategate are hashtags of considerable communication
processes which took place on Twitter during this period of
time.

The evaluation of the conversation analysis requires a
highly discursive topic, providing conversations with a high
depth. For this reason, the social media echo of the Pegida
protests has been chosen as dataset containing 3.2 Mio. Tweets
[31]. Pegida is a right wing political movement that was
founded in Dresden, Germany in October 2014 and opposes
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the perceived “Islamisation” of the Western world. Hence, due
to the formation of opposing interest groups supporting or
rejecting Pegida’s point of view, opinions are divided and the
formation of discourses is facilitated.

Analyzing the dataset, 19 685 conversations were identified
consisting of nearly 51 000 tweets. Conversations can be clas-
sified by the number of replies as well as by the depth (steps)
of the conversation. Figure 4 shows the distribution of the
conversations by number of replies and depth. Conversations
of a depth higher than 10, meaning that two users wrote 5
messages each replying to the previous message of the other
user, are not existing whereas 136 conversations have more
than 10 replies.
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Figure 4. Distribution of conversations by number of replies and depth of
conversation frm the #pediga analysis.

The structure of conversation trees can be divided into two
major groups: paths and stars [32]. A star is defined by a
low depth of the tree combined with a high number of tweets,
consequently, a high amount of replies to one or a few tweets.
In contrast, paths have a high depth while the total number of
tweets is low.

Further analysis of the data showed that two types of stars
exist in the dataset that differ in the number of involved users.
The most extensive conversations of the dataset, consisting of
107 and 100 tweets, are the result of only 3 resp. 2 users.
On closer examination, these conversations were classified as
spam. Thus, we assume that for conversations on Twitter the
ratio between the number of tweets and the number of involved
users can serve as a indicator for spam. This assumption was
strengthened by a manual analysis of the dataset. For most
spam conversations, the ratio between users and tweets was at
least 1 to 10. Accordingly, this type of star can be referred to
as spam star and is not relevant for further analysis.

A second type of stars exists where the ratio is inverted.
In this case, the number of tweets and the number of users is
almost equal implying that the majority of users commented on
the conversation only once. In over 90% of the conversations
which were detected in the dataset, 90% of the tweets have
been written by different users. Consequently, most of the
tweets have not been replied to. Even though these stars
represent relevant conversations, they may not be considered
as discourses, as the “back-and-forth” character of discourses
is missing.

The paths, in contrast, are what we consider to be dis-
cursive behavior. Two or more users respond to each other’s
Tweets and constitute a conversation. By merging both stars
and paths, the network of communication can be reconstructed
for further analysis. Furthermore, for the modeling of agent

behavior, it appears that the communication rather than the
exchange of opinions is in focus. This is triggered by an initial
tweet and results in a Fire-and-forget behavior of the users.

C. Analysis of the #deflategate Twitterstorm
The reconstruction of the networks of communication is

evaluated using the dataset of the #deflategate Twitterstorm.
Due to the limited timespan of a Twitterstorm, the collection
of a complete dataset is simplified. Furthermore, analyzing
a Twitterstorm’s network of communication is of interest, as
central users or tweets can be identified.

The #deflategate storm started three days after the 49th NFL
Super Bowl and was triggered by a Tweet of the journalist
Chris Mortensen, claiming 11 of the 12 footballs were under-
inflated [33]. As each team plays with separate footballs and
as the hosting team supplies the balls, this appeared to have
happened on purpose, to influence the behavior of the ball
when thrown, kicked or caught. 17 621 tweets from 9 870
users have been collected during the #deflategate storm. Out
of this, 41 tweets reply to themselves and 4 577 users are
isolated and thus were removed. Consequently, the network
of communication consists of 5 293 users and 6 067 tweets.

Two central nodes can be identified in the network of com-
munication. This observation is confirmed when comparing the
degree centrality of the nodes. While the average degree is 1,
a user named TomBradysEgo (Twitter User-ID: 317170443) is
having the maximum degree of 509. TomBradysEgo is a parody
account on Tom Brady, the quarterback of the New England
Patriots, having 235 000 followers and posting an average of
113 tweets per month. During the Twitterstorm, 39 tweets
were published by the account. Due to the high outdegree,
97.4% of the total degree of the node, in combination with
the low number of published tweets, it can be assumed that
the user’s tweets have often been retweeted. Thus, a central
role of TomBradysEgo can be implied and the account can be
classified as a hub.

Similarly, the user named brownjenjen (Twitter User-ID:
2453787236) has a degree of 485 and is an American blog-
ger. Having only 23 000 followers, brownjenjen published 43
tweets during the Twitterstorm. Due to the outdegree of 100%,
a large number of retweets can be assumed, too. As the account
does not reply to other tweets and participates in different
topics, it can be classified as a hub, too.

The important role the two accounts play for the Twitter-
storm clarifies, when removing the two nodes and the related
communication from the network of communication. Doing
so, the density of the graph is reduced by 12.46% which
can be compared to a reduction of the communication by the
same extent. The union of the ego-centered networks of the
two central nodes illustrates their maximal neighborhood, i.e.,
all nodes that can be reached from the central nodes. Here,
69.69% of the communication of the storm is linked to the
two central nodes, showing their overall impact. According to
this, a more detailed consideration of these two users seems
promising in terms of social network analysis.

For both topics, #pegida and #deflategate, the feasibility of
the approach proposed in this paper has been shown. In terms
of content and discourse analysis as well as reconstruction
of networks of communication, preliminary results assisting
the selection of relevant data for subsequent studies were
generated. Thus, when simulating emergent OSN phenomena,
the different reach of agents needs to be considered. Some
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agents need to serve as hubs for pushing the diffusion of
messages.

VI. CONCLUSIONS AND FUTURE WORK

In this paper, a first step towards the development of a
dynamic analysis framework for OSN communication pro-
cesses is proposed. A major challenge is the collection as
well as the preparation and selection of relevant data, which is
addressed by the presented approach. Currently, the analysis
of a set of collected data for interesting phenomena for further
consideration is done by hand. Our concept aims at providing
assistance functionalities, by automating the handling of data
for the preparation of simulation studies.

For gaining a first overview of the dataset of isolated mes-
sages, conversations between users are detected, the content
and tonality of the messages are assessed, and the network
of communication is reconstructed. Using the examples of
#deflategate and #pegida, the process of data collection as well
as data preparation and selection has been implemented and
evaluated. The network of communication has been visualized
and central nodes of the communication graph have been
identified automatically.

This work is only a first step towards a framework for
analyzing the communication dynamics of OSN. Besides the
aspect of data collection and preparation, which has been sub-
ject of this paper, the creation of the simulation model as well
as the integration of data and model for conducting simulation
experiments need to be considered. For building an agent-
based simulation model, actor types need to be derived from
social network data, too, and a consideration of communication
across different networks is desirable. Furthermore, from a
media studies and communication research perspective, a more
detailed specification of the interactions between users and the
subject of communication are needed for conducting sound
ABSS studies.
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Abstract—In this survey paper, the task of aspect-based sentiment
analysis is defined in close detail. We explain how this fine-grained
task actually comprises several subtasks and focus on the domain
of customer reviews. We reveal which datasets have been made
publicly available and describe the state of the art on the subtasks
of aspect term extraction, aspect term classification and aspect
polarity classification. We conclude this survey by listing some
of the main challenges the domain is still facing, which illustrate
that this task is far from being solved.
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I. INTRODUCTION

With the arrival of Web 2.0 technologies, online commu-
nication has become commonplace. These allow site visitors
to add content, called user-generated content [1]. Examples
include forums and message boards, blogs, review sites, e-
commerce platforms, but also social networking sites such
as Facebook or Twitter. Not only are these a new means of
interpersonal and community-level communication, they have
also become an important resource for gathering subjective
information.

When we need to make a decision about the purchase
of a car or cell phone, a travel destination to go to, or a
good restaurant to visit, we are typically interested in what
other people think. Before Web 2.0, we asked for opinions
from friends and family. With the explosive growth of user-
generated content on the Web in the past few years, however, it
has become possible to go online and find recommendations or
check the experience of other customers, e.g., for a particular
restaurant to have lunch at. Instead of relying on anecdotal
evidence from friends, we have access to a handy overview of
the main aspects of that restaurant enabling us to answer that
one crucial question: ‘Will I like it?’

The same applies from the perspective of companies,
governments and organizations. To know the sentiments of
the general public towards its brand, products, policies, etc.
an organization no longer needs to resort to opinion polls or
surveys. Most of that information is already available online, in
the form of user-generated content. In previous studies, user-
generated content has been used by companies to track how
their brand is perceived by consumers [2], for market predic-
tion [3] or to determine the sentiment of financial bloggers
towards companies and their stocks [4]; by individuals who
need advice on purchasing the right product or service [5] and

by nonprofit organizations, e.g., for the detection of suicidal
messages [6].

As the amount of online information has grown exponen-
tially, so has the interest in new text mining techniques to
handle and analyze this growing amount of subjective text.
One of the main research topics is sentiment analysis, also
known as opinion mining. The objective of sentiment analysis
is the extraction of subjective information from text, rather
than factual information. Originally, it focused on the task of
automatically classifying an entire document or sentence as
positive, negative or neutral. This more coarse-grained level
of analysis, however, does not allow to discover what people
like and dislike exactly [7].

Often, users are not only interested in people’s general
sentiments about a certain product, but also in their opinions
about specific features, i.e., parts or attributes of that product.
One way to do this is by applying aspect-based sentiment
analysis (ABSA). Aspect-based (or feature-based) sentiment
analysis systems [8] focus on the detection of all sentiment
expressions within a given document and the concepts and
aspects (or features) to which they refer. Such systems do
not only try to distinguish the positive from the negative
utterances, but also strive to detect the target of the opinion,
which comes down to a very fine-grained sentiment analysis
task and “almost all real-life sentiment analysis systems in
industry are based on this level of analysis” [7, p10].

In this paper, we first define the task of aspect-based
sentiment analysis in detail, with a special focus on the analysis
of customer reviews. In Section 2, we explain which datasets
have been made available in the framework of SemEval, a well-
known workshop in the Natural Language Processing (NLP)
community. Next, we move on to discuss the state of the art
when applying supervised machine learning techniques to the
various subtasks. In Section 4, we explain which challenges
still need to be tackled in the near future after which we
conclude this survey (Section 5).

II. DEFINITION

Several surveys of the field of sentiment analysis are
available, such as [9] or [10]. However, the books [7], [11] are
more recent and extensive summaries of this rapidly evolving
field. Liu offers a comprehensive definition of what an opinion
is:

“An opinion is a quintuple, (ei, aij , sijkl, hk, tl),
where ei is the name of an entity, aij is an aspect

23Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-519-7

HUSO 2016 : The Second International Conference on Human and Social Analytics

                            29 / 76



Figure 1. Review from a particular restaurant in Barcelona that was posted
on TripAdvisor.

of ei, sijkl is the sentiment on aspect aij of entity
ei, hk is the opinion holder, and tl is the time when
the opinion is expressed by hk. The sentiment sijkl
is positive, negative, or neutral, or expressed with
different strength/intensity levels.” [11, pp19-20]

Following this definition, sentiment analysis thus consists
of automatically deriving these opinion quintuples from texts
and it comprises various subtasks. We will now explain each
of these tasks based on an example review presented in Fig. 1.

1) Entity extraction and categorization: Extract all entity
expressions in a document collection, and categorize or group
synonymous entity expressions into entity clusters (or cate-
gories). In our example, the collection consists of restaurant
reviews and the entity presented here is ‘Uma’, belonging to
the category Restaurants.

2) Aspect extraction and categorization: Extract all
aspect expressions of the entities, and categorize these aspect
expressions into clusters. These aspects can be both explicit
and implicit. In our example, we can find out which aspects
of this restaurant are mentioned while reading through the
review. The explicit aspects are ‘food’, ‘place’ and ‘service’.
Implicitly, the final sentence says something about the restau-
rant in general. If we classify all these aspect expressions
into categories, these could be: Food, Ambience, Service, and
Restaurant respectively.

3) Opinion holder extraction and categorization: Extract
opinion holders –hk– for opinions from text or structured data
and categorize them. In our example, this can easily be derived
from the metadata accompanying the review, i.e., we know who
wrote the review. Because of privacy concerns the username
was anonymized to ‘Reviewer X’.

4) Time extraction and standardization: Extract the
times when opinions are given and standardize different time
formats, tl. This information can also be easily derived from
the time stamp attached to the review: the review was written
on 31 May 2016.

5) Aspect sentiment classification: Determine whether an
opinion on an aspect aij is positive, negative or neutral, or
assign a numeric sentiment rating to the aspect, sijkl. We can
read that the food and service were evaluated as positive, as
well as the restaurant in general. Though the reviewer did
note that the place is small -which might hint at a negative
sentiment- this is countered in the next part, which clearly
indicates that there is a positive ambience.

The quintuples that can be derived from our
example are: (Uma, Food, positive, Reviewer
X, May-31-2016), (Uma, Ambience, positive,

Reviewer X, May-31-2016), (Uma, Service,
positive, Reviewer X, May-31-2016) and (Uma,
Restaurant, positive, Reviewer X, May-31-2016).

This framework has been called many names, such as
feature-based, topic-based, entity-based or target-based senti-
ment analysis, but is currently most-known under the name
of aspect-based sentiment analysis. It should be noted that
any real-life application will have to be able to process many
reviews at once and thus a very important final step is to
aggregate all aspects and sentiments over an entire document
collection.

The focus of this survey is on customer reviews, in this
genre one can derive the entity, opinion holder and time as
such from the metadata, which is why the main focus will
be on the second and fifth subtask. Actually, this second
task consists of two subsequent steps: aspect term extraction
and aspect term categorization. In this respect, we follow the
task decomposition as suggested by the organizers of three
Semantic Evaluation tasks on aspect-based sentiment analysis
[8], [12], [13].

III. DATASETS

When it comes to customer reviews and aspect-based
sentiment analysis, systems have been developed for a variety
of domains, such as movie reviews [14], reviews for electronic
products, e.g., digital cameras [15] or netbook computers [16],
and restaurant reviews [16], [17]. As always when research is
performed on individual datasets, true advancements in the
field cannot be properly evaluated.

Though several benchmark datasets had already been made
publicly available, such as the product reviews dataset of Hu
and Liu [15] or the restaurant reviews dataset of [17], it was not
until the International Workshop on Semantic Evaluation de-
voted attention to the task that this problem was tackled. Parts
of the previously-mentioned English datasets were extracted
an re-annotated for SemEval2014 Task 4 [8] and SemEval
2015 Task 12 [12]. Last year, seven other languages were also
included in a third run of the task, i.e., SemEval 2016 Task
5 [13]. Table 1 presents an overview of all the annotated data
that is available in different languages and domains so far.

TABLE I. OVERVIEW OF THE BENCHMARK SEMEVAL DATASETS

Domain Subdomain Language #Sentences
Electronics Camera Chinese 8040

Laptops English 3308
Phones Chinese 9521
Phones Dutch 1697

Hotels Arabic 6029
Restaurants Dutch 2297

English 2676
French 2429
Russian 4699
Spanish 2951
Turkish 1248

Telecom Turkish 3310

Noteworthy is that all this data has been annotated using
the same annotation guidelines [18]. Basically, the annotation
process consists of three incremental steps. First, all explicit
and implicit targets -the word or words referring to a specific
entity or aspect- are annotated. Next, these targets are assigned
to domain-specific clusters of aspect categories, and in the final
step the sentiment expressed towards every aspect is indicated.
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Three main polarities are distinguished: positive, negative and
neutral.

These shared tasks can be perceived as online data compe-
titions: during a specific time frame training data is released
allowing NLP teams from all over the world to work on the
same problem. In a final stage, unseen test data is released,
usually for one to three days and each team can submit their
system’s output. This output is then evaluated for all teams in
the same manner, which facilitates meaningful comparisons of
different techniques.

IV. STATE OF THE ART

In this section, we discuss the state of the art, our main
focus is on supervised machine learning techniques performed
on English data. For more information on unsupervised and
hybrid techniques we refer to the survey [19] and for an
overview of the current approaches to languages other than
English, we refer to the workshop proceedings of SemEval
2016 Task 5 [20].

A. Aspect Term Extraction

For the task of aspect term extraction (ATE), the most
popular and successful approaches are based on frequency and
supervised learning [8], [11]. Hu and Liu [15] introduced the
task of aspect-based sentiment analysis and constructed the
first strong baseline for aspect term extraction by identifying
all nouns and noun phrases based on part-of-speech tags
and counting frequencies. They only kept the frequent nouns
and noun phrases using a frequency threshold. In subse-
quent research, this method was improved by incorporating
pruning mechanisms based on pointwise mutual information,
meronymy discriminators (e.g., for the camera class these
would be ‘camera has’, ‘camera comes with’, etc.) and exploit-
ing the WordNet hierarchy [21]. Another improvement was
to only include those noun phrases that occur in sentiment-
bearing sentences or in certain syntactic patterns [22] or to
use the C-value measure, which allows to also extract multi-
word aspects [23]. A combination of this frequency baseline
with continuous vector space representations of words [24]
has also proven effective in the work of Pavlopoulos and
Androutsopoulos [25].

Using supervised learning, the most dominant method is to
approach the ATE task as a sequential labeling task [11]. Fol-
lowing the IOB2 notation for Named Entity Recognition [26]
the aspect term in the annotated training data is labeled with
‘B’ indicating the beginning of an aspect term, ‘I’ indicating
the inside of an aspect term and ‘O’ indicating the outside of an
aspect term. The two systems achieving the best performance
for this subtask in SemEval 2015 Task 12 used this approach.
In [27] (which was actually based on preliminary work [28]), a
classifier was trained using Conditional Random Fields (CRF),
and in [29] a designated Named Entity Recognition system was
used. Both systems implemented typical named entity features,
such as word bigrams, trigrams, token shape, capitalization,
name lists, etc. For SemEval 2016, subsequent work by Toh
and Su [30] found that using the output of a Recurrent Neural
Network (RNN) as additional features is beneficial for the
labeling tasks. More specifically the Bidirectional Elman-type
RNN model [31] captures long-range dependencies.

B. Aspect Term Categorization
The next task is to group aspect terms into categories,

known as aspect term categorization. The majority of ex-
isting research combines similar aspect terms into aspect
groups without starting out from a predefined set of aspect
categories. The most common approaches are to aggregate
synonyms or near-synonyms using WordNet [32], statistics
from corpora [33], [34], or semi-supervised learning, or to
cluster aspect terms using (latent) topic models [16], [35]. In
other research domain-specific taxonomies have been used to
aggregate related terms or hierarchical relations between aspect
terms [36]. More recently, a multi-granular aspect aggregation
method was introduced in the work of [37] by first calculating
the semantic relatedness between two frequent aspect terms
and then performing hierarchical agglomerative clustering to
create an aspect term hierarchy.

All the above-mentioned approaches assume that the list
of aspect categories is unknown and has to be aggregated
from scratch. In this respect, the task definition as proposed
in the aspect-based SemEval tasks differs in that several
predefined and domain-specific categories have to be predicted,
thus transforming the aggregation task into a multiclass clas-
sification task. The two systems achieving the best results
on this individual subtask in SemEval 2015 Task 12 both
used classification to this purpose, respectively individual
binary classifiers trained on each possible category, which are
afterwards entered in a sigmoidal feedforward network [27]
and a single Maximum Entropy classifier [38], respectively.
When it comes to the features that were exploited by these
systems especially lexical features in the form of bag-of-words
(such as word unigrams and bigrams [27] or word and lemma
unigrams [38]) have proven successful. The best system [27]
also incorporated lexical-semantic features in the form of
clusters learned from a large corpus of reference data, whereas
the second-best [38] applied filtering heuristics on the classifi-
cation output and thus solely relied on lexical information for
the classification. As is the case for many NLP problems, the
added value of deep learning is becoming more apparent for
this task as well. For SemEval 2016 Toh and Su [30] found
that when their sigmoidal feedforward network is enhanced
with the probability output of a Deep Convolutional Neural
Network (CNN) [39] as additional features, the performance
increases. Moreover, ablation experiments revealed that these
CNN features contribute the most to performance.

C. Aspect Term Polarity Classification
The final task is aspect term polarity classification. In

the context of aspect-based sentiment analysis, the sentiment
polarity has to be determined for each mentioned aspect term
of a target entity. Existing sentiment analysis systems can be
divided into lexicon-based and machine learning approaches.
Lexicon-based methods (see [40] for an overview) determine
the semantic orientation of a piece of text based on the words
occurring in that text. Crucial in this respect, are sentiment or
subjectivity lexicons allowing to define the semantic orienta-
tion of words. Lexicons comprise various sentiment or opinion
words together with their strength and overall polarity. The
word wonderful, for example, indicates a positive sentiment,
whereas the word terrible has a negative connotation. Many
subjectivity lexicons were constructed in the past, mainly
for English, such as the well-known MPQA lexicon [41] or
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SentiWordNet [42], but also for other languages, such as the
Pattern [43] and Duoman [44] lexicons for Dutch.

Machine learning approaches to sentiment analysis make
use of classification algorithms, such as Naı̈ve Bayes or Sup-
port Vector Machines trained on a labeled dataset [10]. This
dataset can be extracted from existing resources, such as re-
views labeled with star ratings [45] or manual annotations [46].
Crucial in this respect is the engineering of a set of effec-
tive features [11]. Current state-of-the-art approaches model
a variety of contextual, lexical and syntactic features [47],
allowing them to capture context and the relations between
the individual words. Though deep learning techniques have
also been applied to this subtask, mainly in the form of
word embeddings [24], for SemEval 2016 the best performing
system relied solely on (advanced) linguistic features [48].

According to Liu [11], the key issue is to determine
the scope of each sentiment expression within aspect-based
sentiment analysis. The main approach is to use parsing to
determine the dependency relations and other relevant infor-
mation, as done in [49] where a dependency parser was used
to generate a set of aspect dependent features, or in [50] where
each feature is weighted based on the position of the feature
relative to the target aspect in the parse tree. With respect to the
SemEval tasks it has been shown that general purpose systems
used to classify at the sentence level are very effective, which
even seems to hold when testing on out-of-domain data [12]
or on other languages [13]. However, we do believe that this
is inherent to the customer reviews used for the SemEval
tasks, these reviews do not contain many conflicting sentiments
within one sentence. This brings us to one of the challenges in
the field, i.e., domain adaptation, on which we will elaborate
in the next section.

V. CHALLENGES

Though research on sentiment analysis has flourished in the
past decade, the problem is far from being solved. Excellent
books and surveys have been published which also devote
much attention to the various challenges that lie ahead, see [7]
and [51] for recent and extensive overviews. In this section,
we discuss some of the main challenges.

The focus on consumer reviews in this survey and in most
of the research performed on aspect-based sentiment analysis
already hints at one challenge, namely domain adaptation.
Consumer reviews are very product-oriented and the aspect
expressions that have to be extracted almost exclusively consist
of nouns or noun phrases. Moreover, when someone writes
a review the text will almost always include an opinion. In
reality, however, large chunks of non-opinionated text co-
occur with opinionated text and also verbal expressions or
a variety of words can be used to refer to certain aspects.
Think for example of political tweets or discussion forums.
Nevertheless, it cannot be ignored that domain-knowledge is
crucial for aspect-based sentiment analysis. The importance of
lexical features in the classification tasks is obvious and if you
have the time to compile a different lexicon for each domain
you will be able to solve about 60% of the cases [7].

Even when not focussing on reviews, most of the text that is
processed in the field of sentiment analysis is user-generated
content (UGC), which is very different from standard text.
Though this UGC is often highly expressive because many
emoticons and techniques, such as flooding (the repetition of

various characters the place emphasis, loooool) can be used, it
is also full of misspellings, grammatical errors, abbreviations,
etc., which hinder automatic text processing because the tools
used for this are originally trained on standard text [52].
Especially if we consider the importance of lexical features,
deviations from the standard can already have a large impact.
In this respect promising research has been performed by Van
Hee et. al. [53], they investigate to what extent the perfor-
mance of a sentiment classifier can be further improved by
applying a complex normalisation system as a preprocessing
step. This normalisation system automatically translates noisy
into standard text and the results reveal that this approach is
beneficial, especially when testing on unseen data.

One can definitely say that UGC also allows for more
creative language use, such as sarcasm, irony, humour and
metaphor. These are all very difficult to interpret for natural
language processing systems. In this respect, we see more
research emerging. In 2015, for example, a SemEval shared
task was organized on detecting sentiment in tweets rich in
metaphor and irony [54]. The tweets provided for this task,
however, were almost all ironic and negative and thus did
not represent a realistic distribution of sarcastic messages
in a random Twitter stream. It will be interesting to see
how research in this direction is performed. Interesting in
this respect is also the idea to construct a knowledge base
including stereotypes and commonly used similes. According
to Schouten and Frasincar [19] this evolution to more concept-
centric approaches combined with machine learning will give
rise to much better algorithms, not only for discovering irony
but also for sentiment analysis in general.

As [55] phrases it: “sentiment analysis requires a deep
understanding of the explicit and implicit, regular and irreg-
ular, and syntactic and semantic language rules.” Extracting
and classifying explicit sentiment might seem straightforward,
however, in reality words are hardly ever used in isolation and
whenever sentence composition comes into play both form
and context can alter the intended sentiment dramatically.
in this respect research is emerging on the impact of those
small negation and modification words, which reveals that
these are crucial to include [56]. Implicit sentiment is even
more complex, much can be read between the lines and even
factual statements can evoke different opinions when used in
different domains [57]. Moreover, in aspect-based sentiment
analysis for example a certain aspect can be referred to with a
pronoun or other synonymous phrases, which brings us to the
task of coreference resolution. Though many survey studies
have claimed that the recognition of coreference is crucial for
successful aspect-based sentiment analysis [11], [58] not much
research has been performed in this direction. When it comes
to this deep understanding, the field is in high expectations of
the surge of deep learning techniques. It will be interesting to
see whether these new techniques are apt to the task.

VI. CONCLUSION

In this survey, the focus has been on aspect-based sentiment
analysis of consumer reviews. We have defined the task in
close detail and have explained the state of the art for the
subtasks of aspect term extraction, aspect term classification
and aspect term polarity classification. We have discussed some
of the main challenges the field still needs to overcome, such
as domain adaptation, processing user-generated and creative
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language, solving some of the more NLP-hard problems. An
interesting evolution to follow in this respect, will be the
move towards deep learning in the field of Natural Language
Processing.
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pect based sentiment analysis,” in Proceedings of the 10th International
Workshop on Semantic Evaluation (SemEval-2016), 2016, pp. 19–30.

[14] T. T. Thet, J.-C. Na, and C. S. Khoo, “Aspect-based sentiment analysis
of movie reviews on discussion boards,” Journal of Information Science,
vol. 36, no. 6, 2010, pp. 823–848.

[15] M. Hu and B. Liu, “Mining and summarizing customer reviews,”
in Proceedings of the 10th International Conference on Knowledge
Discovery and Data Mining (KDD-2004), 2004, pp. 168–177.

[16] S. Brody and N. Elhadad, “An unsupervised aspect-sentiment model
for online reviews,” in Proceedings of the 11th Annual Conference
of the North American Chapter of the Association for Computational
Linguistics (NAACL-2010), 2010, pp. 804–812.

[17] G. Ganu, N. Elhadad, and A. Marian, “Beyond the stars: improving
rating predictions using review text content,” in Proceedings of the
12th International Workshop on the Web and Databases (WebDB-2009),
2009, pp. 1–6.

[18] “SemEval 2016 Task 5 Aspect Based Sentiment Analysis (ABSA-16)
Annotation Guidelines,” 2016, URL: http://goo.gl/wOf1dX [accessed:
2016-10-02].

[19] K. Schouten and F. Frasincar, “Survey on aspect-level sentiment analy-
sis,” IEEE Transactions on Knowledge and Data Engineering, vol. 28,
no. 3, 2016, pp. 813–830.

[20] S. Bethard, M. Carpuat, D. Cer, D. Jurgens, P. Nakov, and T. Zesch,
Eds., Proceedings of the 10th International Workshop on Semantic Eval-
uation (SemEval-2016). Association for Computational Linguistics,
2016.

[21] A.-M. Popescu and O. Etzioni, “Extracting product features and opin-
ions from reviews,” in Proceedings of the 2005 Conference on Human
Language Technology and Empirical Methods in Natural Language
Processing (EMNLP-2005), 2005, pp. 339–346.

[22] S. Blair-Goldensohn, T. Neylon, K. Hannan, G. A. Reis, R. Mcdonald,
and J. Reynar, “Building a sentiment summarizer for local service
reviews,” in Proceedings of the WWW-2008 workshop on NLP in the
Information Explosion Era (NLPIX-2008), 2008, pp. 1–10.

[23] J. Zhu, H. Wang, B. K. Tsou, and M. Zhu, “Multi-aspect opinion
polling from textual reviews,” in Proceedings of the 18th Association
for Computing Machinery Conference on Information and Knowledge
Management (CIKM-2009), 2009, pp. 1799–1802.

[24] T. Mikolov, I. Sutskever, K. Chen, G. S. Corrado, and J. Dean,
“Distributed representations of words and phrases and their composi-
tionality,” in Advances in Neural Information Processing Systems, 2013,
pp. 3111–3119.

[25] J. Pavlopoulos and I. Androutsopoulos, “Aspect term extraction for
sentiment analysis: New datasets, new evaluation measures and an
improved unsupervised method,” in Proceedings of the 5th Workshop on
Language Analysis for Social Media (LASM-2014), 2014, pp. 44–52.

[26] E. Tjong Kim Sang, “Introduction to the CoNLL-2002 shared task:
Language-independent named entity recognition,” in Proceedings of the
6th Conference on Natural Language Learning (COLING-2002), 2002,
pp. 155–158.

[27] Z. Toh and J. Su, “NLANGP: Supervised machine learning system
for aspect category classification and opinion target extraction,” in
Proceedings of the 9th International Workshop on Semantic Evaluation
(SemEval-2015), June 2015, pp. 496–501.

[28] Z. Toh and W. Wang, “DLIREC: Aspect term extraction and term
polarity classification system,” in Proceedings of the 8th International
Workshop on Semantic Evaluation (SemEval-2014), 2014, pp. 235–240.

[29] I. n. San Vicente, X. Saralegi, and R. Agerri, “EliXa: A Modular
and Flexible ABSA Platform,” in Proceedings of the 9th International
Workshop on Semantic Evaluation (SemEval-2015), 2015, pp. 748–752.

[30] Z. Toh and J. Su, “NLANGP at SemEval-2016 Task 5: Improving
Aspect Based Sentiment Analysis using Neural Network Features,” in
Proceedings of the 10th International Workshop on Semantic Evaluation
(SemEval-2016), 2016, pp. 282–288.

[31] P. Liu, S. Joty, and H. Meng, “Fine-grained opinion mining with
recurrent neural networks and word embeddings.” in Proceedings of the
2015 Conference on Empirical Methods in Natural Language Processing
(EMNLP-2015), 2015, pp. 1433–1443.

[32] Y. Liu and S. Lin, “Log-linear models for word alignment,” in Proceed-
ings of the 43rd Annual Meeting of the Association for Computational
Linguistics (ACL-2005), 2005, pp. 459–466.

[33] H.-H. Chen, M.-S. Lin, and Y.-C. Wei, “Novel association measures
using web search with double checking,” in Proceedings of the 21st
International Conference on Computational Linguistics and the 44th
Annual Meeting of the Association for Computational Linguistics
(COLING - ACL-2006), 2006, pp. 1009–1016.

[34] D. Lin and X. Wu, “Phrase clustering for discriminative learning,” in
Proceedings of the Joint Conference of the 47th Annual Meeting of
the Association for Computational Linguistics and the 4th International
Joint Conference on Natural Language Processing of the Asian Federa-
tion of Natural Language Processing (ACL-2009), 2009, pp. 1030–1038.

[35] I. Titov and R. McDonald, “A joint model of text and aspect ratings for
sentiment summarization,” in Proceedings of the 46th Annual Meeting
of the Association for Computational Linguistics (ACL-2008), 2008,
pp. 308–316.

[36] N. Kobayashi, K. Inui, and Y. Matsumoto, “Extracting aspect-evaluation
and aspect-of relations in opinion mining,” in Proceedings of the 2007
Joint Conference on Empirical Methods in Natural Language Processing

27Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-519-7

HUSO 2016 : The Second International Conference on Human and Social Analytics

                            33 / 76



and Computational Natural Language Learning (EMNLP - CoNLL-
2007, 2007, pp. 1065–1074.

[37] I. Pavlopoulos, “Aspect based sentiment analysis,” PhD, Department of
Informatics, Athens University of Economics and Business, 2014.

[38] J. Saias, “Sentiue: Target and aspect based sentiment analysis in
SemEval-2015 Task 12,” in Proceedings of the 9th International Work-
shop on Semantic Evaluation (SemEval-2015), June 2015, pp. 767–771.

[39] A. Severyn and A. Moschitti, “UNITN: Training Deep Convolutional
Neural Network for Twitter Sentiment Classification.” in Proceedings
of the 9th International Workshop on Semantic Evaluation (SemEval-
2015), 2015, pp. 464–469.

[40] M. Taboada, J. Brooke, M. Tofiloski, K. Voll, and M. Stede, “Lexicon-
based methods for sentiment analysis,” Computational Linguistics,
vol. 37, no. 2, 2011, pp. 267–307.

[41] T. Wilson, J. Wiebe, and P. Hoffmann, “Recognizing contextual polarity
in phrase-level sentiment analysis,” in Proceedings of the 2005 Con-
ference Empirical Methods in Natural Language Processing (EMNLP-
2005), 2005, pp. 347–354.

[42] S. Baccianella, A. Esuli, and F. Sebastiani, “Sentiwordnet 3.0: An
enhanced lexical resource for sentiment analysis and opinion mining,” in
Proceedings of the 7th International Conference on Language Resources
and Evaluation (LREC-2010), 2010, pp. 2200–2204.

[43] T. De Smedt and W. Daelemans, “Vreselijk mooi! Terribly beautiful:
a subjectivity lexicon for Dutch adjectives,” in Proceedings of the
8th International Conference on Language Resources and Evaluation
(LREC-2012), 2012, pp. 3568–3572.

[44] V. Jijkoun and K. Hofmann, “Generating a non-English subjectivity
lexicon: Relations that matter,” in Proceedings of the 12th Conference of
the European Chapter of the Association for Computational Linguistics
(EACL-2009), 2009, pp. 398–405.

[45] B. Pang, L. Lee, and S. Vaithyanathan, “Thumbs up?: Sentiment
classification using machine learning techniques,” in Proceedings of the
2002 Conference on Empirical Methods in Natural Language Processing
(EMNLP-2002), 2002, pp. 79–86.

[46] J. Wiebe, T. Wilson, and C. Cardie, “Annotating expressions of opinions
and emotions in language,” Computer Intelligence, vol. 39, no. 2, 2005,
pp. 165–210.

[47] L. D. Caro and M. Grella, “Sentiment analysis via dependency parsing,”
Computer Standards & Interfaces, vol. 35, no. 5, 2013, pp. 442–453.

[48] C. Brun, J. Perez, and C. Roux, “XRCE at SemEval-2016 Task 5:
Feedbacked Ensemble Modeling on Syntactico-Semantic Knowledge
for Aspect Based Sentiment Analysis,” in Proceedings of the 10th
International Workshop on Semantic Evaluation (SemEval-2016), 2016,
pp. 277–281.

[49] L. Jiang, M. Yu, M. Zhou, X. Liu, and T. Zhao, “Target-dependent
twitter sentiment classification,” in Proceedings of the 49th Annual
Meeting of the Association for Computational Linguistics (ACL-2011),
2011, pp. 151–160.

[50] E. Boiy and M.-F. Moens, “A machine learning approach to sentiment
analysis in multilingual web texts,” Information Retrieval, vol. 12, no. 5,
2009, pp. 526–558.

[51] S. M. Mohammad, “Challenges in sentiment analysis,” in A Practical
Guide to Sentiment Analysis, D. Das, E. Cambria, and S. Bandyopad-
hyay, Eds. Springer, 2016.

[52] J. Eisenstein, “What to do about bad language on the internet,” in
Proceedings of the 2013 Conference of the North American Chapter
of the Association for Computational Linguistics: Human Language
Technologies, 2013, pp. 359–369.

[53] C. Van Hee, M. Van de Kauter, O. De Clercq, E. Lefever, B. Desmet,
and V. Hoste, “Noise or Music? Investigating the Usefulness of Normal-
isation for Robust Sentiment Analysis on Social Media Data,” Expert
Systems with Applications, submitted.

[54] A. Ghosh, G. Li, T. Veale, P. Rosso, E. Shutova, J. Barnden, and
A. Reyes, “Semeval-2015 task 11: Sentiment analysis of figurative
language in twitter,” in Proceedings of the 9th International Workshop
on Semantic Evaluation (SemEval 2015), 2015, pp. 470–478.

[55] E. Cambria, B. Schuller, Y. Xia, and C. Havasi, “New avenues in
opinion mining and sentiment analysis,” IEEE Intelligent Systems,
vol. 28, no. 2, 2013, pp. 15–21.

[56] S. Kiritchenko and S. Mohammad, “The effect of negators, modals, and
degree adverbs on sentiment composition,” in Proceedings of the 7th
Workshop on Computational Approaches to Subjectivity, Sentiment and
Social Media Analysis, 2016, pp. 43–52.

[57] M. Van de Kauter, D. Breesch, and V. Hoste, “Fine-grained analysis
of explicit and implicit sentiment in financial news articles,” Expert
Systems with applications, vol. 42, no. 11, 2015, pp. 4999–5010.

[58] R. Feldman, “Techniques and applications for sentiment analysis,”
Communications of the ACM, vol. 56, no. 4, 2013, pp. 82–89.

28Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-519-7

HUSO 2016 : The Second International Conference on Human and Social Analytics

                            34 / 76



Towards a Framework for the Automatic Detection of Crisis Emotions on Social Media:
a Corpus Analysis of the Tweets Posted after the Crash of Germanwings Flight 9525

Veronique Hoste
and Cynthia Van Hee

LT3 Language and Translation Technology Team
Ghent University
Ghent, Belgium

Email: firstname.lastname@ugent.be

Karolien Poels

Department of Communication Studies
University of Antwerp

Antwerp, Belgium
Email: karolien.poels@uantwerpen.be

Abstract—Social media, and in particular Twitter, are increasingly
being utilized during crises. It has been shown that tweets offer
valuable real-time information for decision-making. Given the
vast amount of data available on the Web, there is a need for
intelligent ways to select and retrieve the desired information.
Analyzing sentiment and emotions in online text is one option
for distinguishing relevant from irrelevant information. In this
study, we investigate to what extent automatic sentiment analysis
techniques can be used for detecting crisis emotions on Twitter.
Therefore, a corpus of tweets posted after the crash of German-
wings Flight 9525 was built and labeled with polarity and emotion
information. Preliminary results show better classification results
for the negative sentiment class compared to the positive class.
An analysis of the more fine-grained emotion classification reveals
that sympathy and anger are the most frequently expressed
emotions in our corpus. To further enhance the performance of
emotion classification in online crisis communication, it is crucial
to accurately detect i) the object of the crisis emotion and ii) the
characteristics of the sender.

Keywords–emotion detection; social media; natural language
processing; organizational crisis; crisis communication.

I. INTRODUCTION

The use of social media has thrived over the past
few years. As a consequence, the ways in which people
communicate during crisis situations have changed. Especially
the microblogging service Twitter has become a very popular
web application for seeking and defusing crisis-related
information [1], [2], [3]. Furthermore, it is an ideal way for
crisis managers to demonstrate their compassion, concern,
and empathy to stakeholders in case of an organizational
crisis. An organizational crisis can be described as “the
perception of an unpredictable event that threatens important
expectancies of stakeholders and can seriously impact an
organization’s performance and generate negative outcomes”
[4]. An event is partially defined as a crisis by the perceptions
of stakeholders [4]. Bryson [5] defines a stakeholder as “a
person or a group that is influenced by or has an influence
on an organization”. Crises interfere with some stakeholder
expectancies, which results in people becoming angry and
upset. As a consequence, the organization is perceived less
positively and its reputation is damaged. It is critical for
organizations and public relations practitioners working in
the field of crisis communication to have knowledge about
how to shape the appropriate strategies in response to crises.

Coombs’ [6], [7] Situational Crisis Communication Theory
(SCCT) is a dominant theory on crisis response strategies. It
takes an audience-centred approach in order to understand
stakeholders’ reactions in crisis situations by examining their
attribution of crisis responsibility [8]. Attribution theory
posits that people will make judgements about the causes
of events, especially those that are unexpected and generate
negative outcomes [6]. Since crises are (mostly) unforeseen
and negative, they are just the type of event that will produce
attributions. If stakeholders think an organization should have
been able to control a crisis or has made serious mistakes, they
will blame the organization for the crisis. Furthermore, greater
attributions of responsibility result in stronger feelings of
anger and more negative visions on people and organizations
[9], something that should be carefully monitored.

All of this shows that understanding people’s reactions
and emotions during a crisis is crucial for organizations. In
this paper, we explore how sentiment analysis can be used to
understand how publics consume crisis information. To this
end, a state-of-the-art sentiment analysis system was applied
to a Twitter dataset, which we collected after the crash of
a Germanwings aircraft in the French Alps in 2015. While
sentiment analysis systems classifies the tweets according
to their polarity (positive, negative or neutral), they do not
give insights into the more fine-grained emotions expressed
in texts. In order to better understand the types of emotions
expressed in our corpus, we further labeled the data with the
crisis-related emotion categories as proposed by Jin et al. [9]
and report our findings.

The remainder of this paper is organized as follows:
Section II presents a literature overview on the analysis of
sentiment and emotions in crisis communication. In Section III,
we describe the experiments on sentiment classification and
emotion detection whereas Section IV discusses the findings of
our analysis. Finally, in Section V we draw some conclusions
and present prospects for future work.

II. SENTIMENT AND EMOTIONS IN CRISIS
COMMUNICATION

In order to handle a crisis effectively, it is crucial for crisis
managers to understand how emotions are related to crisis
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TABLE I. Occurrence of emotion classes in the gold standard corpus.

Emotion class # tweets Example tweet
Anger 25 This documentary about Andreas Lubitz is making my blood boil #GermanWingsCrash
Fear 4 Thanks to the evil #GermanWingsCrash I’m officially scared to fly, they should allow us to talk and

meet our pilot incase.
Apprehension 4 If the pilot used an axe on the door, whats to stop a terrorist? What other potential weapons r laying

round on flights? #GermanWingsCrash
Confusion 2 Should I be worried or reassured by the #GermanWingsCrash? It is good to know that the doors

won’t open from the outside...but then again...
Contempt 21 So this guy takes a picture in front of the Golden Gate Bridge..The most used bridge for suicide

jumps. Dude why not then? #GermanWingsCrash
Disgust 9 The Daily Mail coverage of the #GermanWingsCrash has been repugnant. Headlines like ’how the

nazis led to killer co-pilot’ help no one.
Embarrassment 0 -
Guilt 0 -
Sadness 14 I feel really sad for the 150 families who are suffering as a result of the #GermanWingsCrash.

Beyond tragic.
Surprise 1 Blown away. Pilot locked out of the #Germanwings cockpit?!? I thought I heard it all. #German-

WingsCrash
Sympathy 26 Our thoughts and prayers go out to those who lost loved ones in the #GermanWingsCrash May God

be with you in these hard times.
Other 2 I’m thinking this attn on #AndreasLubitz and the #GermanWingsCrash is overdone. It’s tragic & I

would rather see the focus on the victims.

responsibility and crisis communication strategies. Therefore,
crisis managers should understand how crisis situations are
appraised and evaluated by stakeholders [8]. It was found
that stronger attributions of crisis responsibility result in
feelings of anger and in some extreme cases in schadenfreude
(i.e., getting pleasure from the pain of others) toward the
organization [10]. Moreover, feelings of sympathy for the
organization reduce if a crisis is not handled properly. Due
to negative emotions, stakeholders can decide to break off
interactions with an organization or engage in negative word
of mouth about the organization.

Tweets provide useful real-time information for decision-
making and communication during crises [11], [12]. However,
given the vast amount of data online, this information cannot
be directly used. Applying sentiment analysis is one option to
make this vast amount of information manageable and usable.
By using sentiment analysis, tweets expressing positive and
negative emotions can be detected and analyzed against each
other. Contrary to sentiment analysis, which classifies tweets
as positive or negative, affect analysis or emotion recognition
classifies tweets as belonging to a specific emotional state (e.g.,
happiness, anger) [13]. Since it is a multinomial classification
problem rather than a binary classification problem, affect
analysis is even more challenging than sentiment analysis [14].
Most systems for automatic analysis of emotions are based on
the six basic emotions of Ekman [15], namely anger, fear,
sadness, enjoyment, disgust, and surprise. Strapparava and
Mihalcea [13] constructed a large data set of news headlines
that were annotated with these basic emotions and developed
a binary classifier for each emotion. Their experiments show
that the classification performance varies strongly between
the different emotion categories (F= 4.68 for disgust vs. F=
32.78 for joy). However, the Ekman scale does not account
for the typical emotions expressed in organizational crises.
In order to account for these crisis-related emotions, Jin
et al. [9] proposed an emotion framework in which they
identified three clusters of crisis emotions: i) attribution-
independent emotions, which consist of anxiety, fear, ap-
prehension, and sympathy; ii) external-attribution-dependent
emotions, including disgust, contempt, anger, and sadness;

and iii) internal-attribution-dependent emotions, which consist
of embarrassment, guilt, and shame. Attribution-independent
emotions are emotions people feel toward a crisis situation;
external-attribution-dependent emotions are emotions people
feel about an organization in a crisis; and internal-attribution-
dependent emotions are emotions people feel for themselves
as stakeholders involved in a crisis.

III. AUTOMATIC CLASSIFICATION OF SENTIMENT AND
EMOTION IN CRISIS-RELATED MICROPOSTS

In this section, we report on the data and different exper-
iments we performed on the tweets related to the crash of a
Germanwings airplane in the French Alpes.

A. Dataset

On Tuesday, March 24, 2015, around 10:41 Central
European Time, an Airbus A320-200 crashed in the French
Alps, 100 kilometres northwest of Nice. It concerned Flight
9525, an international passenger flight from Barcelona-El Prat
Airport in Spain to Düsseldorf Airport in Germany. The flight
was operated by Germanwings, a low-cost airline owned by
Lufthansa. First, the crash was assumed to be an accident.
On March, 26, however, the French Bureau d’Enquêtes et
d’Analyses pour la Sécurité de l’Aviation Civile discovered
after analyzing the aircraft’s flight data recorder that co-pilot
Andreas Lubitz deliberately crashed the aircraft. Two pilots,
four cabin crew members, and 144 passengers were on board
of the aircraft. No one survived the crash. In the week after
the crash, evidence was found that Lubitz suffered from a
psychosomatic illness and that he was taking prescription
drugs.

For this paper’s study, a corpus of English tweets was
collected. The Twitter search facility was used in order to find
all English posts, made by any Twitter user, that contained
the hashtag ‘#GermanWingsCrash’. Given the vast amount of
tweets, a random selection was made of a maximum of 25
tweets per hour, posted between March 24, 2015 and April 6,
2015. A total of 5,490 English tweets were harvested.
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B. Sentiment Classification
In order to determine the sentiment that was conveyed

in the tweets, we used a machine learning approach to
sentiment detection [16] to determine the polarity of the
tweets. We used the system developed by Van Hee et al. [16]
in the framework of the SemEval-2014 Task 9 on sentiment
analysis in Twitter. First, linguistic preprocessing (including
tokenization, PoS-tagging, lemmatization and dependency
parsing) was performed on the datasets. Then, a number
of lexical and syntactic features were implemented: n-gram
features, word shape features (e.g., the number of capitalized
words), lexicon features, syntactic features (e.g., Part-of-
Speech information), named entity features and PMI features
(PMI values indicate the association of a word with positive
and negative sentiment). After performing feature selection
experiments, it was discovered by Van Hee et al. [16] that
features based on n-grams, sentiment lexicons, and Part-of-
Speech tags were most contributive for labelling a message
or an instance of that message as positive, negative, or neutral.

The system labelled 676 tweets as positive, 2,815 tweets as
negative, and 1,999 tweets as neutral. Given that this corpus
contains tweets referring to the crash, the large number of
negative tweets is not surprising. In order to assess the quality
of the automatic labelling, we manually annotated a corpus
of 200 tweets with polarity information (see Table II). We
observed a classification accuracy of 73.17% for the negative
class, 26.92% for the positive class and 64.83% for the neutral
class. The total system accuracy amounted to 63.32%. It can
be concluded that the system particularly made mistakes with
regard to the positive class label. This could be explained
by the fact that the system has been trained with Twitter
messages on a variety of general topics and not with crisis-
related tweets. As a result, the training datasets delivered in the
framework of the SemEval-2014 shared task contained more
positive tweets (38.20%). Moreover, it can be concluded that
the system performed best with regard to the negative class
label. This is a significant advantage in crisis situations, in
which the detection of negative emotions is highly important.

TABLE II. Polarity detection classification accuracy

Polarity # tweets Accuracy
Positive 26 26.92%
Negative 82 73.17%
Neutral 92 64.83%

C. Towards Emotion Detection
Research on understanding emotions in crisis-related

tweets and more specifically to pinpoint those tweets which
might cause organizational harm, is scarce. Consequently, no
system was available yet to detect crisis-related emotional
content in tweets. In order to better understand the types
of emotions expressed, we took the 200 tweets which were
manually labeled with polarity information and also labeled
them with emotions. For this purpose, the scale of Jin et
al. [9] was used, since it was specifically developed for
measuring the publics’ emotions in organizational crises. This
crisis emotion scale consists of thirteen discrete emotions,
being anger, anxiety, apprehension, confusion, contempt,
disgust, embarrassment, fear, guilt, sadness, shame, surprise,

and sympathy. For the annotation, we grouped a number
of emotions as they were difficult to differentiate, namely
anxiety and fear, and shame and embarrassment. Tweets that
conveyed an emotion that did not occur in Jin et al.’s crisis
emotion scale were labelled as other.

For the tweets expressing a positive or a negative sentiment,
we tagged the emotional content as one of the classes anger,
fear, apprehension, confusion, contempt, disgust, embarrass-
ment, guilt, sadness, surprise, sympathy and other. Table I
gives an overview of the occurrence of these emotion classes
in our English gold standard corpus. Sympathy, anger and
contempt are the emotions that were most frequently expressed
in the data. No tweets conveying embarrassment or guilt were
found in our gold standard corpus. For each emotion class, an
example tweet is represented in the last column.

IV. REFLECTIONS

Important to note is that the current annotation scheme
fails to detect the object of the expressed emotion. While
the sympathy emotions are mostly expressed towards the
family members of the victims, the tweets expressing anger
and contempt have a completely different object, most often
the co-pilot that deliberately crashed the plane (e.g., “F’ing
lunatic. Kill yourself, not a load of passengers! #flight9525”).
In order to make emotion detection really viable for business
intelligence, a more fine-grained approach in the annotation
of the external-attribution-dependent emotions should be
taken into account.This way, not only emotions are labelled,
but also the objects of these emotions (and maybe also the
senders of these emotions), a tendency we also observe in
the domain of sentiment analysis (see Pontiki et al. [17]).
Important to know for crisis managers of companies such as
Germanwings and Lufthansa is how people report on their
organizations, something which is not being covered by the
current annotation scheme.

A shallow analysis of the tweets reveals that many of them
refer to the aviation sector as a whole (“sad day in aviation
again”, “another flight crash”, “far too many planes going
down”, “In The Wake Of The #GermanWingsCrash Crash,
Should You Trust Low-Cost Airlines?”, etc.), which has a
general image problem. Two main criticisms were specifically
targeted towards both Germanwings and Lufthansa: i) that they
did not immediately release the names of the pilots (which
was done a day after the crash) and ii) that the cockpit should
always have two persons present (this two-in-the-cockpit rule
was very soon adopted). If this criticism would have been
automatically detected, then crisis managers would have had
a guiding tool for adequate crisis communications while the
crisis was unfolding. This is how accurate emotion detection
in the future could make a difference, ultimately reducing
reputation harm for organizations.

V. CONCLUSION

The main goal of this study was to investigate the extent
to which automatic sentiment analysis techniques can be used
to detect crisis emotions on Twitter. We conclude that the
sentiment analysis system performed better on negative tweets
when compared to tweets expressing a positive emotion. Al-
though during crises negative emotions are most prevalent and
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relevant for crisis emotions to focus upon, positive emotions
should not be neglected. To have a better understanding of how
stakeholders respond to crisis victims (e.g., by showing sympa-
thy), to the organization itself –both at the beginning of a crisis,
while the crisis is unfolding and after crisis communication has
been made (e.g., apologies, condolences), it is also crucial to
have a more fine-grained classification of specific crisis-related
emotions. In order to allow for the future development of such
automatic procedures, we conducted a small corpus analysis
for which we manually labeled our corpus with crisis-related
emotions. We found that sympathy and anger were the most
frequently expressed emotions in the English gold standard
corpus in the case of the Germanwings crash. We also observed
that the annotation of crisis-related emotions in the tweets was
insufficient to support organizational crisis communication. To
further enhance the usefulness of automatic (crisis) emotion
detection on social media, future studies should work on the
classification of contextual information, such as the object and
characteristics of the sender of the crisis emotion.
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Abstract—Social media provide an increasingly used platform
for crisis communication. Governments need to understand how
publics consume and react to crisis information via social media.
One option to do this is by applying emotion analysis. In this pilot
study, we target the November 2015 terrorist attacks in Paris as
a case study for emotion analysis and detection. We constructed
a Dutch Facebook corpus manually annotated with i) Ekman’s
basic emotions and ii) irony use. The annotations reveal that
anger is the most recurrent emotion, however the basic emotions
do not cover all emotions in the dataset. The corpus also exhibits
a fair number of ironic utterances, mostly expressing emotions
like disgust and anger. The experimental results show that the
detection of some emotions (e.g., fear) is challenging compared
to others and that the classifier suffers from data sparseness.

Keywords–Emotion detection; Social media; Natural language
processing; Terrorism

I. INTRODUCTION

Social media have become primary communication tools
for everyday conversations. More and more, they are also
an important means of communication during crises [1], [2],
allowing organisations and governments to inform the public,
calm down anxiety and understand people’s behaviour in such
situations [3]. A recent example of this are the November
2015 Paris attacks, a series of coordinated terrorist attacks on
13 November 2015 in Paris by which 130 people lost their
lives and many people were injured [4]. During the attacks,
social media were extensively used by people looking for –or
offering– shelter, and as a medium for spreading photos and
information about missing people in the region [5]. Facebook
activated the Paris Safety Check application allowing users to
inform relatives about their safety and news channels provided
up-to-date information and safety instructions via the platform.
After the attacks, Facebook was also used by people to show
their support for France and to react to the events.

As a result of their popularity, social networking sites
constitute a rich source of information about the public opin-
ion. Over the past decade, user-generated content has been
investigated extensively in the field of sentiment and emotion
analysis. Sentiment analysis involves machine learning tech-
niques for determining the polarity of a text (i.e., positive or
negative) [6], without taking into account specific emotions.
The latter belongs to the field of emotion classification, which
is a more fine-grained form of sentiment analysis that focuses
on extracting emotions from text like joy, anger, and fear [7].

This paper describes a pilot study in which we apply
machine learning techniques to unravel the emotions expressed
on Facebook after the Paris attacks. To this end, we collected

483 Dutch Facebook reactions to news announcements cov-
ering the events. The data are retrieved from the Facebook
pages of two Flemish news channels. The corpus is manually
labeled for emotion-related categories including Ekman’s basic
six emotions [8]. Based on the annotations, we explore the
feasibility of automatic emotion recognition and report our
findings.

The remainder of the paper is structured as follows: in
Section II, we give a brief overview of related work in the
field of emotion detection. Section III describes the corpus and
presents the annotation framework with some examples. Sec-
tion IV elaborates on the emotion classification experiments.
Finally, in Section V, we draw some conclusions and present
prospects for future research.

II. RELATED RESEARCH

The past decade has seen an increased research interest
in the field of sentiment and emotion analysis. In the frame-
work of SemEval, the International Workshop on Semantic
Evaluation[9], benchmark datasets have been made publicly
available and several sentiment and emotion classification
systems have been developed recently. Automatic emotion
detection has been applied to different text genres including
weblogs [10], emails [11], [12], news headlines [13], suicide
notes [14], and tweets [3], [15]. Many systems for auto-
matic emotion classification focus on the six basic emotions
distinguished by Ekman [8], being joy, fear, anger, disgust,
sorrow and surprise. Some studies, however, revealed more
complicated emotions in text. For instance Plutchik [16] sug-
gested eight bipolar primary emotions: joy versus sadness;
anger versus fear; trust versus disgust; and surprise versus
anticipation. Pestian et al. [17] distinguished sixteen emotion
categories relevant to the domain of suicide notes. Finally, Yan
& Turtle [7] composed a list of 28 emotions based on manual
Twitter annotations.

Table I presents an overview of the state of the art in
automatic emotion detection. Most of the work that is listed
focuses on Twitter data and all but one (Yan & Turtle [7]
describe a multiclass-based approach) conduct binary classi-
fication experiments per emotion category. In short, state-of-
the-art emotion classifiers rely on machine learning algorithms
such as LIBLINEAR, Naı̈ve Bayes, Support Vector Machines,
and k-Nearest Neighbors (k-NN). Often exploited features,
i.e., information about text properties that may be relevant for
emotion classification, include n-grams (i.e., sequences of n
following words or characters), punctuation, Part-of-Speech
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TABLE I. STATE-OF-THE-ART APPROACHES TO EMOTION DETECTION.

Reference Corpus # Emotion Features Results
categories

Strapparava & Mihalcea [13] 1,25K news headlines 6 n-grams, sentiment lexicons, PMI, syntactic features F= 0% – 32.78%
Wang et al. [18] 2.5M tweets 7 n-grams, sentiment/emotion lexicons, PoS tags F= 13.90% – 72.10%
Roberts et al. [19] 7K tweets 7 n-grams, sentiment/emotion lexicons, PMI, punctuation, LDA F= 60.80% – 74.00%
Mohammad et al. [20] 20K tweets 6 n-grams, sentiment/emotion lexicons F= 18.70% – 62.40%
Yan & Turtle [7] 5.5K tweets 28 n-grams F= 51.00% – 57.00%

tags, information from lexical resources such as WordNet-
Affect [21], and topic information. The classification results
vary among the emotion categories and often reveal that
emotions like joy and sadness are more likely to be recognised
than others [13], [18], [19].

III. CORPUS

To train and test the emotion detection classifiers, we
collected a series of Facebook posts on the subject of the
November 2015 Paris attacks. The corpus comprises 483
Dutch Facebook reactions to news announcements covering
the attacks. The announcements date from 14 to 26 November
2015 and were posted on the Facebook page of two Flemish
news channels being Vlaamse Televisie Maatschappij (VTM),
the main channel of commercial TV in Flanders and Brussels,
and Vlaamse Radio- en Televisieomroeporganisatie (VRT), the
main channel of the Flemish public broadcaster. Table II
presents some corpus examples covering direct reactions to
the attacks (examples 1 and 2), as well as topics including
house searches and safety measures implemented in Brussels
(examples 3 and 4), the raid in which the alleged brain of the
attacks was killed (examples 5 and 7), and communications
about the threat level in the capital (example 6). After collect-
ing the corpus, all posts were annotated for emotion and irony,
the details of which are presented in the next paragraph.

A. Corpus Annotation
As mentioned earlier, the Facebook corpus was annotated

for emotions and irony by trained linguists. The emotion
annotation was based on Ekman’s basic emotions [8]: joy,
fear, anger, disgust, sorrow and surprise. We also included
the label Other for ambiguous posts and posts expressing
another emotion than one of the basic six, and None for posts
exhibiting no emotions at all. The resulting set of manually
labeled posts serves as the gold standard for the experiments.
Table II presents an example for each emotion class with its
corpus frequency. It should be noted that some posts received
multiple labels. The sum of the second column values in
the table thus reflects the total of emotion labels that were
assigned for the entire corpus. Furthermore, all posts were
annotated for the presence of (verbal) irony, the motivation for
which is twofold: firstly we hypothesise that the subject will
cause people to venture criticism, which is often ‘softened’ by
using irony [22]. Indeed, tweets have proven rich in figurative
language like irony [23], hence it wil be interesting to see
if the same applies to the current dataset. Secondly, we want
to investigate to what extent the presence of irony impacts
the performance of the automatic emotion classifier. The next
paragraph provides more details on this annotation with some
ironic examples.

B. Annotation Analysis
Table II presents the different emotion classes that were

annotated and provides a corpus example for each class. As

described earlier, in addition to the basic emotions, we included
Other as an annotation category. Interestingly, 278 instances
were assigned this label, which means that in approximately
60% of the corpus the expressed emotion could not be matched
to any of Ekman’s basic six [8]. A closer inspection of the
Other category reveals that many of these instances have a
mocking or criticising tone and often express emotions like
indignation and indifference (e.g., ‘Yeah bla, bla, bla...’, ‘Guess
I’m going to sleep. We’ll see how it ends tomorrow (...)’).
An analysis of the emotion distribution by gender reveals that
women express more fear (14%) and sorrow (4%) as opposed
to men (8% and 2%, respectively). Anger on the other hand,
is the most frequent emotion expressed by men (19% vs.
16% by women). The observations seem to support the gender
stereotyping of emotions [24], although further research on a
larger dataset is needed.

With regards to the use of irony, we observe that ap-
proximately 20% of the corpus is labeled as ironic, which
supports the findings of Ghosh et al. [23]. Here, we present
two examples of ironic instances:

(1) Spijtig da fie (sic.) terrorist geen 60 ree waar je 50
mag! DAN zouden ze em wel hebben. EN: Too bad
that the terrorist wasn’t driving 60 where the speed
limit is 50! THEN they would have caught him.

(2) Och al een geluk dat diene mens zoveel betaald (sic.)
wordt om ons dit mee te delen! Had dat nooit zelf
kunnen bedenken. EN: Good thing hat man is paid so
much to communicate this to the public! Never could
have come up with this myself.

Also, more ironic utterances are posted by men than by women
(70% vs. 20%) –no author information was found for the
remaining 10%. A closer look at the emotions expressed in
ironic utterances reveals that the irony in the corpus often co-
occurs with anger, disgust and other (Fig. 1).

fear 8
anger 16
sorrow 1
joy 2
disgust 19
surprise 1
other 47

fear	
  

anger	
  

sorrow	
  

joy	
  

disgust	
  

surprise	
  

other	
  

Figure 1. The distribution of ironic utterances according to the different
emotion categories.

Generally, we see that the irony in these instances is mainly
used for two purposes: i) expressing criticism towards the
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TABLE II. CORPUS EXAMPLES.

Emotion
category

# Instances Relative
freq.

Corpus example Translation

anger 117 25.60% 1) Onnozelaars jullie maken ons van alles wijs ! 1) You stupid people make us believe anything!
disgust 61 13.35% 2) Zoiets doet een beest nog niet .... 2) Not even an animal would do this ....
joy 62 13.57% 3) Knap van jou! jij hebt mijn verkiezingstem! 3) Excellent! You can count on my vote!
fear 52 11.38% 4) Pffff kids die bang zijn, wij zijn zenuwachtig, ...... Niks om te

lachen!
4) Pffff kids that are afraid, we parents that are nervous, ......
Nothing to laugh about!

sorrow 10 2.19% 5) Ik treur voor zijn ouders... 5) I feel sorry for his parents...
surprise 7 1.53% 6) Snap er niks van..... Eerst zochten ze 1 terrorist en het was niveau

4, nu zoeken ze 2 terroristen en nu is het niveau 3 ?????
6) Do not get it ..... First, they were looking for one terrorist and
the level was four, now they are looking for two terrorists and now
the level is 3 ?????

other 278 60.83% 7) Woorden maar weinig initiatief... 7) Words, but little initiative...

Belgian government and police, and ii) lightening the subject
by using irony as a form of humour, for instance by mocking
with the alleged brain of the attacks. Examples of the latter
tend to be more ludic than the former. However, both uses of
irony share the purpose of expressing criticism towards some
entity, which supports the hypothesis that irony is often used
to express criticism in a less face-threatening way [22].

IV. EXPERIMENTS

We evaluated the feasibility of emotion classification in
Facebook data by means of a series of binary classification
experiments. For the experiments, we only considered posts
in which at least one emotion category was identified by
the annotators, which resulted in an experimental corpus con-
taining 457 instances. For each emotion category –including
Other– a binary experiment was run to predict whether the
emotion is present (classification label “1”) in an instance
or not (label “0”). This resulted in seven binary experiments
with one emotion category as the positive class, whereas the
remaining emotion categories represent the negative class.
Instances that were annotated with more than one emotion
category (e.g., expressing both anger and fear), are subject to
detection by the different corresponding classifiers.

As the classification algorithm we used LIBSVM [25]
with linear kernel. As evaluation measures, we report (ten-
fold cross-validated) (1) precision, (2) recall and (3) F1-score
for the positive class, calculated as follows:

Precision =
Number of correctly predicted labels

Total number of predicted labels
(1)

Recall =
Number of correctly predicted labels

Total number of gold standard labels
(2)

F − score =
2(Precision ∗ Recall)

Precision + Recall
(3)

In addition, we report accuracy figures, which simply divide
the number of true predictions (both positive and negative
class) by the total number of instances.

As a preprocessing step, all posts were tokenised using the
LeTs Preprocess Toolkit [26]. For each classifier, the following
features were exploited:

• Bags-of-words: token unigrams, bigrams and tri-
grams.

• Sentiment features based on two existing sentiment
lexicons for Dutch [27], [28]:

- the number of positive, negative and neutral
tokens in the instance;

- the overall polarity, i.e., the sum of the values
of the identified polarity words in the instance.

Table III presents the experimental results for all binary
classifiers by means of accuracy, precision, recall and F1-
score. As we approach the automatic emotion classification
task as a detection taks, we only considered the positive class
labels (i.e., the instances containing the emotion in question)
for calculating precision and recall. In contrast, the accuracy
results are measured on the complete data set (i.e., all positive
and negative instances).

TABLE III. EXPERIMENTAL RESULTS PER EMOTION CLASSIFIER.

Emotion Accuracy Precision Recall F1-score
category
Anger 72.21% 42.86% 25.64% 32.09%
Joy 89.28% 76.00% 30.65% 43.68%
Fear 86.00% 25.00% 11.54% 15.79%
Disgust 89.06% 66.67% 36.07% 46.81%
Surprise 98.47% - - -
Sorrow 97.81% - - -
Other 71.55% 75.87% 78.06% 76.95%

Not considering Other, we see that the system performance
is highest for the category Disgust (F1= 46.81%), followed by
Joy (F1= 43.68%). The category Other scoring best would
suggest that, albeit ambiguous, the category encompasses
instances that share a number of characteristics. Another expla-
nation for the good result would be the high relative frequency
of the emotion class in the corpus compared to the other
categories. The Surprise and Sorrow classifiers consistently
predict the negative class, resulting in an F1-score of zero
and an accuracy equal to the proportion of negative class
instances. Presumably, there are insufficient training examples
in the corpus for both categories, which causes the system to
fail to build a good model for recognising new instances of
these classes.

A qualitative analysis of the systems’ output reveals that
many misclassifications could be the result of the systems
exploiting only lexical information. For the Joy category for
instance, we see a fair number of false negatives that contain
negative sentiment words while expressing a positive sentiment
overall (e.g., ‘It’s a shame I can only press the like button
once!’). Inversely, false positives often include sentences with
positive words while expressing an overall negative emo-
tion (e.g., ‘The government should guarantee a good policy
(...)’). With respect to the category Anger, we see that many
false positives contain flooded punctuation (e.g., ‘Good job
guys!!!!’), which would indicate that the system considers
heavy punctuation as an indication of anger. An explanation
for the poor performance of the category Fear would be that
such emotion expressions (e.g., ‘What will happen now?’,
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‘Should we keep the kids at home tomorrow?’) are much less
lexicalised than expressions of anger, for instance.

A more general conclusion that can be drawn from the
analysis is that many instances are ambiguous, i.e., they
exhibit more than one emotion category. We see that instances
containing only one emotion category are more often correctly
classified than instances expressing multiple emotions. An
analysis of the annotated categories shows that Joy, Disgust
and Other are often the only emotion category that was
identified (in 65% of the cases), whereas Fear and Anger were
more often used in combination with other emotion categories
(only in 37% of the cases it was the only expressed emotion).
This is also reflected in Table III. We also see a fair number
of ironic utterances among the wrongly classified instances,
which would suggest that irony indeed affects the classification
performance (cf. Section III-A).

When comparing the results to the state of the art, we
see that generally, the classifiers perform less well than other
systems that are trained on much larger corpora (Table I).
Nevertheless, this pilot study provides valuable insights into
the emotions expressed in the aftermath of a series of terrorist
attacks. The main conclusions are the following:

1) Ekman’s basic emotions [8] are insufficient to de-
scribe all emotions in the corpus. Expanding the list
would reduce the number of ambiguous annotations
and scale down the Other class.

2) The emotion classifiers mainly rely on lexical clues,
which are often insufficient to determine the correct
emotion class.

3) Many instances contained multiple emotion cate-
gories. Since a binary classification task forces the
system to choose one label, it would be interesting to
see whether a multiclass approach works better.

4) The results for sparse emotion categories (e.g., Sur-
prise) are very low, indicating that a strong correla-
tion exists between the occurrence of a class and the
system’s performance.

V. CONCLUSIONS AND FUTURE WORK

In this paper, we analysed the emotions expressed online in
the aftermath of the November 2015 Paris attacks. The analysis
reveals that anger is one of the most salient emotions. Gov-
ernments should bear this in mind when communicating with
the public. Since Other remains the largest emotion category
in the corpus, we suggest to expand the list of basic emotions.
The results of the binary classification experiments show that
emotion classification is not a trivial task and that the system’s
performance clearly suffers from data sparseness. If we discard
the category Other, the best results are achieved for the
emotion categories Disgust and Joy. This would suggest that
these categories are more explicit or highly lexicalised when
compared to the others. We see an inverse correlation between
classification performance and the proportion of ambiguous
instances (i.e., instances expressing multiple emotions) in the
corpus. For instance, the proportion of ambiguous instances
for the Joy category is 32% whereas this is 62% for Anger.
F1-scores for the corresponding classifiers are 43.68% and
32.09%, respectively. Another interesting observation is the
good performance for the category Other, which was assigned
to tweets that are ambiguous or that express another emotion
than one of the basic six. When looking at the use of irony,

we see that many ironic utterances in the corpus co-occur with
the emotions anger, disgust and other. A closer look into the
latter revealed that many of these instances contain emotions
like indignation, and indifference (cf. Section III-B).

This paper presents a pilot study to emotion detection in
Dutch crisis communication. To be able to generalise our find-
ings, more experiments are needed on a larger dataset, which
will be the main focus in future work. Additionally, we aim
to enhance the performance of our classifiers by adding more
complex features including topic models, Linguistic Inquiry
and Word Count (LIWC) features and syntactic information.
Another interesting direction for future work is automatic irony
recognition. Since the classifier exploits sentiment lexicon
features, its performance is affected by ironic utterances that
contain positive sentiment words while actually conveying a
negative sentiment.
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Abstract—The aim of this paper is to ascertain whether the use
of language in Dutch tweets can offer researchers insight into
the personality of the user posting those tweets. A database was
created, containing the tweets of twenty Belgian, Dutch-speaking
Twitter users with an equal representation of both genders. All
subjects filled in a personality test based on the Big Five Model
of personality and two linguistic analyses were performed on the
Dutch tweets. In a first analysis, a more abstract representation of
the language was created by means of Part-of-Speech tagging. For
the second analysis, typical sentiment and personality-charged
words were derived from the tweets based on well-known lexicons.
Though our database is rather limited, we were able to find
some interesting correlations between certain personality traits
and language use.

Keywords–Personality; Big Five; Sentiment analysis.

I. INTRODUCTION

Social media are an important aspect of modern-day com-
munication, which is proven by the rising number of monthly
active users. This high number of users has logically drawn the
attention of researchers, since people share a lot of information
about themselves online: how they perceive the world, what
they think of current events and how they react on other people
are only a few examples. Even more, social media might
also offer a deeper insight into their personality, by revealing
specific character traits.

Consequently, different sorts of sociolinguistic research on
social media have already been conducted: personality, gender
and age [1], the use of social media among teens and young
adults [2], even the motivation of older adolescents to use
social network platforms [3] and also the language used on
these social media [4], [5].

The focus of this paper is on personality research. The
main objective, however, is not to study the explicit content of
messages in order to find out what people talk about online,
but to investigate what kind of language is used and whether
this language use can reveal something about the personality
of the person behind a social media profile. To this purpose, a
dataset comprising tweets from twenty respondents -ten males
and ten females- was collected. All subjects were asked to fill
in a personality test and their tweets were processed using
techniques from Natural Language Processing, after which
correlations between specific language use and personality
were investigated.

The personality model used throughout this paper is
known as the Big Five Model [6]. This is one of the most

well-researched measures of personality structure of the last
decades [4] and it “provides an integrative descriptive model
for personality research” [7, p1222]. The personality model
contains five traits, marked with the anagram OCEAN or
CANOE. Each trait equals a category which is labelled with
one substantive. However, the category itself represents a broad
range of meaning, captured within this one substantive [7]. For
example, the O stands for Openness, which includes among
others intellect and independence. The different categories are
briefly listed in Table 1.

TABLE I. OVERVIEW OF THE BIG FIVE PERSONALITY TRAITS

Trait Characteristic
O for Openness intellectual, polished, independent, open-minded
C for Conscientiousness orderly, responsible, dependable
E for Extraversion talkative, assertive, energetic
A for Agreeableness good-natured, cooperative, trustful
N for Neuroticism not calm, neurotic, easily upset

In the remainder of this paper, we will first discuss how the
relation between personality and social media has been studied
in the past (Section 2). Next, we will explain how Twitter data
has been collected and processed from twenty respondents who
all filled in an online personality test based on the Big Five
(Section 3). In Section 4, we discuss the results, after which
this paper is concluded and prospects for future research are
offered in Section 5.

II. RELATED WORK

Four main reasons make social media interesting for
research. The increasing popularity of social media in the
last decade has created an enormous database of personal
information [8]. The content in this database, which is widely
available through public profiles, is user-generated [9]. The
language used on these social media, which fluctuates between
spoken and written language but really is neither of them, is
a new form of communication [10] and the messages often
contain very personal and emotional content [11]. It is highly
possible that those four elements caused or at least coincided
with a surge in research regarding the Big Five and social
media.

However, an often heard criticism is that online profiles
might also depict a false and better image of a user, making
personality research on social media useless. In the Facebook
study presented in [12], no evidence was found to support this
presumption. On the contrary, the results show that “people are
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not using their social network profiles to promote an idealized
virtual identity”. This would mean that the personality traits
displayed online should correspond to the actual personality
of the user.

There has been research on which personalities are mainly
drawn to social media. Hamburger and Ben-Artzi [13] found
that users of social media are in general introverted and
neurotic. Moreover, they also showed a significant difference
between genders: female users of social services are generally
introverted and highly neurotic, whereas men are quite the
opposite. Gender differences were not considered in the study
by Ross [14], where almost 90% of the subjects were female.
The most important conclusion drawn from this study is
that Openness positively correlates with the general use of
Facebook. A more extended study on social media use [15]
concluded that it is more easily used by people scoring higher
on Openness and Extraversion, whereas it is less used by peo-
ple who are emotionally stable. For the network site Twitter,
Hughes [16] found out that it is more appealing to users scoring
higher on Openness and lower on Conscientiousness when
used for social contacts. People using Twitter for information
were found to be more introverted and more conscientious.

However, most of these studies take more than only lin-
guistic features into account, or they study anything but the
language used on social media. Golbeck et. al. claim to be
the first to test whether all information displayed on a profile
could predict one’s personality. They conducted two studies,
one on Facebook [4] and another on Twitter [5]. Since our
paper focuses on Twitter, we will only discuss those findings.
For this research not only the tweets as such were collected,
but also public account data such as followers, mentions and
so on. However, a linguistic analysis of the tweets formed the
major part of the study. Some intuitively logical correlations
between the tweets and the Big Five were discovered using the
Linguistic Inquiry and Word Count tool (LIWC) [17]. They
found that Conscientiousness was negatively correlated with
words about death (e.g., bury, coffin, kill), meaning that the
more conscientious a user is, the less he or she will refer to
death. Moreover, the same trait was also negatively correlated
with negative emotions and sadness. Hence, both findings
suggest that highly conscientious people abandon unhappy
subjects. Another finding concerning that personality trait
revealed a more frequent usage of the pronoun you, indicating
that highly conscientious people talk more about others. Also,
scoring high in Agreeableness indicated a significant use of the
pronoun you and those users were also less likely to talk about
the LIWC categories achievements and money. When trying to
predict personality, the linguistic features contributed most to
the task.

In more recent years much research has been performed
trying to predict personality based on language, such as [18]
and [19]. Though personality prediction is beyond the scope
of this paper, we believe that the dataset that was collected
for this research will be of use for future research in that
direction. Important to note is that most previous research has
been conducted on English, whereas we want to know whether
Dutch language use without any other profile information, can
reveal something about someone’s personality. And if this is
the case, we want to find out which aspects of language are
important to take into consideration.

III. DATA COLLECTION AND PROCESSING

We convinced twenty Dutch-speaking, Flemish persons
to participate in our research. All participants were highly
active on Twitter and tweeted mostly in Dutch. Relying on
the statistics presented in Fig. 1, originally posted by the
Belgian Country lead at Twitter, we made sure that half of
our respondents belonged to the first age category (ages 16
to 24) and the other half to the second category (ages 25 to
34). Since there is no consensus on whether gender influences
personality [13], [20], both genders were equally represented
in our database: ten males and ten females.

Figure 1. Twitter statistics about the Belgian twitter user profile according to
age category in 2015

In order to measure the personality of our respondents,
a general Big Five personality test with 46 questions was
chosen. The chosen questionnaire uses a Likert-scale from 1
(strongly disagree) to 7 (strongly agree) and had to be filled
in online [21]. By agreeing to participate in the research all
subjects also agreed to donate their tweets, which were crawled
with the Twitter API. After these tweets had been downloaded
we made sure that only tweets written in Dutch were retained.
In total, our dataset amounted to 8,759 female and 8,780 male
tweets.

For this research we first studied whether it is possible to
draw a general image of a social media user based on the
personality scores that were obtained by our subjects. Next,
two linguistic analyses were conducted on the tweets. For both
analyses the same two steps were performed. First, a more
qualitative analysis was performed by comparing the lowest
and highest male and female scorers per personality trait with
the outcomes of the linguistic analyses. This more intuitive
analysis was followed by measuring Pearson correlations in a
second step.

For the first linguistic analysis, we rely on the frequencies
of the different word forms or Parts-of-Speech (PoS) used in
the tweets of our test subjects, in order to derive whether
personality can be connected to particular grammatical choices.
To this purpose all tweets were tagged with the LeTs Prepro-
cessing Toolkit [22], the PoS module of this tool automatically
assigns morphosyntactic labels to each token. Since LeTs is
normally used to process standard text material, the output
of the tool was adapted in order to deal with Twitter-specific
tokens such as hashtags, mentions, emoji’s, etc.

The second linguistic analysis performed on the Twitter
data focuses more on the occurrence of words that are known
to be charged with a certain sentiment or personality on the ba-
sis of lexicons. As sentiment lexicons, we made use of the only
two existing sentiment lexicons for Dutch, namely the Duoman
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lexicon [23] and the Pattern lexicon [24]. The Duoman lexicon
comprises nouns, adjectives, verbs and adverbs that have been
manually labelled by two human annotators as either positive,
negative or neutral. The Pattern lexicon is a list of adjectives
that were manually assigned a polarity value between -1
(negative) and +1 (positive). In order to perform the analysis all
tokenized tweets were processed and all positive and negative
lexicon matches retained. As personality lexicon we used
LIWC [17], which was also used in previous research [4],
[5]. An analysis with the LIWC results in a categorisation of
all words used into lexical dimensions, accompanied by their
relative percentages. Examples of those dimensions are negemo
for negative emotions, future for future tenses and cogmech
for cognitive processes. This analysis could reveal that people
scoring particularly high or low on a personality trait might be
recognized by the use of some lexical dimensions.

IV. RESULTS

A. General Social Media Image

The results of the online personality test filled in by our
respondents, should be interpreted as follows: scoring above
50% is considered as scoring high on a particular trait and
scoring lower than 50% as low. The general averages assigned
to each personality trait of our twenty subjects and the average
male and female scores are presented in Fig. 2 below.

Figure 2. Bar charts representing the general, female and male averages of
the Big Five scores from our twenty subjects.

As was said in previous research by [13], [14] and [15],
people scoring high on Extraversion, Openness and Neuroti-
cism are the individuals more easily drawn to social media
in general. It has to be said that the general averages of our
database are not quite convincing to either confirm or deny
these results. In general, the twenty subjects do score high on
Extraversion: 61% on average. They score neither high nor
low on Openness with an average of 50%. The same is true
for Neuroticism: on average, the subjects score 49%.

When zooming in on the gender differences, we see that
both genders score almost the same for all traits except for
Extraversion and Neuroticism. In both instances, the female
subjects score higher and for the trait Neuroticism the average
of 70% is 2.5 times higher than the male average. These
findings are in line with some previous research [20] though it
should be kept in mind that the database used for this research
is very limited and, as a consequence, no generalizations can
be made.

B. Part-of-Speech Analysis
Though our idea was to analyse the frequencies of the PoS-

tags, some preliminary analyses convinced us to narrow down
our research to the category of pronouns, which have also
proven indicative of personality in previous research [5], [25].

In general, we found that our male and female subjects
talk more about themselves and the groups they belong to,
in other words, they use more first person pronouns, both
singular and plural. This can easily be explained by Twitter
being a microblogging website: it is very logical to talk more
about one’s own opinions and comments. In a next step,
we checked whether there are any correlations that might
indicate a relation between personality traits and the use of
certain pronouns. We could not find a correlation between
a high use of the pronoun jij (you) by people scoring high
in Agreeableness and Openess, as found in [5]. The highest
correlations we found were with the trait Neuroticism: the use
of the possessive pronoun hun (their) is negatively correlated
(-0.54), this correlation, however, is not statistically significant
(p-value of 0.09). Other positive correlations between pronouns
and Neuroticism were found with the pronouns zij, haar and hij
(she, her and he), i.e., 0.38 and with first person possessives,
0.36. For the other personality traits no specific findings can
be reported.

C. Lexicon-Based Analyses
Three different lexicon look-ups were performed: we relied

on two Dutch sentiment lexicons and one well-known lexicon
for personality research.

Both the Pattern [24] and Duoman [23] sentiment lexicons
allowed us to have a closer look at the number of positive and
negative words used by our subjects. We found that almost
all respondents use more positive than negative words, with
the exception of one male subject. However, no links between
this finding and the personality traits of our subjects could be
discovered.

When processing the data with the LIWC lexicon [17],
the outcome is a table listing all LIWC categories that were
found in the data, accompanied by a relative percentage.
We first performed a more qualitative analysis for which a
general overview of the retrieved percentages was created. The
highest and lowest percentages per gender were highlighted
and compared to each other.

Most of the qualitative results found in our database do
make intuitive sense, such as introverted people talking more
about death (e.g., bury, coffin, kill), sadness (crying, grief) and
more about negative emotions in general (hurt, ugly, nasty).
People scoring low on Neuroticism, and therefore calmer peo-
ple, talk more about friends (buddy, friend, neighbour), time
(end, until, season) and certainties (always, never), whereas
they also talk more about themselves. In our database, we also
discovered that highly conscientious people, talk more about
their physical appearance in general: they talk about eating,
food and dieting, about physical states and grooming. Since
these findings are rather intuitive, we referred to calculating
Pearson correlations in a next phase.

In Table 2, we present only the correlations of 0.5 or more
that were discovered between a certain personality trait and an
LIWC dimension. In our database, we found eight LIWC such
categories, correlated mostly with the trait Openness: social
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processes (social, e.g., mate, talk, they, child), humans (hu-
mans, e.g., baby, adult, boy), sensory and perpetual processes
(senses, e.g., see, touch, hear), hearing (hear, e.g., listening,
hearing), present tenses (present) and communication (comm).
For the trait Conscientiousness, talking about physical states
(physical) was found to correlate positively and we also saw
that people scoring higher on Neuroticism tend to talk more
about inhibitions (inhib, e.g., block, constrain, stop). Never-
theless, only two of these higher correlations were actually
statistically relevant, namely the positive correlation between
Openness and the mentioning of social processes (social) such
as mate, talk, they, child; and the positive correlation of that
same personality trait with the description of sensory and
perceptual processes (senses) such as see, touch or listen. This
is surprising because our database is only built on the data
of twenty people. It is thus definitely worthwhile to conduct
a more elaborate study and see whether the highly correlated
items will also return in an experiment with a larger database.

TABLE II. CORRELATIONS BETWEEN PERSONALITY AND LIWC
DIMENSIONS

Trait LIWC dimension Correlation p-value
Openness social 0.6193 0.0497

humans 0.5254 0.1112
senses 0.6242 0.0473
hear 0.5042 0.1296
present 0.5227 0.1134
communication 0.5284 0.1087

Conscientiousness physical 0.5088 0.1254
Neuroticism inhib 0.5237 0.1226

Compared to previous research [5], our findings do not
support previous results: people scoring high on Conscien-
tiousness in our database did not necessarily have a high
negative correlation with words about death (death; -0.0341),
a high positive correlation with negative emotions (negemo;
0.1080) or words about sadness (sad; 0.0438).

V. CONCLUSION AND FUTURE WORK

The goal of this research was to investigate whether the
language used by a specific person on Twitter can reveal some-
thing about this person’s personality. And if this is the case,
we wanted to find out which aspects of language are important
to take into consideration. In order to answer this question we
first briefly discussed the Big Five and how it has been used
to measure the relation between personality and social media
in the past. Next, we explained how twenty respondents, ten
male and ten female persons, were persuaded to participate in
our research. These subjects filled in a personality test and
gave their consent to have their Dutch tweets downloaded
and analysed. On these tweets, two linguistic analyses were
then performed: a more abstract analysis by means of Part-
of-Speech tagging and a lexicon-based analysis based on two
Dutch sentiment lexicons and one personality lexicon. A close
analysis of all available data led to some interesting results.

Firstly, since the results of the Big Five personality test of
all twenty subjects were available, our findings were compared
with previous research on the link between personality and
social media. We tried to answer the question whether it is
possible to draw a general image of a social media or Twitter
user. When it comes to the Big Five and social media in
general, which was researched by [13], [14] and [15], one trait
corresponds completely, namely scoring high on Extraversion.

For the traits Openness and Neuroticism, however, our database
might have been too small: the numbers fluctuate around 50%,
which makes it impossible to say whether scoring high on
both traits is something frequent on social media. What is
remarkable is that both the social media and Twitter user are
said to score high in Openness, which is not supported by our
database: our subjects score on average 50% on this trait.

Secondly, based on the Part-of-Speech analysis of the
tweets, we found that the use of pronouns in general did not
seem to reveal any correlation with a particular trait; therefore,
a deeper research was conducted on the use of personal and
possessive pronouns. This more thorough analysis did not
reveal any particular link with personality. Both male and
female users do talk more about themselves and groups they
belong to, in other words, they use more first person pronouns,
both singular and plural.

Thirdly, based on the lexicon analyses no clear results were
conveyed with two Dutch sentiment lexicons. None of the
personality traits had a specifically high or low use of positive
and negative words. Moreover, all but one respondent used
more positive than negative words. Since that one respondent
did not score particularly high or low on a trait, we can
only guess about the origins of this difference. The analysis
with the Dutch LIWC lexicon, however, did provide us with
some interesting findings on how often certain dimensions
of words are used with a particular personality trait. These
were achieved after first performing an intuitive qualitative
research, after which Pearson correlations were measured. In
our database, we found eight LIWC dimensions to be highly
correlated, six with the trait Openness and one each with the
traits Conscientiousness and Neuroticism.

A great challenge lied in working with such a limited
database. However, much to our surprise, we did discover
two statistically significant correlations. The trait Openness
is positively correlated with social terms, such as family and
friends and also with sensory and perceptual processes such as
see, touch or listen. This finding is a great stimulus to continue
this research on a larger database: the high correlations could
even be more outspoken if only they were researched on more
data. In future research, it is thus definitely recommended to
collect more data: this will help in defining more concretely
the general image of a social media user and, of course, in
discovering which language items are typical for specific Big
Five personality traits. Our database definitely forms a valuable
gold standard to conduct research on personality prediction in
the near future.
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Abstract— We introduce a project investigating how emotional 
states influence language production using both experimental 
and corpus based approaches. Here, we illustrate our project 
by asking whether content selection (“deciding what to say”) 
and linguistic realization (“deciding how to say it”) are affected 
by the emotional state of a speaker. We do this first by 
assessing whether disgusted speakers are more or less prone to 
align with their dialogue partners than amused speakers. 
Second, we develop a corpus of emotionally laden soccer 
reports that, even though they refer to the same event, will 
differ depending on whether the report comes from the 
winning or losing team. In both cases, we focus on the 
production and analysis of referring expressions. Our findings 
will be used to build an affective natural language generation 
system.  

Keywords-Emotion and Cognition; Language production; 
Referring expressions; Natural Language Generation. 

I. INTRODUCTION

Spoken language conveys a lot of information about 
someone’s emotional state. For example, angry speakers 
speak with a loud and high pitched voice, while sad 
speakers generally speak with a soft and low voice [1][2]; 
the words used may also vary; even though only a limited 
number of words can be classified as emotional [3], word 
use has been shown to be indicative of speaker's feelings. 
For instance, suicidal poets used relatively more first person 
singular pronouns, more words referring to death, and fewer 
references to other people in their poems than non-suicidal 
poets [4]. 

The effects of emotion on speech prosody and word 
production are well established, but the impact of emotion 
on other aspects of the speech production process is 
understudied. Our project aims to the conjecture that 
emotion influences the early content selection and message 
formulation stages of language production. In particular, we 
study how language production models can be interfaced 
with emotion models, and will test predictions made by such 
a combined model in a series of studies, where we zoom in 
on referential communication. Based on our findings, we 
aim to develop a computational model that is capable of 
generating different linguistic realizations of the same 
content, as a function of emotional state.  

The rest of this paper is organized as follows. Section II 
describes the processes involved in language production. 
Section III describes the relationship between emotion and 
language. Section IV describes the research questions we 
aim to address in our project “Producing Affective 
Language”. Section V introduces two current projects, one 
experimental, one corpus based, that address the relationship 
between emotion and language production. The 
acknowledgment and conclusion close the article. 

II. LANGUAGE PRODUCTION

Speaking is a complex cognitive activity that starts with 
the conceptual preparation of a message and that ends in 
articulation. Levelt has described the emerging consensus 
that speech production takes place in a number of 
consecutive stages, each of which produces an output 
representation that provides the necessary information for the 
next stage [5]-[7]; see also the work by Griffin and Ferreira
[8]. Despite different views regarding the exact division of 
the processes involved (e.g., compare [5] and [6]) the two 
main processes preceding articulation are generally assumed 
to be content selection or conceptualization (“deciding what 
to say”) and message formulation or linguistic realization 
(“deciding how to say it”), as illustrated in Figure 1.  

Once a speaker has decided what to say and chosen the 
words to express the message, the relevant linguistic 

Idea 

Content Selection 

Message Formulation 

Articulation 

Figure 1. The stages in the speech production process.
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properties of these words (e.g., their gender, number, 
whether they are mass or count nouns) are selected and 
integrated [7]. In contrast to this automatic process of 
selecting the properties of a word, content selection and 
message formulation are influenced by perspective taking [6] 
and dialogue factors [9]. We adjust our words depending on 
whether we are talking to a colleague (“I study content 
selection”) or to a family member (“I study how we decide 
what to say”). 

These psycholinguistic insights have been adopted in the 
field of natural language generation [10][11], although 
sometimes using different terminology. Generally, the results 
from psycholinguistic experiments have proven useful in the 
development of algorithms for natural language generation. 
For example, Levelt’s Speaking [5] and Pechmann’s work on 
overspecification [12] were important influences for Dale 
and Reiter’s [13] incremental algorithm for referring 
expression generation [11]. 

Importantly, these phases of the speech production 
system have traditionally been understood as modules that 
receive and process input in an automatic and encapsulated 
way. However, given its basis in affective and social 
processes together with the accumulating evidence that many 
cognitive processes are cognitively permeable, it would be 
surprising if the language production system were entirely 
isolated from other affective and cognitive processes (see 
also [14]). 

III. EMOTION AND LANGUAGE

Beginning with Bower [15], emotional states have been 
linked to cognitive effects in a spreading activation 
approach where an individual’s dominant emotional state 
spreads to semantic nodes related to that state, resulting in 
the stronger activation of conceptually related nodes 
[16][17]. Research in this field has provided evidence for 
the claim that, because they are connected to nodes that 
indicate a relatively safe situation, positive emotions result 
in global, heuristic processing [16][18], whereas negative 
emotions warrant more local, analytical, processing because 
they activate nodes that indicate a potentially dangerous 
situation. 

In some sense, the influence of emotion on language 
production is obvious: when we are in a specific affective 
state, we express that state in words (“I’m angry”), as well as 
by nonverbal means (we shout and shake our fist). Almost all 
of this takes place at the levels of Idea and Articulation as 
depicted in Figure 1. However, the influence of emotion on 
the early stages of language production proper (content 
selection and message formulation) is far from trivial, and 
understudied as well. Our working hypothesis is that the 
relation between emotion and early language production is 
affected by specific emotional appraisals [19][20]. These are 
evaluations of stimuli with respect to a number of 
dimensions, such as novelty and pleasantness, but also 
attributions of agency [21], where people are either 
responsible for their situation and have control over the 
outcome (high agency) or have no control and thus no 

responsibility over the situation (low agency), and the 
possible violation of moral and social norms [22]. 

While there is evidence for the influence of emotion on 
the articulatory stage of speech production, there is 
surprisingly little work on the earlier stages involving 
content selection and message formulation. A few notable 
exceptions exist, of which the work of Kempe et al. [23] is a 
prime example. They showed that happy speakers were less 
likely to specify an ambiguous word such as “bat” with a 
property (such as baseball bat or flying bat, when both are 
visible) that uniquely identified the intended referent. The 
authors conclude that a positive mood leads to a less 
effortful processing style (because a positive state signals a 
safe situation [16][18]) that causes speakers to spend less 
mental energy on perspective taking [23].  

IV. RESEARCH QUESTIONS

Starting from the idea that emotional appraisals inform 
other cognitive systems (the “affect as information” theory, 
see [17]), they are expected to affect the language 
production process as well. The main research question of 
this project is if and how the emotional state of language 
users influences the early processes involved in language 
production. The emotion part of this question is understood 
in terms of appraisal theory, and the speech production part 
is understood in terms of the global version of Levelt’s 
model presented in Figure 1. Here, we will investigate 
content selection and message formulation by 
experimentally inducing in discrete emotional states such as 
amusement and disgust using film fragments and by 
analyzing the language of emotionally charged sports 
reporting, comparing reports of teams that won and lost 
their match. 

Future work will be concerned with building a 
computational model of emotional language production. 
While a handful of computational models have been 
developed that address personality-based [24][25] and 
affective [26][27] text generation, this issue remains largely 
unexplored. This is unfortunate, given the growing interest 
in this topic. This kind of application could enable 
individually tailored reporting with appropriate emotional 
“shading”, which is more likely to be appealing and 
interesting for readers than straightforward “vanilla” reports 
[28].  

V. CURRENT PROJECTS

In this section, two ongoing projects are described, 
addressing the research questions introduced above. The 
first project investigates whether dialogue partners align less 
when in a positive emotional state (as compared to a 
negative one). The second project involves a newly 
developed corpus of soccer reports that describe the same 
event (a soccer match) from a positive or a negative 
perspective. 
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A. Emotional state and Lexical Alignment 

Previous research has shown that content selection is 
affected by alignment processes occurring in interaction (see 
[9] for a recent model). Speakers tend to select the same 
properties as their dialogue partners when referring to 
objects, even if these properties were previously 
dispreferred [29]. Given that emotions play a central role in 
our social interactions and in evolution of the speech 
production system [6], positive emotions will likely result in 
a less effortful and more egocentric processing style, while 
negative emotions will result in a more effortful and less 
egocentric processing style. In addition, emotions that result 
in different approach or avoidance stances (such as disgust, 
and amusement) are also expected to influence the extent to 
which speakers align with their conversation partner.  

We will be testing this using a non-scripted version of 
the interactive reference paradigm [29] in which participants 
engage in a dialogue and alternatingly describe objects in a 
director matcher task designed to elicit alignment (as can be 
seen in Figure 2). First, participant A has to describe the 
target (1). To uniquely identify the target, she can only use 
the dispreferred attribute (size), e.g., “the large desk”, or, 
when she uses color redundantly, “the large green desk”. By 
using the property size in her description, she primes 
participant B to use this property as well in her description 
(assuming that participants will align in this task). 
Participant B first identifies the correct object (2) by 
pointing at it and then describes his object (3) that is finally 
identified by participant A in (4). Note that in describing his 
target object (3) participant B can use color (“the red sofa”) 
or size (“the large sofa”) or both (“the large red sofa”), in 
which case one of the properties is redundant, to distinguish 
the target picture from the distractors. Thus, if participant B 
uses size more when participant A has done so previously, 
that would be evidence for alignment. 

Methodologically, the role of emotion in cognitive 
phenomena is often experimentally investigated by first 
inducing a particular emotion in participants and then asking 
them to perform a particular task [1]. The most used (and 
most effective) method has been to use validated film clips, 
to induce specific emotions [30][31]. In the present study, 
participants first view an excerpt of an amusing (e.g., the 
restaurant scene from “When Harry met Sally”) or 
disgusting video (e.g., Devine eating poop in “Pink 
Flamingo’s”) and were asked to indicate their level of 
amusement and disgust on a seven-point scale. A 
preliminary manipulation check shows that participants 
report higher levels of amusement (Mean = 4.93, Standard 
Deviation = 1.34) than disgust (Mean = 2.50, Standard 
Deviation = 1.71) after viewing an amusing video, and, 
conversely, higher levels of disgust (Mean = 6.43, Standard 
Deviation = 1.32) than amusement (Mean = 2.13, Standard 
Deviation = 0.94) after viewing a disgusting video (All 
these differences are statistically significant; F (1, 56) = 
36.70, p < .001 and F (1, 56) = 206.89, p < .001 
respectively). 

The proportion of attribute alignment will be used as 
dependent variable. As indicated, alignment at the level of 
content selection (i.e., deciding to say “the small chair” 
versus “the red chair”) occurs when participant B uses the 
dispreferred attribute to describe the target when participant 
A did use the dispreferred attribute as well. If the amount of 
alignment indeed depends on whether the speaker is amused 
or disgusted, that would be evidence for the role of emotion 
in the conceptualization stage of speech production. 
Specifically, we predict that disgusted speakers, who should 
be less egocentric and more willing to engage in effortful 
processing, will align more with their partner by using the 
dispreferred attribute size when their partner uses the 
dispreferred attribute. Conversely, we predict that amused 
participants, who will be more egocentric and less prone to 
engage in effortful processing, will align less with their 
partner and keep using the preferred attribute color, even 
when their partner uses size. 

B. A multilingual corpus of affective soccer reports 

Sports reports open up a lot of room for creative 
language use, starting with the headlines of the match 
reports [32] and extending to almost every aspect of the 
report. For many biased ports reports, that is, sport reports 
that are written from the perspective of one of the 
competing teams, the point of view of the author of a match 
report is clearly definable from the beginning. So, it is easy 
to assume that the different possible outcomes of such a 
match would also produce different match reports in terms 
of language and communicated emotion (i.e., different 
conceptualizations and linguistic realizations). Take for 
example the following introductory sentences:  

“AFC Wimbledon’s five-match unbeaten league run 
came to an end in frustrating fashion tonight as Neal 

Figure 2. The four tasks that constitute a trial. In frame 1 and 3 the 
speaker describes the marked object, in frame 2 and 4, the listener 

identifies the described object.
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Ardley’s men were beaten by struggling Dagenham 
& Redbridge.” (AFC241115, EO, LOSS, MASC, 
2016) 

Compared to: 

“Daggers recorded a first win in 12 league games 
with a 1-0 success away to AFC Wimbledon” 
(DR241115, EO, WIN, MASC, 2016) 

Both describe the exact same match and events, with 
totally different emotional nuances and very different 
emotions shining through in the texts. For Wimbledon, all 
the frustration is written out in the long first sentence 
(“frustrating fashion”, “beaten”, “struggling”), while the 
winners limit themselves to a shorter and much more 
positive -possibly more objective- text (“win”, “success 
away”). These and other differences in biased sports 
reporting shed light on the language conceptualization and 
realization process that takes place when writing in an 
emotional state and would be especially valuable for 
automatic generation of natural language [33]. Indeed, Hovy 
[34] describes that taking into account the speaker’s 
emotional state, rhetorical, and communicative goals, is 
crucial for generating suitable texts for different readers.  
However, the reality of automatic text generation is that not 
many NLG systems are able to adapt to the mood of the 
recipients of the produced text [28] and to convey the mood 
of the author.  

To find out more about the language in texts produced in 
negative and positive emotional states, we (manually) 
compiled the Multilingual Affective Soccer Corpus [33]. 
We collected match reports from 121 different clubs 
participating in the first and second league in England, 
Germany, and the Netherlands. A first look at our data 
shows that reports describing wins are, on average, longer 
than reports describing losses or ties (777 words versus 715 
or 713 words respectively). Of course, length is but one very 
superficial property of a text. There are likely many other 
textual elements, such as word choice, grammatical 
constructions, and pronoun use that potentially differ 
between biased reports. 

We plan to use text analysis tools, such as LIWC [34] to, 
for example, help to determine the proportions of negative 
and positive emotion words, such as “frustrating” in 
example (1) or “success” in example (2). Analyzing this 
corpus will contribute to the understanding of how different 
emotional states influence and change (written) language 
production. We are currently planning a detailed descriptive 
analysis on surface features, such as already indicated text 
lengths and emotion words, as well as a more in-depth 
analysis of, for example, referential expressions and 
pronouns. Analyzing pronouns possibly sheds light on the 
focus of the author in the respective outcome of the game. If 
the match results in a win, does the report focus on the own 
team’s great performance or on the opponent’s failure (“us 

vs. them”)? Additionally, we plan to investigate whether 
there are linguistic features that are related to the affect 
present in the texts – for example, whether certain 
grammatical constructions occur more in positive or 
negative contexts. 

VI. CONCLUSION

In this paper, we introduced a project investigating the 
relationship between emotion and language production, 
approaching the issue from an experimental as well as a 
corpus based perspective. We have briefly described the 
process of language production and argued for the 
relationship between emotion and language production. To 
study this relationship, we focus on two aspects of referring 
expression generation, namely content selection (“deciding 
what to say”) and linguistic realization (“deciding how to 
say it”) and use appraisal theory to generate hypotheses 
about the influence of specific emotions on these processes. 
We illustrate our approach by introducing two studies, one 
experimental and one corpus based, that are currently being 
conducted in this project. These and similar studies will 
shed light on the relationship between linguistic and 
affective processes and will serve as the basis for a 
computational model of affective language generation. 
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Abstract—Human social analytics in the next generation will 

need to embrace more multifaceted representations of human 

behavior with more complex models. Such models will need to 

integrate data of disparate forms, using disparate units of 

measure, collected from disparate sources, at disparate scales. 

Next generation social scientists will also face issues related to 

developing methods and tools to help facilitate the collection, 

processing, analyzing, and visualizing of such multifaceted 

social data. This paper illustrates these challenges by reporting 

on the development of a complex model of societal well-being 

(an inherently qualitative construct) which blends large scale 

quantitative, geospatial, and temporally referenced data of 

disparate forms, units, sources, and scales. We then demonstrate 

tools and methods intended to facilitate the progression towards 

next generational social analytics at large scales. We conclude 

by discussing several open questions with regards to social 

analytics, including those related to ethics and privacy concerns. 

Keywords-human centered data science; human social analytics. 

I.  INTRODUCTION 

All sorts of human social and behavioral data are now 
available, and on unprecedented scales. Of course, social 
scientists still rely heavily on traditional sources of social and 
behavioral data such as in-person, telephone, or computer 
assisted interviews, questionnaires and survey instruments, 
and sources of “thick descriptions” [1] of human behavior 
compiled from ethnographic or anthropological observation 
research. However, new sources of human social behavior 
data are now available due to our increased use of mobile 
phone, GPS technology, and personal wearable technology 
(such as fitness trackers), as well as the digital traces of 
technology-mediated communications and online social 
interactions. These new data sources will allow researchers to 
conduct human social analytics for extraordinary levels of 
insights ranging from intra-individual scale investigations, 
through inter-personal and group level interactions, to 
organizational and even population scale research. Over the 
next 25 years (a generally accepted duration of a generation), 
social scientists and data analysts will need to modernize their 
ways of thinking about and interacting with human behavior 
data, else risk their research becoming obsolete and irrelevant. 

In this paper, we address issues facing the next generation 
of social data scientists. We do so in the first part of the paper 
by presenting an example in which we progress beyond simple 
representations of human social behavior by constructing a 

complex model of individual and societal well-being. We 
describe the integration and analysis of data of varying forms, 
collected via diverse methods from a variety of sources by 
different groups, consisting of varied units of measure, 
spanning a temporal range of more than 40 years, and 
representing human behavioral data at disparate scales. In 
short, we present a case study of blending quantitative, 
geospatial, and temporally diverse data for the purpose of 
advancing human social analysis for an inherently qualitative 
construct using a more complex (and, we argue, more 
representative) model of human social behavior.  

In the second half of this paper, we describe how new 
methods borrowed from the field of computer science can be 
leveraged to support next generation human social analysis of 
qualitative data. Computational natural language processing 
(NLP) and statistical machine learning (ML) techniques have 
the potential to be extremely useful for blending thick data 
(which is most commonly qualitative in form: e.g., descriptive 
text, audio, imagery, video, or similar multimedia) with the 
concepts of big data (typically more quantitative in nature). 
Here, we discuss three specific “tools” that embody NLP and 
ML techniques to support large-scale human social analysis 
on qualitative data. The first tool, called VADER (Valence 
Aware Dictionary and sEntiment Reasoner), provides 
researchers the ability to quantify both the direction (positive 
or negative) and magnitude of affective expressions in textual 
documents ranging from word-level to tome-level scales, 
processing millions of sentences in a matter of seconds [2]. 
The second tool, CASTR (Common-ground Acquisition for 
Social Topic Recognition), produces supporting text-based 
information needed to establish so called common ground, 
whereby sharing mutual facts and knowledge generally 
facilitates faster, better understanding [3], [4]. The third tool, 
EAGLE-ID (Ethnicity, Age, Gender, Literacy/Education 
Identifier), automatically aids in characterizing demographic 
features of individuals based on social profile data. Finally, 
we discuss how digital crowdsourcing economies such as 
Amazon Mechanical Turk (a massive, distributed, anonymous 
crowd of individuals willing to perform human-intelligence 
micro-tasks for micro-payments) can be leveraged as a 
valuable resource for the next generation of social science 
research and practice [5].  

We conclude by discussing several open questions with 
regards to human social analytics, including those related to 
ethics, data ownership and use, and personal privacy concerns. 
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II. INCREASING REPRESENTATIONAL COMPLEXITY OF 

DATA MODELS FOR HUMAN SOCIAL ANALYTICS 

Traditional social scientific models of human behavior are 
often over-simplified representations of what in actuality are 
very complex aspects of the world. Human social analytics in 
the next generation will need to embrace more multifaceted 
representations of human behavior with more complex 
models. Such models will need to integrate data of disparate 
forms, using disparate units of measure, collected from 
disparate sources, at disparate scales. In this section, we 
contribute an example in which we develop a complex, 
system-of-systems representation of societal well-being.  

A. From Simple to Complex Modeling of Well-being 

Individual and societal constructs of well-being are well 
established in traditional social science and economic 
literature as a person’s assessment of their own general 
happiness and overall satisfaction with their personal life [6], 
[7]. Following from [8], we further posit that happiness and 
satisfaction are themselves complex social constructs which 
holistically comprise four principal constituents:  
1. Affective Experiences: the longer-term experiences of 

pleasant affect (as well as a lack of unpleasant affect) as 
indicated, for example, via their general perceived 
happiness in life, in their marriage, and with their 
cohabitation companion (e.g., partner or roommates). 

2. Global Life Judgements: a person’s overall belief 
regarding how interesting they find their own life in 
general (e.g., whether they consider life to be dull, 
routine, or exciting), as well as a judgement about the 
general nature of humanity (whether they believe most 
other people to be trustworthy, fair, and helpful). 

3. Cognitive Appraisals: a person’s subjective self-
assessment of their own current socioeconomic state 
relative to their life goals, as well as broader social 
comparisons. Determinants include financial status self-
appraisals, social status self-appraisals (e.g., social rank 
and social class), and self-appraisals regarding their 
health, the relative quality of their domicile, and aspects 
of the city in which they reside. 

4. Domain Specific Satisfaction: the degree of fulfillment or 
contentment with important social elements such as 
satisfaction with their family life, friendships, hobbies 
and recreational interests, job/career, and their wages. 

 
Traditional social analytics tend to focus on a narrowly 

scoped subset of the above constituents. While such studies do 
provide useful insights, they are limited precisely because 
they are narrow; due to the inherent interconnectedness of 
these constituents, complex interactions abound. 
Nevertheless, they hold much greater analytical value when 
they are considered in conjunction with one another. The 
whole is greater than the sum of its parts, and aggregate-level 
insights may never emerge unless and until the underlying 
relationships are expressly represented.  

To this end, we present an example in which we  
incorporate 130 different manifest indicators for- and 
correlates of- individual and societal well-being. To do so, we 

blend qualitative, quantitative, geospatial, and temporal data 
from several sources. While detailed model specification is 
beyond the scope of this paper, we find the model useful as a 
reference for discussing next generation social analytics. 

B. Blending Qualitative, Quantitative, Geospatial, & 

Temporal Data 

The data for our complex model of well-being are drawn 
from several public data sets comprising records from 30 
different collection activities spanning 42 years (from 1972 to 
2014) across nine different divisions of the United States 
Census Bureau [9]. This data integrates 25 manifest indicators 
of societal well-being, organized into latent variable 
constructs representing the four principal constituents 
described in Section II-A. An additional 17 indicators provide 
data providing more objective measures of individual quality 
of life and standard of living, such as highest education level 
attained, number of people living in a household, type of 
dwelling (and whether owned or rented), various employment 
characteristics (part time, full time, student/homemaker, 
unemployed, retired, etc.), and constant (i.e., annual inflation 
adjusted) income in dollars. Also included are data capturing 
information about each respondent’s demographic details, the 
general political climate (public opinion regarding amount of 
taxes paid, the efficacy of the courts, and national programs 
related to healthcare, transportation, and public transit), 
established local and regional geographic boundary data, 
annually recorded data regarding the general economic 
climate of the nation (such as inflation rates, consumer price 
indices, prime lending rates, and annual gross domestic 
product (GDP) per capital growth), and data characterizing the 
general security climate (e.g., individual and community 
exposure to crimes, perceptions of fear, etc.).  

As one might imagine, the data are operationalized in 
multifaceted ways, taking multiple forms, units, and scales of 
measurement. In all, we integrate data from nearly 60,000 
respondents spanning 42 years with regard to 130 different 
variables of interest, where each variable puts (on average) 
potentially 7 unique degrees of positive or negative pressure 
on individual and/or societal well-being. All told, this 
leverages approximately 55 million data points for our model, 
allowing for a very rich and complex representation of well-
being – much more sophisticated than many other typical, 
prevailing social science models.  

We argue that this representation, as opposed to a simpler 
model (for example, one based primarily on measures of 
happiness) is a more accurate reflection of true societal well-
being. To illustrate this point, consider Fig. 1, in which we 
visually depict how a simplistic representation of well-being 
(happiness scales) compare to a more complex representation 
of societal well-being for different geographic regions in the 
United States. Different insights emerge (especially in the 
southern regions) when affective experiences, global life 
judgements, cognitive appraisals, domain specific 
satisfaction, objective socioeconomic quality of life and 
standard of living data, the general political climate, general 
economic climate, and the general security climate are 
incorporated when considering societal well-being. 
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Figure 2.  Comparing a simple representation of well-being (happiness scales, on left) to a more complex representation of societal well-being (on right) to 

derive different insights for different geographic regions in the United States. 

 
We can also demonstrate how the model produces 

interesting insights in relation to political aspects of the 
national population, especially when considered in 
conjunction with temporal information. For instance, in Fig. 2 
the scatterplot dots indicate national-level averages for each 
year of data collection (1972-2014) for each self-identified 
political community as measured by party affiliations (left 
column plots) or by ideological views (right column plots) for 
the simple model (top row of plots) and the complex model 
(bottom row). Boxes depict the middle fifty percent of the data 
(with mean lines) within each category, and whiskers show 
the range from minimum to maximum scores. The red dashed 
horizontal lines show overall means (across all categories). 
Especially interesting is how robust the results are; the general 
trends are qualitatively similar regardless of whether modeled 
with simplistic or complex representations of well-being.  

C. Monte Carlo Simulations and Predictions of Well-being 

The complex model, once derived as described in the 
previous section, may be used in Monte Carlo processes to 
explore the probability distributions associated with how 
potential changes in any subset of the input variables would 
impact societal well-being. The model can be extremely 
useful, for example, to government policy decision makers 
when the impacts of their decision alternatives could be vetted 
within a data-derived, model-driven trade space analysis tool. 
For example, Monte Carlo simulation modelers would be able 
to reliably quantify the effect that policy and funding 
decisions might have on societal well-being. Such 
considerations will enable next generation social analytics to 
generate better predictions, going beyond the prevailing social 
science policy of typically concluding a study upon reporting 
descriptive and inferential statistics. 

Figure 2.   Aggregates of temporal data for political party and ideological views for a simplistic model of happiness versus a complex model of societal well-being 
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III. METHODS, TECHNIQUES, AND TOOLS FOR NEXT 

GENERATION SOCIAL ANALYTICS OF QUALITATIVE DATA 

Next generation social scientists will also face issues 
related to developing methods and tools to help facilitate the 
collection, processing, analyzing, and visualizing of such 
multifaceted social data in near real-time. Our example model 
of individual and societal well-being is based on a static data 
set collected over many years. It is extremely valuable for 
generating structural equation models representing the 
interdependencies among the related input variables, and for 
paving the way for exploratory and predictive analyses.  

Given the vast amount of qualitative data available in 
social media platforms such as Twitter, Facebook, and a host 
of blogging and microblogging technologies, it is possible to 
create “social sensors” which monitor important indicators of 
societal well-being, on massive scales, in near real-time. 
Traditional social science methods rely on labor and time 
intensive qualitative data analysis techniques to transform 
qualitative data into quantitative representations of affect 
(e.g., manually reading and coding individual text entries to 
determine if a person is expressing positive or negative affect). 
In contrast to most typical quantitative methods, qualitative 
data analysis methods do not easily scale up. Datasets are too 
large (consider the entire internet of social media, SMS/text 
messages, emails, blogs, etc.), and they are produced at 
extreme velocities (e.g., 500 million tweets per day, or status 
updates from 1.8 billion active Facebook users per day [10]). 
It is impossible for human researchers to even look at all the 
data, much less analysis it in a timely manner.  

Whereas previous generations of Computer Assisted 
Qualitative Data AnalysiS (CAQDAS) software supported the 
traditional toolkit of qualitative researchers, i.e., sorting, 
searching, and annotating, the newest generation of tools is 
adding features powered by computerized natural language 
processing (NLP) and statistical machine learning (ML) 
techniques to enable automated rapid, massively large scale 
assessment of digital text, audio, video, and other multimedia 
traces of people’s affective experiences as portrayed in their 
social media posts. The norm for next generation social 
analytics will be to employ such computational tools to 
facilitate blending of social media thick data (rich, descriptive 
qualitative data) with big data (i.e., data that is characterized 
by massive volume (amount of data), velocity (speed of data 
in or out), and variety (range of data types and sources)).  

A. VADER: Automated Analysis of Affect in Social Media 

VADER (Valence Aware Dictionary and sEntiment 
Reasoner) [2] is a computational tool for conducting 
automated large scale sentiment analysis [11], [12]. Sentiment 
analysis is useful to a wide range of problems that are of 
interest to next generation social analysts, practitioners, and 
researchers from fields such as sociology, marketing and 
advertising, psychology, economics, and political science. 
The inherent nature of microblog content - such as those 
observed on Twitter and Facebook - poses serious challenges 
to practical applications of sentiment analysis. Some of these 
challenges stem from the sheer rate and volume of user 
generated social content, combined with the contextual 

sparseness resulting from shortness of the text and a tendency 
to use abbreviated language conventions to express 
sentiments. VADER is a simple rule-based algorithm and 
model for general sentiment analysis. In previous work [2], 
we compared VADER’s effectiveness to eleven typical state-
of-practice benchmarks for automated sentiment analysis, 
including LIWC [13], [14], ANEW [15], the General Inquirer 
[16], SentiWordNet [17], and machine learning oriented 
techniques relying on Naive Bayes, Maximum Entropy, and 
Support Vector Machine (SVM) algorithms. We used a 
combination of qualitative and quantitative methods to 
produce, and then empirically validate, a gold-standard 
sentiment lexicon that is especially attuned to affective 
expressions in microblog-like contexts. VADER combines 
these lexical features with consideration for five generalizable 
rules that embody grammatical and syntactical conventions 
that humans use when expressing or emphasizing sentiment 
intensity. We found that incorporating these heuristics 
improves the accuracy of the sentiment analysis engine across 
several domain contexts (social media text, NY Times 
editorials, movie reviews, and product reviews). Notably, the 
VADER affective sentiment lexicon performs exceptionally 
well in the social media domain. The correlation coefficient 
shows that the VADER computational engine performs as 
well (r = 0.881) as individual human raters (r = 0.888) at 
matching ground truth (i.e., the aggregated group mean from 
20 human raters for sentiment intensity of each text-based 
affective expression). Surprisingly, when we further inspect 
the classification accuracy, we see that VADER (F1 = 0.96) 
actually even outperforms individual human raters (F1 = 0.84) 
at correctly classifying the sentiment of tweets into positive, 
neutral, or negative classes.  

B. CASTR: Aid to Automated Topic Models of Social Text 

CASTR (Common-ground Acquisition for Social Topic 
Recognition), produces the supporting text-based information 
needed to establish so called common ground, a well-known 
construct from psycholinguistics whereby individuals 
engaged in communication share mutual facts and knowledge 
in order to be better understood [3], [4]. CASTR is intended 
to aid in computational topic modeling [18] by automatically 
acquiring this background knowledge.  

Computational topic modeling techniques are used to 
uncover the hidden, or latent, concept-based semantic 
structures (i.e., topics) within text documents. Topic modeling 
is useful for a broad collection of activities, from 
automatically tagging newspaper articles with their 
appropriate newspaper sections (e.g., sports, finance, lifestyle, 
etc.) to automatically clustering like-minded social media 
users into groups based on the similarity of their expressed 
interests. Unfortunately, however, these automated 
approaches will sometimes infer topics that match poorly to – 
and are less semantically meaningful than – human inferred 
topics [19]. The issue is compounded when mining so-called 
social text, i.e., sparse text produced explicitly for informal 
social consumption (e.g., via social media, instant messages, 
SMS/texts, personal email, and so on where people rely on 
one another’s common knowledge, rather than extended 
textual documentation, to understand intended meanings). In 
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designing and developing CASTR’s algorithms, we 
qualitatively assess the unique characteristics of social text 
which present challenges to computational topic models, and 
which are not prevalent in other typical (non-social) text 
corpora like newspaper articles, scientific publications, or 
books. We find that a) constraints imposed by typical social 
media technologies, b) implicit social communication norms, 
and c) evolving conventions of use often confound typical 
computational topic modeling techniques for social text. For 
example, tweets are much terser than other kinds of text 
documents, and this sparsity is troublesome for computational 
topic modeling algorithms that perform posterior inference of 
the text. Also, tweets are often laden with a great deal of social 
communication “noise” (such as emoticons, emojis, hashtags, 
and URL links) that confuse computational models, and yet 
present very little trouble to humans.  

CASTR leverages the concept of common ground to 
present a theoretically informed social and cognitive 
psychological framing of we refer to as the “human 
interpretability problem” as observed in computationally-
produced topic models of text mined from social media. 
Additionally, CASTR employs a well-established theory from 
the field of Human-Centered Computing, namely Distributed 
Cognition (DCog) [20], [21], as a basis for mitigating the 
issues of developing common ground for computational topic 
modeling efforts. DCog is a theoretical perspective that 
proposes knowledge and cognition are not confined to any 
single individual or referent resource; instead, they are 
distributed across individuals, objects, artefacts, and tools in 
the environment, and constructed in context. 

As an example of how CASTR implements the DCog 
inspired mitigation strategies, consider a fictitious (but 
representative) social media post that expresses a person’s 
positive affective experience related to attending a musical 
concert at a popular venue near Atlanta, Georgia: “Headed to 
Stone Mountain to see the Rolling Stones. Mick Rocks! 
www.rollingstones.com/band/ #StonesOnFire”. Although it is 
a relatively simple thing for humans to immediately 
understand the meaning of this social text (most Americans 
know who The Rolling Stones are, most people from Georgia 
know what Stone Mountain is, and most people understand 
what it means when “rock” is used as a verb in this context, 
even if they are not immediately sure who Mick refers to, and 
most people recognize the conventional use of hashtags, as 
well as URL links). However, the shared, socially constructed 
knowledge (common-ground) necessary to understand the 
intended meaning of the above example social text is often not 
readily available to computational topic models.  

CASTR automatically retrieves the (previously missing) 
background distributed knowledge about key words, phrases, 
and named entities (proper nouns) within the terse text, and 
provides this information to the computational topic model 
processes. The result is a much more accurate representation 
of which topic(s) a particular short social media document 
should be belong. For example, the social text above would be 
appropriately grouped with music and entertainment related 
topics, rather than geological science related topics. 

 

C. EAGLE-ID: Automated Demographic Profiling 

EAGLE-ID (Ethnicity, Age, Gender, and 
Literacy/Education Identifier) automatically aids in 
characterizing important human social demographic features 
based on social media profile data. The EAGLE-ID system 
consists of software (currently in beta stage) which performs 
automatic classification of a person’s ethnicity (given the 
person’s surname), their likely age range and gender (based 
on their first name), and their literacy and education level 
based solely on information mined from the person’s digital 
social media data (including user profile data as well as shared 
content). The majority of this is done via text-based 
computational linguistic processing (in conjunction with 
comparisons to data from the U.S. Census Bureau database, 
Social Security Administration records, and U.S. Dept. of 
Health and Human Services data), but it also uses computer 
vision for image processing on profile pictures to boost 
ethnicity/age/gender classification accuracy.  

In addition to the obvious uses for user profiling and user 
modeling, the EAGLE-ID software could be useful for 
automatically collecting and associating demographic 
information with particular social media accounts, When used 
in conjunction with VADER and CASTR, EAGLE-ID 
facilitates rapid, large scale analysis of social data for use in 
real-time monitoring of individual and societal well-being 
with realistically representational complex models. 

 
While the design and development of tools such as 

VADER, CASTR, and EAGLE-ID is not necessarily in the 
direct purview of social science, the employment and use of 
such tools will almost certainly be a significant part of next 
generation social analytics. It is already a major part of the 
new field of Computational Social Science. Eventually, the 
word “computational” will be dropped, and methods, tools, 
and techniques like the ones discussed in this section will be 
commonplace in social science research – integrated into 
social science education right alongside experimental study 
design, research ethics, and statistical analysis. 

D. Crowdsourcing for Scaling-Up Qualitative Data Coding 

An interesting interim step preceding fully automated 
artificial intelligent machine learning algorithms for 
conducting large scale qualitative data analyses are the 
emergence of digital crowdsourcing economies such as 
Amazon Mechanical Turk. These platforms are typically 
comprised of a massive, distributed, anonymous crowd of 
individuals willing to perform general human-intelligence 
micro-tasks for micro-payments, and they can be leveraged as 
a valuable resource for the next generation of social science 
research and practice. Indeed, in the past half-decade, Amazon 
Mechanical Turk has radically changed the way many social 
science scholars do research. The availability of a massive, 
distributed, anonymous crowd of individuals willing to 
perform general human-intelligence micro-tasks for micro-
payments is a valuable resource for researchers and 
practitioners.  

In other work [5], we addressed many of the challenges 
facing researchers using crowd-sourced platforms. 
Particularly, we reported on how to better ensure high quality 
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qualitative data annotations for tasks of varying difficulty 
from a transient crowd of anonymous, non-experts. 
Crowdsourcing has already had a significant impact on social 
analytics, and we believe it will continue to play a substantial 
role in the next generation of social analytics. 

IV. CONCLUSIONS 

A. A Departure from Traditional Social Analytics 

The model described in the first part of this paper (c.f., 
Section II) differs from traditional social science in several 
meaningful ways: 
1. Representational complexity: In next generation social 

analytics, model complexity will increase beyond what is 
typical for much of social science research today. Our 
example integrates more than 130 indicators for- and 
correlates of- individual and public well-being. These 
data are garnered from many sources, measured in 
numerous different units, stored using many data types at 
different scales representing individuals, communities, 
and entire societies. Just as other disciplines such as 
systems engineering, economics, and computer science 
have embraced the notion of incorporating “big data” into 
their typical data models, the next generation of social 
analytics will need to likewise expand their scope such 
that social analytics like the ones we illustrate are the 
norm, rather than the exception. 

2. Large-N and Multiple-T: In order to achieve useful 
statistical power while incorporating the expanded scope 
resulting from increased representational complexity, and 
at the same time preserving broad generalization and 
application capacities, next generation social analysts 
will need to design and conduct studies with much larger 
sample sizes (i.e., “Large N” studies) collected over 
multiple instances in time (i.e., “Multiple T”, or 
longitudinal studies). In our example, we integrate data 
from nearly 60,000 respondents spanning 42 years with 
regard to 130 different variables of interest, where each 
variable puts (on average) potentially 7 unique degrees of 
positive or negative pressure on individual or societal 
well-being. All told, this leverages approximately 55 
million data points for our model. Such study designs will 
eventually become more prevalent for social analytics. 

3. Extending exploratory and predictive analytics: Our 
example model lays the foundations for predictive 
analysis (e.g., via Monte Carlo simulations), which would 
be extremely useful to government policy decision 
makers because the impacts of their decision alternatives 
could be vetted within a data-derived, model-driven trade 
space analysis tool. For example, we would be able to 
answer important questions such as: in order to improve 
overall community/public well-being, should government 
decision makers invest tax dollars in a better public 
transportation system, economic development program, 
roads, schools, or security services? Such considerations 
will enable next generation social analytics to generate 
better predictions, going beyond the prevailing social 
science policy of typically concluding a study upon 
reporting descriptive and inferential statistics. 

B. A Vision of Next Generation Social Analytics 

Combining the increase in representational complexity for 
social science analyses described in Section II with the 
methods, techniques and tools described in the Section III, a 
vision of how next generation social analytics will be 
conducted begins to emerge in which large-scale, individual 
and national-level, near real-time analysis of the following are 
common:  

 social media data  

 mobile and GPS technology data 

 personal wearable technology data  

 internet of things data 
 

In the second part of this paper, we outlined how new tools 
and techniques could be leveraged to marshal in the next 
generation of qualitative social analytics on heretofore 
unprecedented scales. VADER (see Section III-A) provides 
researchers the ability to automatically quantify both the 
direction (e.g., positive or negative) and magnitude of 
affective expressions in textual documents ranging from 
word-level to tome-level scales. In a matter of seconds, 
VADER is capable of automatically transforming millions of 
rich qualitative social media documents (e.g., tweets) into 
quantified measures of positive and negative affect for a given 
Twitter user. This capability alone allows us to produce a 
simple representation of well-being on a national scale in 
near-real time [2]. When we combine it with the ability to also 
understand the topic towards which the affective expressions 
apply (see the discussion of CASTR in Section III-B), we can 
begin to incorporate other elements of the more complex 
representation of well-being previously discussed.  

For example, consider when a Twitter user laments (or 
praises) aspects of her job, her health, her family or friends, 
her city/community, or her financial situation. Or consider 
how often she might express satisfaction (or dissatisfaction) 
for aspects of the general political, security, or economic 
climate of her community or nation. Now consider how 
prevalent such expressions are in aggregate for all Twitter 
users. Next think about how many other publically available 
forms of such data currently exist (other social networks like 
Facebook and Snapchat, place-based platform Foursquare, 
review platform Yelp, internet chat rooms, topical blogs, and 
discussion forums such as Reddit). Next generation social 
analytics should embrace such resources, as well as the tools 
needed for analyzing them at internet scale.  

Typically, these social media data are time-stamped, so 
that temporal aspects can be incorporated (c.f., [22]). Slower 
changing data variables such as a person’s demographic 
characteristics (e.g., ethnicity, age, gender, literacy and 
education level) can also be automatically extracted from a 
person’s social media data (see the discussion of EAGLE-ID 
in Section III-C). In many cases, these data can be combined 
with meta-information regarding the geolocated origins of the 
content producers, or otherwise merged with GPS, mobile, or 
other location-aware wearable technologies. Additional real-
time assimilation of national, regional, or local unemployment 
rates, crime data, housing market data, inflation, consumer 
price index, prime rates, and gross domestic product round out 
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the capability to produce timely, realistically complex models 
of societal well-being like the one discussed in Section II. 

C. Additional Issues and Items of Considertion 

1) Model Complexity vs Model Interpretability 
Increasing representational complexity in the way we 

discuss in Section II, while more characteristic of real-world 
human social behavior, is not devoid of its own issues; 
complex models are by their very nature more difficult to 
interpret. We offer a brief discussion of three avenues for 
mitigating the challenge of interpreting complex models. 
First, social science data analysts will need simple and 
intuitive interfaces for exploring the trade-space of the data. 
Such tools will increasing model transparency, and 
incorporating interactive data exploration will aid analysts in 
easily and quickly uncovering complex interrelationships 
within and among the variables of any complex model. 
Second, analysts need simple interfaces that allow them to 
rapidly build and assess Monte Carlo simulations regarding 
how potential changes in input variables impact selected 
response variables of interest. Third, advanced interactive data 
and information visualization tools will be critical for next 
generation social analytics to make sense of data at varying 
levels of aggregation and combination.  

 

2) Ethical Considerations of Widespread Human Social 

Data Analytics 

 Collection and continued monitoring – issues of 
personal privacy? 

 Data ownership and use – do content producers 
exclusively own publicly available personal data? 

 Consequences for types of algorithmic error – what are 
(or should be) the consequences?  
 

3) Skill Sets and Education for NGSA 
We must educate and train the next generation of social 

data analysts to be comfortable embracing representational 
complexity and incorporating methods, tools, and techniques 
like the ones discussed above. It will need to become standard 
parts of social science education, integrated into social science 
curricula right alongside research methods and experimental 
study design, research ethics, and statistical analysis. 
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Abstract— This paper introduces the concept of shared data 
experimentation platforms as a means to transform access to and 
sharing of social science research data. Such platforms are 
becoming a central component of biomedical research, and are 
expanding into other fields. We discuss a framework for the 
development of data analytic experimentation platforms in the 
social sciences. Social situations are inherently complex adaptive 
systems that a difficult to generalize without explicitly 
documenting both the phenomena and related context. We 
introduce the concept of a “campaign of experiments” that 
focuses on purposeful exploration of social phenomena in order 
to evaluate generalizable, reproducible, and repeatable theory. 
We also propose sociotechnical systems analysis methods to 
define the appropriate conceptual models of social situations, 
which can then be used to structure the experimentation data in a 
form that promotes reuse and replication. We discuss challenges 
and opportunities associated with an experimentation platform 
concept, methodologies that can support development of such 
platforms. 

Keywords-sociotechnical systems; complex adaptive systems; 
data modeling; conceptual modeling; experimentation. 

I. INTRODUCTION AND PROBLEM STATEMENT

This paper introduces the concept of shared data 
experimentation platforms as a means to transform access to 
and sharing of social science research data. Such platforms are 
becoming a central component of biomedical research, and are 
expanding into other fields as diverse as international affairs, 
materials research, and system design. Digital network 
technologies supporting cloud computing, federated data 
architectures, knowledge graphs, data mining and machine 
learning, standardized web ontologies, digital annotation, 
experimental workflow sharing, computer visualization, 
crowdsourcing, and computer gaming are creating 
unprecedented capability for shared study of social behaviors. 
Although data sharing platforms like Harvard Dataverse are 
available to share the detailed results of scientific studies, in 
this paper we discuss the idea of federated data models for 
experimentation – platforms that allow geographically 
dispersed cohorts of researchers to work together on scientific 
experiments around a common problem or area of study. To 
our knowledge such platforms have not yet entered use in the 
social sciences community. This paper discusses challenges 
and opportunities associated with an experimentation platform 
concept, methodologies that can support development of such 
platforms, and an example case where a shared 
experimentation platform would be useful. 

Unlike many other scientific areas of study, social 
situations represent complex adaptive systems that are 
characterized by independent agents who self-organize, adapt, 

and learn. In complex adaptive systems, broadly applicable 
models of behavior are difficult to generalize. The situation 
under study and the context of the situation must be studied 
together, and generalization across multiple contexts is not 
always wise or possible. Adaptation often makes generalized 
results short-lived. Intervention in social situations focuses 
heavily on causal relationships, but generalizing to purely 
linear causal relationships is often unsuccessful. Study of such 
systems must eventually account for linear causal
relationships and also circular causal relationships, self-
organization or adaptive causal relationships, and reflexivity
which acknowledges the act of studying the system can effect 
causal relationships [1]. Generalization of results using linear 
regressions is most common and appropriate, but can only be 
accomplished by applying assumptions with respect to the 
other three causal models that are often not captured with the 
data. These assumptions are often about which of a number of 
potential causes aggregate to larger populations, making 
explanations of causality difficult. 

Because of such “shifts in causality,” reduction to linear 
models make the generalization of effects across multiple 
contexts difficult. They can also limit the reproducibility and 
replicability of social science study [2]. Issues related to 
reproducibility can be reduced by use of common datasets 
with access to original study data, models, and tools. Study 
replicability requires access to the original study methods, 
participants, instruments, and sampling approaches. 
Generalization requires access to sampling methods as well as 
both positive and negative results, and more difficult, the 
original assumptions and abstractions used by the researcher to 
conceptualize the study.  However because many of these 
assumptions are related to selection of causal factors, effective 
conceptual models that capture context in the form of broader 
causal factors with hypotheses related to context-specific 
selections can help. The ability to do this has been until 
recently limited by the time and effort required to collect and 
analyze data, a condition which is changing rapidly. 

Designing data analytic and computational models that 
accurately reflect performance measures at different layers of 
society, and the aggregation of measures from one layer to the 
next, is the primary conceptualization problem in social 
analysis and policy practice. Behavioral aspects of complex 
sociotechnical systems can be influenced at any layer of the 
system, but initiatives that try to analyze and improve factors 
at one level do not necessarily translate into positive influence 
at other layers.  Moreover, the timeframes for measuring 
effects can vary greatly across different factors and societal 
layers [3][4]. Lack of common methods and tools to define 
model abstraction and aggregation of data create further 
barriers to generalization, which tie back to the original 
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conceptualization of the study and related selection of 
constructs and dependent variables. 

Issues and concerns with use of data analytic methods in 
social experiments reflect the complex adaptive systems 
aspects of social phenomena. These include determining 
appropriate context, understanding both linear and non-linear 
causality, representing differing time scales, uncertainty about 
what constitutes entities that affect the system, and issues with 
agency or agent identification [5]. These can be overcome by 
viewing the social problem of interest as a system then 
conceptualizing both the problem system and response system 
as a set of conceptual and then dynamic models. Research 
related to enterprise systems of systems and sociotechnical 
systems analysis introduces a methodology to address these 
issues. 

Shared experimentation implies agreement on paradigms 
that reflect the problem definition and contexts of interest, as 
well as the semantic descriptions of the sociotechnical system 
of interest, and the conceptual model of the current systems’ 
behaviors and future states. The concept of an experimentation 
platform implies a set of methods and tools to define and 
address these agreements, which we discuss prior to 
descriptions of the tool framework. 

In Section II, we introduce the concept of an 
experimentation platform, using references from a United 
States Air Force concept as an appropriate framework for this 
application. We describe emerging computer platforms that 
make this concept a viable approach, and a methodology for 
building community-wide models in these platforms. In 
Section III, we describe the characteristics of a tool platform 
for experimentation, and the technological approaches that 
might be used to build it. We do not at this point describe a 
complete toolset, but a call for research to create these tools. 

II. EXPERIMENTATION PLATFORM CONCEPT

In this section, we discuss a set of methods and tools that 
can be applied to social situations in support of a system level 
experimentation platform. 

A. System Level Experimentation 

Alberts et al. [6][7] captured a useful vision for 
information age transformation of social theories and related 
analytics in pursuit of a set of methods we refer to as “System 
Level Experimentation.” The authors define this as a 
“campaign of experimentation,” or a “set of related activities 
that explore and mature knowledge about a concept of 
interest.” Although developed as an approach for transforming 
military command and control, the general model of such a 
campaign provides a framework for joint experimentation in 
any social decision making domain. The framework is a 
scientific method for experimentation, which includes theory 
development, conceptualization or conceptual modeling, 
formulation of questions and hypotheses, collection of 
evidence, and analysis. The approach views system 
transformation as a campaign of multiple experiments that 
produces a body of knowledge that creates a foundation for 
future experiments. Such campaigns have leaders and goals, 
research cohorts who use and create knowledge aligned with 
the goals, and a shared knowledge capture framework that 

allows federated cohorts and experiments against a common 
knowledge model. 

 With respect to reproducibility, repeatability, and 
generalization of experiments, the idea of a campaign focuses 
the research process on aligned goals with deliberate urgency 
and resource allocation. Alberts and Hayes note, “reuse here 
applies to ideas, information about investigations conducted, 
data collected, analyses performed, and tools developed and 
applied. In terms of experiments, it implies replication. Reuse, 
and hence progress, is maximized when attention is paid to the 
principles of science that prescribe how these activities should 
be conducted, how peer reviews should be executed, and when 
attention should be paid to the widespread dissemination of 
findings and conclusions.” 

The authors stress the importance of a shared conceptual 
model as a key to generalization, reproducibility, and 
replicability. Although in many scientific studies there exists a 
shared paradigm of study and generally shared 
conceptualization, this is difficult to achieve in social 
situations where stakeholder perspectives, even those of 
research communities, are difficult to align. For example the 
community measurement paradigm for “standard of living” is 
moving from a Gross-Domestic Product (GDP)-based measure 
of production to more representative consumption-based 
representations. However, the GDP measure was conceptually 
simple, and consumption measures are conceptually complex. 
Although the community is accepting the paradigm shift, there 
do not exist common agreed upon conceptual models of 
standard of living that can drive shared and replicable 
experimentation. Thus an effective shared experimentation 
platform must address common conceptualization artifacts as 
well as data and potentially dynamic models. 

B. Emerging Data Analytics Platforms 

What we can do much more easily these days is collect the 
data. Public datasets that report social variables in both broad 
and localized contexts are becoming widespread. Shared 
community data warehouses and models for experimentation 
purposes are becoming more widely used in complex health 
and medical studies, leading one to believe that such 
approaches may also have use in social research and analysis. 
Notable examples of medical research platforms include the 
Global Alzheimer’s Association Interactive Network 
(GAAIN) [8] and the Medical Informatics Platform (MIP) of 
the European Union’s Human Brain Project [9]. Common 
features of these projects include a federated data model, 
shared schemas or data codings, machine learning tools for 
extraction and matching of data, and web-based interfaces to 
data, research cohorts, and visualizations. In all such projects, 
a shared database is created where an entity-relationship 
model defines the schema of the resultant “data warehouse,” 
and agreed upon data codings provide a map between the 
larger sets of data and the phenomena of interest. We will 
further explore the possibility of designing similar projects for 
social data experimentation. 

To reach this point, the community must develop not just 
common data, but also methods for agreement on research 
paradigms, related stakeholder perspectives of problem and 
solution spaces, associated viewpoints, and shared 
conceptualizations. Thus long-term success in social analytics 
must address the capture of both the data and conceptual 
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relationship models that make the data meaningful. These 
conceptual relationships are often determined using soft 
systems approaches, which is appropriate, but existing 
methods and tools do not adequately connect the conceptual 
artifacts with the data-driven analytics. In the social analytics 
field, there is a need for research that connects the resulting 
collected data to its conceptual model artifacts. Without these 
problems with abstraction, generalization, reproducibility, and 
replicability cannot be resolved. Research from the systems 
engineering community centered on management of enterprise 
systems-of-systems provides a set of useful methods and tools.  

C. Enterprise Systems of Systems Methodology 

Sociotechnical systems analysis is a specific methodology 
that supports assessment of multiple factors across all layers of 
a complex enterprise or societal construct using sets of tools 
derived from system science and system modeling. The 
methods recognize that factors arise from the interaction of 
many and diverse enterprises that can be defined by their 
entities, relationships, established processes, pursued 
strategies, and emergent phenomena. The sociotechnical 
systems analysis attempts to capture the combined conceptual, 
data, and analytical modeling artifacts necessary to completely 
describe the problem [10][11].  

With respect to social situations, the method produces a set 
of artifacts that describe the system context and boundaries, 
system entities and relationships, primary construct variables, 
potential causal variables, and phenomena of interest. The 
process is conducted such that insight can be fed into dynamic 
computer models. Hypotheses that intervene in lower level 
causal factors can then be viewed as they aggregate up into 
larger population behaviors. The sociotechnical systems 
analysis produces artifacts that communicate the abstractions 
and aggregation of behaviors across different scales, helping 
to explicitly document both the assumed and modeled 
variables. 

At the core of a sociotechnical systems model are entities 
and their relationships, which can be organized into associated 
databases and warehouses. The entity-relationship model can 
be created, modified, and refined over periods of short and 
long term study. Standardized codings of the data entities then 
make relevant data elements accessible to researchers and 
analysts. One use of this is for data collection and analysis, but 
the sociotechnical systems analysis methods are focused on 
development of experimentation platforms. Experimentation 
requires that not only the data but also the underlying 
conceptual models context of study be updated over time. 

The conceptual model representations produced by the 
sociotechnical systems analysis serve as a bridge between the 
soft systems aspects of the problem (systems thinking) and the 
quantitative analysis approach (design). This is an area that 
needs significant additional research as related to methods and 
tool design. However recent advances in machine learning and 
semantic graphs can bring the semantic model and 
mathematical model artifacts into the same toolsets. The 
bridge between the two is a conceptual model that uses 
semantic models to specify the analytical models. We identify 
these as metamodels as they should describe broader 
conceptual models and data, while individual experiments 
explore a subset of executable models and constructs related to 
central questions of interest. Fig. 1 describes that bridge. 

We define the soft systems aspects in Figure 1 as “System 
Metamodeling” using three fundamental abstraction 
approaches: system metamodels, system constructs, and 
system architecture models. These are determined in a 
participative, inquiry-based process. We describe hard system 
aspects as “Executable Metamodeling” determined by a 
specification and design workflow using conceptual models, 
executable metamodels, and data visualization. It is useful to 
think about this as a tool framework. The tools support 
structuring the systems metamodel, creating the conceptual 
models, creating the executable metamodels, analyzing and 
visualizing the decision space, and managing the contained 
knowledge over time [12]. 

Figure 1. The bridge between soft systems analysis and social analytic model 
specification. 

The system metamodel is described as the set of constructs 
and rules used to define semantic relationships across 
information sets, associated data sets, and methodologies or 
processes [13]. The metamodel definition on the semantic side 
is an architectural description of the system using modeling 
views and stakeholder viewpoints. The executable metamodel 
is the dataset design and any associated computational models. 

D. Metamodels and Federated Data Models 

The emerging medical community models link together 
research cohorts by providing a common data model for 
integrating federated datasets. As experimentation platforms 
they provide a cohort discovery tool to link research 
communities, a federated data model integration architecture, 
and a common data visualization toolset that allows data 
exploration across multiple cohort data. The federated 
approach to data model integration allows individual cohorts 
to maintain their own working datasets while sharing and 
using data from other cohorts via a common data model 
representation. State of the art tools for data discovery, 
transformation, and integration automate most of the source 
data integration into the common data model. The common 
data model is implemented as a schema in a relational 
database using agreed upon codings for data tables and 
variables. 

In a federated data model design, metadata or data 
descriptions are essential to data harmonization – integrating 
data from different sets and integrating experimental data back 
into the common data warehouse. Emerging data mining and 
machine learning tools can automate data harmonization 
assuming the metadata has a rich enough natural language 
description of the data elements to link multiple sets. Mapping 
variables between federated datasets and the common data 
model is accomplished by extracting and matching the data 
entities via descriptive data mapped from element descriptions 
in data dictionaries, a component of metadata. Adequate 

57Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-519-7

HUSO 2016 : The Second International Conference on Human and Social Analytics

                            63 / 76



metadata provides a path to harmonizing the often cryptic tags 
placed on data elements in databases. Transformation tools are 
provided to map data between the common model 
representation and federated datasets [14]. 

The conceptualization of most existing common data 
model examples were developed initially from manual coding 
and integration of existing datasets [15][16]. In the social 
analytics area, a common conceptual definition of the data 
tables and entities would be a huge undertaking due to the 
tremendous differences in terminology, conceptual data 
relationships, and assumptions made around data 
generalizations across societal scales. Emerging approaches 
for graph representation of data entities and relationships 
should be explored in the social sciences arena as a tool for 
amassing large volumes of linked data and knowledge 
supporting both generalized and contextual research results. 

III. SOCIAL EXPERIMENTATION  TOOL FRAMEWORK

We present a generalized concept for social 
experimentation and analytics using both bottoms-up software 
environment and top-down conceptual architecture 
descriptions. The purpose of this discussion is not to present 
the design of an existing tool (none exist), but to describe the 
characteristics and architectural constructs of future 
frameworks for social experimentation and analysis. Fig. 2 
presents our high level system and process architecture. 

Alberts et al. note that “For purposes of building 
knowledge, the most important elements are (1) consistent 
language (clear and operational definitions and measures), 
(2) explicit use of metatags (meta-data) on data, and (3) clear 
and complete descriptions of assumptions. These are part and 
parcel of an explicit conceptual model.”  

A consistent language and use of metatags relate to the 
semantic model of the system of interest. This is often 
described as an ontology, but the term “System Metamodel” is 
more appropriate. The description of assumptions refers to 
appropriate documentation of construct variables and 
associated contextual assumptions of lower level abstractions. 

The use of inconsistent language to name the data elements 
in the resulting database is the major limitation of a common 

data model, it can take years to agree on data element 
definitions and a static data schema can make the data model 
difficult to modify. Data element names are often useless to 
infer meaning. These issues can be abated by consistent 
mapping generated from data element descriptions in data 
dictionaries, a primary component of metadata. Data providers 
that create rich metadata and share this across the data 
federation will aid in effective model and data sharing. 
Metadata has additional benefit as it can hide the actual data if 
it is restricted, without impacting the federation [15]. Data 
value ranges and units must also be consistent or readable 
from the metadata. 

Three general developments emerging from modern web 
standards aid in linking different data collections from 
different domains. The first is the Web Ontology Language 
(OWL) and widely used Resource Description Framework 
(RDF) stores such as Google’s FreeBase. The standard 
subject-predicate-object or object-attribute-value framework 
and semantic linking ease in the standardization of semantic 
terms and relationships. Various domains are rapidly creating 
large RDF stores or web ontologies describing their domain. 
To date relatively little development and standardization of 
common web ontologies have been undertaken across the 
social sciences domain. However as researchers opt to use 
existing ontologies and create domain specific ones, 
conditions will improve. A consistent language representation 
is the foundation of a good system metamodel. 

A second development is extensive use of web linked data 
standards. Most database schemas remain defined in 
eXtensible Markup Language (XML) form but the web 
community is transitioning to JavaScript Object Notation 
(JSON) format for standard document annotation and linking 
of data to research. JSON is a computer language independent 
format for sharing objects and attribute-value relationships 
across different datasets, documents, etc. in addition, the use 
of annotated Hyper-Text Markup Language (HTML) 
documents to describe research experiments and link input 
data and results will aid in broader community sharing. 

A third area of exploration is the evolution of linked 
graphs of semantic and mathematical information, an area that 

Figure 2. Conceptual Architecture. 
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is rapidly developing due to Google’s introduction of 
Knowledge Graph and similar entity-driven stores of large 
information sets. Graph structures support semantic 
integration and structuring of linked data by compiling text 
into linked nodes and then relating these to concepts that 
provide shared meaning to the text. In the graph structure the 
metadata of our data federation could be linked into a semantic 
network that can be grown over time with new data. This is an 
area of needed research; the ability to create large curated sets 
of community shared and agreed upon causal data and linked 
experimental results could transform social science research. 

A significant hurdle in social science use of these tools is 
reconciling the linking of different actors’ viewpoints to the 
standard object-attribute-value ontologies. Different actors 
assign different meaning to social entities and relationships, 
making contextual features of language by the actor an 
important variable. The specific meaning associated with the 
language used by different actors requires a different 
structuring of shared ontologies than used in most of these 
applications today. This is an area for further research. 

Finally, the use of these new technologies does not 
inherently capture the conceptualizations that defined that data 
to be important in the first case, and it does not capture 
assumptions made about missing data elements in the graph. 
Discerning real causality from experimental measurement of a 
social construct often requires a qualitative analysis of the 
underlying causal variables that cannot be measured directly. 
This is an underlying conceptual model that is often not fully 
documented in the research results, particularly those 
potentially causal variables that were purposefully not 
assessed in the research. This is where context becomes 
critical – discussions of why these variables are assumed to be 
causal in this context versus different variables in another 
context – becomes a key component of the knowledge base. 
Existing computer-based data models and analytical models 
are not linked to their conceptual parent models, primarily 
because the available modeling tools have not been built. A 
related area of research is specific to this problem, which is 
how to formally link more freeform conceptual diagramming 
or facilitation artifacts with more constrained formal modeling 
and simulations tools. 

The “clear and operational definitions and measures” noted 
by Alberts et al. [7] in the military context is a difficult hurdle 
in less well governed social situations. Operational definitions 
and measures in social situations tend to be an area of great 
debate between different communities of interest. A GAAIN-
like common data model is doomed to fail unless we can also 
define methods and tools to reach agreement on the conceptual 
models that drive entities, relationships, data definitions, and 
assumptions.  Much of this disagreement involves data 
conceptualization, definition, and abstraction/aggregation at 
different scales (for example macroscale  measures like “GDP 
per capita” versus microscale measures like “owning a 
dishwasher” – both used to describe standard of living). 
Emerging computer approaches to semantic integration offer 
hope for much richer microscale measurement sets, as long as 
the community can clearly see the need for research in this 
area. 

IV. CONCLUSIONS

We discussed a concept for a social experimentation and 
data analytics platform based on emerging data and model 
federations that are emerging in medical and other research 
areas. This type of platform has not been explored for use in 
social science research, although the type of tools and 
technologies that can be applied are finding broad use in other 
disciplines. 

The differences between social science research and other 
domains of research make a platform of this type much more 
difficult to envision and build. Problems of data abstraction 
and aggregation, differing actor viewpoints, and differing 
conceptualizations of system models make traditional data 
federations too expensive and time consuming to maintain. 
However emerging technologies associated with linked data, 
knowledge graphs, machine learning, and conceptual design 
tools provide a research base to explore implementation of 
social data experimentation platforms. This summary paper 
describes the concept as a means to encourage such 
exploration. 
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Abstract— This paper addresses the implications of 'big data' 
on the smart city paradigm. In addition to grids of sensors to 
track traffic flows or monitor service delivery, urban govern-
ments around the world are starting to experiment with re-
purposing stores of data collected by third parties: using mo-
bile phone data to track movement or social media to identify 
failing services. The use of this type of data has considerable 
potential to both augment the existing smart city vision and to 
spread it out to small and medium sized cities that are unable 
to afford investment in sensor grids, creating what we call a 
“lightweight” version of the smart city. However, it also im-
plies a number of problems which previously smart cities were 
less prone to. After defining the lightweight smart city this 
paper reviews these challenges, mainly in the area of interpre-
tation biases, before offering pointers to potential remedies and 
solutions.   

Keywords- Smart City; Big Data; Interpretation Biases. 

I. INTRODUCTION  
Urban policymakers and planners are increasingly chal-

lenged by the scarcity of relevant and intelligible data,  
available in the policymaking contexts, particularly with the 
increased interest in accountability and transparency. The 
movement towards “smart cities” has often been presented as 
a way of fixing these problems. The smart city vision sees, as 
Kitchin puts it, “pervasive and ubiquitous computing and 
digitally instrumented devices built into the very fabric of 
urban environments” [1]. These devices promise a step 
change in the amount of data available to policymakers, and 
their corresponding ability to both create policy and respond 
to changing situations.  

However, the smart city movement has been recently at-
tracting more skepticism, for a variety of reasons. Some re-
ports have highlighted the high up-front costs of installing 
large sensor grids, which in many cases seem to have been 
allied to relatively low returns [2]. These costs have also 
meant that, rather than spreading throughout the world, smart 
city technology is largely limited to a few urban megacities 
and one off projects, such as Songdo in South Korea and 
Masdar in Abu Dhabi. Furthermore, smart cities have been 
strongly criticized for promoting technological lock-in, by 
encouraging cities to sign large scale contracts with the IT 
services firms providing the infrastructure [1] [3], another 
factor which discourages investment on the part of govern-
ments. Finally, a variety of reports have critiqued the under-
lying focus of smart cities on business and enterprise, at the 

expense of other more progressive goals [4]. In this context, 
it is interesting to note the growing enthusiasm for “big data” 
within the smart cities movement. Big data is a concept 
which has attracted a variety of definitions [5], but for our 
purposes the key characteristic is that at least part of the def-
inition involves a move to creatively repurpose large stores 
of data which have been created as a by-product of another 
social activity; for example, the use of Google query patterns 
to detect flu outbreaks [6], or Wikipedia search data to pre-
dict electoral outcomes [7] [8]. Big data are being drawn into 
a huge variety of fields and being used for a wide variety of 
different purposes. However, their use in the field of smart 
cities is particularly interesting: by offering the promise of 
relatively cheap, already collected data, they seem to provide 
a possibility for the smart city vision to break through some 
of the financial and technological barriers which currently 
impede it, and start being implemented around the world.  

Our paper assumes a distinct social science perspective, 
as we focus on the societal implications that come with such 
a fundamental change in urban governance as the use of big 
data. Big data is effectively hailed as a game changer, turn-
ing classic hypothetico-deductive research into inductive 
analyses of big data [9]. Such grandiose statements try to 
establish a market for big data technologies from public, 
private-sector companies, such as IBM, Google, Facebook or 
Twitter. What is needed though, and increasingly delivered 
[10] [11], is a critical reflection on the inclusiveness of 'smart 
city' benefits, as well as a discussion of possible unintended 
effects, such as future dependencies in terms of data or tech-
nology lock-ins. It is useful to remember that cities have 
been trying to be 'data smart' before, e.g., using predictive 
computational models to address complex problems includ-
ing city safety and public health in the 1960s [12].  But, as 
pointed out by Shelton et al. [11], "the fact that similar dis-
courses are uncritically recycled by contemporary propo-
nents of the smart city is troubling". The main aim of this 
article is to remedy this deficit, by discussing the potential 
implications of using repurposed big data in terms of infor-
mation quality and potential interpretation biases. Its struc-
ture is guided by the following questions and thoughts: 

• What difference could big data make in addressing 
some of the barriers to smart city adoption?  We se-
lect prominent examples of smart city technologies 
and examine their potential from a social science 
perspective. On the basis of this discussion, we de-
velop the concept of the “lightweight” smart city.  
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• What challenges might come with repurposed 'big 
data'? To avoid the trap of replacing old problems 
with new ones, we discuss some of the inherent chal-
lenges of governing cities by 'big data'.  

• We conclude by opening up the discussion, suggest-
ing a number of supportive activities, which make 
smart city services more accessible to an increasing 
number of cities and citizens.   

The paper is organized as follows: section 2 introduces 
possible application scenarios for big data in smart cities. 
Then, section 3 gives an overview of known interpretation 
biases and their implications for lightweight smart cities. 
Finally, section 4 concludes with a discussion of measures 
to remedy distorting effects of interpretation biases and  
additional research needed.  

II. HOW REPURPOSED BIG DATA AFFECTS THE SMART 
CITY VISION 

As we describe above, using big data to drive smart cities 
involves enriching the vision (as described in [1]) of urban 
government using data provided by ubiquitous computing 
and sensor grids with the option of urban government mak-
ing use of repurposed data coming from third parties, such as 
mobile phone companies and social media outlets [55]. In 
this section, we discuss the principal benefits of this move.  
The discussion is divided into three sections. First, we look 
at areas where repurposed big data can replace data generat-
ed by sensor grids. Second, we look at the use of big data to 
augment smart city technology (rather than replacing it), by 
optimizing the deployment of scarce resources and by 
providing new types of information. We conclude by arguing 
that big data offers the potential to provide a “lightweight” 
version of the smart city, which could potentially open up the 
smart city movement to a far greater range of cities, being 
less of a burden to already strained city budgets. 

A. Sidestepping smart city sensor grids 
The first way in which big data can support the smart city 

vision is in providing the potential for cheap data collection 
which does not require the installation of large scale sensor 
grids. Co-opting data from companies with stores of big data, 
such as mobile phone operators and social media providers is 
of course not cost free: license fees may need to be pur-
chased, computing infrastructure may need to be set up to 
host the data, and skilled staff may be required to collect and 
process it.  An example of this is provided by a recently 
completed collaborative study between Google and tw Neth-
erlands Organisation for Applied Scientific Researchin Am-
sterdam [13]. They analyzed the extent to which anonymized 
urban mobility data from their Android mobile phone plat-
form could be used to replace traffic sensor data on a 10 kil-
ometer long stretch of highway. The results showed that the 
mobile phone data could duplicate the data provided by the 
sensors with high accuracy, “potentially saving €50,000 Euro 
per year [on that 10 km stretch of road alone] if the redun-
dant sensors were removed”. The potentially cheaper nature 
of data collection is allied to a second benefit, which is po-
tential ease of implementation. To give an example of this, 
consider two different approaches to automatic failure detec-

tion in street lights, one found in Los Angeles and the other 
in the small town of Jun in Spain (which has just a few thou-
sand inhabitants). Los Angeles has recently started rolling 
out smart LED street lighting along 4,500 miles of roads 
[14]. These lights communicate automatically with the bu-
reau of street lighting, letting them know in particular if they 
are broken. This could be considered a classic implementa-
tion of part of the “smart city” vision: elements of the city 
themselves are able to communicate with government. The 
town of Jun, by contrast, has no such smart street lighting. 
However, what they have instead is a centralized effort to 
place the entire town on Twitter: everyone in city govern-
ment and the vast majority of the residents have a Twitter 
account, and citizens are encouraged to interact with the 
government through this platform. The Huffington post gives 
an example of the way this works in practice [15], highlight-
ing a case where a citizen noticed a streetlight had gone out, 
and sent a tweet to the mayor about the issue. The mayor 
responded that it will be fixed, with the Twitter handle of the 
engineer responsible also included, who himself tweeted the 
day after to notify that the streetlight had been fixed. Jun, in 
other words, have a kind of crowdsourced “smart” streetlight 
system [16] [17], with very rapid notification coming from 
citizens themselves.  

B. Augmenting smart cities by optimizing resources and 
providing new data 
Of course, there are many areas where repurposed big da-

ta will not be complete enough or accurate enough to fully 
replace smart city technology (or indeed parts of already 
existing government). However, in these cases, big data 
might still have a role to play in terms of optimising re-
sources. For example, TomTom has recently started co-
operating with Dutch police authorities, selling information 
about driver velocity from its Global Positioning System 
(GPS) tracking devices [18]. This information could not be 
used to directly convict people of speeding, both because it 
likely does not have the required degree of accuracy and also 
because of the concern TomTom itself would have to protect 
the privacy of its consumers. However, the authorities made 
use of the aggregate data to find the areas where speeding 
was most likely to occur, and then placed their mobile traffic 
cameras at these locations. In this case, big data does not 
replace the sensor grid, but rather augments it. Another ex-
ample of this comes from the Mayor’s Office of Data Ana-
lytics in New York [19]. One of the early successful projects 
this office worked on was a way to target restaurants which 
were illegally disposing of cooking oil into the city’s sewers, 
something which was responsible for a considerable amount 
of blockages in the sewer system. The office compared data 
on restaurants which did not have an official oil disposal 
system with geographic information on sewer locations and 
blockages, in order to identify likely suspects of illegal 
dumping. These suspects were then visited by inspectors. 
Again, what this example shows is that this kind of big data 
technique does not replace existing information capture 
techniques used by cities. Rather, it augments them, allowing 
them to be directed more accurately and efficiently. Fur-
thermore, there are also areas where big data driven smart 
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cities go beyond its sensor driven counterpart. To character-
ize broadly, automatic sensors can be roughly classified into 
one of two types [20]–[22]. First there are sensors, which 
measure and report on characteristics of the physical envi-
ronment, such as heat, light, the composition of the atmos-
phere, or the presence of physical objects. These types of 
sensors could, in a smart city context, provide real time indi-
cations of pollution, or measure water levels to check for 
flooding risks, automatically detect faults in lighting net-
works, etc. Second, there are sensors which not only report 
on the environment but try and capture data on the character-
istics or behavior of people. However, there are still a great 
deal of policy relevant pieces of information smart city sen-
sors cannot collect (i.e., which fall outside of these two types 
of sensor). This is where repurposed big data offers a chance 
to go further. For example, health problems are a key area of 
concern for policy makers. As is by now well known, 
Google has shown that it is capable of characterizing the size 
and duration of flu outbreaks from its search data [23], a 
result which has recently been extended to Wikipedia [24]; 
as well as other types of disease, such as dengue fever [25]. 
Another example would be the opinions and thoughts of citi-
zens themselves on policy relevant topics, which a number 
of recent reports have flagged up as a potential source of 
information on policy specific topics, such as changes to a 
city's public transport system or opening a new shopping 
center [26] [27]. These examples demonstrate that big data 
offers a potential window into types of data which sensor 
driven smart cities could never hope to provide. 

C. Towards a lightweight smart city? 
In the terms that we have described them above, repur-

posed big data offers the potential for the implementation of 
a kind of “lightweight” version of the smart city. A light-
weight smart city, based on repurposed big data, is like 
lightweight software in many respects. It is relatively cheap 
and easy to get going, requiring little special technological 
infrastructure to start up. Lightweight software is developed 
in order to increase the potential user base of the software: 
by making it easier to install and use, more people may take 
it up. Lightweight smart cities have similar potential conse-
quences, potentially dramatically expanding the number of 
cities which can engage in “smart” programs. Thus far, al-
most all examples of smart city work come from large and 
economically powerful cities: in the UAE, in Singapore, in 
the US, in South Korea. These cities possess an obvious ad-
vantage for smart city work, which is that they have consid-
erable budgets which can be put in to the creation of sensor 
grids. Small and medium scale cities are effectively shut out 
of the process. However, while offering much potential 
promise, the lightweight city also has an inherent potential 
challenge: the data being used within the city is no longer 
created or even owned by the city itself.  

III. POTENTIAL BIASES IN BIG DATA FOR LIGHTWEIGHT 
SMART CITIES 

 In this section, we will move on to consider some of the 
challenges that a big data driven smart city faces, framed 
around the concept of bias. First off, we need to 

acknowledge that there is no agreed canon of terms and 
technologies, which constitute the 'smart cities' label. Hence, 
many criticisms to smart cities could possibly be discarded 
with reference to a different understanding of 'big' or 'smart' 
[9]. Smart city proponents claim that being empowered by 
new technologies (sensor enabled cars and streets, metered 
energy and water supply or people always connected and 
always tracked), governance is revolutionized, becoming 
more inclusive, performative and efficient [28]. Underlying 
these claims is a new paradigm of data-driven transparency 
or as New York's mayor Bloomberg is quoted "In God we 
trust. Everyone else, bring data." [29].  Although big data is 
probably as fuzzy a concept as smart city; the five Vs includ-
ing volume, variety, velocity, veracity and value commonly 
describe big data [30]. Initially, there were only 3 Vs (vol-
ume, variety, velocity) and when the primarily technological 
challenges were solved, veracity and value was needed to 
justify the substantial investments made by smart cities [31]. 
However, we will argue that interpreting big data correctly 
and extracting value might be less straightforward than what 
we think. Biasing effects are a known phenomenon in infor-
mation systems research, see [32] for a systematic overview. 
In general cognitive biases are not inherently detrimental to 
human judgment and decision making. Information filters, 
i.e., biasing the available information by not paying equal 
attention to all sources, are necessary mechanisms to deal 
with the constant influx of potentially useful data urban deci-
sion makers experience on a daily basis. Yet, Kahneman and 
Tversky showed that these filters are not always applied on a 
consistent and rational basis [33]. Depending on its presenta-
tion, the same data is perceived important or not (framing 
bias); similarly, data that is linked to recent events is more 
likely to influence people's decision making than data which 
is known to be important but has not had any recent appear-
ance (recency bias). Hence, even though big data applica-
tions are meant to process vast amounts of heterogeneous 
data, this does not mean that biasing effects in designing and 
interpreting big data analyses would disappear. Jagadish [30] 
addresses a number of myths about big data including the 
misconception that big data automatically produces deep 
insights, without a need for theories. Multiple decisions are 
made, before big data analyses produce results. Following 
the big data life-cycle [30], these decisions concern acquisi-
tion, cleaning, aggregation, modeling and interpretation of 
data, decisions which in turn influence content, consistency 
and comprehensiveness of big data. However, the degree of 
comprehensiveness or consistency that can be realistically 
expected, depends on the problems big data analyses are 
applied to [34].  The following sections explore some exam-
ples of interpretation biases of mostly social media related 
big data. 

A. Selection bias: How inclusive are the data sources?      
Even though big data is generally said to be on the raise, 

access to big data might still hamper widespread analysis and 
research. Hence, the type of data cities might repurpose for 
their own uses can be limited. For example, control over the 
use of available data from most social media websites is re-
stricted by service providers' business models, wherefore 
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accessing large quantities tends to be either impossible or 
costly. An exception is Twitter, which allows users to access 
large parts of their historical data. Depending on the Twitter 
API (e.g., Twitter's freely available search or streaming 
APIs, or Twitter's commercial Firehose service) and the type 
of information requested, different amounts of Tweets can be 
acquired, ranging from tenth of thousand to several millions 
of tweets [35]. The availability of Twitter data has led to a 
number of studies investigating the use of Twitter as proxy 
for urban life or events impacting urban life. Nonetheless, 
prominent examples of Twitter's influence, such as the Arab 
Spring, the Obama elections or the Occupy Wall-street 
Movement, are often criticized due to a lack of systematic 
and more nuanced research [36]. Being aware of selection 
biases, we need to ask what a given set of big data is repre-
senting or suppressing, and whether our inferential claims 
are justified. For example, Arribas-Bel et al. [37] monitored 
geo-located Twitter activities (on average 1% of all tweets 
are geo-tagged) in order to understand activity levels in spe-
cific neighborhoods. The authors could show that activities 
in the virtual world of Tweets reflected expected behaviors 
as suggested by land use specifications (office space, resi-
dential area, tourism and leisure). In this instance, non-
probabilistic sampling had been applied without drawing 
mistaken conclusions. However, there are questions about 
the inclusiveness of smart city data and their ability to repre-
sent elderly and economically isolated citizens [38]. Of-
fenhuber reminds us that what citizens expect from smart 
cities is likely to be different depending on citizens' socio-
economic status [39]. Citing the example of Boston where 
less affluent neighborhoods reported significantly less city 
maintenance issues through digital channels than areas that 
were better off. Offenhuber showed that there was not a lack 
of needs that prevented citizens from reporting more mainte-
nance issues, but a mix of digital divide effect as well as a 
discomfort with calling on those who are accountable for city 
maintenance.  

B. Attentional bias: Are causations claimed where there 
are none?  
Whereas the neighborhoods analysis above discussed the 

issue of social media's representativeness of groups and ac-
tivities in the physical city, Tufekci [40] highlights another 
issue which concerns the validity of conclusions drawn. 
Tufekci was observing social media used around Turkey's 
Gezi Park protests, exemplified by the use of the #jan25 
hashtag. A frequency count over time showed a significant 
decline of the hashtag's use during June 2013. Concluding 
that the actual protest was declining in June, however, would 
have been far from correct, the topic became just so domi-
nant that the hashtag was almost superfluous and was used 
less. This example is to illustrate that any data driven analy-
sis might have blind spots, wherefore a theory is still needed, 
even though some big data proponents predict the end of 
theory as correlation supersedes causation [41]. The issue is 
magnified since with ever larger data sets, the likelihood of 
getting statistically significant results increases, leading to a 
proliferation of claims based on data patterns unrelated to the 

real world [42], also known as clustering illusion or the Tex-
as sharpshooter fallacy [43]. 

C. Framing bias: Does data interpretation reflect data 
collection? 
There is often an unstated assumption that 'hard' data is 

objective. Yet the matter of data is a matter of interpretation. 
Wilson [44] differentiates between the factual, representative 
side of data and its imaginative, urban-political side. In fact, 
as shown by the author, data can be used for diametrically 
opposed purposes. For example, citizens geo-mapped urban 
aspects, such as potholes or graffiti, which were simultane-
ously used to inform city officials about needed repairs as 
well as feeding into a 'desirable cities ranking' [44]. Clearly, 
whereas very active mapping would potentially lead to im-
provements of the build environment, it could also negative-
ly impact the city's ranking and consequently the city's at-
tractiveness for investors or a neighborhood’s development 
prospects. Framing biases are also closely related to our as-
sumptions about the nature of urban governance problems 
and the role scientific management and smart technologies 
can play. Criticism of prevalent  'Command-and-control' 
structures of   IT-aided urban management in the 60s, high-
lighted already the inadequacy of cybernetic  feedback loops, 
based on sensors, change actuators and controllers [45].  
Goodspeed provides the example of urban renewal and free-
way constructions and describes the situation as a wicked 
problem, one that has multiple, competing descriptions and 
where the solution requires value judgment and taking sides 
(i.e., land use decisions might create jobs and displace people 
at the same time) [45]. Clearly, there is no overriding single 
value that can be evoked in order to consent on the best deci-
sion. Hence, in such situations hard collective decisions need 
to precede the use of big data. The consideration of complex 
second and third order consequences cannot be delegated to 
big data if transparent decision making is a firm objective of 
smart cities. 

D. Information bias: Are some data more convenient than 
others?  
Information bias refers to the unwarranted over-

interpretation of data; either through the way we classify, 
match and display data [46] or through including irrelevant 
data into their decision making  and gain confidence where 
caution might be in order [33]. The classic example for the 
latter is Tversky and Kahneman's experiment of people as-
cribing jobs or study results to descriptions of people, con-
taining little or no relevant information with regards to the 
question. The authors found that stereotypes, such as the 
clothing of librarians or a high degree of internal consistency 
of an in other ways completely irrelevant description of a 
person influenced people's confidence in their judgment con-
siderably. Information bias can become a serious issue, when 
we think about predictive policing and the use of big data in 
law enforcement.  New York City alone has 3,000 public 
surveillance cameras, 200 automatic license plate readers, 
2,000 belt-mounted radiation sensors and diverse police da-
tabases [47]. This sensor driven city is then analyzed to iden-
tify high risk areas based on past crimes, but also circum-
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stantial factors, such as text-mined tweets or Facebook post-
ings related to specific areas [47]. As a consequence, these 
areas receive more police attention. Could big crime data 
replace human judgment in determining situations of reason-
able suspicion, which would then lead to further investiga-
tions? Predicting citizens' behavior based on big data might 
represent a new privacy challenge, but as commented in [42], 
observational data are mostly generated and analyzed with-
out citizens' knowledge and in public or open online spaces, 
where there is no right to be let alone.  While privacy advo-
cates call for a proper due process that ensures the right to be 
informed about how big data adjudicated a given course of 
action (police, land use permission, etc.) [48], others demand 
a more equitable distribution of riches made from user-
generated content [42]. 

IV. DISCUSSION  
The smart city debate used to be about performance and 

competitiveness. Now we can arguably see a more inclusive 
debate emerge, addressing the reality of many small and me-
dium-sized cities not being able to offer broadband in all city 
areas (let alone installing expensive sensor networks moni-
toring street lightening). Repurposed big data provides the 
potential for these cities to also innovate in the smart city 
debate. However, as shown in the previous section on biases, 
the lightweight smart city does not become automatically 
more inclusive by relying on smartphones and social media, 
mainly because these technologies are not equally distributed 
or used across all social groups. Still we think the benefits of 
the lightweight smart city outweigh the risks of biased inter-
pretations. Being aware of the difference between data pur-
posefully collected for urban management and repurposed, 
often social media-driven 'big data' is a first step to mitigate 
harmful effects of interpretation biases. Possibly biased  data 
were also used prior to the raise of 'big data'. Simplified 
models of complex socio-economic systems can be as mis-
guiding as uncritically following big data analyses. What is 
needed are dynamic interpretation and sense-making pro-
cesses, that can supplement - rather than replace - urban 
management relying on traditional data sources, such as sur-
veys, neighborhood meetings or purposeful observations. For 
repurposed 'big data' to be integrated successfully, urban 
management processes need to adhere to the proven princi-
ples of transparency and stakeholder participation.  

Transparency. Early examples of master-planned cities 
have mostly reflected normative assumptions about 'good 
citizenship' [49], when in fact a substantial body of literature 
suggests that cities thrive on spontaneous encounters be-
tween people from all walks of life generating a collective 
creativity, which might get lost if people feel trapped in a 
virtual panopticon. Hence, cities need to be transparent about 
the data they collect and in what sense this data is repur-
posed. Even though reducing the opaqueness big data analyt-
ics (e.g., through required consultation and approval steps) 
can undo the efficiency gains also pursued by big data ana-
lytics [50]. Yet, more important than efficiency is the fair-
ness of decisions - with or without the use of 'big data' -, 
wherefore citizens need a due process to question big data 
logic and, if necessary, police any unfair discrimination [51].   

Participation. Greenfield smart city projects have shown 
that cities cannot be designed with technologies alone, smart 
cities understood as socio-technical challenges need socially 
rich innovation system, that enable learning, iterative exper-
imentation and progressive social embedding of new tech-
nologies with existing stakeholders [49].  

Limitations and future work. So far the paper has not 
covered a number of trends, such as the decreasing cost of 
sensors and wireless networking which avoids costly cabling 
[52]. Also, the emerging 'maker movement' might well ena-
ble cities to crowdsource data from citizens' sensors. Future 
research needs to explore the extend to which social media 
can support smaller cities if they do not have such a strong 
usage pattern as the Italian city of Jun or if privacy concerns 
motivate citizens to disable location tracking on their smart 
devices, so that it becomes increasingly difficult to geo-
locate social media data. In the end, the question will be 
whether the lightweight smart city is better equipped than 
current variations of smart cities to address issues of eco-
nomic growth as well as social inequalities. 
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Abstract— Simulation is the imitation of the operation of a 

real-world process or system over time. Actual real world 

expectation is expensive and impossible because the modern 

society is complex and various. Therefore, simulation can be 

carried out to take proper measures for the problem which 

may be happened in the future. Agent based model (ABM) 

models each individuals and interactions among them. ABM 

mostly defines behaviors based on rule. However, ABM 

simulation has the weak point that simulation error is 

accumulated. If long term simulation is conducted, the 

simulation result will be highly inaccurate because of error 

accumulation. To overcome error accumulation, the model 

should be reconfigured using the real data recursively. In this 

paper, we propose the self-evolving agent based simulation 

framework (SEA-SF). The SEA-SF is consisted of data 

management, change recognition, model evolvement, ABM 

reconfiguration, user interface and ABM simulation 

environment. The SEA-SF should mitigate the long-term 

simulation error. Therefore, the SEA-SF performs change 

recognition between real data and simulation result. And then 

autonomously, it updates model parameters or the model 

configuration to increase accuracy of simulation. The proposed 

framework can be applied to solve the social issue problems 

because the social issue problems are happened through a long 

period. Therefore, the social issue simulation, such as the house 

policy and supply, can be performed using the proposed SEA-

SF.  

Keywords-Simulation; Agent Based Model; Self-Evolvement.  

I.  INTRODUCTION  

Simulation is the imitation of the operation of a real-
world process or system over time [1]. Simulation is used for 
predicting future in various fields. Simulation can be carried 
out to take proper measures for the problem which may be 
happened in the future. For example, the birthrate, the 
rearing of children, income, employment and education may 
be simulated in the field of society. So, various features of 
social members can be predicted. The policy of social 
security service can be established using the result of 
simulation which predicts socio-demographic characteristic. 
Therefore, the social problem, such as low birthrate and 
aging, can be prevented.    

Social issue prediction has been accomplished both 
macrosimulations and microsimulations. The macro 
simulation predicts the overall tendency of the social issue 
using the stochastic approach of entire social structures and 

characteristics.  However, the microsimulation could predict 
the behavior and characteristic of each member related with 
the social issue. Therefore, the cause of social phenomena 
could be analyzed variously by the microsimulation. 
Therefore, population dynamics is simulated by 
microsimulation to analyze various social features recently.  

Actual population expectation is expensive and 
impossible because the modern society is complex and 
various. Therefore, microsimulation modeling (MSM) and 
agent based modeling (ABM) are used for modeling and 
simulation. Microsimulation models the individuals with real 
data and defines behaviors based on transition probabilities 
derived from micro data. ABM models individuals and 
interaction between the individuals. ABM mostly defines 
behaviors based on rule. However, these technologies have 
the weak point that simulation error is accumulated. If long-
term simulation is conducted using these technologies, the 
simulation result is highly inaccurate because of error 
accumulation.  

To overcome error accumulation, the model should be 
evolved using the real world data recursively. In this paper, 
we propose the self-evolving agent based simulation 
framework.  

The rest of the paper is organized as follows. Section II 
describes related work. In Section III, we describe the 
architecture of self-evolving agent based simulation 
framework. In Section IV, we describe the proposed 
framework for social issue prediction, and some concluding 
remarks are finally given in Section V. 

II. RELATED WORK  

Most social issues, such as a lower birthrate problem and 
an aging phenomenon, relate with population dynamics. 
Therefore, the microsimulations of population dynamics 
have been performed for a long time. A MSM describes a 
system at the micro-level and the system is consisted of 
micro units. G. H. Orchtt [2] proposed a new type of model, 
MSM, of a socio-economic system in 1957. He described the 
model which was consisted of various sorts of interacting 
units. The outputs of each unit were related to prior events 
and were the result of a series of random drawings from 
discrete probability distributions. The appropriate probability 
distributions were determined by inputs into the unit and the 
operating characteristics of the unit. The units of this new 
type of model might be large aggregates, such as markets or 
industries, but they were elemental decision-making entities, 
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such as individuals, families, firms, labor unions, and 
governmental units. He represented individual units in the 
socio-economic system and analyzed the units’ behaviors. 
MSM could facilitate and improve prediction about socio-
economic aggregates and could be used either for short-run 
or long-run forecasting by appropriate selection of initial 
conditions and by altering the number of periods the model 
is run. A. Harding [3] described that dynamic population 
MSM provided one of the most useful available modelling 
tools for projecting the future distributional consequences of 
possible policy changes. He contended that the construction 
of a reliable dynamic population MSM for use in social 
policy formulation is a very demanding multi-year project. 
Nowadays, a lot of countries have implemented the dynamic 
population microsimulation models for predicting the future 
population and preparing a countermeasure. For example, the 
dynamic simulation of income model (DYNASIM3) was 
developed by USA for designing to analyze the long-term 
distributional consequences of retirement and ageing issues 
[4]. The dynamic microsimulation model (DYNAMOD 1 & 
2) was developed by Australia for modeling economic and 
demographic change in the Australian population over time, 
such as superannuation, age, education, health, and housing 
policy [5][6].  

An agent is a micro unit that can decide its own 
behaviors based on environment, its own state, and 
interaction with other agents. Therefore, each agent 
independently acts according the rules of the simulation and 
their own preprogrammed behaviors. And more, each agent 
is free for activity with the ability to make independent 
decisions [7]. ABM means that individuals have 
characteristic of the agent. T. C. Schelling [8] proposed the 
segregation model using ABM in 1971. He described a 
model that individual members of two recognizable groups 
distribute themselves in neighborhoods defined by reference 
to their own locations. The most previous works in the field 
of ABM have been proposed on dynamic demography, such 
as household demography [9] and population dynamics [10]. 
However, the previous ABMs are not able to evolve the 
structure and parameters of model autonomously. Therefore, 
when long-term simulation is performed, the simulation error 
is accumulated, according as times go on. In this reason, we 
propose the self-evolving agent based simulation framework 
(SEA-SF) to reduce the long-term simulation error.  

III. SEA-SF ARCHTECTURE 

The SEA-SF is an agent based simulation framework in 
order to reduce long-term simulation error. Therefore, the 
SEA-SF should perform change recognition between real 
data and ABM simulation result. And then autonomously, it 
should change model parameters or the model configuration 
to increase accuracy of simulation using the change 
recognition result. In the SEA-SF, there are some component 
modules as shown in Fig 1. First of all, the data management 
module (DMM) collects domain data and saves the data in 
database (DB). So, the domain data digitization and DB 
management are required in this module. Second, the change 
recognition module (CRM) estimates the difference between 
real world data and simulation result. So, data trace and 

change recognition is required in this module. Third, the 
model evolvement module (MEM) defines the strategy how 
to evolve the present model autonomously. The machine 
learning is required to micro-level and macro-level model 
evolvement. Forth, the ABM reconfiguration module (ARM) 
changes the model parameters or structure according to the 
evolving strategy. So, the agent should be consisted of the 
components. And the ARM also includes the ABM 
simulation engine to execute ABM simulation. Fifth, the user 
interface module designs the initial model and visualizes a 
simulation result. And more, simulation is conducted in 
distribution and parallel computing environment to improve 
simulation performance. 

 

 
Figure 1.  SEA-SF Architercure. 

In these modules, the essential modules are CRM, MEM, 
and ARM. Therefore, these important modules are described 
more detail below. 

A. Change recognition 

Change recognition detects the difference between the 
real world data and the simulation result as shown in Fig. 2. 
The CRM is consisted of the data trend analysis (DTA), 
feature point extraction (FPE), error estimation (EE) and 
change recognition (CR) function.  

 

 
Figure 2.  Change recognition. 

68Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-519-7

HUSO 2016 : The Second International Conference on Human and Social Analytics

                            74 / 76



The domain data are received from DMM, and then the 
DTA analyzes these data for detecting data trend using 
machine learning, such as Hidden Markov Model. The FPE 
extracts the comparison point for EE using the results of 
DTA and the feedback from EE. The EE estimates error 
between the ABM simulation result and new domain data, 
and then the result of EE is sent to the FPE and CR. The CR 
estimates whether the change is detected or not. Whenever 
the change is recognized either micro-level or macro-level, 
the CRM informs the MEM of the result of CR.   

B. Model evolvement   

MEM performs micro-level and macro-level 
evolvements to make agent evolvement strategy and 
environment transition strategy as shown in Fig. 3.  

 

 
Figure 3.  Model Evolvement. 

 The MEM receives data, such as agent information, 
environment information, scenarios information and the 
result of CR, from the DMM and CRM to perform model 
evolvement. The MEM is consisted of micro agent and 
macro environment function. The micro agent’s property and 
the agent’s behavior are estimated to make the agent 
evolvement strategy.  The macro property of environment is 
detected and the environment variable is estimated to set out 
the change recognition direction of environment. This 
module informs ARM of the agent evolvement and 
environment transition strategies.  

C. ABM reconfiguration   

The ARM reconfigures ABM using component, previous 
ABM, and model evolvement strategy as shown in Fig. 4. 

ABM is consisted of agents, environments and 
interaction among these. The component of ABM means the 
behavior of agent, property of environment and interaction 
among agents and environment. For ABM reconfiguration, 
ABM should be componentized because structure and 
parameter of ABM are reconfigured using these components 
autonomously. The previous ABM is the ABM before 
reconfiguration is performed. ABM based simulation is 
conducted using this model and produces the simulation 
result in CRM.  The model evolvement strategy (MES) is the 
result of MEM to reconfigure the ABM.  

 

 
Figure 4.  ABM reconfiguration. 

Whenever the ARM receives the MES from the MEM, it 
reconfigures model using the component information, its 
own present ABM and MES. According to the request of 
MES, the model is reconfigured at parameter level or 
structure level. 

IV. SEA-SF FOR SOCIAL ISSUE PREDICTION 

The proposed framework can be applied to solve the 
social issue problems because the social issue problems are 
happened through a long period. Among the social issue 
problems, this framework can be applied to the house policy 
and supply. That is, the effect of government policy, such as 
house policy, is analyzed macro-level and micro-level on 
socio-economics, such as house supply, as shown in Fig. 5.  

 

 
Figure 5.   Social issue, house policy and supply, simulation using the 

SEA-SF. 

The leading economic indicators related to the house 
price and trade volume are gross domestic product (GDP), 
exchange rate, price index and money supply. These 
economic data, such as GDP and house price, are collected 
and digitalized. The ABM is designed using these data and 
the policy decision factors, such as interest rate, rebuilding 
and rental house. The ABM simulation is performed using 

69Copyright (c) IARIA, 2016.     ISBN:  978-1-61208-519-7

HUSO 2016 : The Second International Conference on Human and Social Analytics

                            75 / 76



economic data, agent behavior and interaction. The CRM 
receives real world data and ABM simulation result about 
the house price and trade volume. Whenever this module 
recognizes the difference between these data, it notifies the 
result to MEM. The MEM evolves the present ABM using 
machine learning approach. It changes the micro features of 
agent, such as income, assets, debt, family member, saving 
and consuming, and agent behavior variables, such as 
residential types and contract types. The ARM reconfigures 
previous ABM using the changed ABM parameters and 
structure autonomously. The decision maker can also change 
the present policy to reconfigure the ABM. The result of 
evolved ABM simulation is compared with real world data at 
the CRM. These processes are repeated recursively. 
Therefore, the long-term simulation error can be reduced by 
SEA-SF.  

V. CONCLUSION AND FUTURE WORK 

This paper addressed the design of SEA-SF for social 
issue prediction. The simulation result may be inaccurate in a 
long-term simulation because the simulation error is 
accumulated. In this reason, the model of simulation should 
be evolved using change recognition method. We describe 
the architecture of the SEA-SF. It is consisted of DMM, 
CRM, MEM, ARM, user interface and ABM simulation 
environment. Among these modules, CRM, MEM and ARM 
conduct essential role of the self-evolving ABM. CRM 
detects the difference between the real world data and the 
simulation result and informs MEM of it. The MEM 
performs micro-level and macro-level agent based model 
evolvement. The ARM reconfigures ABM using component, 
previous ABM, and MES. The proposed framework can be 
applied to solve the social issue problems, such as house 
policy and supply, because the social issue problems are 
happened through a long period.  

We will implement the proposed framework to simulate a 
social issue problem, such as house price of South Korea.   
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