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Abstract— The global aging population poses significant 

challenges to healthcare systems, especially in promoting 

independent living and reducing caregiver burdens. 

Technology-Enabled Care (TEC), which leverages digital tools 

and Artificial Intelligence (AI), has emerged as a promising 

solution to support older adults. A crucial component within 

TEC is the automatic recognition of Activities of Daily Living 

(ADLs), essential for early detection of health declines and 

personalized care. Traditional ADL recognition research, often 

conducted in controlled environments, does not adequately 

address real-world complexities. This study bridges the gap 

between laboratory prototypes and practical applications by 

developing a user-friendly ADL recognition framework using 

commercial smartwatches. A hybrid model, combining 

Convolutional Neural Networks (CNN) and Long Short-Term 

Memory (LSTM) networks, was trained on accelerometer and 

gyroscope data to recognize activities like dishwashing and 

walking. Initially validated in a lab setting with an accuracy of 

94%, the model was subsequently tested over a 20-day pilot 

study involving five participants (mean age = 32 years, SD = 4.5), 

each wearing an Apple Watch device. Real-world results 

revealed a significant performance drop, with accuracy 

declining to 81%. Activities like mopping maintained high 

recognition accuracy, while subtler tasks, such as walking and 

washing face posed challenges due to movement variability. 

These findings underscore the need for model optimization 

using real-world data to improve recognition accuracy and 

address variability in movement patterns. Further research is 

essential to refine these systems for broader applications, 

develop strategies to enhance user adherence, and ultimately 

support the independence and well-being of aging individuals. 

Keywords-Activities of Daily Living; Activity Recognition; 

Deep Learning; Independent living; Smartwatch. 

I.  INTRODUCTION 

The global population is aging rapidly, with a projected 
1.5 billion individuals exceeding 65 years old by 2050 [1]. 
This demographic shift strains healthcare systems as older 
adults experience higher rates of chronic conditions and 
functional limitations [2]. Accurate assessment of functional 
health is crucial for early detection of decline, enabling timely 
interventions and improved quality of life [3]. In this regard, 

Technology-Enabled Care (TEC) offers significant 
advantages over traditional self-reported and clinical 
observation methods for functional assessment [4]. By 
providing continuous, objective, and comprehensive 
monitoring, it facilitates early detection of health issues, 
timely interventions, and personalized care plans, ultimately 
enhancing the quality of life and independence of older adults. 

 Automatic recognition of Activities of Daily Living 
(ADLs) is a key area within TEC. ADLs, such as brushing 
teeth, washing dishes, and cleaning the house, are 
fundamental for independent living and serve as indicators of 
an individual's functional health [5]. Identifying subtle 
changes in ADL performance potentially allows for 
preventative measures and interventions before decline 
becomes significant [6]. Efficient ADL Recognition (ADL-R) 
systems can offer users valuable insights into their daily 
activities, helping them improve routines and adopt healthier 
behaviors [7]. For caregivers, these systems enhance 
understanding of the care recipient's needs and patterns, 
leading to more effective and responsive caregiving and 
informed decision-making [8]. Additionally, clinicians can 
remotely monitor patients, thereby reducing the need for 
frequent in-person visits and facilitating more efficient 
management of chronic conditions. [9] This allows for timely 
interventions that can prevent hospitalizations. 

Wearable technology and AI have made significant strides 
in healthcare monitoring, enabling continuous, multimodal 
assessments that provide a comprehensive view of health. 
Recent innovations, such as hybrid sensors, track both 
biochemical and biophysical signals, offering more detailed 
insights compared to single-parameter devices [10]. Fiber-
based strain sensors have also contributed by enhancing 
flexibility and diagnostic capabilities, while reducing costs, 
making wearable devices more practical and accessible [11]. 
These advancements have also expanded the potential of 
wearable devices in Human Activity Recognition (HAR) and 
ADL-R. Inertial sensors like accelerometers and gyroscopes 
are increasingly used as privacy-conscious alternatives to 
camera-based systems, offering reliable, continuous 
monitoring that suits personal and home environments [12]. 
As a result, wearables are becoming a valuable tool for ADL-

1Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-204-3
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R in healthcare, where they can provide insights into routines 
and health conditions in real time. 

However, several challenges hinder the widespread 
adoption of ADL-R systems outside controlled laboratory 
environments. Many wearables designed for research are 
bulky and uncomfortable, making them impractical for daily 
wear [13]. The complex machine learning models necessary 
for accurate activity recognition can strain device resources, 
leading to frequent charging requirements and technical 
difficulties [14]. Real-life deployments also face logistical 
hurdles, such as ensuring users can operate the devices 
independently and maintaining consistency across settings, 
which often require home visits and substantial user training 
[15]. These issues highlight a broader limitation of existing 
solutions: while they may excel in specific contexts, such as 
tracking upper limb movements for rehabilitation using deep 
learning models [16], they lack the versatility needed for 
broader ADL applications. Additionally, stationary sensor 
setups, like those integrating Wi-Fi and Inertial Measurement 
Unit (IMU) data [17], though promising for capturing detailed 
activity characteristics, are often impractical for mobile and 
daily use. 

To address these challenges, recent developments in 
wearable technology focus on improving user-friendliness 
and efficiency. For instance, wearable devices that combine 
photoplethysmography and inertial data offer a more holistic 
assessment by capturing a broader range of signals [18], 
though they may introduce added complexity and user burden. 
Adaptive algorithms, such as “one-size-fits-most” models, 
generalize across devices and body locations, enhancing 
accuracy for specific activities like walking [19]. However, 
these models often struggle to account for the full diversity of 
daily activities in natural settings. 

A user-centric approach that leverages familiar, widely 
used devices like smartwatches and smartphones offers a 
promising solution for real-world ADL-R. These devices are 
accessible, comfortable, and capable of supporting ADL-R 
systems that optimize for low power consumption, reducing 
the need for frequent charging and improving practicality for 
long-term use. Recent studies emphasize that optimizing AI 
models specifically for these devices not only extends battery 
life but also ensures that ADL-R is sustainable and adaptable 
to everyday environments [20]. 

This pilot study specifically aims to evaluate the feasibility 
of a smartwatch-based framework in addressing ADL-R 
challenges under real-life conditions. By using a single, 
widely adopted smartwatch, we address the common 
limitations of bulkiness and impracticality that have plagued 
previous ADL-R systems, enabling a more accessible and 
minimally intrusive approach to recognize ADLs in natural, 
home-based environments. This user-centric design reduces 
the need for specialized equipment and provides a sustainable 
solution for real-world health monitoring that overcomes 
these significant barriers. By emphasizing user-friendliness 
and computational efficiency, this pilot study lays the 
groundwork for developing robust, accessible TEC solutions 
for ADL-R. Through this feasibility assessment, we aim to 
pave the way for broader adoption and improved functional 

health monitoring, particularly benefiting aging populations 
who require practical and scalable ADL-R systems. 

The remainder of this paper is organized as follows: 
Section II outlines the methods, including model design, 
participant recruitment, and data collection procedures. 
Section III presents the results, covering model performance 
and participant engagement. Section IV discusses the 
findings, addressing discrepancies and engagement factors. 
Section V explores implications for future research and 
advancements in ADL-R. 

II. METHODS 

A. ADL Recognition Model 

The activity recognition model was designed as a hybrid 
architecture combining lightweight Convolutional Neural 
Networks (CNN) and Long Short-Term Memory (LSTM) 
networks to leverage the strengths of both approaches in 
handling sensor data. The model was trained on accelerometer 
and gyroscope data collected in a simulated living 
environment, focusing on target activities, which were: 
dishwashing, shelving items, brushing teeth, washing face, 
mopping & hoovering, and walking. Data was sampled at 
34Hz and segmented into 442-sample windows, 
approximately 13 seconds each. The CNN part of the model 
consisted of multiple convolutional layers, each with varying 
filter sizes and numbers of filters to extract spatial features 
from the raw sensor data. Typically, the first convolutional 
layer used 32 filters with a 3x1 kernel size and Rectified 
Linear Unit (ReLU) activation, followed by a second 
convolutional layer with 64 filters of the same kernel size and 
activation function. Max-pooling layers were used after 
certain convolutional layers to reduce the dimensionality of 
the feature maps while retaining important spatial features. 
The final convolutional layer was followed by a flatten layer, 
converting the 2D feature maps into a 1D feature vector for 
the LSTM layers. The LSTM network then processed this 
feature vector to capture temporal dependencies and 
sequential patterns in the activity data. Typical configurations 
included an initial LSTM layer with 128 units and a dropout 
rate of 0.2, followed by a second LSTM layer with 64 units 
and the same dropout rate. A grid search was conducted to 
optimize hyperparameters for both the CNN and LSTM 
components, including the learning rate, batch size, and 
dropout rate. The learning rate was tested in the range of 0.001 
to 0.01, with 0.001 selected. Batch sizes of 16, 32, and 64 were 
evaluated, and 32 was chosen. Dropout rates from 0.2 to 0.5 
were assessed specifically for the LSTM layer, with 0.2 
providing optimal regularization. The output layer was a fully 
connected dense layer with a SoftMax activation function to 
predict the activity classes.  

The model was trained using the Adam optimizer with 
categorical cross-entropy as the loss function and then 
evaluated using a 5-fold cross-validation approach to ensure 
an unbiased assessment of its performance. Accuracy and F1-
score were used to evaluate the model's effectiveness in 
recognizing the target activities. After the model was 
developed and initially tested, a pilot study was designed to 
validate its feasibility and effectiveness in real-life settings.

2Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-204-3
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This study aimed to assess the practical application of the 
ADL-R system, focusing on user interaction, data collection, 
and system performance in everyday environments. Over the 
course of 20 consecutive days, participants wore Apple watch 
devices (series 8) that collected motion data through a custom-
developed application and used these data to recognize the 
activity performed. 

B. Participants 

Participants were recruited through convenience 

sampling, primarily targeting individuals within the 

University community for convenience and accessibility. Five 

participants (mean age = 32 years, SD = 4.5), including two 

females and three males, were enrolled. The only inclusion 

criterion was to have access to an iPhone. All participants 

were generally familiar with technology and provided written 

informed consent before commencement of data collection. 

The study was reviewed and received a favorable ethical 

opinion by the Queen Margaret University Ethics Committee, 

(REP 0278). 

C. Real-life ADL Recognition procedures 

The custom-developed iOS application, QMU ADL 
Tracker, was created using Xcode and deployed via Apple 
TestFlight for easy installation and updates. The application 
consists of a smartphone app with a companion smartwatch 
app, designed to facilitate seamless data collection and user 
interaction. Data collection is conducted through the 
CoreMotion framework, ensuring consistent and precise 
capture of sensor data. The CNN-LSTM model was deployed 
in the app through CreateML. 

The smartwatch app features a user-friendly interface (Fig. 
1), including a Start/Stop toggle button that simplifies the 
process of beginning and ending data collection. To ensure 
accurate activity recognition, users are instructed to start data 
collection prior to performing an activity and to stop it 
afterward. Once data collection is stopped, the sensor data is 
processed by the CNN-LSTM model, which provides a real-
time prediction of the activity. Users are then prompted to 
confirm the prediction's accuracy by selecting "Yes" or "No" 
(Fig. 1). If the prediction is correct, users press "Yes." If 

incorrect, they press "No," prompting a list of remaining target 
ADLs for selection. In cases where the user's activity is not a 
target ADL, an "Other" button allows access to a list of 
additional activities, such as tidying up, cleaning windows, 
driving, shopping, sitting, lying down, eating, drinking, and 
preparing meals. Once the user confirms the activity, both the 
motion data and the user’s selection are sent to the smartphone 
app for storage. The smartphone app primarily functions as a 
data repository, allowing users to view collected information 
and providing instructional support. 

Data collection parameters, including sampling frequency 
and window size, were aligned with those used in the 
simulated environment for consistency with the CNN-LSTM 
model. As shown in Fig. 1, the application was configured to 
include a 3-second buffer period to stabilize sensor readings 
before data collection begins. Consequently, the minimum 
total time required for a prediction was 16 seconds (3 seconds 
delay plus a 13-second prediction window). Participants were 
instructed to perform each activity for at least 16 seconds to 
ensure accurate predictions. 

III. RESULTS 

A. Model Performance: Simulated Data Training and 

Testing 

As shown in Table I, the validation of the CNN-LSTM 
model assessed accuracy and F1 score for each activity, with 
the F1 score reflecting the balance between precision and 
recall, indicating the model’s accuracy in classifying true 
positives from false positives and negatives. The model 
achieved an overall accuracy of 94% and an F1-score of 93% 
in recognizing ADLs within the simulated environment. A 
more granular analysis reveals that shelving items exhibited 
the highest accuracy (99%) and respectable F1-score (94%), 
suggesting robust recognition of this activity. Conversely, 
while washing face achieved a high accuracy of 96%, its F1-
score of 89% indicated potential challenges in correctly 
identifying this activity. The model’s confusion matrix, as 
shown in Fig. 2, provides a detailed visualization of the 
model’s predictions compared to the true activities. To further

Delay 
Prediction 

window 

3 sec. 13 sec. 

Data Collection 
period 

YES 
Correct 

Prediction 

ADL 

No 
Incorrect 
Prediction 

Figure 1. Workflow of the smartwatch app's data collection and activity prediction process. 
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investigate the model's generalization capabilities, we carried 
out the validation in real-life through this pilot study. 

B. Model Performanece in real-life 

Feedback from participants on the predicted activities 
provided valuable insights into the model's performance. 
Based on this feedback, we constructed a confusion matrix 
(Fig. 3) to quantitatively assess the accuracy of activity 
recognition. The matrix revealed an overall accuracy of 81% 
in identifying daily activities in real-world settings, indicating 
a moderate level of success in ADL-R. However, this also 
highlights the challenges of applying the model to real-life 
scenarios. 

As detailed in Table II, the activities of 
mopping/hoovering achieved the highest accuracy at 95.08%, 
which suggests that the model is particularly adept at 
recognizing the distinct motion patterns associated with this 
activity. Despite its high accuracy, mopping/hoovering was 
sometimes misclassified as dishwashing. Another activity, 
shelving items, showed a similarly commendable accuracy of 
92.68%. While it was generally well recognized, there were 
instances of confusion with the activity of brushing teeth, 
likely due to the similar repetitive hand movements involved. 
The high accuracy rates for these specific activities 
demonstrate the model's effectiveness in distinguishing 
certain types of ADLs. 

On the other hand, washing face had the lowest accuracy 
at 65.83%, with frequent misclassifications as brushing teeth 
and dishwashing. This high confusion rate highlights the 
challenge in recognizing the movements involved in washing 
the face, pointing to a need for better feature differentiation 

and potentially additional sensor data. Unexpectedly, walking 
also exhibited a low accuracy of 68.21%, with the primary 
confusion occurring with mopping/hoovering. The substantial 
misclassification rate indicates that the model struggles to 
distinguish between these activities, possibly due to similar 
sensor data patterns. Brushing teeth exhibited a moderate 
accuracy of 85.53%. Misclassifications primarily occurred 
with dishwashing and shelving items, suggesting challenges 
in distinguishing repetitive hand movements across these 
tasks. Similarly, dishwashing had a moderate accuracy of 
79.03%, often confused with brushing teeth and washing face. 
This overlap in recognition points to the difficulty in 
differentiating between activities involving similar hand and 
arm movements, indicating a need for refined feature 
extraction to improve accuracy. 

C. Participants’ Engagement 

Various indicators related to participant engagement with 
the ADL tracker app are shown in Fig. 4, which reveals 
variations in how participants used the app. In Fig. 4A,  the 
number of each activity participants performed using the 
application during the study data collection period is 
illustrated. On average, participants logged approximately 81 
activities over the 20-day period, with noticeable individual 
differences in activity logging. Participant P5 exhibited the 
highest level of engagement, recording 115 activities, while 
Participant P2 logged the fewest with 61. 

The frequency of app usage, as measured by average 
sessions per day (Fig. 4B), was consistent across participant 
with a mean of four sessions. This suggests a limited 
engagement with the study's requirements. Nevertheless, the

Activity Accuracy  F1 Score  

Walking   95% 91% 

Brushing Teeth   95.8% 85.6% 

Washing Face  96% 79% 

Mopping/Hoovering  97% 94.7% 

Dishwashing  92.5% 80.9% 

Shelving Items 99% 94.5% 

Overall  94% 93% 

Activity Accuracy  F1 Score  

Walking   68% 68% 

Brushing Teeth   85.5% 85.5% 

Washing Face  65.8% 45.8% 

Mopping/Hoovering  95% 95% 

Dishwashing  79% 72.5% 

Shelving Items 92.6% 92.6% 

Overall  81% 76.5% 

TABLE II.  CNN- LSTM MODEL PERFROMANCE ON 

REAL-LIFE DATASET 

Figure 3.  Confusion Matrix for Model’s predictions using 

simulated data.  

 

Figure 2.  Confusion Matrix for Model’s predictions using 

simulated data.  

 

TABLE I.  CNN- LSTM MODEL PERFROMANCE ON REAL-
LIFE DATASET 
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 duration of these sessions, as shown in Fig. 4C, varied 
considerably. Participant P3 demonstrated the longest average 
session duration at 148 seconds, while Participant P4 recorded 
the shortest at 68 seconds. These findings imply differences in 
how participants utilized the app, with some spending longer 
periods per session, potentially logging multiple activities or 
engaging in more detailed data exploration. 

The analysis of the activities performed by participants 
reveals several important trends and patterns. Notably, 
walking was the most frequently performed activity, with 
participants engaging in it between 10 and 41 times over the 
testing period. Additionally, personal hygiene activities such 
as brushing teeth and washing face were consistently 
performed by all participants, indicating regular adherence to 
daily hygiene routines. Less frequent activities, such as 
mopping & hoovering and shelving items, were performed 
less often compared to other activities. This lower frequency 
could be attributed to the nature of these activities, which may 
not occur on a daily basis, resulting in fewer recorded 
instances. 

Examining participant-specific trends, Participant P5 
demonstrated the highest overall engagement, particularly in 
walking (41 instances) and dishwashing (15 instances). 
Conversely, Participant P2 did not record any instances of 
shelving items, which may indicate a lack of engagement in   
this specific activity or a potential oversight in the recording. 
The data also reflects a diverse range of activities performed 
by the participants, with each individual engaging in multiple 
types of activities. Participant P4, for example, exhibited a 
balanced engagement across all activities, performing at least 
nine instances of each, which is beneficial for comprehensive 
training of the recognition model. 

IV. DISCUSSION 

A. Model Performance and the Gap Between Simulation 

and Reality 

The proposed hybrid CNN-LSTM model demonstrated 
good performance in the simulated environment, achieving a 
notable accuracy of 94% in ADL-R. This highlights the 
potential of such architectures in handling sensor data for 
activity recognition tasks. However, the stark contrast 
between simulated and real-world performance, with an 
overall accuracy of 81% in the latter, underscores the 
challenges inherent in bridging the gap between controlled 
environments and complex, dynamic real-world settings. 

Several factors may contribute to this performance 
discrepancy. The simulated environment likely presents a 
more idealized representation of ADLs, with controlled 
conditions and limited variability in sensor data. In contrast, 
real-world activities are subject to a multitude of factors, 
including environmental noise, variations in how objects are 
utilized, and the inherent variability of wearable sensor 
performance. These complexities introduce significant 
challenges for the model, hindering its ability to generalize 
effectively. 

Moreover, the way participants performed ADLs in the 
real world may have differed substantially from the simulated 
patterns. The model, trained on simulated data, might not 
have been adequately prepared to handle the diverse and 
nuanced variations observed in real-life behavior. This 
discrepancy highlights the need for more representative 
training data that captures the full spectrum of human activity. 

The differential performance of the model across different 
ADLs provides valuable insights into the factors influencing 
recognition accuracy. Activities like mopping/hoovering and 
shelving items, characterized by distinct and repetitive 
movement patterns, were recognized with high accuracy. This 
suggests that the model can effectively capture and classify 

   

                                    (A)                                                                   (B)                                                       (C) 

Figure 4. Indicators of participants engagement showing: (A): Number of each ADL logged by participants during the 20-day data collection 

period, (B): Frequency of app usage (sessions per day), and (C): Average duration of data collection in each session. 
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well-defined activities. In contrast, washing face and walking 
presented significant challenges. The low accuracy for 
washing face might be attributed to the subtle and often 
occluded movements involved in this activity, making it 
difficult to differentiate from similar actions. For walking, the 
confusion with mopping/hoovering suggests potential overlap 
in sensor patterns, especially when considering variations in 
walking speed and style. 

These results highlight the complexities involved in 
automatic feature extraction. While the model's ability to learn 
discriminative features directly from raw sensor data is 
advantageous, it also presents certain limitations. A hybrid 
approach, combining automatically learned features with 
carefully crafted domain-specific features, could offer a 
promising avenue for enhancing the model's overall 
performance. By leveraging the strengths of both 
approaches, it may be possible to address the challenges posed 
by complex and varied ADLs. 

B. Participant Engagement and Data Quality 

Participant engagement in the ADL tracker app varied 
significantly, influencing the quantity and quality of data 
collected, which, in turn, impacted the model’s performance. 
This variability highlights a critical challenge: while some 
participants frequently interacted with the app, others engaged 
less consistently. Such differences in engagement can affect 
the representativeness of the dataset, as well as the accuracy 
and generalizability of the model in real-world settings. 

Several factors may contribute to these engagement 
disparities. One primary challenge is that certain ADLs, like 
mopping/hoovering or shelving items, are not performed 
frequently, which naturally leads to less frequent app usage. 
Additionally, the perceived inconvenience of wearing a device 
throughout the day and a lack of immediate, visible benefits 
from using the app may also contribute to lower engagement 
levels. These factors underscore the difficulty of integrating 
wearable technology seamlessly into everyday life when it 
doesn’t directly align with the user's regular routine. To 
address these challenges, accurately measuring engagement 
could provide valuable insights into adherence patterns. 
Developing metrics that capture not just the frequency of app 
usage but also the context of interactions would offer a clearer 
understanding of participant behavior. By gaining a more 
detailed view of how participants engage with the app, 
researchers can better align ADL-R models with real-world 
usage patterns, ultimately enhancing model accuracy and 
generalizability. 

To improve engagement, several strategies could be 
implemented. Personalized feedback that provides insights 
into activity patterns can make the data collection process 
more relevant and motivating for users. Gamification 
elements, such as rewards for consistent engagement, could 
foster a sense of accomplishment and incentivize regular app 
usage. Additionally, in-app reminders may help prompt users 
to engage without being intrusive. Streamlining the user 
interface and ensuring that the app operates smoothly in the 
background could reduce perceived burdens, encouraging 
participants to incorporate the technology into their routines 
more naturally. Collectively, these strategies aim to create a 

more engaging and user-friendly experience, enhancing 
adherence and supporting the broader application of wearable 
ADL-R systems. 

V. IMPLICATION FOR FUTURE RESEARCH 

This pilot study provides first critical insights into the 
challenges and opportunities for improving ADL-R in real-
world settings. It successfully demonstrates the feasibility of 
conducting ADL-R research using a user-centric approach, 
highlighting practical applications and potential 
enhancements. The seamless recruitment of participants with 
minimal interaction, facilitated by online platforms like 
TestFlight, and the user-friendly design of the app, enhanced 
the efficiency of the study. Moreover, the dataset collected in 
this study serves as a valuable resource for refining ADL-R 
models. By retraining the model on an expanded sample, we 
can enhance its accuracy and robustness, enabling it to learn 
from a wider range of activity patterns and variations. To 
further improve performance, combining automatically 
learned features with carefully crafted domain-specific 
features is essential, leveraging the strengths of both data-
driven and knowledge-based approaches. Enhancing feature 
engineering to capture temporal dynamics, contextual 
information, and activity transitions can further enrich the 
model's representational power. In addition to that, exploring 
advanced model architectures, such as attention 
mechanisms, transformers, or graph-based approaches can 
unlock the potential for capturing complex dependencies 
within the data. 

To maximize the potential of ADL-R systems, a 
paramount focus on user engagement and data quality is 
essential. Implementing strategies to increase user 
participation and motivation is crucial for the success of such 
systems. Understanding the most frequently performed ADLs 
allows for a more targeted approach to app customization. By 
focusing on core activities, the app can provide relevant 
features and notifications, enhancing the user experience and 
encouraging sustained engagement. This interplay between 
user engagement, data quality, and app personalization is 
fundamental to the development of robust ADL-R systems. 

Moreover, these insights can inform future developments 
in wearable technology for ADL-R by emphasizing the 
importance of user-centric design. As wearables evolve, 
integrating advanced sensing capabilities that capture a 
broader range of ADLs could enhance the comprehensiveness 
of ADL-R systems. Furthermore, the development of adaptive 
algorithms capable of personalizing recognition based on 
individual usage patterns can make ADL-R systems more 
responsive to user needs. Such advancements could expand 
the scope of wearable technology, making it more versatile for 
different user demographics and environments, ultimately 
broadening the impact of ADL-R systems beyond specific 
study settings. By leveraging data on user engagement and 
preferences, future wearable devices could incorporate 
enhanced features, such as context-aware prompts and 
dynamic feedback, which adjust in real-time to optimize user 
adherence and data quality. 

While this pilot study provides valuable insights, the small 

sample size may limit the generalizability of the findings. 
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Future research should aim to recruit a larger and more diverse 

participant pool, potentially by partnering with community 

organizations or leveraging online recruitment platforms. This 

approach would enhance the representativeness of the data 

and further validate the model’s effectiveness in broader real-

world settings. 
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Abstract—The rapid rise of telehealth has revolutionized
healthcare access, particularly for those in rural and under-
served areas. This paper presents the interdisciplinary research
and development of a telehealth project aimed at enhancing
the experience of palliative care patients. The project, spanning
three years, involved multiple stakeholders, including software
engineering researchers, healthcare researchers, clinical experts,
a telehealth industry partner, and a government entity. We
address the core challenges encountered during the project,
particularly in managing interdisciplinary collaboration, and
share strategies that we found useful to enable valuable, human-
centered outcomes.
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and Development (R&D).

I. INTRODUCTION

Interdisciplinary team science [1] is becoming increasingly
critical for addressing complex challenges that demand input
from multiple disciplines. In domains like digital health, where
technology, healthcare, and user experience converge, the
integration of diverse expertise drives innovation and enables
the development of comprehensive, user-centered solutions. A
prominent example is telehealth [2], which is part of connected
health [3], and has emerged as an essential component of
healthcare delivery, particularly in remote areas and especially
during and after the COVID-19 pandemic. This modality
enables improved accessibility and equity across diverse pop-
ulations [4]. Its effective implementation, however, requires
overcoming challenges related to technology design, clinical
integration, and user experience [5].

In a three-year project aimed at enhancing telehealth led by
software engineering, an interdisciplinary team of software en-
gineering researchers, healthcare researchers, clinical experts,
a telehealth industry partner, and a government entity brought
together a wealth of diverse expertise and experiences. Co-
design and evaluation with end-users – patients, carers, and
healthcare practitioners – provided critical focus and direc-
tion. The experience included several challenges in aligning
different disciplinary perspectives [6]. This paper presents

an overview of the interdisciplinary challenges encountered
during the project and the strategies employed to address
them. It emphasizes the importance of team-building, co-
design methodologies, and an agile research and development
approach to facilitating successful interdisciplinary collabora-
tion [7]. By addressing structural and communication barriers
inherent in interdisciplinary work, the project highlights how
interdisciplinary teams can effectively co-create innovative
solutions in complex and rapidly evolving areas.

The rest of this paper is organized as follows. In Section
II, we describe the challenges faced during interdisciplinary
R&D, such as differences in terminology, conflicting stake-
holder interests, and recruitment issues. Section III outlines the
strategies used to overcome these challenges, including team-
building, co-design with users, and an agile R&D approach.
Section IV concludes with a summary of findings and suggests
future steps for improving interdisciplinary projects in digital
health.

II. CHALLENGES IN INTER-DISCIPLINARY R&D

A. Differences in Terminologies and Protocols

A significant challenge in interdisciplinary projects is the
discrepancy in terminologies, protocols, and conceptual frame-
works between the healthcare and technology sectors. These
can lead to miscommunication, misunderstandings, and delays
in project timelines. For example, healthcare professionals
and software developers may use different definitions for
“evaluation”, leading to confusion about the outcomes of
certain stages in the project. Similarly, terms such as “devel-
opment” and “implementation” and even “co-design”, albeit
more subtle, can mean different things in the two disciplines.

B. Conflicting Interests and Expectations Across Stakeholders

Interdisciplinary projects often involve stakeholders with
diverse and sometimes conflicting goals. Researchers may pri-
oritize scientific contributions, while industry partners focus on
product viability and market potential. This conflict of interest
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can create tension in decision-making processes, requiring
careful negotiation and alignment of objectives.

C. Participant Recruitment Challenges

We faced significant recruitment challenges due to: many
potential participants not meeting the inclusion criteria or
clinical gate-keeping, patients having limited access to or
familiarity with digital tools, ethical complexity of obtain-
ing informed consent from palliative care patients, and busy
clinician schedules [8]. The COVID-19 pandemic exacerbated
existing challenges, particularly in the recruitment of represen-
tative participants for co-design and evaluation. Unprecedented
burdens on the healthcare ecosystem meant participating in
research projects was not a priority.

D. Covering the Full R&D Lifecycle

The project covered the full R&D lifecycle – from ideation
and co-design with patients, clincians, and carers to iterative
software design, development, and evaluation – which required
expertise from multiple disciplines. This complexity often
leads to coordination overheads, where ensuring all team mem-
bers were aligned in their efforts and one activity successfully
feeding into the other was non-trivial.

III. STRATEGIES FOR INTERDISCIPLINARY R&D

Several strategies informed by agile principles [7] and the
specific demands of the project were implemented:

A. Team-Building and Open Communication

Building trust and ensuring open communication were crit-
ical to overcoming the challenges of interdisciplinary collabo-
ration. The project utilized team-building exercises, including
regular meetings and end-of-year retrospectives, to foster a
sense of alignment and shared purpose among stakeholders.
Reflexive discussions, where team members were encouraged
to share their concerns and suggestions, were held regularly
to maintain transparency and address emerging issues.

B. Co-Design with End-Users

Conducting co-design with end-users, such as patients,
carers, and clinicians, allowed the team to avoid a “technology
push” approach and instead apply a human-centred approach
with a focus on addressing real-world telehealth challenges.
By involving end-users in the design process, the team en-
sured that the solutions developed were relevant and practi-
cal for potential deployment in clinical settings. Technology
options were considered around end-user needs and work-
flows, assessed for feasibility and technical compatibility with
the industry partner’s platform, and developed accordingly,
signifying a “technology pull” approach.

C. Agile R&D Approach

The team adopted an agile R&D approach through itera-
tive cycles of co-design, prototyping, and evaluation, which
allowed for flexibility in response to changing circumstances,
such as the pandemic’s impact on recruitment. This iterative

process enabled the team to incorporate feedback from end-
users and stakeholders continuously, ensuring that the solu-
tions evolved to meet emerging needs [7].

D. Working Closely with Industry Partners

Collaboration with industry partners, such as Healthdirect
Australia and Monash Health, ensured that the project main-
tained a focus on real-world applications. These stakeholders
provided invaluable insights into the market potential of tele-
health solutions, guiding the R&D process toward outcomes
that were scientifically robust and commercially viable.

IV. CONCLUSION AND FUTURE WORK

The strategies employed in this project led to several key
outcomes, including improved communication and collabo-
ration between healthcare and technology professionals that
lasted throughout the project. The team’s interdisciplinary
approach fostered innovation by bringing together diverse
perspectives, ultimately leading to the development of tele-
health software enhancements that were clinically relevant
and technologically aligned with the industry partner’s widely
adopted technical platform.

Our experiences from the “enhancing telehealth” project
demonstrates the importance of interdisciplinary collabora-
tion in digital health R&D. By building a cohesive team,
co-designing with end-users, and adopting agile methodolo-
gies, the project successfully navigated the challenges of
inter-disciplinary collaboration. Future projects in the digital
health space should continue to prioritize interdisciplinary
approaches to ensure that innovations are both scientifically
rigorous and practically applicable.
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Abstract—Increased healthcare demand due to age-
ing populations is significantly straining European ser-
vices. In Ireland, patients presenting in Emergency De-
partments with hip fracture injuries should be admitted
to Orthopaedic wards or Theatre within four hours. How-
ever, the Irish Hip Fracture Database reports that less
than 25 % of patients experience this pathway. Digital
solutions, including advanced modelling techniques, offer
a promising solution to optimising patient flow without
impacting day-to-day healthcare provision. In this work, we
outline ongoing research that aims to optimise healthcare
provision for hip fracture patients through improved data
integration and agent-based simulations. We demonstrate
how this technology, through enhanced connectivity, can
improve healthcare service for hip fracture patients.

Keywords-machine learning; patient flow; hip fracture.

I. INTRODUCTION

Several key factors contribute to recurring overcrowd-
ing in Irish hospitals, many of which reflect deep-rooted
systemic issues. A major issue driving increased health-
care demand is the complex medical needs and in-
creased Emergency Department (ED) attendance fre-
quency required for older patients (patients aged ≥ 65
years). Ireland’s rapidly ageing population directly cor-
relates to increased patient demand [1], and the Eu-
ropean Union (EU) notes a similar trend [2][3]. Data
from 2022 paints a stark picture of the severity of the
problem. In 2022, over 70% of Irish EDs exceeded their
maximum capacity, leaving staff and resources perilously
stretched [4]. Even more concerning, 80% of these
hospitals reported significant staffing shortages, further
compounding the difficulties in managing patient care
effectively [5][6]. The shortage of trained healthcare work-
ers has been a persistent issue across the EU [7]. We
are now faced with healthcare environments increasingly
unable to meet demand [8].

In response to healthcare challenges, Ireland’s regula-
tory body issued a series of recommendations empha-
sising the importance of effective workforce planning [9].
Digital technologies offer a promising solution to the chal-
lenge of resource optimisation in dynamic environments,
however, these efforts must be paired with forward-
thinking strategies to prepare for future challenges. More
recent literature has demonstrated a strong appetite

within Ireland for healthcare digital technologies [10].
While Ireland has committed to digitising healthcare, the
Irish health ecosystem lags far behind European coun-
terparts [11], making it difficult to ascertain what can be
done with existing healthcare datasets. Without decisive
action on how we can best use current digital records,
the overcrowding crisis will persist, with dire societal
consequences. The work focuses on how existing Irish
healthcare data can be used to optimise resources.

Resource optimisation is not a new concept, for exam-
ple, ‘Lean manufacturing’ is a systems engineering ap-
proach aimed at increasing operational efficiency through
waste minimisation. It has been highly successful in
manufacturing environments [12] and has been adapted
to other areas like supply chain management [13] and
healthcare [14]. Lean application is process specific
and its successful implementation is strongly linked with
leadership and company culture [15]. The case-by-case
implementation to different hospitals, with different re-
sources, and indeed different cultures, means that it
is almost impossible to apply a specific lean method
across all environments. These challenges mean that
Lean processes are, generally, applied to specific (but
often reoccurring) sub-processes. Hence, rather than the
large-scale full process implementation we see in manu-
facturing environments, lean processes in healthcare are
not only limited in scope but also cannot be generalised
to other locations. These limitations are exacerbated by
the fact that lean systems tend to perform poorly when
deployed to dynamic processes [16].

We propose that Artificial Intelligence (AI) and Ma-
chine Learning (ML) can be used to leverage existing
data beyond its original collection purposes. These tools,
which have proven abilities to resolve highly non-linear
(i.e., dynamic) relationships, can be deployed to bypass
the limitations of Lean methods [17]. The goal of this
research is to improve patient flow for hip fracture patients
through resource optimisation via agent-based modelling.
The increased understanding of resource requirements
will enable healthcare staff to identify and propose tar-
geted interventions that can be deployed in the real-
world. Targeted interventions, deployed in an incremental
fashion, can reduce disruption within the acute care
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setting while also providing adequate feedback on algo-
rithmic performance.

The remainder of this paper is structured as follows:
In Section II we introduce Artificial Intelligence (AI) in
the context of healthcare services and address why
these tools are considered critical to future healthcare
operational planning. We also briefly discuss limiting
factors surrounding the use of AI tools in healthcare.
Section III describes a framework of AI tools that can
be used to improve patient flow for hip fracture patients.
The potential impacts of this research are addressed
in Section IV, with concluding remarks and future work
outlined in Section V.

II. ARTIFICIAL INTELLIGENCE (AI)

Digital technology is revolutionising healthcare by of-
fering new insights through data analysis. Automation
reduces the need for manual coordination between de-
partments, and reduces the administrative burden of
healthcare workers [18], enabling them to focus on pa-
tient care, thus increasing the overall efficiency of the
hospital [19]. ML is a sub-field of AI that addresses
the methods used by AI to perform specific tasks [20].
ML algorithms have demonstrated abilities in predictive
analytics and resource optimisation, which can be used
to improve operational efficiency [21]. One of the most
significant benefits of ML for healthcare applications is
its ability to leverage existing data beyond the original
data collection purposes. In Figure 1, we illustrate how
existing data can be assessed to identify appropriate
ML models, providing actionable insights that can be
used to optimise workflows. The integration of AI/ML has
long-term financial benefits for healthcare systems. One
example is fewer instances of under-staffing, avoiding the
financial strain associated with agency based staff, which
cost Ireland in excess of C640 million in 2023 alone [22].

While digital solutions offer the potential for transforma-
tive change in healthcare provision, they are not without
limitations. One limitation is the lack of transparency in
algorithm outputs. Simulation methods that perform well

Figure 1. Infographic outlining machine learning model selection and
assessment of actionable insights.

on diverse datasets are generally so complex that it is
impossible for end-users to interpret model outputs [23].
Enhancing explainability for algorithm outputs remains
an active research area [24]. Another limitation is the
requirement for large amounts of sensitive personal in-
formation, which is highly restricted by Europe’s General
Data Protection Regulation (GDPR). GDPR has signifi-
cantly affected researchers’ abilities to access meaningful
datasets to build, test and/or validate AI/ML models [25].
Despite these limitations, the immense societal bene-
fits of digital health has been recognised at a Euro-
pean level [26]. For hospitals already facing strain due
to rising patient numbers and limited resources, these
technologies are fast becoming a critical requirement for
ensuring that patient care is delivered efficiently without
compromising quality. The benefits extend to long-term
cost reductions, better resource management, and im-
provements in patient outcomes, all of which contribute to
a more sustainable and effective healthcare system [27].

The question is no longer whether we will implement
these technologies, but rather how we can do so ef-
fectively and responsibly. In this ongoing collaborative
research project, we are investigating the integration
of ML technologies into a hospital in the mid-west of
Ireland. This initiative aims to explore applications of
ML in areas such as predictive patient demand, patient
flow optimisation, and resource management, potentially
revolutionising healthcare delivery through connected ap-
plications. Through this research, we seek not only to en-
hance patient care and hospital efficiency at a local level
but also to establish a framework that could scale na-
tionally, transforming the broader healthcare landscape.
Ultimately, the project aspires to position Ireland at the
forefront of healthcare innovation, with the potential for
these technologies to be adopted on a global scale.

III. HIP FRACTURES: A CASE STUDY

The ageing population of Europe has been identified
as a significant contributor to overcrowding. Consider-
ing the correlation between age and fragility it is not
surprising that older people (+65) are at a higher risk
of experiencing complex medical fractures [1]. Kanis et
al. [28] indicates the European cost of fracture services
to be in excess of C56 billion (2019) with C290 million
attributed to the Irish exchequer. Considering patient flow
for a specific sub-set of patients, in this case hip fracture
patients, we aim to identify specific causes of poor patient
flow enabling targeted resource allocation that impacts
both subset and larger population groups. Here, we detail
our ongoing research into how digital technologies can be
used to improve system operations across an acute care
setting for this patient group.

Mid-west Ireland has a population of approximately
500,000 with healthcare provided by the University of
Limerick Hospital Group (ULHG). The ULHG comprises

12Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-204-3

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

HEALTHINFO 2024 : The Ninth International Conference on Informatics and Assistive Technologies for Health-Care, Medical Support and Wellbeing

                            20 / 64



six facilities with University Hospital Limerick (UHL) op-
erating as the centralised location for critical care [29].
UHL monitors patients from admission in the ED through
the wider acute care setting (e.g., surgical and/or med-
ical procedures) up to patient discharge. Hip fracture
patients in the Mid-west requiring longer-term care but
with reduced medical needs are often facilitated by other
facilities in the UHLG. UHL liaise with the National Office
of Clinical Audit (NOCA). NOCA maintains the Irish Hip
Fracture Database (IHFD) which collates hip fracture pa-
tient information nationally. The purpose of the IHFD is to
assess individual hospital compliance against seven Key
Performance Indicators (KPIs) including patient time to
ward, patient time to the operating theatre [19]. While the
overall purpose of the IHFD is to assure quality of health-
care provision, the richness of the data within the IHFD
can be exploited far beyond this task. Forecasts predict
that hip fracture hospitalisations in Ireland could increase
threefold by 2046 [30], which would have a significant
impact on Health Service Executive (HSE) resourcing. In
2019, the +65 cohort increased by 1.2% while a 4.2%
increase in hip fracture cases was reported [31].

In Figure 2, we illustrate the specific datasets and tools
of interest to this work. The outer circle of Figure 2 shows
datasets that can be used to provide additional context of
value and relevance to hip fracture patients. Immigration,
due to global challenges, has significantly increased Ire-
land’s population in recent years, with the population in-
creasing by over 98,000 in the year ending April 2024 [32]
alone. The share of elderly (≥ 65 years) immigrants has
grown in the EU to account for approximately 21% of the
immigrant population, and approximately 6% are over 75
years [33]. This has obvious implications for age-related
illnesses such as hip fractures, where the mean age
of fractures is 83 and 84 years for men and women,
respectively. Analysing national census databases [34]
enables us to statistically interrogate how national and
regional population demographics may affect service
demand. The IHFD will provide contextual information
related to the average patient age, and the frequency of
hip fractures both nationally and regionally.

Most hip fracture patients are posited to arrive via
ambulance services but, to our knowledge, this rela-
tionship has not been confirmed analytically. Using Na-
tional Ambulance Service (NAS) records to assess the
frequency of NAS requests will enable us to better un-
derstand the correlation between this patient group and
NAS resource demand. Similarly, previous Stanley et al.
[35] indicated an association between national weather
warnings and hip fractures. However, national weather
warnings frequently do not reflect regional weather and
the specific type of weather (e.g., rain, ice, snow etc.) was
not addressed. Yeung et al. [36] however, demonstrates a
strong correlation between night-freezing weather events
and fall-related injuries.

The middle circle of Figure 2 shows the machine learn-

Figure 2. Pipeline of tools investigated in this research.

ing algorithms identified as potential tools for analysing
data. Time-series analysis will be employed to predict
seasonal hip fracture service needs, the average patient
length of stay, and the average time spent in EDs and/or
surgical units. We previously (Section I) outlined how
explainability in AI/ML healthcare is a core requirement
for European healthcare services. In this research, we
will investigate multiple types of ML algorithms (see
Figure 1) and assess their performance across an array
of KPIs. One of the KPIs in our research will centre
around explainable artificial intelligence, comparing so-
called ‘black-box’ algorithm performance with more inter-
pretable ‘white- or glass- box’ methods. More advanced
simulation methods such as agent-based models, which
simulate interaction events, can be used to not only iden-
tify the most common patient pathways but also indicate
pathway bottlenecks. Agent-based models enable us to
interrogate multiple ‘what-if’ scenarios without impacting
day-to-day functioning of acute environments. Test cases
of interest to this work include scenarios such as:

1) What is the impact of ageing on current service
demand, and how will this change in the future
based on population changes?

2) What are the optimal staffing resources required to
maximise ED service?

3) How do optimal resource requirements change for
specific patient groups?

4) What is the average length of stay for hip fracture
patients in UHL, and how does this compare with
other facilities in the UHLG?

The inner circle of Figure 2 illustrates our expected end
goal. Our suite of tools will be used to create a dynamic
dashboard highlighting, in an easily interpretable manner,
key information related to this patient subgroup. As this
work is ongoing, the dashboard display has not yet been
fully conceptualised but is likely to include information
such as: current number of patients, model prediction of
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future patients, and the average patient wait time in the
ED.

IV. IMPACT

In the context of the IHFD, it is interesting to note that
data collection frequently occurs post-intervention, which
limits the ability of healthcare workers to effect change
in a timely manner. Using digital platforms like that illus-
trated in Figure 2 to automate both data collection and
data analysis, opens the possibility of real-time informa-
tion. Quicker transfer times to surgery for hip fracture
patients can reduce the risk of complications such as
infections or blood clots, which would otherwise require
additional medical interventions and extended hospital
stays [19]. Further, this type of system can be integrated
with existing hospital data collection systems, reducing
the need for manual, repetitive administration. Real-time
data access can reduce treatment delays, directly benefit-
ing patients. Accurate ML models can support operational
decision-making around workforce planning and resource
allocation. Armed with model predictions, hospitals can
preemptively adjust staffing levels, prepare operating the-
atres, and ensure that enough beds are available to meet
patient demand. This type of foresight allows hospitals to
avoid being overwhelmed, optimises resource use, and
prevents operational inefficiencies. By better managing
both human and material resources, hospitals can oper-
ate more cost-effectively, benefiting not only the institution
but also the broader healthcare system. Over time, these
improvements contribute to significant cost reductions
by improving hospital efficiency and reducing the need
for expensive follow-up treatments due to delayed care.
Additionally, better resource management means fewer
instances of over- or under-staffing, optimizing the use
of available personnel and avoiding the financial strain
of overtime pay or temporary staff hires during peak
periods. The integration of datasets from diverse institu-
tions enhances communication between multiple parties,
which can provide an improved patient experience and,
more importantly, improved patient outcomes. This re-
search can act as a starting point for larger interoperable
systems extending beyond acute care environments to
incorporate national and regional information, as outlined
here. Future work includes aims to integrate acute- and
community- care (e.g., General Practitioners) systems,
providing a more holistic healthcare system for Irish
citizens.

V. CONCLUSION AND FUTURE WORK

In summary, the integration of digital technology, AI,
and ML in healthcare represents a transformative op-
portunity to address the pressing challenges faced by
emergency departments, particularly in the context of
the IHFD. The continuous surges in patient volume,
especially in emergency settings, have led to significant
overcrowding and strain on the healthcare system. By

leveraging data-driven insights, hospitals can optimise
resource allocation, improve patient flow, and enhance
compliance with KPIs. The methods discussed here offer
a unique insight into how acute care data collection in
Ireland can be leveraged beyond its original purpose,
providing actionable insights that can radically improve
workflows without negatively impacting daily acute care
operations. These technologies not only facilitate the
forecasting of patient admissions, but also enhance the
prioritisation of care for high-risk patients, ultimately lead-
ing to improved patient outcomes. Moreover, the appli-
cation of AI and ML allows for the continuous optimisa-
tion of patient care pathways, ensuring that healthcare
resources are used effectively and efficiently.

One significant challenge for this research relates to
GDPR restrictions and dataset access. The ethical re-
quirements for healthcare related projects in Ireland are
demanding, often requiring researchers in third level insti-
tutions to have support from medical staff operating within
Ireland’s public healthcare system. This can be prob-
lematic for researchers in fields like computer science
that may not have network connections in medical fields.
Ethical applications are generally submitted a month in
advance of the committee hearing, and applicants may
be invited for in-person review. While committees meet
monthly, there are limitations to how many applications
can be reviewed at any given time. Even with medical
staff support and ethical approval, dataset access is not
guaranteed as additional legal requirements around data
sharing must be arranged. Most research projects have
defined funding timelines, and the slow speed of dataset
access presents significant challenges in terms of re-
search outputs. To mitigate these risks, researchers may
request anonymised and/or aggregated dataset access.
While this eases the ethical application processes, it can
have significant implications on ML algorithm precision,
especially in terms of prediction capability. Compounding
these challenges is the additional limitations on integrat-
ing multiple datasets - which could potentially lead to per-
sonal data recovery. Together, these limitations not only
act to reduce algorithm performance, but also severely
limit the potential to uncover relationships between acute-
and community-care regimes. While implementing AI/ML
technology on restricted and reduced datasets is not
ideal, it does offer us the opportunity to identify areas for
further exploitation. Preliminary results, generated from
these reduced datasets, can be used to showcase the
potential of these technologies to improve our healthcare
system, which may garner further support for future
research works. This project represents an opportunity
to test the precision and reliability of explainable AI/ML
methods such as:

• Predicting next weeks/months/years’ hip fracture
cases based on historical accounts and population
growth/contraction.

14Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-204-3

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

HEALTHINFO 2024 : The Ninth International Conference on Informatics and Assistive Technologies for Health-Care, Medical Support and Wellbeing

                            22 / 64



• Classification of patients based on risk profile and
treatment requirements (e.g., prioritising high risk
patients).

• Clustering analyses to identify patterns in patient
movement and resource use to highlight bottlenecks.

• Further patient pathway optimisation through rein-
forcement learning.

Only by testing these approaches, we can define the
limitations and potential uses of these algorithms in sup-
porting healthcare workers.

One future area of research of specific interest is
the potential for Radio-Frequency IDentification (RFID)
to trace patient pathways from ED arrival through the
acute care setting. RFID technology uses radio waves to
wirelessly identify object location and is commonly used
in postal services to track packages. This technology
offers exceptional granular level information about the
experienced patient pathway, which is not currently cap-
tured by existing healthcare systems. Upon admission,
patients with RFID bracelets transmit signals to strate-
gically placed sensors throughout the hospital. These
sensors log patient locations and movements, delivering
real-time data on each patients’ whereabouts within the
facility. Analysing the data from RFID sensors allows hos-
pitals to identify the most efficient pathways patients take
during their hospital stay. This information can be used to
reorganise hospital layouts and workflows, ensuring that
patients move smoothly through necessary departments
while minimizing delays. Moreover, understanding patient
movement patterns enables better resource manage-
ment, ensuring that staff and equipment are available
where and when they are most needed. For instance, if a
specific surgical ward consistently experiences delays in
patient transfers, this data can prompt an investigation
into staffing or logistical issues that may be causing
inefficiencies. To effectively communicate findings and in-
sights, data visualization tools can be employed to create
dashboards and reports summarizing key metrics and
trends. These visualizations help hospital administrators
quickly identify areas needing improvement and support
data-driven decision-making. By employing these meth-
ods, hospitals can harness the power of AI and ML, along
with RFID technology, to optimize patient flow, improve
compliance with KPIs, and ultimately enhance patient
outcomes. This comprehensive approach to data analysis
and resource management is essential for addressing
the challenges faced by emergency departments and
ensuring efficient healthcare delivery in Ireland.

As healthcare systems strive to improve efficiency and
patient care, the adoption of these digital technologies
and analytical methods will be crucial. The potential for
long-term cost savings, improved patient outcomes, and
more effective resource management underscores the
importance of embracing this technological evolution in
healthcare. Ultimately, by harnessing the power of ML
hospitals can not only meet current demands but also

proactively prepare for future challenges, creating a more
resilient and responsive healthcare system for all.
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Abstract—Technology Enabled Care (TEC) products and 

services are expected to be increasingly used by an ageing global 

population. TEC has the potential to enhance the health and 

lives of older people. However, factors affecting their 

acceptance, adoption, and use need to be understood. Two 

models, the Technology Acceptance Model (TAM) and Health 

Information Technology Acceptance Model (HITAM) can help 

to identify acceptance, adoption and use factors. For the current 

research, two qualitative workshop studies with a Public and 

Patient Involvement (PPI) panel (N=20), and a TEC Expert 

group (N=18) were undertaken to identify these factors. The 

workshops revealed several key issues of importance to the PPI 

and TEC workshop respondents. These include privacy, costs, 

and usability of TEC. The use of TAM and HITAM in the 

workshops proved useful to identifying factors affecting the 

acceptance, adoption and use TEC by older people. 

 

Keywords - Technology Enabled Care; Public and Petient 

Involvement; Acceptance; Adoption; Use. 

I.  INTRODUCTION 

Global population ageing is expected to result in an 
increase in health and related conditions that are associated 
with age [1]. In order to meet increasing health needs, 
innovative products and services will be required. Technology 
Enabled Care (TEC) has the potential to transform the health, 
well-being and lived experiences of older people. For people 
living with chronic health conditions and related health risks, 

health technologies, such as TEC, have the potential to enable 
continued independent living with minimally invasive or 
disruptive monitoring and intervention. While healthcare 
service users are the primary users of TEC, user groups can 
extend to formal and informal care providers. These 
secondary users can also benefit from TEC by knowing when 
and how to provide appropriate care and support. TEC can be 
used for health monitoring, to support ageing in place, and for 
prophylactic purposes [2]. Therefore, TEC can provide peace 
of mind for the various users and stakeholders in a digital 
health connected system. This suggests a win-win situation 
whereby TEC can enable people to live better lives into their 
older age while institutions responsible for care will be better 
placed to manage the resources required to provide services to 
older people. Yet, health technology developers and service 
providers need to be aware of factors that can affect the 
performance, acceptance and use of the TEC solutions they 
offer [3][4]. TEC capabilities and limitations need to be well 
understood to optimise design, development and application 
in practice. This is the focus of the current research. 

Having introduced the rationale for and focus of the 
current research in Section I, Section II provides an overview 
of key literature on TEC factors that can affect its acceptance, 
adoption and use. Following this, Section III states the 
Research Questions addressed in the empirical work 
undertaken. Section IV defines the methodology for this 
research. Sections V and VI describe the context, participants, 
procedures and findings of the two studies undertaken for this 
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research. In Section VII, the findings are discussed vis-à-vis 
the literature. Finally, in Section VIII, conclusions drawn and 
future research proposed. 

II. THE LITERATURE ON TECHNOLOGY ENABLED CARE 

The literature on TEC has identified key factors 

concerning the needs of older people including the provision 

of healthcare, and the potential for TEC to adequately address 

these needs. 

Two important theoretical contributions to TEC are the 

Technology Acceptance Model (TAM) [3] and Health 

Information Technology Acceptance Model (HITAM) [4]. 

Both TAM and HITAM highlight important factors that 

underpin acceptance and adoption of TEC. According to 

TAM, two key factors influence an individuals’ willingness 

to adopt technology: Perceived Usefulness (PU) and 

Perceived Ease of Use (PEOU) [3]. An extension of TAM, 

the Patient Technology Acceptance Model focuses on 

technology acceptance within healthcare settings and 

incorporates factors including perceived health threats and 

patient physician relationships. More recently, HITAM has 

become increasingly recognised as a useful framework [4] for 

TEC. Unlike TAM, HITAM considers health related aspects, 

such as health status, beliefs and health information literacy. 

It has been posited as a valuable framework for studying how 

older adults embrace technologies that provide health 

information or aid in making health related decisions [5]. 

Both TAM and HITAM offer the potential to better 

understand factors that are key to achieving acceptance and 

adoption of TEC. In addition, perceived necessity, ease of use 

and social influences such as the perspective of care providers 

and peers can help foster positive attitudes and inform older 

adults’ likelihood of acceptance and adoption of TEC [6]-[9]. 

Although models such as TAM and HITAM offer insights 

into the factors influencing the acceptance of technology, 

they may not fully grasp the experiences and requirements of 

TEC for older adults. The ways in which TEC may impact 

adults’ health, continued independence [10] and overall 

quality of life need to be addressed [11]. Issues of trust in 

technology, privacy and the fear of losing independence are 

significant concerns for TEC use. There may also be 

organisational and financial obstacles, as well as ethical 

issues to be considered [12][13]. The preferences of potential 

TEC users should be considered along with satisfaction and 

emotional wellbeing in technology impact adoption, use and 

the potential of positive health outcomes [5][9]. 

The various issues set out in the literature affords an 

understanding of factors that can affect the acceptance, 

adoption and use of TEC by older people. Interdisciplinary 

insights from gerontology, technology, gerontechnology 

healthcare, and social sciences can offer an understanding of 

the complex landscape of TEC for older individuals. Careful 

attention needs to be paid to these if they are to realise their 

potential in promoting ageing in place, improving quality of 

life and reducing caregiver demands. 

III. RESEARCH QUESTIONS 

For the current research, it was important to determine an 

initial understanding of preferences, concerns and 

functionality features of TEC. To this end, the following 

research questions were posed: 

• What are the actual and/or perceived TEC 

needs of older people? 

• What factors affect the acceptance, adoption 

and use of TEC by older people? 

These were intended to establish target user group and 

TEC developer perceptions of what product and service 

features should be incorporated into the design, development 

and implementation of TEC. They also helped to understand 

of how well the assumptions of the TEC literature met the 

perspectives of the user and developer groups. 

IV. METHODOLOGY 

A) Research Design 

The current research employed a qualitative design that 

elicited data from two target groups using Workshops as a 

method. The method is outlined below with the two studies 

subsequently presented which describe the participants, study 

specific procedures, and findings. Each study followed a 

similar Workshop method. 

B) Workshop Method 

Workshops are a method used to problem solve and or 

develop new knowledge about an issue of interest [14]. An 

important contribution of Workshops is that they facilitate 

genuine participation of target groups and enables 

researchers to elicit valid and reliable data on specific topics. 

They are collaborative activities where researchers facilitate 

the agency of participants to produce new knowledge. 

Workshops were integral to the research process and data 

elicitation for the two studies described here. Ørngreen and 

Levinsen [14] posit the use of Workshops in participatory 

design and related areas such as Human Centred Design 

making them particularly relevant to the studies presented 

below and the interdisciplinary nature of this research. 

C) Data Analysis 

Data were recorded during Study 1, a Public and Patient 

Involvement (PPI) Workshop, as field notes by members of 

the research team, and from data provided by respondents 

using post it notes during Study 2, a TEC Expert Workshop. 

The field notes and written data provided by respondents 

were analysed following a thematic template approach [15] 

that was informed by the literature review and subsequent 

research questions. 

D) Research Ethics 

Ethical approval for this research was obtained by the 

Ageing Research Centre (ARC) from the Research Ethics 

Committee (REC), University of Limerick. 
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V. STUDY 1: PP1 WORKSHOP 

The first study undertaken as part of this research was a PPI 

Workshop that addressed the perceived TEC needs as well as 

factors that can affect the acceptance, adoption and use of 

TEC by older people. 

1) Research Context 

The PPI Workshop was designed to elicit an understanding 

of perceived health needs of older people, potential 

contributions of TEC to support these needs, and the factors 

that may affect uptake and use of TEC by older people. 

2) Participants’ Information 

20 respondents participated with the PPI Workshop. They 

were made up of older people living in the community, some 

of whom have health conditions, some who do not, and others 

including carers. They were members of a PPI panel 

organised by the Ageing Research Centre (ARC) at the 

University of Limerick. During the PPI Workshop they were 

organised into four groups of four to six people. 

3) Procedures 

The PPI Workshop participants were asked to consider TEC 

products and services that older people use or envisage that 

they may use in the future. They were also asked to consider 

factors that would be likely to affect their acceptance and use 

of TEC products and services. 

4) Findings 

The PPI Workshop findings identified the following themes: 

• The potential of household technologies 

• Safety and Security Issues 

• Health Monitoring Tools 

• Psycho-social considerations of TEC tools 

A) The potential of household technologies 

Initially, the PPI Workshop respondents considered 

everyday household devices such as video doorbells, which 

they reported to be potentially useful as an alert system. 

However, they also noted that doorbell cameras are 

ineffective if suspected perpetrators are not close enough to 

them. They also discussed technologies that can be used to 

control household devices such as switches. Some Study 1 

respondents reported that voice controlled, and voice 

recognition of some household functions were desirable. 

However, others raised concerns about their use. For 

example, remote controlled lights and accessibility tools were 

posited to have the capability of improving quality of life. 

Temperature control in the home was also reported to be 

important for comfort and safety. Others felt that they wanted 

to retain control and direct use of household equipment rather 

than relying on voice activated technologies to control them. 

Similarly, Alexa, and similar voice-activated technologies 

were considered useful and helpful by some respondents, 

although there was inconsistency about its capabilities and 

functions. In fact, other PPI respondents felt that Alexa was 

not always reliable, particularly for more complex tasks such 

as scheduling appointments. 

 

B) Safety and Security Issues 

PPI respondents then addressed the use and potential of 

home safety and security. For home safety, they considered 

smoke alarms to be essential for safety. They reported that 

smoke and carbon monoxide detectors need to be functional 

and reliable. The discussion of Study 1 respondents on home 

security focused on security cameras and the use of online 

tools. They felt that security cameras alone were not 

sufficient to deter incidents. They also discussed security of 

online banking and risks of hackers and scams. In general, 

they expressed concerns about the security of personal data 

and access controls collected from any source. There was also 

strong resistance to the idea of constant surveillance and 

tracking of people through technologies. 

C) Health Monitoring Tools 

Wearable devices for health monitoring and assistance 

were also discussed by the PPI respondents in Study 1. 

Respondents raised potential issues about these with 

concerns about privacy and feeling under surveillance. 

Concerns about the increasing reliance on technology for 

essential services like healthcare were also expressed by 

respondents. Regardless of their age, some respondents felt 

that they were not old enough to need such technologies. 

Pendant alarms were acknowledged as a common health 

monitoring tool, which informed views on features and 

functions of health monitoring technologies. The use and 

features of wearable health monitoring technologies 

repeatedly flagged a number of preferences including: that 

they should be affordable; they should be non-invasive 

wearables used exclusively for health monitoring and 

assistance; they should not include social features (e.g., 

communication, data sharing) nor require daily attention such 

as inputting information or requiring constant interaction. 

The PPI respondents noted that some smart watches provide 

regular alerts (e.g., fall risk) and some users would want to 

disable these as they can cause false alerts that can result in 

panic among users and carers. Additional issues raised about 

health monitoring technologies in Study 1 included concerns 

that an adverse health event could occur in unmonitored 

locations. The PPI respondents also expressed concern about 

a device that might be unable to directly contact a spouse or 

support worker in case of emergency. 

D) Psycho-social considerations of Enabl TEC tools 

Several psycho-social dimensions relating to the 

acceptance, adoption and use of TEC tools were posited by 

the PPI respondents in Study 1. These include perceived and 

actual competence in their use with the respondents reporting 

that competence levels in using technology can vary greatly. 

A lack of understanding on how to use technology could 

result in a fear of it. Therefore, there was a perceived need for 

better training and feedback in the use of TEC. These were 

also reported to relate to levels of confidence in the use of 

TEC. Study 1 also flagged the potential of fear of technology 

leading to social isolation. Even for competent and confident 
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users of TEC, there was an expressed desire to maintain 

independence and not rely on technology for everything. 

It was noted that older people often rely on younger 

individuals for tech support. In fact, PPI participants reported 

that technology use for people over 75 years old to be largely 

non-existent. Cognitive aspects were also considered in 

Study 1 including difficulties remembering passwords and 

navigating the fast pace of technological change. Related to 

this, it was reported that updates to devices often change the 

user experience, causing frustration. Psychomotor and 

sensory functions of older people were also raised with 

declines in motor skills and visibility/hearing issues as 

potential barriers to using TEC. One potential mitigation 

against this was a view that some TEC users prefer to talk to 

tech rather than type when using TEC tools. 

VI. STUDY 2: TEC EXPERT WORKSHOP 

The second study undertaken as part of this research was a 

TEC Expert Workshop that addressed the perceived TEC 

needs as well as factors that can affect the acceptance, 

adoption and use of TEC by older people. 

1) Research Context 

Study 2 took place in the premises of a company who are 

exploring the potential of TEC products in social housing. 

2) Participants’ Information 

18 respondents participated in the TEC Expert Workshop. 

Participants were all employees of the company. 

3) Procedures 

To prepare TEC Expert Workshop participants for the 

research activities, a series of presentations were made that 

outlined the topics of interest and scope of the study. The 

presentations included findings from the literature  outlined 

in the Introduction.  The aim of this presentation was to focus 

the workshop activities on TEC relevant literature. Following 

this, Study 2 participants were invited to take part in the 

workshop. The workshop used Affinity Diagrams and 

consisted of interactive sessions addressing questions that are 

discussed as part of the findings presented below. 

4) Findings 

The findings of the TEC Expert Workshop identified the 

following themes: 

• Perceived TEC needs of older adults 

• Design considerations for TEC 

• Health and Safety at Home 

• TEC Concerns 

A) Perceived TEC needs of older adults 

In Study 2, the TEC Expert Workshop respondents were 

asked to consider what needs older adults potentially have in 

the home. The ability to do things independently dominated 

as a recurrent theme. Managing one’s own mobility, health 

and medicines management were the most frequent 

anticipated needs reported by the TEC Expert Group. The 

second most reported needs by the TEC Expert Workshop 

respondents were managing hygiene, daily schedules and 

communication. Additional needs identified in Study 2 

included safety, being able to cook, and accessing and using 

things easily and comfortably. 

B) Design considerations for TEC 

Design features that TEC Expert Workshop respondents 

felt would make older adults feel comfortable about using 

TEC in the home were focused on ease of use, interface 

design, and reliable performance. Ease of use that enabled a 

positive user interaction and experience were notable 

comments. It was suggested that simple and minimalistic 

design features for ease of use could include, visual aids, use 

of pictures, and colour coding with appropriate style and size.  

Clear feedback was also considered be helpful to build 

confidence in TEC use. Study 2 respondents reported that the 

technology should be ideally non-intrusive or at least 

minimally intrusive. They also reported a preference for  TEC 

to be part of currently used technologies and be integrated 

into everyday activities. Considerations regarding reliability 

features included whether the technology should be on a 

mobile phone or not. However, help with any TEC should 

have readily accessible support by phone. 

C) Health and Safety at Home 

When asked about potential safety issues in the home 

that would concern older adults, the TEC Expert Workshop  

participants reported health emergencies, accidents and 

resulting injuries, and security concerns as dominant issues. 

Health emergencies were most prevalent with falling 

considered to be the most common concern. Other accidents 

and injuries for example, house fires and burning oneself 

were also reported with examples of cooking or making hot 

drinks as possible risk factors. House and personal security 

issues such as burglaries and even fear when answering the 

door were also suggested. Being alone when experiencing 

any safety issue was an exacerbating aspect of each of the 

proposed concerns identified in Study 2. 

D) TEC Concerns 

The TEC Expert Workshop participants were asked to 

provide what they considered were some of the concerns 

about using TEC that older adults were likely to have. Privacy 

and safety concerns were core concerns considered by the 

TEC Experts. In addition, usability, including ease of use was 

also reported as a key concern. Complexity, particularly 

difficulty understanding and navigating instructions was 

posited by the Study 2 respondents. A number of other factors 

presented by the workshop participants included: reliability 

of the TEC; product expense; resistance to accepting the need 

for TEC and embarrassment at having to use it, along with 

embarrassment at not understanding it; and a wish to not be a 

concern to family members and carers were also considered 

to be important issues that would affect the uptake and use of 

TEC by older people. 

VII. DISCUSSION 

The two studies outlined above have provided 

contributions to knowledge on perceived use of TEC  

applications for older adults. Following the TAM [3] and 
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HITAM [4] models, the findings have identified that there is 

potential for technology to support health and well-being for 

older adults if important factors are considered. 

For Study 1, the Public and Patient Involvement (PPI) 

workshop respondents reported several very specific issues. 

These are summarised below. Following the summary of 

findings a discussion of four topics, the PU, PEOU of TEC 

[3] privacy concerns and preferences about the use of TEC. 

For the PPI Workshop respondents in Study 1, several very 

specific issues were noted. When considering everyday use 

of technologies such as camera doorbells, household device 

control (e.g., lights) and heating technologies that offered 

improved quality of life, convenience, reliability and comfort 

were notable preferences. However, regardless of the nature 

of the device, Study 1 respondents were clear that they 

wanted to retain control over the use of their households [10]. 

For home security and safety, reliable functioning (e.g., 

smoke alarms), quality of features such as security cameras, 

perceived risks of hacking (e.g., online banking), and passive 

surveillance stood out as concerns [5]. Health monitoring 

technologies raised several key issues. These included 

concerns for privacy and discomfort about wearable health 

technologies that could lead to constant surveillance. Other 

notable issues raised about wearable health technologies in 

Study 1 included cost concerns, potential invasiveness (i.e., 

privacy), and questions about their reliability if something 

should go wrong [12][13]. The PPI Workshop respondents in 

Study 1 were also adamant that health monitoring 

technologies should be easy to use and require low levels of 

maintenance and interaction (i.e., active use) [16]. They also 

considered that any data collected by TEC should be only 

what is necessary and there should be no social features as 

opposed to movement tracking devised for fitness. The PPI 

Workshop respondents in Study 1 also discussed issues about 

their perceived competence, related anxieties and their 

functional capacities to use TEC. They reported that 

competence in the use of TEC would be likely to affect the 

confidence of users, so adequate training and support was 

essential to ensure that people did not reject TEC due to 

anxiety or fear of its use [16]. Study 1 respondents also noted 

potential challenges of remembering passwords, adjusting to 

updated functions and displays, and motor (e.g., dexterity) 

and sensory (e.g., vision and hearing) limitations that could 

affect user experience of TEC. They offered potential 

mitigating features such as talk over type as ways of 

addressing some of the posited challenges. 

One of the dominant aspects of the PPI Workshop in Study 

1 was focused on factors affecting PU and PEOU in TEC. 

Many of the respondents recognised the potential benefits of 

technology for managing their health. These included an 

appreciate of tools such as Electrocardiography (ECG) 

monitors in wrist-watches which they were very happy about. 

PPI Workshop respondents expressed concern about the risk 

of falls [17] coupled with a lack of safety features in homes, 

particularly in bathrooms and on stairs. However, wearable 

devices for fall detection received mixed reviews. Some 

respondents found them helpful, but one respondent reported 

that they had abandoned them after negative experiences 

(e.g., false falling alert when walking fast or placing 

something down with force). Other respondents felt they did 

not need to wear one. Participants also expressed concerns 

about the potential for adverse medication incidents with 

polydrug use. They suggested that medication management 

technologies and tools for checking drug interactions, and 

flagging allergies upon prescription could be beneficial. The 

PPI panel also considered that apps or devices that promote 

mindfulness, encourage attentive walking, and help with 

minor medical care (e.g., treating bruises or cuts) would be 

useful. They also talked about having faith that Artificial 

Intelligence (AI) could solve the issue of prescriptions. 

The PPI workshop discussion involved  a mix of 

anticipation and apprehension about TEC among older 

adults. TEC was considered to be potentially helpful 

especially if it works in the background and doesn't intrude 

on daily life. In fact, the PPI workshop panel devoted a 

considerable amount of time to discussing seemingly 

pervasive concerns among the older adults regarding the 

intrusiveness of technology [10]. These concerns centred 

around the uncertainty of how collected information could be 

used or where it might go. However, the PPI participants 

emphasised that with a proper introduction to technology to 

help understand its benefits, affordability, and the availability 

of continuous training, help prompts, or customer support, 

barriers to entry could be reduced. The panel talked about the 

importance of educating older adults on using technology 

effectively, suggesting that clear explanations and support on 

how to use TEC could enhance adoption rates [16]. They also 

stressed the importance of maintaining an open mind towards 

new technologies, as the upcoming generations are expected 

to be more tech-savvy. From this it can be submitted that the 

focus of TEC products and services should be on user-

friendly technology that addresses safety concerns without 

sacrificing privacy or independence [5][10]. 

The main home TEC needs of older adults identified by 

the TEC Expert respondents in Study 2 focused on quality of 

life issues [11] that would enable continued independence 

while managing mobility, health and medicines and 

remaining safe at home. Independence focused on Activities 

of Daily Living (ADLs) such as hygiene, personal care, 

nutrition and managing daily schedules and appointments. 

Design feature priorities of TEC were reported by the Expert 

respondents as requiring ease of use to enable positive 

interactions with TEC. Confidence building features were 

also considered to be important to encourage TEC use. It was 

also reported that TEC should be non-intrusive, reliable with 

support available, and that the functions and features of TEC 

should match the expectations of normal everyday activities. 

These design features could enable enhanced PU and PEOU 

among older people. Beyond design features, the TEC 

Experts reported on health and safety at home with health 

emergencies, falling and other accidents and injuries, being 

of key concern. Home safety and particularly fire risks were 
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also highlighted. Similarly, home security such as burglaries 

were noted. Concerns about being alone should a health, 

safety or security incident occur were highlighted too. In 

Study 2, the discussion continued to examine TEC concerns. 

These focused on privacy, complexity and ease of use, 

reliability of technology, costs associated with TEC products 

and services [5]-[13]. Resistance to accepting the need for 

TEC, embarrassment around its use, and not wanting to 

concern carers were also commonly reported. 

The TEC Expert Workshop respondents did not offer the 

same level of detail as the PPI Workshop panel. However, the 

comments and responses largely echoed the issues raised in 

each workshop and aligned with TAM [3] and HITAM [4]. 

In fact, for both groups the principal factors that could affect 

the acceptance, adoption and continued use of TEC were 

privacy concerns, cost of products and services, and ease of 

use [5]. These key issues and others raised by the PPI panel 

and TEC Experts will inform the next phase of our research. 

While the findings above demonstrate progression in 

knowledge and understanding of TEC by user groups and 

expert developers following TAM [3] and HITAM [4] 

models, it is worthy to note methodological features of this 

research that may have affected our findings. It is evident that 

the TEC Expert Workshop participants were briefed on the 

findings from the literature review. Naturally, this approach 

could prime and bias TEC Experts’ responses. However, this 

is not considered as problematic for the current research. 

Progress towards practical outcomes in action research was 

facilitated by continually advancing the discussion within 

and between research participants. This enabled knowledge 

to be developed and refined in a structured way. The 

dialogical nature of each of the workshops supported the 

active and genuine participation of the PPI and TEC Expert 

groups. The workshops were collaborative and facilitated the 

agency of participants who provided new knowledge [14]. 

VIII. CONCLUSIONS AND FUTURE WORK  

The research set out to  identify factors important to the 

acceptance, adoption and use of TEC for older people. Two 

workshops, a PPI Workshop and a TEC Expert Workshop, 

were undertaken to identify relevant factors. The findings 

were in line with the literature supporting the view that TAM 

and HITAM are dependent on PU and PEOU. Additional 

issues such as privacy, cost and independence were noted. 

The next phase of this research will use the findings reported 

here to advance knowledge through additional Human 

Centred Design workshops. These will introduce actual TEC 

products and services that will enable workshop participants 

to critically appraise PU, PEOU, and identify enablers and 

barriers to TEC acceptance, adoption and use. 
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Abstract—Qawqaa is a virtual reality based game for accessible
and engaging aural rehabilitation in Arabic for children from
eight to twelve years old with bilateral cochlear implants. The
system contains two parts providing the game side that aims
to enhance auditory skills, language development, and overall
rehabilitation experience, and a monitoring and tracking side for
rehabilitation center therapists, facilitating efficient tracking of
a child’s progress within the game. Using Qawqaa, we minimize
clinic visits, enable effective progress monitoring, and ensure an
enjoyable rehabilitation experience for the children.

Keywords-virtual reality; healthcare; cochlear implant; gamifi-
cation; digitalization.

I. INTRODUCTION

The use of modern technologies across various domains
is widely acknowledged for its ability to enhance service
quality. Saudi Arabia’s 2030 vision is currently spearheading
digitalization efforts across industries, notably in healthcare,
through comprehensive transformation programs. This ini-
tiative prioritizes enhancing care quality, improving patient
experiences, and promoting sustainable health development at
an international level [1].

In recent years, Virtual Reality (VR) has emerged as a
valuable tool in numerous medical fields. VR is the use
of computer technology to create simulated environments,
immersing users in three-dimensional experiences instead of
simply viewing a screen. The use of VR in medicine has shown
success in various clinical applications, such as rehabilitation
programs that help individuals recover and regain motor skills
after injuries or neurological conditions. Rehabilitation ser-
vices have been rolled back or stopped in most hospitals during
COVID-19 [2]. It has had a significant impact on patients with
disabilities emphasizing the need for digital home-training kits
tailored to their requirements [3].

For people with Cochlear Implants (CI), rehabilitation after
cochlear implant surgery is crucial to maximize its benefits.
A cochlear implant is a device surgically implanted in the
inner ear to stimulate the hearing nerve directly. It is suitable
for individuals with severe to profound hearing loss in one or
both ears, for whom hearing aids no longer provide sufficient
benefit [4].

Children born with severe to profound sensorineural hearing
loss, which occurs in approximately 1.5 per 1,000 cases
globally [5], experience significant challenges in speech and
language development. Aural rehabilitation helps children

identify sounds and their meanings, while speech therapy aids
in developing and understanding spoken language [6].

Gamification is the process of using game design elements
and principles in non-game settings to captivate and motivate
individuals, enhance desired behaviors, and improve user expe-
riences. By integrating these game-like elements, rehabilitation
programs become more interactive and enjoyable for patients,
increasing their adherence and overall involvement in the
treatment process [7].

Some existing research has used VR, mobile applications,
or websites for CI rehabilitation. However, these systems
lack monitoring and assessment features for specialists. For
instance, Bears is a new VR game designed to enhance spatial
hearing and speech perception in noisy environments, but it is
not a fully integrated system with a monitoring component [8].
Ranan is an Arabic web-based tool used for clinical training,
but it lacks the immersive experience of a 3D environment
and is only usable in a clinic under specialist supervision [9].
Lastly, Karawan, a mobile app, offers multiple skills training
but does not provide progress monitoring for the child [10].

So, we propose our solution, Qawqaa, a VR-based hearing
training system in Arabic for children with bilateral cochlear
implants. Qawqaa is designed as a home-based training solu-
tion that helps children overcome challenges related to (C1)
limited access to rehabilitation services and (C2) provides
the necessary training in an engaging, interactive environment
filled with sounds, words, and phrases. Children advance
through different stages of the game, leveling up as they
progress. Unlike existing solutions, Qawqaa includes a ded-
icated therapist module, filling a critical gap by enabling
therapists to monitor each child’s progress through detailed
scores and performance reports, making oversight easy and
effective. The game is designed to improve the child’s hearing
and language reception skills, including sound localization,
speech discrimination, and recognition. Overall, Qawqaa aims
to enhance the child’s abilities, reduce the need for clinic visits,
and make the training process an enjoyable experience.

The rest of the paper is structured as follows. In Section
II, we present the system overview. Section III shows the
demonstration. We conclude the work in Section IV.

23Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-204-3

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

HEALTHINFO 2024 : The Ninth International Conference on Informatics and Assistive Technologies for Health-Care, Medical Support and Wellbeing

                            31 / 64



(a) Sound localization game (b) Word discrimination game (c) Speech recognition game

Figure 1. Three auditory training games

II. SYSTEM OVERVIEW

In this section, we discuss the technical details of the
Qawqaa system. Qawqaa has two main pieces of software,
a VR game that serves as a training game for children, and a
website used by specialists for monitoring children’s progress
in the games. These two parts are connected by a database. In
this paper, we will go through the VR game only.

The Qawqaa VR game provides an interactive environment
for children to stimulate rehabilitation training in an immersive
and enjoyable way. The game has three skill modules to train
as listed below.

Sound Localization: The ability to correctly localize sounds
is an important feature of the auditory system directly linked
to the ability to extract binaural information from the sound.
In such situations, sound localization can help a listener
quickly identify and orient themselves toward the talker in a
group conversation. This is particularly important for CI users,
because other cues for speaker identity, such as voice pitch,
are diminished [11]. Here, we train the child’s ability to hear
a sound and localize the source of that sound with noise in
the background in a 3D maze park, as shown in Figure 1(a),
from where the child should get out by following the sound
as an engaging element. The game gets harder with a louder
noise in the background and more choices for sound sources.

Word Discrimination: Word Identification is the ability to
accurately and automatically identify sight words and apply
decoding strategies to read unfamiliar words. Auditory or
speech perception focuses on auditory perception and sensory
integration. It is composed of musical exercises that help one
to identify and discriminate between different components of
sound, such as time, tempo, duration, pitch, rhythmic patterns,
and speech [12]. Here, we train the child with several similar
words in sound, then he should choose the meaning as a
picture of this sound. Figure 1(b) shows the sound icon with
three images to choose from. This training combines the ability
to differentiate between similar sounds and understanding the
meaning of the sound. The difficulty in this skill is based on
increasing the number of choices and the similarity between
words’ pronunciation. For example, both level one and two
have two choices for each question, but the questions in level
one consists of one word where level two consists of two
words like the red flower and yellow flower. For level three,
there are three choices with three words in the question such
as the circled red painting, yellow squared painting, and green
rectangular painting.

Speech Recognition: This represents the ability of an indi-
vidual with hearing loss to accurately perceive and understand
spoken language using technological aids or therapeutic inter-
ventions. It involves the process of converting spoken words
or sounds into text or visual representations, allowing individ-
uals with hearing impairment to access auditory information
more effectively [13]. In this training game, we simulate the
farming experience, as depicted in Figure 1(c), through three
levels which are danging, seeding, and collecting crops. The
child faces different words related to farming through voice
commands given to him to assess his ability to recognize words
and then follow commands. The difficulty for the three levels
are increased by adding more words to sentences. For example,
in level one a command given is (put the seed). For level two,
the command is longer (the bean is good for the environment,
put it in the seed). Lastly, in level three, a command is (the
yellow corn on the top of the plant, put it in its box).

III. DEMONSTRATION

In this section, we show how a child interacts with the
system using a sound localization scenario.

In a 3D environment, we simulate spatial hearing to enable
the child to detect the source of sound in a maze theme park, as
shown in Figure 1(a), which consists of three levels, beginner,
intermediate, and advanced. The difficulty level is based on
the background noise level, where the beginner level has have
little noise, the intermediate level has moderate noise, and the
advanced level is very noisy. For engagement purpose, when
the child detects the source of sound using the controller,
he scores points. The assessment is based on the ability to
correctly define the sources. After completing five questions
in the level, he will get out of the maze and a reward board
will be shown.

IV. CONCLUSION AND FUTURE WORK

In this paper, we present Qawqaa as a step toward advancing
aural rehabilitation for Arabic-speaking children. By offering
a home-based training solution, Qawqaa reduces the need for
frequent clinic visits while allowing therapists to efficiently
monitor each child’s progress. Looking ahead, we plan to ex-
pand Qawqaa by integrating artificial intelligence for advanced
data analysis, providing children with more detailed insights
into their progress. Additionally, we aim to introduce an
interactive environment where children can engage with each
other through a virtual world and leaderboard system, making
the rehabilitation process more engaging and rewarding.
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Abstract— The growing number of trainees with 

developmental disabilities and other special needs in vocational 

training programs necessitates innovative approaches to 

support their learning and development. Despite individualized 

measures, many trainees with special needs struggle to achieve 

independent task performance. This study proposes a novel 

framework of fundamental skills for Learning Strategies, 

based on Multiple Intelligences (MI) theory, to address this 

challenge. By identifying and nurturing trainees’ unique 

strengths from a set of skills that facilitate Learning Strategies, 

this framework aims to help them develop effective self-

regulated learning strategies. The ultimate goal is to equip 

trainees with special needs to become independent learners, 

capable of completing tasks without relying on the support of 

instructors. 

Keywords - Multiple Intelligences(MI) Theory; Learning 

Strategies; Polytechnic science; Steps for Coding and 

Theorization (SCAT); Developmental disabilities. 

I.  INTRODUCTION 

Effectively educating individuals with developmental 
disabilities and other special needs in Japanese vocational 
training schools is a pressing challenge. Traditional 
approaches often rely on analyzing individual cases and 
identifying causal relationships between specific factors and 
success or failure. However, these methods are limited in 
providing a comprehensive understanding of the diverse 
range of factors influencing educational outcomes.  

In contrast, other fields have developed parameters to 
comprehensively grasp the characteristics of individuals and 
reflect them in national policies and education. While 
parameters for diagnosing developmental disabilities exist 
[2], there is a complete lack of parameters specifically 
designed from an educational perspective for vocational 
training.  

Given the pressing challenge of effectively educating 
individuals with developmental disabilities in vocational 
training schools, this study aims to develop a comprehensive 
framework of fundamental skills for Learning Strategies, 
specifically designed for vocational training settings, to 
address the educational needs of these individuals.  

In a previous study [1], we identified 32 fundamental 
skills for Learning Strategies that were associated with 192 
cases of problematic behaviors hindering training activities 

in vocational training. Fundamental skills are essential skills 
that facilitate the development of effective Learning 
Strategies. To refine these skills and enhance their 
applicability to vocational training settings, we conducted a 
SCAT (Steps for Coding and Theorization) analysis on 
interview data from 11 vocational training instructors. This 
analysis allowed us to merge, split, delete, rename, and add 
skills, resulting in a revised set of 26 fundamental skills. The 
revised set of 26 fundamental skills offers a practical and 
effective framework for vocational training instructors. 

The rest of the paper is structured as follows. In Section 
II, we present the methodology used to refine the 
Fundamental Skills, including the SCAT analysis and the 
integration of Multiple Intelligences theory. In Section III, 
we describe the results of the refinement process, 
highlighting the specific changes made to the skill set. 
Finally, we conclude the work in Section V, summarizing the 
key findings and discussing future directions for research and 
implementation. 

II. METHOD 

We conducted one-hour interviews with 11 vocational 
training instructors (hereafter referred to as instructors) who 
had at least two years of experience in the field. The purpose 
of these interviews was to clarify and refine the range of 32 
Fundamental Skills that were associated with problematic 
behavior in 192 cases [3]. 

Instructors were asked to imagine individuals with 
significantly low or high evaluations of these skills and to 
describe their behaviors in the vocational training setting, 
including during breaks. 

SCAT is a qualitative data analysis method developed by 
Ohtani [4]. It is used to analyze segmented qualitative data, 
such as linguistic data from interviews. The goal of SCAT is 
to construct a narrative by weaving together thematic 
constructs. The method consists of four coding and analysis 
steps, which are performed manually: 

(1) Notable Words and Phrases: 
Identify keywords and phrases that are significant and 

related to the Fundamental Skills. These are the specific 
terms and expressions that stand out in the interview data. 

(2) Paraphrasing: 
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Generalize these identified words and phrases. This step 

involves rephrasing the notable words and phrases to capture 
their broader meaning and context. 

(3) External Concepts: 
Explain the text using concepts from outside the 

interview data. This step involves bringing in relevant 
theories, ideas, or concepts from external sources to provide 
a deeper understanding of the interview data. 

(4) Themes/Constitutive Concepts: 
Develop themes or overarching concepts based on the 

previous steps. This final step involves synthesizing the 
paraphrased data and external concepts to create broader 
themes or constitutive concepts that capture the essence of 
the interview data. 

For instance, in the four-step coding process, the notable 

words and phrases “Explanation”， “Part of safety” and 

“Misleading” were identified in relation to the fundamental 
skill of “Extracting main points from conversations and 
sentences.” These were then paraphrased as “Colloquial” and 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
contextualized with practical training situations, such as 
safety management and examples of trainees. The 
overarching theme or constitutive concept was determined 
based on these elements and is labeled “Understanding the 
main points from colloquial.” 

Figure 1 provides an illustrative example of SCAT 
analysis, demonstrating how notable words and phrases are 
identified, paraphrased, and contextualized to develop 
overarching themes or constitutive concepts. The SCAT 
analysis of the Fundamental Skills aimed to establish a well-
structured and coherent framework without redundancies. In 
consolidating the 32 Fundamental Skills into 26, the skill set 
was restructured to address three primary objectives: 
eliminating redundancies, clarifying ambiguous definitions, 
and incorporating essential new skills. By integrating 
overlapping skills, redefining ambiguous ones, and adding 
necessary elements, we created a more practical and 
applicable skill set. Furthermore, low-priority skills were 
either integrated or removed to enhance the overall 
efficiency and sentences. 

Figure 1. Concepts of the results of SCAT of the 11 interviews about "Understanding key points from spoken and written language”. 

Figure 2.  SCAT Results for "Understanding key points from spoken and written language". 
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Figure 2 shows the constructs from the SCAT analysis of 
the 11 interviews on “extracting key points from 
conversations and sentences. 13 different constructs were 
identified, indicating subtle differences in perception 
compared to the original Fundamental skills. There are 
individual differences in people's ability to extract key points 
from conversations and texts. Specifically, differences can be 
seen in how people identify information, their understanding 
of context, their ability to summarize, and many other 
aspects. Thus, each person processes information differently. 

Figure 3 shows the process of redefining Fundamental 
Skills by clarifying the scope. This process entails creating, 
deleting, and integrating new Fundamental Skills to equalize 
the size of the scope as much as possible, and making 
changes to those that cover all problem behavior situations. 

Through iterative refinement using the SCAT method, an 
initial set of 32 Fundamental skills was reduced to 26. This 
involved 13 skill name changes, 2 divisions, 6 mergers, 4 
deletions, 12 modifications to skill descriptions, and 1 
category shift, along with the addition of two new skills. The 
skill "Tacit understanding," initially categorized under 
interpersonal intelligence, was removed prior to data 
collection due to its reliance on socially acquired knowledge 
(common sense) that is difficult to quantify. 

For instance, the skills "Distinguishing between objects" 
and "Distinguish between parallel lines and single lines," 
both under visual-spatial intelligence, were merged into " 
Identifying 3D shapes" and " Identifying 2D shapes," 
respectively. While the former originally assessed the ability 
to navigate physical spaces, instructor feedback primarily 
focused on the ability to visualize shapes and structures. 
Similarly, "Distinguishing between object " was initially 
intended to assess the ability to distinguish between objects 
like positive and negative drivers, but instructor responses 
frequently referred to the identification of line types in 
diagrams. Given the importance of this skill in vocational 
training, the two skills were combined, and the terms were 
adjusted to reflect the different dimensions involved. The 
skill "correct interpretation" under logical-mathematical 
intelligence was divided into "Subdivision of information" 
and " Relating to similar experiences." The former assesses 
the ability to break down information into smaller 
components, while the latter involves linking these 
components to prior knowledge. Skills such as "Image of 
completion" and "Grasping risky behavior" under 
intrapersonal intelligence were merged due to their 
predictive nature. However, "Image of completion," which 
involves visualizing a completed assembly from a diagram, 
was also related to visual-spatial skills. Furthermore, the 
concept "Understanding of jokes (playful language)" was 
added under linguistic intelligence to account for situations 
where trainees may misinterpret literal meanings in social 
interactions. 

III. RESULTS 

Figure 4 compares the original and redefined 
Fundamental skills using SCAT. The original 32 skills were 
reduced to 26 by merging, splitting, deleting, renaming, and 
adding. Only the skills in bold remained unchanged: the 26 

Fundamental Skills fall into the six categories of MI theory, 
with the exception of Musical Intelligence and Erudite 
Intelligence, which are less relevant to manufacturing. Each 
category contains four to five Fundamental Skills. 

SCAT eliminates duplication and ambiguity in the 
Fundamental Skills and creates practical common skills. 
Fundamental Skills allow trainees to train using skills in 
which they are proficient. Instructors can also train trainees 
to match their skill characteristics. Addressing the challenges 
of dealing with struggling students requires more than 
individual instructor efforts. Many schools rely on 
consultations with experienced instructors or establish 
leader-centered support systems, particularly in schools for 
individuals with disabilities. 

The Fundamental Skills align with Gardner's MI theory 
[5], which emphasizes individual strengths and learning 
styles. In the U.S., many educational practices utilize MI 
theory to help learners identify their strengths and address 
weaknesses. This approach is particularly beneficial for 
individuals with developmental disabilities who often exhibit 
uneven skill characteristics. Low self-esteem can hinder 
learning by limiting individuals' expectations and motivation. 
Developmental disabilities can contribute to low self-esteem 
due to peer undervaluation and self-doubt. Additionally, 
many individuals with developmental disabilities have co-
occurring mental health conditions. 

Educational practices for individuals with developmental 
disabilities have evolved, with emphasis on self-regulated 
learning and leveraging individual strengths. Dennis Laird 
and others have advocated for teaching individuals with 
developmental disabilities to capitalize on their preferences 
[6]. 

The educational practice of MI theory emphasizes 
establishing personalized learning approaches that leverage 
individual strengths. When necessary, weaknesses should be 
complemented with strengths. Many trainees with 
developmental disabilities or other special needs struggle 
with uneven skill characteristics. The goal is to address these 
challenges by capitalizing on their strengths. 

IV. DISCUSSION 

In this paper, we defined fundamental skills based on 192 
examples of problematic behaviors observed in actual 
workplace training situations. Unlike traditional key 
competencies and basic skills for working adults, which are 
based on expert opinions, we defined fundamental skills 
from multiple perspectives through qualitative analysis of 
actual problematic behaviors. In particular, the interview-
based analysis provided an understanding of the diversity 
and depth of the skills, ensuring their reliability. Furthermore, 
classifying the extracted fundamental skills according to the 
Multiple Intelligences (MI) theory confirmed that the various 
intelligences in the MI theory effectively explain the 
diversity of the skill groups obtained in this study. The skill 
system was structured similarly to traditional basic work 
skills and key competencies, with each category containing 
multiple elements. 

The issue addressed in this study is that students with 
special needs are unable to complete tasks without teacher  
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Figure 3.  Process of redefining the Fundamental Skills by clarified the scope. 
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support, even after repeated individualized interventions. 

To complete tasks independently, these students need to 
master strategies that leverage their own specialized skills. 

Students need to plan, monitor, and evaluate their own 
learning process, making adjustments as needed. In training, 
students are first taught the importance of goal setting and 
are asked to set specific goals. Next, we teach them how to 
regularly monitor their progress and review their strategies 
for achieving these goals. 

We also help them develop self-evaluation skills and 
enhance their sense of self-efficacy through successful 
experiences. Learners need to understand their own learning 
style and discover the best way to learn. fundamental skills 
serve as the link between learning strategies and their 
individual learning styles. 

Furthermore, the fundamental skills are categorized by 
MI intelligence, allowing for the use of educational practices 
based on MI best practices. Even if one does not excel in a 
particular intelligence compared to others, it is important to 
master strategies that leverage the intelligence one feels 
confident in. In a survey of white, middle- and upper-income 
children, 76% had at least one strong intelligence, 30% had 
no weak intelligence, and 20% had no strong intelligence [7]. 
Even if one does not excel in a particular intelligence, it is 
important to master strategies using the intelligence one likes 
and feels confident in. People with developmental disabilities 
often have excellent intelligence in some areas while having 
weaknesses in others. 

The inspiration for this study came from a case where a 
person with a lack of body awareness, who often fell and hit 
walls, became proficient in gymnastics and skating. This im- 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

provement was due to an encounter with an instructor who 
taught with logic. The instructor said, “Put your left foot on 
the line, and your right hand will come off naturally,” or 
“You lost your balance because the tip of your nose was not 
facing the line.” This approach emphasizes the importance of 
teaching based on strengths, where strengths complement 
weaknesses. Instructional training for trainees using 
fundamental skills in Polytechnic University has been 
conducted since 1998, highlighting the duplication and 
granularity of the 32 fundamental skills. We have been using 
this improved version since 2022 and have not encountered 
any major problems. 

V. CONCLUSION AND FUTURE WORK 

This study has demonstrated the effectiveness of 
redefining fundamental skills using SCAT and aligning them 
with Gardner’s MI theory to support trainees with special 
needs. By focusing on individual strengths and learning 
styles, we have created a more inclusive and practical 
approach to skill development. The improved version of the 
fundamental skills has been successfully implemented since 
2022, with positive feedback from both trainees and 
instructors. 

Future Work: 
1) Longitudinal Studies: Conduct long-term studies to 
evaluate the sustained impact of the redefined fundamental 
skills on trainees’ performance and independence in the 
workplace. 
2) Broader Application: Explore the applicability of the 
redefined fundamental skills in different industries and 

Figure 4. The original and Redefined Fundamental Skills redefined using SCAT. 
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educational settings to ensure their versatility and 
effectiveness. 
3) Technological Integration: Investigate the potential of 
integrating technology, such as AI and adaptive learning 
platforms, to further personalize and enhance the training 
experience for individuals with special needs. 
4) Collaborative Efforts: Foster collaborations with other 
educational institutions and organizations to share best 
practices and continuously improve the fundamental skills 
framework. 

By addressing these areas, we aim to further refine and 
expand the scope of our approach, ultimately contributing to 
a more inclusive and supportive learning environment for all 
individuals. 
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Abstract— Chronic pain, which affects more than 30% of 

adults in Portugal, requires a multidisciplinary therapeutic 

approach. To stabilize or minimize the patient's pain, it is 

essential that patients comply with the prescribed treatments, 

not only pharmacological but also regarding physical activity. 

The assessment of the patient's condition, regarding the level of 

pain and their general physical condition, when carried out 

only in a consultation context, is not always reliably expressed 

by the patient. This study explores the potential of a mobile 

application in chronic pain management, with a focus on 

fibromyalgia. FisioQuest uses gamification to increase patient 

engagement and treatment adherence, including continuous 

symptom monitoring, physical exercise and cognitive-

behavioral therapy. This application is based on preliminary 

studies that have shown significant improvements in pain 

severity, anxiety and depression among fibromyalgia patients 

who use mobile applications. This article details the 

requirements, specifications and use cases of the FisioQuest 

app, highlighting its potential benefits and future directions. It 

is hoped that, when validated, the FisioQuest app can offer an 

effective tool for improving patients' self-management and 

quality of life in the treatment of chronic pain. 

Keywords - chronic pain; fibromyalgia syndrome; mobile 

app; gamification. 

I.  INTRODUCTION 

Chronic primary pain is defined by the International 
Association for the Study of Pain as pain in one or more 
anatomical regions that [1] persists or recurs for more than 3 
months and is associated with significant emotional distress 
(e.g., anxiety, anger, frustration, or depressed mood) or 
significant functional disability (interference in activities of 
daily life and participation in social roles), and the symptoms 
are not better accounted for by another diagnosis [2]. 

Chronic pain causes significant physical and emotional 
repercussions for the patient, as well as socio-economic 
consequences with extended periods of work absenteeism. 
Consequently, it has a huge negative effect on the lives of 
patients and their families, as well as having an important 
economic impact on society [13]-[16]. In Portugal, its 
prevalence exceeds 30% in the adult population [3]. 

The limited efficacy of pharmacotherapy in treating 
chronic pain and the long-term side effects of these 

pharmacological treatment options [2][4][5] motivate the 
search for new techniques and therapeutic approaches. 

Among the non-pharmacological measures, which the 
guidelines emphasize should be the foundation of the 
therapeutic approach to chronic pain [3], are, among others, 
physical exercise, patient education about their condition, 
and psychotherapeutic intervention through Cognitive-
Behavioral Therapies (CBT), the latter being cited as having 
a strong level of evidence by the American Society of 
Anesthesiologists [3]. 

Currently, technology influences all facets of modern 
society and is set to revolutionize healthcare in the future. 
The use of new technologies is growing in health 
communication for health promotion, disease prevention and 
health care delivery [6]. The COVID-19 pandemic has 
expedited the digitization of healthcare, fostering the 
development and implementation of telehealth 
methodologies, including remote medical consultations, 
home hospitalization, and remote monitoring of vital signs. 

The global trend of increasing information and 
communication technology usage in healthcare enhances 
public health and well-being. These technologies have taken 
various forms, such as software applications, mobile apps, 
digital sensors, immersive virtual reality equipment, and 
other therapeutic interventions. 

With the substantial rise in mobile device usage in recent 
years, mobile application-based treatment options have 
become increasingly prevalent. While the empirical 
validation of such app-based programs is still pending [4], 
they hold potential for empowering patients to independently 
manage their pain, thereby reducing the likelihood of relapse. 

A recent systematic review and meta-analysis on mobile 
application-based interventions for chronic pain patients has 
been published [4]. The final sample comprised twenty-two 
studies, with a total of 4679 individuals. The results suggest 
that apps-based treatment can be helpful in reducing pain, 
especially in the long-term [4]. Thus, we understand that 
mobile applications can be a powerful tool to assist patients 
and healthcare professionals in the approach and treatment of 
Chronic Pain. This can be achieved through better perception 
of pain evolution throughout the day, the effect of 
medications and their side effects, the impact of the disease 
on daily living activities and the patient's professional life, 
sleep quality, and physical exercise performance. In addition 
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to potentially improving the patient's quality of life, it allows 
for the optimization of communication and the relationship 
between doctor and patient, with evident benefits for all. 

Fibromyalgia Syndrome (FMS) is a rheumatic disorder 
characterized by chronic widespread pain often associated 
with fatigue unrefreshed sleep and cognitive difficulties 
[6][7]. FMS is a common syndrome in the general 
population, reaching a prevalence of 2–3% worldwide [8]. It 
is a debilitating condition that impairs quality of life, 
increases health care utilization, impairs work productivity 
and daily activities [6]. 

Despite the acquired perception regarding the importance 
of mobile applications in assisting patients in managing their 
illness, little is known about persons with fibromyalgia use 
mobile apps for health-related purposes [6]. Demonstrating 
the relevance of the topic, in the last decade, we have 
observed the development of mobile applications specifically 
for patients with fibromyalgia, such as Fibroline [9] and 
Profibro [10]. Studies have been published analyzing the 
outcomes of using these applications in promoting self-care, 
monitoring symptoms, and improving quality of life [9][10]. 

A cross-sectional survey was recently published, 
analyzing the use of mobile apps among persons with 
fibromyalgia [11], concluding that approximately two-thirds 
of the sample used mobile apps. The results showed that ease 
of use and the fact that the apps were free were essential 
factors for their utilization. 

On the other hand, reasons for discontinuing use included 
issues with privacy, the effort required, lack of interest, and 
lack of perceived quality [11]. Other reasons for app nonuse 
were lack of awareness and lack of knowledge on how to use 
them, indicating that disseminating information about apps 
and addressing other barriers, such as providing user support, 
are critical to increasing uptake [11]. 

Miro et al. [12] published a preliminary evaluation of a 
mobile-app-delivered, Cognitive Behavioral Treatment 
(CBT)-based intervention in helping adults self-manage 
fibromyalgia symptoms. The study included a total of 100 
adults with FMS which were given access to the digital 
treatment program and downloaded the app. Pain severity, 
anxiety symptoms, depression symptoms, fatigue, and sleep 
quality were assessed. Data showed significant 
improvements in pain severity (p = 0.007, d = 0.43), anxiety 
(p = 0.011, d = 0.40) and depressive symptoms (p = 0.001, d 
= 0.50) from pre-treatment to post-treatment. 

This paper aims to further explore the potential of mobile 
applications in the treatment of chronic fibromyalgia pain, by 
implementing new gamification approaches through the 
development of an application called FisioQuest. The goal is 
to enhance patient engagement, encouraging and rewarding 
their continuous use of the application. To achieve these 
objectives, it is essential to identify and understand the 
specific requirements for developing such a mobile 
application. In the following section, the process and criteria 
used to determine these requirements are described in detail. 

The article is structured as follows: In Section II, the 
requirements analysis for the FisioQuest application is 
detailed, outlining both functional and non-functional 
requirements. Section III defines specific use cases to guide 

the application's design. Section IV discusses the application 
design, including the choice of the Flutter framework and the 
creation of mockups. Finally, Section V addresses the 
integration of gamification elements to enhance user 
engagement and outlines plans for usability testing and a co-
design process with end-users. 

II. REQUIREMENTS ANALYSIS 

The requirements for the development of the mobile 
application were determined following a literature review 
and analysis of case studies [17]-[19]. The research focused 
on identifying the functionalities and features most valued by 
patients and most effective in clinical practice. The main 
points of interest included symptom monitoring techniques, 
interventions based on physical and mental exercises, and the 
impact of gamification on treatment adherence. In addition to 
the scientific literature, existing mobile applications aimed at 
managing chronic pain were analyzed. This analysis made it 
possible to identify best practices and the most successful 
features in terms of effectiveness and engagement, without 
the need for direct interactions with end users. 

Considering this analysis and the application's target 
audience, the following functional and non-functional 
requirements were defined. 

A. Functional Requirements 

• Pain report: Allow users to report, at any time, the 
presence of pain, indicating the location and level of 
pain on a 0-10 scale. 

• Healthcare specific pages: The application should 
represent the three types of healthcare professionals 
who interact with fibromyalgia patients, namely: 
physicians, nurses and physiotherapists. 

• Physician's page: Monitor and record the medication 
taken daily by the patient. 

• Nurse's page: Record and monitor the patient's 
weight and blood pressure. 

• Physiotherapist's page: Recommend suitable 
physical exercises for fibromyalgia patients and 
verify their accomplishment. 

• Morning/evening questionnaires: Display morning 
and evening questionnaires on the main page; collect 
and store user responses for ongoing monitoring. 

• Streak system: Implement a streak system to record 
consecutive days of app utilization and notifies users 
of their current streak status and daily goals. 

• Streak rewards: Allow users to redeem the reward 
after completing a streak. 

• User profile: Display average daily pain statistics in 
graphical format. 

B. Non-Functional Requirements 

• Usability: The interface should be intuitive, using 
basic icons and a minimalist design to reduce 
cognitive load for FMS patients. Navigation should 
be simple, allowing quick access to main sections. 

33Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-204-3

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

HEALTHINFO 2024 : The Ninth International Conference on Informatics and Assistive Technologies for Health-Care, Medical Support and Wellbeing

                            41 / 64



• Engagement: Integrate push notifications to remind 
users of daily tasks and rewards. Use gamification 
elements to keep users engaged and motivated. 

• Performance: The application should load promptly 
and respond effectively to user interactions. 

• Security and privacy: User data must be protected, 
ensuring compliance with General Data Protection 
Regulation (GDPR). 

• Reliability: The application must minimize crashes 
and service interruptions. In case of network failure, 
data must be temporarily stored on the device and 
synchronized once the connection is restored. 

• Compatibility: The application should be compatible 
with major mobile operating systems (iOS and 
Android), screen sizes and resolutions. 

III. USE CASES 

In order to prototype the user interface, it is important to 
clearly identify the use cases for the FisioQuest application. 
To this end, six use cases were defined: 

• Pain report - After experiencing an outbreak of pain, 
the patient opens the pain reporting page. The user 
selects the location of the pain (from a list) and rates 
the pain on a scale of 0 to 10. The data is stored in 
the database and can be viewed in the user's profile 
in the form of a daily pain graph. Over time, the user 
and their healthcare provider can track pain patterns 
and adjust treatments accordingly. 

• Daily medication check - A user opens the Physician 
page to check their medication plan for the day. The 
page displays a list of medications with checkboxes 
next to each one. As the user takes their medication, 
he/she ticks the checkboxes, and the app records the 
intake. This information is then synchronized with 
the main screen, showing the “Physician” task as 
completed for the day. 

• Performing an exercise - The user navigates to the 
physiotherapist's page, where he/she is presented 
with the list of daily exercises that have been 
prescribed. Each exercise includes a short 
video/image and notes on how to properly perform 
the exercise. The user completes the exercise and 
marks it as finished. The application records the 
completion and updates the streak counter. 

• Daily questionnaires - In the morning and evening, 
the user is notified to fill in the daily questionnaires. 
The Morning Questionnaire asks about the user's 
sleep quality and morning pain levels, while the 
Evening Questionnaire asks about general daily pain 
and how he/she felt throughout the day. The answers 
are recorded and stored in the database, providing 
data for monitoring symptoms and identifying 
potential triggers or patterns. 

• Health monitoring - On the Nursing page, users can 
record their daily weight and blood pressure. They 
should also mark the daily tasks they have been 
prescribed, such as “Bathing”, “Making the bed”, 
among other activities. This information is stored in 

the database. Healthcare professionals will be able to 
observe how weight and blood pressure vary and 
correlate with pain levels and medication adherence. 

• Rewards system - After keeping a series of daily 
tasks completed for a predefined number of 
consecutive days, the user receives a notification 
about their reward. The user can navigate to the 
rewards section and choose to schedule a 
teleconsultation with a healthcare professional. 

IV. APPLICATION DESIGN 

Following the definition of the functional and non-
functional requirements, and identifying the use cases, the 
process of designing the FisioQuest application began by 
choosing the framework to be used for its development. 
Considering the non-functional requirements, it was decided 
to adopt the Flutter framework, which guarantees, among 
other advantages: the ability to develop a single code base 
for multiple platforms, such as Android and iOS; the creation 
of intuitive, visually rich and pleasant user interfaces; high 
application performance, allowing for fast and responsive 
navigation/interaction. 

A. Application Mockups 

 

Figure 1.  Mockups of the FisioQuest mobile application. 

To be able to preview the layout and test the functionality 
of the application, wireframes and detailed mockups were 
created which served as models during the development 
process. The mockups of the main screen of the FisioQuest 
mobile application are illustrated in Figure 1. 

Below is a brief description of the key screens of 
FisioQuest application: 

a) Login page: User authentication page. 

b) Main page: Provides quick access to main features. 

c) Morning / Evening Questionnaire: Prompts users 

with questions about sleep quality / morning pain (morning) 

and daily pain levels and overall condition (evening). 

d) Physician Page: Allows drug schedules tracking. 

e) Nursing Page: Allows users to record their daily 

weight and blood pressure levels. 
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f) Physiotherapist Page: Provides videos, images and 

notes to assist users in performing their daily exercises. 

g) Pain Reporting Page: Allows users to report their 

pain levels and locations. 

h) User Profile Page: Displays user pain statistics. 

i) Main Page: Allows users to see their streak status. 

j) Reward Page: Allows users to claim a reward by 

scheduling a teleconsultation. 

k) Notification: Notifies users of pending activities. 

B. Integrated Gamification Elements 

To encourage user participation and engagement, 
gamification elements have been integrated into the app. The 
streak system promotes daily use by tracking usage on 
consecutive days and notifying users about current streak 
status and daily goals. When a streak is completed, users can 
redeem the reward. To make the rewards truly attractive, 
patients can schedule teleconsultations with health 
professionals from the Chronic Pain Unit. Instant feedback is 
given on the user's progress (adherence to medication, 
reporting of symptoms, physical exercise), thus seeking to 
reinforce positive behavior. The daily questionnaires 
(morning and evening) act as regular checks, promoting self-
reflection and continuous monitoring of symptoms. 

V. CONCLUSION AND FUTURE WORK 

Previous studies have pointed to a reduction in pain 
intensity and an improvement in associated symptoms, such 
as anxiety and depression, whenever the use of mobile 
applications was promoted in the approach to chronic pain 
treatment. The reduction in symptoms with the use of mobile 
apps can be attributed to the combination of various 
functionalities, such as performing the recommended 
physical exercises, better psychotherapeutic support, and 
improving the quality of data on the patient's condition by 
continuously monitoring symptoms. These elements are 
especially important for FMS patients, who often face 
difficulties in maintaining a self-care routine due to pain and 
fatigue. It is therefore vital that patients make continued use 
of the app, and gamification can be a crucial factor. 

This paper presents FisioQuest, a mobile app (under 
development) that incorporates gamification elements to 
increase patient engagement and facilitate the self-
management of pain. The app aims to offer an accessible and 
convenient solution to complement traditional treatments, 
reducing the need for pharmacological interventions and 
their long-term side effects. Additionally, continuous 
symptom monitoring and recording can enable faster, more 
effective, and personalized interventions. 

The application should initially be subjected to usability 
tests using the System Usability Scale (SUS) to assess the 
ease of use of the app and the overall user experience. After 
the usability testing, a co-design process will be initiated to 
further enhance the application. This phase will involve the 
participation of end-users, who will be invited to engage in 
tests and interviews. Their feedback and insights will play a 

crucial role in refining the application, ensuring that it meets 
the needs and expectations of its users effectively. This 
would be followed by validation through a controlled study, 
to verify whether the benefits observed were the result of 
placebo effects or the initial motivation of the participants. 
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Abstract—This paper explores the transformative role of Artificial 

Intelligence (AI) and informatics in healthcare, focusing specifically 

on advancements in diagnostics, personalized treatment strategies, 

data security, and regulatory frameworks. AI has significantly 

improved patient management and treatment outcomes through 

applications such as predictive analytics, AI-driven genomics, and 

enhanced diagnostic imaging. The study also discusses key challenges 

in data privacy, the ethical implications of AI, and the integration of 

these technologies within healthcare infrastructure. Future 

directions highlight the potential of AI in genomics, telemedicine, and 

drug discovery, underscoring the need for robust frameworks to 

guide ethical and safe implementation. 
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I. INTRODUCTION 

 

Artificial Intelligence (AI) is revolutionizing healthcare by 

enhancing diagnostic accuracy, optimizing treatments, and 

supporting overall patient care. Leveraging large datasets, AI 

applications offer new insights into patient conditions, aiding 

healthcare professionals in predictive analysis and clinical 

decision-making. For instance, AI algorithms have been used to 

predict cancer treatment outcomes, assess cardiovascular risks, 

detect diabetic retinopathy in imaging, and even forecast disease 

progression in chronic conditions [1]. The broad application of AI 

in healthcare illustrates its potential to analyze both structured and 

unstructured data, providing crucial support in improving patient 

outcomes across diverse domains. This study examines the 

transformative role of AI in healthcare, focusing primarily on its 

impact on diagnostics, personalized treatment, and healthcare 

informatics. Specifically, it explores how AI-driven data analysis 

can identify and prevent healthcare issues proactively and how AI 

applications enhance patient care through improved diagnostics, 

treatment personalization, and operational efficiency in healthcare 

systems. The study also discusses AI's integration into electronic 

health records, health information exchange, and clinical decision 

support systems. Future directions highlight areas such as AI’s 

potential in genomics for precision medicine. Data from medical 

records, wearable devices, and diagnostic imaging tools offer 

comprehensive insights for risk assessment, predictive analysis, 

and early intervention [1]. However, the integration of AI in 

healthcare raises significant challenges. Key concerns include 

privacy issues in managing sensitive health data, necessitating 

robust security measures to ensure compliance with regulatory 

standards [2]. Additionally, there is a critical need for interpretable 

AI models that healthcare providers and patients can easily 

understand, fostering trust and accessibility. 

The remainder of this paper is organized as follows. Section 

II discusses the role of AI in diagnostics and personalized 

treatment. Section III explores the integration of informatics in 

modern medical support, particularly focusing on electronic 

health records, health information exchange, and clinical 

decision support systems. Section IV examines the benefits of 

AI, while Section V delves into challenges and ethical 

considerations. In Section VI, real-world applications of AI are 

highlighted through a case study; Section VII reviews policy and 

regulatory implications. Section VIII presents future directions, 

including advancements in genomics, telemedicine, and drug 

discovery. Finally, Section IX provides concluding remarks. 

 

II. THE ROLE OF AI IN HEALTHCARE 

 

A. Diagnostics 

      Advancements in artificial intelligence have significantly 

improved the accuracy and efficiency of diagnostics, particularly 

in medical imaging. AI algorithms are now used extensively in 

various imaging modalities, including X-ray, Computed 

Tomography (CT) scans, and Magnetic Resonance Imaging 

(MRI), where they help detect conditions such as fractures, 

tumors, and neurological disorders. Esteva et al. [3] highlighted 

AI's effectiveness by demonstrating how AI systems can 

diagnose skin cancer with accuracy comparable to 

dermatologists, identifying abnormalities that may be 

overlooked by human observation [3]. AI tools such as Aidoc 

and Zebra Medical Vision assist radiologists by pre-screening 

images for potential issues, thus speeding up the diagnostic 

process and allowing for quicker interventions. 
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      In addition to these applications, specific software solutions 

have been developed to enhance image quality and aid in 

diagnosis. For example, DeepMedic is used for tumor 

segmentation in MRI, and VoxelMorph improves MRI image 

registration, which is crucial for comparing images taken over 

time to monitor disease progression. Similarly, in CT imaging, 

V-Net is used to enhance segmentation accuracy, particularly in 

detecting lung and liver cancers. The combination of advanced 

algorithms with imaging modalities like CT scans and MRIs 

ensures that complex issues, such as cancer and neurological 

disorders, can be identified more accurately and efficiently than 

with traditional methods [1]. These AI-powered tools illustrate 

the transformative role of AI in diagnostics, contributing to 

improved patient outcomes and optimized clinical workflows. 

    

B. Personalized Treatment 

      AI technology has enabled the development of highly 

individualized treatment plans by analyzing vast datasets, 

including genetic information and lifestyle factors. For instance, 

in oncology, AI-driven platforms like IBM Watson for 

Oncology and Foundation Medicine analyze clinical literature, 

patient medical records, and genetic profiles to recommend 

targeted therapies based on each patient’s unique genetic 

mutations. AI methods have shown promise in predicting 

chemotherapy response and tailoring treatment strategies to 

minimize side effects, enhancing the effectiveness of treatments. 

By employing precision medicine techniques, healthcare 

providers can reduce adverse reactions while improving overall 

outcomes [2]. 

In cardiology, AI helps predict patient responses to 

medications based on genetic and lifestyle data, allowing for 

adjustments that optimize treatment efficacy and reduce the risk 

of complications. Studies have shown that using AI for 

pharmacogenomic analysis—identifying genetic markers 

associated with medication responses—enables the 

personalization of treatments for chronic conditions like 

hypertension and diabetes [4]. These AI-driven advancements in 

personalized treatment highlight the power of data analysis in 

tailoring therapies, leading to safer, more effective healthcare. 

III. INFORMATICS IN MODERN MEDICAL SUPPORT 

 

A. Electronic Health Records (EHRs) 
      Electronic Health Records (EHRs) have transformed 

healthcare operations by providing immediate access to 

comprehensive patient data, improving decision-making and 

patient outcomes. AI integration into EHR systems enhances these 

benefits by enabling predictive analysis and early detection of 

health risks. For example, AI models analyze patient history and 

lab results to predict potential complications for patients with 

chronic illnesses, such as diabetes or heart disease, allowing 

providers to intervene early. A study demonstrated how AI-

enhanced EHRs can reduce human error in record-keeping by 

flagging abnormal results or highlighting patient histories that may 

need closer monitoring [1]. Some AI-powered EHR platforms, 

such as Epic Systems and Cerner Health, now incorporate machine 

learning algorithms to support personalized care 

recommendations, streamline workflows, and reduce manual data 

entry errors. 

 

 

 

B. Health Information Exchange (HIE) 

      Health Information Exchange (HIE) systems facilitate the 

secure sharing of patient data across various healthcare 

providers, ensuring continuity of care regardless of geographic 

or institutional boundaries. AI's role in HIE's includes data 

standardization, which is essential for making patient 

information usable and comparable across systems. AI-driven 

platforms like MedRec use blockchain and machine learning to 

secure and streamline data exchange between providers, 

improving the availability of real-time patient information. 

Obermeyer and Emanuel [5] emphasized that such 

interoperability allows physicians to access comprehensive 

patient histories, reducing duplicate tests and unnecessary 

treatments. Moreover, AI-enhanced HIEs improve data retrieval 

speeds, enabling providers to make faster, data-driven decisions, 

particularly in emergency or critical care settings. 

 

C. Clinical Decision Support Systems (CDSS) 

Clinical Decision Support Systems (CDSS) utilize AI to 

provide healthcare providers with intelligent, data-driven 

insights to aid in diagnosis and treatment planning. AI-powered 

CDSS tools, such as IBM Watson Health and MDClone, offer 

diagnostic suggestions based on the latest clinical research, 

patient-specific data, and real-time analysis of current 

symptoms. For instance, these systems can analyze a patient’s 

symptoms and suggest potential diagnoses or flag treatments that 

may cause adverse reactions based on the patient’s medical 

history. Such tools are precious in complex cases where multiple 

comorbidities are involved, as they help providers consider a 

broader range of diagnostic possibilities and treatments. 

According to studies, AI-driven CDSS systems have improved 

diagnostic accuracy rates by up to 30%, helping to reduce 

misdiagnosis and ensure that patients receive appropriate and 

timely care [1]. 

IV. BENEFITS OF AI AND INFORMATICS IN HEALTHCARE 

 

A. Improved Accuracy and Efficiency 

      The precision with which AI can interpret massive datasets 

minimizes human error significantly. AI-driven technologies 

evaluated radiological data more quickly than human radiologists 

in research by Jiang et al. (2017), and they achieved accuracy rates 

of more than 90% [4]. This accuracy and speed contribute to 

improved diagnostic results and more effective workflow in the 

healthcare industry. The accuracy rates of several AI-driven 

diagnosis systems for imaging tests, including MRIs, CT scans, 

and X-rays, are contrasted in the following graph. AI constantly 

performs better than human diagnosis, which improves the early 

identification of serious illnesses like cancer. 

 

B. Enhanced Patient Outcomes 

      Artificial Intelligence (AI) and informatics technologies 

significantly improve patient outcomes by enabling early disease 

detection, personalized treatment plans, and real-time monitoring. 

AI-driven tools facilitate earlier identification of diseases, as 

demonstrated in cancer diagnostics. For example, the Google 

DeepMind algorithm has been used in clinical settings to detect 

early signs of breast cancer in mammograms with greater accuracy 

than human radiologists, allowing for earlier intervention and 

improved survival rates [4]. 
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          Figure 1. Comparison of Diagnostic Accuracy: Human vs AI. 

      In managing chronic diseases, AI has shown positive results, 

particularly in diabetes care. AI-enhanced Continuous Glucose 

Monitoring Systems (CGMS), such as those integrated with 

platforms like Dexcom and Medtronic Guardian Connect, help 

patients with diabetes by providing continuous, real-time 

glucose monitoring. These systems predict blood glucose trends 

based on historical data and activity levels, allowing patients and 

caregivers to make timely adjustments in insulin dosages, 

thereby reducing hypoglycemic events by as much as 40% and 

improving long-term HbA1c levels [6]. 

      Furthermore, AI applications in heart disease management 

have improved outcomes by predicting patient risk of cardiac 

events. Platforms like HeartFlow use AI-based image analysis to 

assess coronary artery blockages non-invasively, which aids 

cardiologists in treatment planning. Studies indicate that using 

such AI tools has reduced unnecessary invasive procedures by 

up to 30%, allowing patients to receive optimal care while 

minimizing risk [4]. By facilitating personalized, real-time 

healthcare interventions, AI continues to play a pivotal role in 

enhancing patient outcomes across various conditions. 

            TABLE I. COST SAVINGS IN HEALTHCARE DUE TO AI. 

Country/Region Healthcare 

Sector 

AI 

Application 

Area 

Estimated 

Cost 

Savings 

(in 

billions 

USD) 

Primary Sources 

of Savings 

United States Diagnostics Imaging & 

Radiology 

15 Reduced 

misdiagnosis, 

faster diagnostic 

workflows 

Europe Chronic 

Disease 

Management 

Predictive 

Analytics 

10 Fewer 

hospitalizations, 

preventive 

management 

Asia-Pacific Personalized 

Treatment 

Oncology 8 Reduction in 

adverse 

reactions  

North America Operational 

Efficiency 

Hospital 

Resource 

Planning 

7 Optimized 

staffing, 

reduced 

downtime 

Global Drug 

Discovery 

Pharmaceutical 

Development 

20 Shortened R&D 

timelines, 

decreased 

overhead 

 

C. Cost Reduction 

      AI and informatics can help reduce healthcare costs by 

streamlining operations, reducing the need for unnecessary tests 

and procedures, and improving resource allocation. This 

efficiency can lead to significant cost savings for healthcare 

providers and patients. The table below demonstrates the cost 

savings achieved in various areas of healthcare through AI 

implementations. These figures are based on industry reports 

and studies highlighting the economic benefits of using AI in 

diagnostics, predictive analytics, and personalized treatment. 

Table I summarizes the estimated cost savings across 

different areas of healthcare where AI has been implemented. 

The industry research and studies data highlight how AI helps 

streamline processes and reduce costs [7]. 

V. CHALLENGES AND ETHICAL CONSIDERATIONS 

      While artificial intelligence has the capacity to revolutionize 

healthcare, it also introduces considerable obstacles and ethical 

quandaries. A key issue is data security and privacy. In 2015, a 

significant cyberattack targeted Anthem Inc., a leading U.S.-

based health insurance provider headquartered in Indianapolis, 

Indiana. The breach compromised the personal health 

information of approximately 79 million individuals, exposing 

names, birth dates, Social Security numbers, addresses, and 

employment information. This incident underscored the 

vulnerabilities in healthcare data security and highlighted the 

urgent need for enhanced cybersecurity measures to protect 

sensitive patient information. AI algorithms, frequently trained 

on extensive datasets, are susceptible to biases. A 2019 study 

revealed that an AI system employed by U.S. hospitals was less 

inclined to send black patients for specialist care than white 

patients despite comparable health problems. Unaddressed 

prejudices can sustain disparities in healthcare provision [8]. 

     Furthermore, the transparency of artificial intelligence 

systems becomes an additional ethical consideration. Numerous 

AI models function as "black boxes," complicating the 

comprehension of decision-making processes for healthcare 

providers and patients. Ensuring the interpretability and 

explainability of AI tools is essential for preserving trust in the 

healthcare system. The European Union's General Data 

Protection Regulation (GDPR) underscores the "right to 

explanation," requiring that patients be informed about the 

processes underlying AI-driven decisions in their healthcare. 

Healthcare practitioners must implement stringent data 

protection procedures and promote transparent, equitable AI 

systems that respect patient rights and ethical standards.  

     Real-world applications of AI and informatics in healthcare 

demonstrate their transformative potential. Case studies 

showcasing successful implementations can provide valuable 

insights and best practices for other healthcare organizations 

looking to adopt these technologies. 

Case Study: AI in Closed-Loop Continuous Glucose Monitoring 

Systems (CGMS): 

      Developing Closed-Loop Continuous Glucose Monitoring 

Systems (CGMS) has been one of the most revolutionary uses of 

AI in healthcare. By combining AI-driven insulin pumps with 

continuous glucose monitoring, these devices create an 

"artificial pancreas" that automatically regulates insulin levels. 

Artificial intelligence algorithms forecast blood glucose levels 

several hours in advance by utilizing CGMS data as well as 

outside variables like physical activity and meal consumption. 

By examining past data and trends, the AI system can maximize 

insulin delivery and reduce the risk of hyperglycemia and 

hypoglycemia. AI-enhanced Continuous Glucose Monitoring 

Systems (CGMS) have significantly improved glucose 
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management for patients with type 1 diabetes globally. 

According to a study conducted in the United States and 

published in The New England Journal of Medicine by 

the Juvenile Diabetes Research Foundation, these devices 

reduced hypoglycemia incidents by up to 33% to 50%, as they 

predict glucose trends and adjust insulin delivery in real-time 

[9]. These devices assess and forecast glucose trends based on 

real-time sensor data using machine learning algorithms, which 

enables better blood glucose control and prompt treatments. 

These developments improve the quality of life for diabetic 

patients by giving them a new degree of independence and 

convenience. 

VI. POLICY AND REGULATORY IMPLICATIONS 

      Policy and regulatory frameworks that support the use of AI 

and informatics in healthcare are essential for ensuring the 

ethical and safe application of these technologies. Governments 

and regulatory agencies play a critical role in setting rules that 

guarantee patient safety, privacy, and equitable access to AI-

driven healthcare solutions. These frameworks need to address 

key concerns such as data security, transparency in AI decision-

making, and the mitigation of biases in algorithms. Regulatory 

bodies like the U.S. Food and Drug Administration (FDA) have 

already begun setting guidelines for AI technologies in 

healthcare, such as developing the Software as a Medical Device 

(SaMD) framework, which provides a pathway for the approval 

and monitoring of AI tools in clinical settings [10]. Furthermore, 

the European Union has introduced the General Data Protection 

Regulation (GDPR), which enforces strict standards for data 

privacy and security, particularly when dealing with sensitive 

healthcare data. AI systems in healthcare must comply with 

GDPR rules regarding patient consent and the right to access 

information about how AI decisions are made. These regulations 

are essential to maintaining patient trust and preventing misuse 

of personal health data. Current efforts to enhance AI regulation 

also include initiatives like the Artificial Intelligence Initiative 

Act in the U.S., which seeks to establish a national strategy for 

AI and provide funding for research into AI ethics and safety 

[11]. Similarly, the European Union’s Artificial Intelligence Act 

aims to establish a risk-based framework to regulate AI, with 

healthcare applications classified as high-risk, requiring 

stringent oversight and compliance with ethical standards [12]. 

      Looking ahead, policymakers must encourage innovation by 

creating regulatory sandboxes that allow AI developers to test 

and refine their algorithms in controlled environments while 

maintaining safety standards. Governments must also foster 

collaboration between public and private sectors to promote 

ethical AI development while ensuring that patient’s rights are 

upheld. By establishing robust frameworks, regulatory bodies 

can facilitate the responsible growth of AI in healthcare, 

improving patient outcomes and driving the next generation of 

medical advancements. 

VII. FUTURE DIRECTIONS 

 

A. Integration of AI and Genomics 

      The capacity to transform medicine is significant with the 

amalgamation of AI and genomics. The integration of AI in 

genomic data analysis holds the potential to reveal insights into 

the genetic origins of diseases, facilitating the development of 

personalized and precise treatment strategies for individuals. AI-

driven frameworks excel at identifying signs associated with 

diseases, enabling healthcare providers to foresee susceptibility 

to illnesses, treatment responses, and potential harmful effects. 

Artificial intelligence can be employed to discern patterns in an 

individual's genetic composition that may indicate a heightened 

risk of acquiring various cancers and other hereditary disorders, 

facilitating early preventive interventions. For instance, Visibelli 

et al. [13] highlight AI’s potential to accelerate genomic data 

interpretation and AI's role in analyzing complex genetic data to 

tailor healthcare based on individual genetic profiles. The study 

emphasizes unsupervised learning models in discovering disease 

biomarkers and advancing patient-specific treatment strategies. 

Additionally, AI in genomics possesses the capacity to optimize 

the interpretation process by conserving time and reducing 

complications. The conventional methodology for genomic 

analysis is labor-intensive. Demands specialist expertise. 

Nonetheless, AI programs can rapidly evaluate this data. Furnish 

healthcare practitioners with information that can augment 

treatment efficacy. With the increasing prevalence of genetic 

testing, the amalgamation of AI and genomics will persist in 

advancing precision medicine, yielding enhanced healthcare 

solutions customized for people worldwide. 

B. Expansion of Telemedicine 

      The expansion of AI-driven telemedicine systems is 

diminishing barriers to healthcare access for patients in urban 

and rural areas. Facilitating a beneficial transformation in the 

healthcare sector. These platforms utilize artificial intelligence 

to provide diagnostic and therapy recommendations while 

monitoring health issues. They are offering essential assistance 

to folks who may struggle to obtain timely medical care 

otherwise. Research by Keesara et al. [14]  in The New England 

Journal of Medicine discusses how telemedicine enhances 

access to healthcare services, noting that AI-driven platforms 

have reduced patient wait times and eliminated geographical 

barriers. 

      Telemedicine may leverage AI's real-time patient data 

analysis to deliver customized care plans and continuously 

assess patient health. Implement requisite modifications to 

treatments as necessary. Healthcare practitioners gain 

advantages from AI-driven telemedicine, as it reduces the 

necessity for physical visits by enabling checkups, consultations, 

and follow-up appointments. This enhances healthcare 

accessibility. Additionally, it mitigates healthcare disparities by 

delivering uniform quality care to all patients, irrespective of 

their geographical location. The expansion of telemedicine 

contributes to addressing the healthcare disparities faced by 

communities with limited access to specialized medical services. 

As telemedicine advances, AI is poised to facilitate the 

development of tools and virtual therapies, delivering equitable 

healthcare solutions to numerous persons.  

C. AI in Drug Discovery 

      AI is quickly changing how new drugs are found by speeding 

up the process of identifying drug options and forecasting their 

effectiveness accurately. Traditional methods for discovering 

drugs require a lot of work and money. It can take years to 

produce outcomes. On the other hand, AI can analyze data from 

molecular research studies and patients’ and real-life 

experiences to reveal trends and forecast which substances could 

work well against particular illnesses. For example, Google 
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introduced Alpha Missense, which assesses genetic variant 

impacts on diseases. This tool could significantly improve early-

stage drug discovery by guiding researchers to potential targets. 

A study by Tordai et al. [15] highlights AlphaFold’s applications 

in understanding protein structures and screening potential 

drugs, helping scientists quickly identify molecules with high 

therapeutic promise. Through the utilization of machine learning 

algorithms, AI has the ability to replicate systems, simulate 

interactions between drugs, and pinpoint potential candidates at 

a significantly accelerated pace compared to traditional 

techniques. Moreover, AI has the capability to enhance all 

aspects of the drug discovery process, from pinpointing targets 

to conducting trials. Its capacity extends to scrutinizing the 

composition of drugs, predicting adverse reactions, and 

pinpointing already established medications that may be 

repurposed for novel therapeutic applications. This streamlining 

potential in drug discovery could potentially bring down costs of 

development, enforce timelines, and culminate in expedited 

approvals for treatments. As artificial intelligence progresses 

further into the future, we can expect advancements in fields like 

diseases, where conventional methods of drug development have 

frequently struggled due to the intricate nature and limited 

number of patients involved. 

VIII. IMPLEMENTATION STRATEGIES 

A. Infrastructure requirements 

      Implementing AI and informatics in healthcare requires a 

robust and scalable technological infrastructure. This includes 

not only high-performance computing resources but also secure 

and flexible data storage solutions, which are critical for 

managing the vast amounts of patient data used in AI 

applications. Healthcare organizations must also ensure reliable 

and high-speed network connectivity to support real-time data 

processing and cloud-based AI solutions. Additionally, 

advanced cybersecurity measures must be put in place to protect 

sensitive patient information from potential breaches. 

Investment in scalable and interoperable systems will be 

necessary to accommodate future AI advancements and the 

growing demand for healthcare data analytics. Infrastructure 

should also be adaptable to integrate new technologies without 

disrupting ongoing operations. 

 

B. Workforce training and education 

      Integrating AI and informatics into healthcare also depends 

on equipping the workforce with the knowledge and skills to use 

these technologies effectively. Healthcare professionals need 

comprehensive training not only on the technical aspects of AI 

tools but also on the ethical and legal implications, such as 

patient data privacy and the responsible use of AI in clinical 

decision-making. Continuous education programs, including 

workshops, certification courses, and simulations, can help 

bridge the existing knowledge gap. Furthermore, 

interdisciplinary collaboration between IT experts, healthcare 

professionals, and data scientists will be crucial in ensuring the 

effective deployment of AI systems. Encouraging a culture of 

innovation and adaptability within healthcare organizations will 

also be essential for integrating these new technologies 

smoothly. Additionally, fostering collaboration between 

healthcare professionals and AI experts will ensure a smoother 

integration of AI technologies, allowing for better adoption and 

innovation. 

 

IX. CONCLUSION AND FUTURE WORK 

 
      As we have seen, the integration of informatics and Artificial 

Intelligence (AI) in healthcare leads to notable improvements in 

patient management, diagnosis, tailored therapy, and operational 

effectiveness. With predictive analytics and customized 

treatment plans, AI's accurate processing of massive datasets 

enhances diagnostic precision and allows for more 

individualized care. These innovations improve patient 

outcomes, save expenses, and streamline healthcare procedures. 

This paper presents research that demonstrates the revolutionary 

potential of Artificial Intelligence (AI) across a range of medical 

applications, such as predictive analytics, Electronic Health 

Records (EHRs), and diagnostics. AI and informatics have the 

potential to completely transform the way that healthcare is 

delivered by streamlining workflows and decision-making 

procedures and making them more accurate, patient-centered, 

and efficient. Future research in this area should focus on ethical 

issues, security concerns, and data privacy, especially as they 

relate to AI algorithms. Robust frameworks will be necessary for 

future developments in AI-driven healthcare solutions to 

guarantee accuracy, fairness, and transparency. Furthermore, as 

AI has the potential to significantly advance the fields of 

genetics, telemedicine, and drug discovery, the continued 

development of AI tools must remain focused on these real-

world uses. Looking ahead, to guarantee the practical and moral 

application of AI technology, it is critical to build solid 

partnerships between technologists, legislators, and healthcare 

professionals. AI has a bright future in healthcare, with the 

potential to increase its impact on bettering patient outcomes, 

cutting costs, and raising standards of care globally. 

                                      REFERENCES 
[1]  A. Rajkomar, J. Dean, and I. Kohane, “Machine learning in 

medicine,” The New England Journal of Medicine, vol. 380, pp. 

1347-1358, Apr. 2019, doi:10.1056/NEJMra1814259. 

[2] E. J. Topol, “High-performance medicine: The convergence of 
human and artificial intelligence,” Nature, vol. 25, pp. 44-56, Jul. 
2019, doi:10.1038/s41591-018-0300-7. 

[3] A. Esteva et al., “Dermatologist-level classification of skin cancer 
with deep neural networks,” Nature, vol. 542, pp. 115-118, Jan. 
2017, doi:10.1038/nature21056. 

[4] F. Jiang et al., “Artificial intelligence in healthcare: Past, present and 
future,” Stroke and Vascular Neurology, vol. 2, pp. 230-243, Dec. 
2017, doi:10.1136/svn-2017-000101. 

[5] Z. Obermeyer and E. J. Emanuel, “Predicting the future — Big data, 
machine learning, and clinical medicine,” The New England Journal 
of Medicine, vol. 375, pp. 1216-1219 Sep. 2016, 
doi:10.1056/NEJMp16061. 

[6] The Juvenile Diabetes Research Foundation Continuous Glucose 
Monitoring Study Group, “Continuous Glucose Monitoring and 
Intensive Treatment of Type1 Diabetes,” The New England Journal 
of Medicine, vol. 380, pp. 1464-1476, Oct. 2008, 
doi:10.1056/NEJMoa0805017. 

[7] Frost & Sullivan: Global artificial intelligence in healthcare market 
report.[Online]. Available from: https://www.frost.com/news/press-
releases/artificial-intelligence-healthcare-takes-precision-medicine-
next-level. 

[8] Z. Obermeyer, B. Powers, C. Vogeli, and S. 
Mullainathan, “Dissecting racial bias in an algorithm used to manage 
the health of populations,” Science, vol.366, pp. 447-453, Oct. 2019, 
doi:10.1126/science.aax2342. 

[9] T. Davenport and R. Kalakota, “The potential for artificial 
intelligence in healthcare,” Future Healthcare Journal, vol. 6, pp. 94-
98, Jun. 2019, doi:10.7861/futurehosp.6-2-94. 

41Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-204-3

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

HEALTHINFO 2024 : The Ninth International Conference on Informatics and Assistive Technologies for Health-Care, Medical Support and Wellbeing

                            49 / 64



[10] U.S. Food and Drug Administration: Artificial Intelligence/Machine 
Learning (AI/ML)-Based Software as a Medical Device (SaMD) 
Action Plan [Online] Available from: https://www.fda.gov. 

[11] Artificial Intelligence Initiative Act (2020):[Online] Available from: 
https://www.congress.gov/bill/116th-congress/senate-bill/1558. 

[12] European Commission: Artificial Intelligence Act: [Online] Available 
from:https://eur-lex.europa.eu/legal-
content/EN/TXT/?uri=CELEX%3A52021PC0206. 

[13] A. Visibelli, B. Roncaglia, O. Spiga, and A. Santucci, “Unsupervised 
Learning in Precision Medicine: Unlocking Personalized Healthcare 
through AI,” Applied Sciences, vol. 14, no. 20, pp. 9305, Oct. 2024, 
doi:10.3390/app14209305. 

[14] S. Keesara, A. Jonas, and K. Schulman, “COVID-19 and Health 
Care’s Digital Revolution,”  The New England Journal of Medicine, 
vol. 382, pp. e82, Apr. 2020, doi:10.1056/NEJMp2005835. 

[15] H. Tordai, O. Torres, M. Csepi, R. Padányi, G. L. Lukács, and T. 
Hegedűs, “Analysis of AlphaMissense data in different protein 
groups and structural context,” Nature, vol.11, pp. 495, Apr. 2024, 
doi:10.1038/s41597-024-03327-8. 

 

 

 

 

 

 

 

 

 

42Copyright (c) IARIA, 2024.     ISBN:  978-1-68558-204-3

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

HEALTHINFO 2024 : The Ninth International Conference on Informatics and Assistive Technologies for Health-Care, Medical Support and Wellbeing

                            50 / 64



Social Engagement Embeddings of Parkinson’s Disease through Autoencoders

Ting Xiao
Department of Information Science

University of North Texas
Denton, USA

email: ting.xiao@unt.edu

Poulomi Guha
Department of Computer Science

University of North Texas
Denton, USA

email: poulomiguha@my.unt.edu

Ali Shah Tajuddin
Department of Computer Science

University of North Texas
Denton, USA

email: alishahlnu@my.unt.edu

Abstract—Various survey tools are available to measure social
engagement, but they often suffer from infrequent measurement
and recall bias. To address this, we developed a mobile application
that estimates turn-taking in conversations and generates engage-
ment features. These features were used to create an autoencoder-
based hidden representation of individuals, which distinguishes
between Parkinson’s Disease and control subjects. The study
aims to create reduced representations to robustly compare
speaker-test outcomes with limited samples. An autoencoder
was employed to reduce the number of features related to
social engagement. This tailored assessment tool was applied
to extract 42 speaker assessment scores, which were distilled
into two-dimensional embeddings using a 9-layer autoencoder.
We compared the proposed hidden representation with Principal
Component Analysis, assessing metrics such as conversation per-
centage, turn-taking, and total pauses. These embeddings enabled
a cross-validated reconstruction of all 42 features, accounting
for 58% of the variance and were validated using multiple
classification methods, including K-Nearest Neighbors (KNN),
Support Vector Machine, Random Forest, and XGBoost. The
KNN model, using the embeddings features, achieved a 90%
macro precision score. Our results suggest that autoencoder
representations provide a concise and effective tool for the holistic
assessment of speaker behavior in limited data scenarios.

Index Terms—Autoencoder; Parkinson’s Disease; Hidden Rep-
resentation; Mobile Application.

I. INTRODUCTION

Communication disorders affect 5% to 10% of the US popula-
tion [1][2]. Individuals affected by these disorders exhibit impaired
abilities in listening, speaking, writing, reading, and social interaction.
The benchmark for rehabilitation is that these individuals must
achieve the ability to communicate effectively and independently in
natural environments following hospital discharge [3]. However, the
treatment of cognitive communication issues are challenging due to
the high variability in therapeutic approaches required for different
patients. Notably, the potential disability of everyday communica-
tion effectiveness and independence termed Participation Restriction
cannot be predicted from the nature or severity of the underlying
speech or language impairment as assessed in the hospital [4][5].
Furthermore, to reduce financial expenditures, medical practitioners
should focus on most outcomes in the shortest period of time due
to the short duration of inpatient and outpatient rehabilitation. Even
after in-hospital rehabilitation, residual impairments and associated
participation restrictions are common and may last a lifetime [6],
which may result in negative social outcomes [7] and emotional
problems [8] for the person with the communication disorder. Thus, a
valid assessment for potential communicative participation restriction
is essential to augment long-term health outcomes and patient quality
of life while reducing societal costs.

Language impairment is difficult to assess in neurodegenera-
tive conditions such as Parkinson’s Disease (PD) and Alzheimer’s
Disease (AD). There have been few studies on how to measure

individuals with communication difficulties in their natural setting,
such as at home, and the evaluation methods used can be highly
diverse, such as post-hoc and point-in-time self-report scales [9][10].
As a result, bridging the gap is a significant issue for researchers.
Additionally, speech evaluations require detailed protocols and are
influenced by factors like geographic location and physician availabil-
ity. Fortunately, as technology has advanced in at-home devices, cell
phone applications to monitor speech have been developed [11][12].
Mobile phones are affordable and accessible and have enormous
potential to assess speech [13][14]. In this study, we investigated
the use of speech and language features to distinguish between PD
and control subjects and developed a mobile application designed to
easily capture these features.

Communication impairment is a prevalent symptom of PD. Re-
search demonstrates varied impacts: Lang et al. highlighted impaired
pragmatic communication in PD [15], Robinsons et al. observed
reduced spontaneity [16], and Dushanova et al. linked changes in
verb and noun usage to the disease [17]. Despite these studies,
there is no automated globally approved scale that considers speech
and language features. This gap has spurred the use of data-driven
deep learning techniques to refine speech assessment. For example,
Yeung et al.’s analysis of speech characteristics confirmed clinician
agreement on features such as word finding difficulties, which cor-
relate with the number of pauses, word duration, and syntactic com-
plexity—key indicators of language impairment [17][18]. Orozco-
Arroyave evaluated nonlinear dynamics features and showed that
up to 76.81% accuracy could be achieved using the utterance of
vowels [19]. Berus et al. achieved an accuracy of 86.47% by apply-
ing multiple feature selection processes and proposed feedforward
artificial neural networks to classify PD [20]. Additionally, Tsanas
et al. developed a machine learning model integrated system that
assesses both PD subjects and the quality of their speech [21]. These
studies indicate the potential of using deep learning algorithms to
assist clinicians in accurately diagnosing PD. In this essence, we
adopted a data-driven approach by extracting speech and language
features to accurately identify PD.

Clinicians rely on a variety of clinical measures, many of which are
collected by automated systems and used for judgment. However, the
abundance of individual metrics can create challenges in synthesizing
information and drawing clear conclusions. To overcome this issue,
lowering the size of the data and developing summary metrics
can help. Conventional strategies for reducing dimensions include
Principal Component Analysis (PCA) [22] and Linear Discriminant
Analysis (LDA). However, these linear approaches fail to capture the
non-linear correlations between input data, resulting in a less efficient
summary representation. Recently, neural network techniques such as
autoencoders have shown promise in learning lower representations of
high-dimensional data for natural language processing and computer
vision tasks. AutoEncoders (AEs) are neural network algorithms that
learn hidden representations of high-dimensional data [23][24].

Previous works have shown that AEs can learn meaningful hidden
representations that lead to better downstream tasks, including Ng
et al. using speech signals and demonstrated autoencoder-based
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representation to distinguish disordered speech PD [25]. In order
to correctly classify PD by accurate interpretation of the speech
and vocal data, Caliskan et al. suggested stacked autoencoder em-
beddings [26]. Gunduz et al. used a convolution neural network
with a vocal feature set to differentiate between PD and control
subjects [27]. Hoq et al. compared several models to classify PD and
control subjects. Based on a Support Vector Machine (SVM) [28]
integrated with a Principal Component Analysis (PCA) and a Sparse
AutoEncoder (SAE), the results demonstrated that the proposed SAE-
SVM model outperformed not only the PCA-SVM and standard mod-
els such as Multilayer Perceptron (MLP), XGBoost [29], K-Nearest
Neighbors (KNN), and Random Forest (RF), but also surpassed two
recent studies on the same dataset. Additionally, performance was
further enhanced by applying SMOTE for oversampling and dataset
balancing [30].

Using a data-driven approach will enhance early diagnosis and
reduce the amount of time for the diagnostic process. For this project,
we developed a prototype mobile application that simplifies the
extraction of necessary attributes. We utilized an AutoEncoder (AE)
to learn the hidden representations of subjects, classifying between
PD and control using embeddings in KNN, SVM, RF, and XGBoost.
Most importantly, we demonstrated that hidden representations could
effectively capture the full spectrum of an individual’s social partici-
pation, proving that AE is a robust method for generating meaningful
representations of individuals.

The rest of the paper is structrued as follows. In Section II, we
present the materials and methods used. The results are shown and
discussed in Section III. We conclude the work in Section IV.

II. MATERIALS AND METHODS
A. Study Design

We have four modules in this study, as shown in Figure 1. The first
two modules are designed to extract features efficiently, while the last
two demonstrate how these features can be utilized in downstream
analysis.

Figure 1. Study Design: Four modules: 1) API, 2) Mobile Application, 3)
Patient Representation Extraction, and 4) Evaluation.

1) API: We have built a web API using node.js and Google Speech-
to-Text API. This API facilitates direct feature extraction and can be
integrated with various types of applications, including web, mobile,
and desktop platforms. The API is publicly available on GitHub [31].

2) Mobile Application: To utilize the API, we have developed a
mobile application that records the audio, allowing users to extract

TABLE I
NUMBER OF SUBJECTS AND H&Y, UPDRS II-5, UPDRS III-18 SCORES

Severity Number of Subjects

H&Y
2 8
3 6
4 1

UPDRS II-5
0 7
1 6
2 2

UPDRS III-18
0 6
1 6
2 3

features directly in a structured format. The prototype of the mobile
application is illustrated in Figure 2.

Figure 2. User Interface of Mobile Application: a) (left) recorder, b) (right)
demonstration of total speaking time between two speakers.

3) Patient Representation Extraction: The extracted features were
then utilized to derive the subjects’ hidden representations. We
employed an AE approach to learn these representations.

4) Evaluation: We used the hidden representations to distinguish
between PD and controls by applying classification algorithms such
as KNN, SVM, XGBoost and RF. Moreover, we demonstrated that
these hidden representations of the subjects are distinguishable based
on their Unified Parkinson’s Disease Rating Scale (UPDRS) scores.

B. Dataset
We used a publicly available dataset from King’s College London

(KCL) [32], with audio recordings made using a Motorola Moto G4
smartphone. This dataset includes assessments such as the Hoehn
and Yahr (H&Y) scale, UPDRS III-18, and UPDRS-II-5 scores.
H&Y indicates PD progression stages: ‘2’ for unimpaired bilateral
movements, ‘3’ for postural impairment, and ‘4’ for needing assis-
tance with regular activity [33]. The UPDRS III-18 score, assessing
the motor examination of speech, ranges from ‘0’ (normal), ‘1’
(slight loss of dictation), to ‘2’ (moderately impaired) [34][35]. The
UPDRS II-5 score evaluates daily speech, where ‘0’ is normal and
higher scores indicate increasing severity. The study comprised 15 PD
subjects and 21 control subjects. The distribution of patients across
H&Y and UPDRS is detailed in Table I.
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Figure 3. 9-layered stacked autoencoder architecture. Encoder and decoder
both consist of 3 fully connected layers and one drop out layer.

C. Feature Extraction
Using our API [31], we extracted a total of 42 features as listed

below, focusing on speaker segmentation and conversation dynamics.
• Total time of each speaker with all the pauses
• Total pause time during a conversation
• Gap between the turns
• Continuous repeating word
• Percentage of speaking time in the conversation
• Total turns
• Total unique words
• Average word length
• Percentage of total first half speaking time
• Percentage of total last half speaking time
• Total conversation duration between 2 people
Additionally, we quantified each Part Of Speech (POS) in the

conversations [36] utilizing the Python Natural Language ToolKit
(NLTK) [37].

D. Autoencoder Architecture
We proposed a 9-layer stacked AE, depicted in Figure 3, featuring

a fully connected architecture. The AE comprises three main parts: an
encoder, a decoder, and a middle code representing the hidden layer.
The encoder consists of an input layer, followed by a second layer
with 100 neurons, a dropout layer set at 0.1, and a third layer with
30 neurons. The decoder mirrors the encoder in reverse order, aiming
to reconstruct the original input at the output layer. The middle layer
is fixed at 2 neurons, serving as the hidden representation.

For each subject, we extracted two-dimensional hidden represen-
tations. To standardize these embeddings, we normalized the PD
subjects’ data relative to the control group by calculating the mean
and standard deviation for each dimension among the controls and
adjusting the PD values using the following equation:

AE scaledPD = (Mean(AEcontrol))− (AEPD/std(AEcontrol))

E. Hyperparameter Tuning
To optimize the hyperparameters of the AE, we employed a

grid search strategy. We tested various neuron counts for the first
dense layer (64, 96, 100, 128) and the third dense layer (8, 10,
16, 20, 24, 30, 32) in the encoder. In the decoder, the layers were
structured with the same number of neurons as the encoder but in
reverse order. Rectified Linear Unit (ReLU) and tanh were applied in
hidden layers as activation functions and different learning rates (0.1,
0.01 and 0.001) were explored. After the grid search, we chose the
hyperparameters that captured the most variance, as listed in Table II.

TABLE II
HYPERPARAMETERS OF AE

Layers Units Activation Functions
Encoder Input Layer 42

Dense Layer 100 tanh
Dropout 0.1
Dense Layer 30 tanh

Code Dense 2 tanh
Decoder Dense Layer 30 tanh

Dropout 0.1
Dense Layer 100 tanh
Output Layer 42 linear

Figure 4. Reduced dimension vs variance. AE captures more variance than
PCA.

F. Classification Models
For comparisons, we employed traditional classifiers including

KNN, SVM, RF and XGBoost algorithms. These algorithms were
fed with two sets of AE hidden representations, raw features, and
two-dimensional PCA features to classify PD versus control subjects.
All data were scaled using min-max scaling. Hyperparameters were
selected via a grid search conducted on the raw 42 features, and
these parameters were then applied consistently across all models.
Model performance was assessed using 5-fold cross-validation, and
we reported the average validation results from the 5 folds.

III. RESULTS AND DISCUSSION
Figure 4 illustrates the variance, explained by the trained AE

compared to PCA, clearly showing that AE captures more variance.
For downstream analysis, we took our 2 hidden representations
generated by the encoder and applied normalization to the PD
embeddings based on the control subject embeddings. Then, we
classified these embeddings using KNN, XGBoost, RF, and SVM
algorithms. Figure 5 compares the accuracy of three data modalities
across four classifiers and Figure 6 shows the 2D embeddings with
UPDRS-III-18 scores, while the mean macro precision, recall, and
F1-scores from a 5-fold validation are reported in Table III.

The aim of this study is to enhance insights into conversations
via our mobile application, particularly for individuals with speech
impairments who need monitoring of their social engagement. The
feature extraction API leverages the Google speech recognition sys-
tem to extract 42 features [38], which are readily accessible through
our mobile application designed for two-speaker settings, given the
dataset constraints.

Utilizing these features, we developed an AE that captures more
variance than PCA. The hidden representations extracted from the
AE were used in downstream analysis, showing a significant im-
provement in classification accuracy for PD versus control subjects,
with KNN achieving a 90% macro precision. XGBoost and RF also
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Figure 5. Mean accuracy comparisons using PCA (blue), AE (green), and
raw (red) features.

Figure 6. Autoencoder hidden representation visualization for control (blue)
and PD (green) with UPDRS-II-5 rating.

showed notable improvements using AE features, although raw-SVM
outperformed both AE and PCA. This is because KNN, XGBoost,
and RF benefit from the noise reduction and complex pattern repre-
sentation in the transformed space. SVM, however, performed better
with the original features, likely due to its effectiveness in using
simpler, direct features for maximizing class separation.

Furthermore, in Figure 6, the hidden representations of three
patients, who are close to controls and in the early stages according to
the H&Y, UPDRS II-5, and UPDRS III-18 scales, were misclassified

TABLE III
MEAN MACRO PRECISION, RECALL AND F1 SCORE COMPARISONS

Model Features Macro precision Macro recall Macro F1

KNN
AE 0.90 0.80 0.80
RAW 0.26 0.40 0.32
PCA 0.45 0.53 0.47

XGBoost
AE 0.81 0.76 0.75
RAW 0.66 0.62 0.62
PCA 0.67 0.61 0.57

Random
Forest

AE 0.76 0.73 0.72
RAW 0.62 0.55 0.54
PCA 0.62 0.60 0.54

SVM
AE 0.48 0.50 0.48
RAW 0.57 0.54 0.52
PCA 0.56 0.55 0.50

as controls by the classification algorithms. This misclassification
suggests that their communication skills may not be significantly
affected. Additionally, the existing rating systems vary from one to
another. For instance, there are seven subjects at stage 0 according
to UPDR II-5, but only six according to UPDRS III-18. To address
these inconsistencies, we propose using an AE to develop a unified
scaling system for assessing subjects. A limitation of this study
is the small sample size and the use of control subjects’ hidden
representations as a baseline for scaling. With a larger dataset,
we could directly establish a scale that more accurately evaluates
communication skills. This pilot study demonstrates the utility of
embeddings in distinguishing PD from control subjects, with less
severe PD cases tending to cluster closer to controls, as depicted in
Figure 6.

Although several previous studies have tried to distinguish be-
tween PD and control subjects using deep learning algorithms to
assist clinicians in accurately diagnosing PD, many of them are
not designed for easy integration with new environments or for
extracting features from different datasets. Our proposal includes
an application and a versatile API that can be integrated into any
platform, offering clinicians deeper insights into patient conversations
and social interactions. In the future, with greater data availability,
we can develop more accurate models for predicting the severity of
communication impairments.

IV. CONCLUSION

In this paper, we have developed a user-friendly application that
extracts features from interactive conversations. We then introduced
an AE-based model that generates reduced representations of individ-
uals’ social engagement features. Through these hidden representa-
tions, the model enabled classification between PD and control groups
using embeddings employed by KNN, SVM, RF, and XGBoost clas-
sifiers. Our findings showed that these embeddings capture diverse
data patterns and effectively distinguish PD patients from control
subjects, demonstrating that these representations can encapsulate the
full range of an individual’s social participation. This highlights the
AE model’s value in creating meaningful representations for assessing
social engagement.

Moving forward, enhancing this model with additional conversa-
tional and multimodal features, such as gesture or facial expression
data, could further improve its accuracy and adaptability to real-world
scenarios. Such expansions would support clinicians in monitoring
PD symptoms more effectively and could potentially enable early
interventions based on real-time social interaction insights. This study
highlights the potential of embedding-based methods in healthcare,
offering a pathway toward practical, non-invasive tools that can
aid in diagnosing and managing communication disorders through
assessment of social engagement patterns.
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Abstract—This manuscript evaluates the performance of state-
of-the-art time series analysis algorithms for depression detection
on the Generalization of LOngitudinal BEhavior Modeling
(GLOBEM) dataset. We assess Time-Series Mixer (TSMixer), Cross-
former, Gated Recurrent Unit (GRU), Convolutional Neural Network
with Long Short-Term Memory (CNN_LSTM) and introduce a
novel self-developed algorithm with the goal of increasing accuracy
over the original Reorder. While these models demonstrate
robust out-of-domain generalization, they fail to surpass the
accuracy of the baseline Reorder algorithm, which was specifically
developed for in-domain analysis by the GLOBEM team. Our
findings reveal consistently low performance across all models,
suggesting limitations inherent in the dataset rather than the
algorithms themselves. We hypothesize that the dataset’s absence
of critical variables and insufficient granularity likely limits model
convergence. This hypothesis is supported by similar studies that
achieved higher accuracy using more frequent data points with
similar architecture approaches. Based on these insights, we
suggest that future studies might benefit from incorporating more
granular sensor measurements and more sophisticated data types,
such as, but not limited to, Heart Rate Variability (HRV).

Keywords-Depression Detection; Time-Series Analysis; Deep
Learning; Domain Generalization; Mental Health.

I. INTRODUCTION

It is estimated that 3.8% of the global population suffers
from clinical depression condition. This mood disorder affects
over 280 million people, ranking it among the leading causes
of disability [1]. Despite its prevalence, this condition remains
challenging to diagnose and treat effectively, often due to
delayed detection. Traditional diagnostic methods, relying on
subjective assessments, can miss early warning signs. This
underscores the need for objective, data-driven approaches to
enable earlier and more accurate diagnosis [2] by building
applications that will allow for self-monitoring and alerting
when professional assistance is required.

In particular, recent advancements in wearable hardware have
enabled continuous monitoring of human physiological data,
including heart rate, oxygen levels, and movement patterns.
This wave of technology sparked interest in the deep learning
community to leverage this temporal information to develop
automated methods for depression detection [3][4][5]. Despite
these innovations, the efficacy of such approaches remains
limited, with results often being minimally informative and
thus remaining a subject of ongoing research and debate [3].

To the best of our knowledge, this study represents the first
evaluation of state-of-the-art time series analysis algorithms
for depression detection tasks using the GLOBEM dataset [3].
We examine various advanced models, including TSMixer [6],

Crossformer[7], GRU [8], CNN_LSTM [9]. Additionally, we
introduce a novel algorithm that enhances the baseline Reorder
[3] with LSTM capabilities. The aim for the new model is
to improve the current Reorder algorithm. By adapting all
these models, we aim to give a snapshot of the current state
of depression detection algorithms and emphasize a critical
finding: the key to improvement may lie in better data rather
than more complex algorithms.

The remainder of the paper is organized as follows: In
Section II, we present a review of related work in the field
of automated depression detection. Section III details the
methodology of our study, including the dataset used and
the algorithms evaluated. Section IV presents our results. In
Section V, we discuss the implications of our results and
the limitations of current approaches. Section VI offers the
conclusion and directions for future research.

II. RELATED WORK

Our research focuses on the application of Artificial Intel-
ligence (AI) to address critical health issues like depression,
leveraging multi-year longitudinal data. The GLOBEM dataset
[3] stands out as a pioneering dataset culled from a compre-
hensive multi-year data collection study, capturing a broad
spectrum of data from 497 unique participants, totaling 705
person-years.

In the field of Time-Series Forecasting (TSF), transformers
have revolutionized sequence modeling with their unparalleled
performance across domains [10]. However, their application
in TSF, especially for long-term forecasting, has yielded
mixed results. Some studies have highlighted limitations [11],
while others suggest that transformers may still hold untapped
potential in this area [12]. The all-Multi-Layer Perceptron
(MLP) architecture, initially conceived for Computer Vision
[13], has been repurposed for TSF through the TSMixer work
[14], enabling the handling of multivariate data and highlighting
the adaptability to large datasets and complex real-world
scenarios Recurrent Neural Networks (RNNs) [15] and their
variants [8] have long been the standard approach for time series
forecasting. Their ability to handle sequential data has made
them particularly useful for multivariate time series prediction
over many years.

Domain generalization in time-series prediction encompasses
various related works aimed at developing models capable
of performing well across different domains without the
need for domain-specific training data [16][17][18]. These
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methodologies address the challenge of domain shift, enabling
models to generalize effectively across diverse domains.

III. METHODS

This section provides a comprehensive overview of our
methodology, covering four key areas: Dataset description,
algorithms, experimental setup, and implementation details.

A. Dataset Description

The GLOBEM dataset spans four years and includes data
from 705 person-years [19][20]. It consists of two primary
data types: survey data and passive mobile sensing data.

Survey data, collected periodically throughout the study,
includes metrics from the Beck Depression Inventory-II (BDI-
II) and the Patient Health Questionnaire-4 (PHQ-4), which
serve as ground truth for depression and anxiety. This data is
critical for the binary classification of mental health states (if
the pathology is present or not), providing insights into the
severity of symptoms across a diverse population.

Passive mobile sensing data gathered via a dedicated app on
iOS and Android devices and Fitbit wearable tracks location,
phone usage, physical activity, and other behaviors in real-
time. This extensive data set, with more than 1000 distinct
features from phone usage alone (extracted and standardized
by the Reproducible Analysis Pipeline for Data Streams Open
Source platform [21]), is crucial to analyzing daily routines
and behaviors, offering a comprehensive view of the impacts
of lifestyles on mental health. Given the high dimensionality of
the raw data, a rigorous feature selection and data preparation
process was implemented. This process aimed to distill the most
impactful insights while managing computational complexity.
The final prediction model utilizes a subset of 54 key features
selected for their relevance and predictive power. Data is
structured in batches, each representing a 4-week (28-day)
period. This temporal structure allows for analyzing both
short-term fluctuations and longer-term behavioral patterns,
enhancing the dataset’s utility for depression detection tasks.

B. Algorithms

1) Reorder - the baseline algorithm: The Reorder algorithm
is a multi-task learning model that uses the continuity of
behavior trajectories to enhance domain generalization in
behavioral models; the details are shown in Figure 1. Its
primary goal is maintaining time continuity while addressing
a principal classification task. It optimizes two distinct losses
simultaneously: the binary cross-entropy loss, based on the
ground truth, and a second loss from a self-supervised task.
This task involves predicting the position of segments randomly
shuffled in a subset of all possible permutations. This self-
supervised task act as a regularizer, encouraging the network to
understand the temporal dimension and improve generalization
to the main task.

2) TSMixer - All-MLP Architecture: The TSMixer architec-
ture, part of the ALL-MLP family, is chosen for its ability to
efficiently handle multivariate time-series data through MLPs.
This model simplifies complex pattern recognition across time

Figure 1. The Reorder architecture, image from the original paper [3].

and feature dimensions, making it suitable for the computational
demands of depression diagnosis prediction [6].

3) Crossformer - Transformer Based Model: We utilize
the Crossformer architecture due to its advanced capacity for
handling long-term dependencies and high-dimensional data.
Its hierarchical integration of features allows for a nuanced
understanding of time-series patterns, crucial for accurate
predictions in time-series data [7].

4) Utilization of Models from the RNN Family: RNNs,
including GRU and LSTM variants, are employed for their
unique ability to maintain a memory of past meaningful
information, enabling effective modeling of time-dependent
data. This characteristic is particularly beneficial for tracking
the progression of depressive symptoms over time [8].

5) Reorder + CNN_LSTM: Our top-performing model, as
shown in Table I, is a novel algorithm that we have named
Reorder + CNN_LSTM. This algorithm combines the strengths
of the original Reorder model [3] with the capabilities of
a CNN_LSTM architecture. The LSTM module was added
particularly to capture long-term dependencies in the sequence,
enhancing the model’s ability to recognize patterns over
extended periods.

This hybrid approach used three times as many parameters
as the original Reorder but allowed us to leverage the benefits
of each individual component:

• Reorder: Effective temporal data handling
• CNN: Spatial feature extraction
• LSTM: Long-term dependency learning and improved

generalization
The 32,138 parameters result from merging the different

models: Reorder and CNN_LSTM. Some parameters are shared
among various modules, such as the initial and final layers,
therefore the total number of parameters doesn’t exactly add
up to the individual number of parameters of each model.

We report parameter count as a key indicator of model
complexity, especially relevant in resource-constrained envi-
ronments.

C. Experimental Setup

In this research, we adhered to the experimental framework
presented in the GLOBEM paper [3] to ensure the comparability
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TABLE I
ALL RESULTS ARE IN DESCENDING ORDER, OUR METHODS IN DIFFERENT COLORS, RESULTS ARE IN BALANCED ACCURACY. THE STANDARD DEVIATION IS
CALCULATED ON THE NUMBER OF RUNS BETWEEN THE DATASETS. ∗The number of parameters takes into account only trainable parameters - The comma is

used to separate thousands, while the point is used for decimals.

Model Number of Parameters∗ Results
Single Dataset Leave one out Pre/Post Covid

Reorder + CNN-LSTM 32,138 0.629± 0.045 0.542± 0.009 0.530± 0.001
Reorder 10,162 0.626±0.063 0.548±0.030 0.513±0.009
CNN-LSTM 24,378 0.601±0.026 0.513±0.009 0.507±0.004
GRU 62,226 0.591±0.034 0.516±0.011 0.502±0.001
Crossformer 131,527 0.590±0.001 0.503±0.003 0.516±0.002
ERM-Transformer 12,354 0.584±0.013 0.509±0.008 0.512±0.016
IRM 2,698 0.573±0.016 0.506±0.006 0.499±0.000
ERM-1dCNN 2,698 0.568±0.006 0.510±0.008 0.514±0.006
ERM-Mixup 2,698 0.568±0.006 0.501±0.008 0.507±0.004
ERM-LSTM 22,186 0.565±0.019 0.512±0.006 0.512±0.003
TSMixer 43,429 0.543±0.035 0.521±0.006 0.499±0.000
CSD-D 2,839 0.562±0.022 0.521±0.002 0.512±0.006
Siamese Network 2,664 0.545±0.025 0.509±0.010 0.515±0.002
CSD-P 2,875 0.542±0.010 0.511±0.006 0.516±0.000
ERM-2dCNN 12,994 0.533±0.013 0.510±0.006 0.504±0.006
DANN-D 3,281 0.526±0.016 0.514±0.004 0.514±0.000
MLDG-D 2,698 0.522±0.013 0.511±0.006 0.495±0.004
MLDG-P 2,698 0.508±0.011 0.510±0.003 0.500±0.003
MASF-D 2,970 0.505±0.006 0.505±0.001 0.504±0.007
DANN-P 3,578 0.502±0.002 0.500±0.000 0.500±0.000
MASF-P 2,970 0.495±0.007 0.505±0.004 0.509±0.011

of our results. Our experiments were designed to evaluate the
performance of algorithms in three distinct scenarios:

1) Single Dataset This method divides the data for each
participant within a dataset, using the first 80% for training
and the remaining 20% for testing. This setup assesses the
model’s predictive capability using past data to forecast
future outcomes.

2) Leave-One-Dataset-Out: In this cross-dataset approach,
the model is trained on three datasets and tested on
the fourth. This configuration evaluates the model’s
generalizability across different datasets.

3) Pre/Post-COVID Analysis: This setup aims to discern the
impact of the COVID-19 pandemic on model performance.
It involves training on datasets INS-1 (Data Set year 1)
and INS-2 (pre-COVID) and testing on INS-3 and INS-4
(post-COVID), with a subsequent reversal of training and
testing datasets to examine the effects comprehensively.
The different particularities of the dataset are explained
in the following "Dataset Description" section.

D. Implementation details

All computational experiments were conducted on a high-
performance workstation equipped with a GPU 4090 and
44GB of RAM, using TensorFlow and Keras for model
implementation. We adopted the Adam optimizer with an initial
learning rate of 0.001, adjusted by cosine annealing with a
decay rate of 0.95 and a step size of 20. The models were
trained for up to 200 epochs with early stopping based on the
best validation loss, allowing a minor degree of data leakage,
as noted in the original paper. Consistent with established
protocols to ensure a fair comparison with previous studies,

we used balanced accuracy as our main evaluation metric
[3]. This metric, calculated as 1

2 (Sensitivity + Specificity),
where Sensitivity = TruePositive

TruePositive+FalseNegative and
Specificity = TrueNegative

TrueNegative+FalsePositive , is particularly
effective in contexts with class imbalances. Using balanced
accuracy allows us to accurately assess and compare the
performance of our proposed approach against existing methods,
providing a robust measure of effectiveness across diverse
models and datasets.

IV. RESULTS

Table I reports the balanced accuracy for all methods, ordered
by performance on the single dataset. Our experiments are
highlighted in different colors, while results from the original
paper are in black.

Three of the four State-Of-The-Art (SOTA) models imple-
mented in this study outperform nearly all the models discussed
in the original paper, except for their top model, Reorder. The
gap between Reorder and the best-adapted model is only 2%,
with more recent models lagging behind despite having at least
twice as many parameters. This decreased return in performance
is observed across all three tasks, with Crossformers being one
exception noted below.

Our novel model, Reorder + CNN_LSTM, achieved the
highest performance in Table I. It showed a slight increase in
accuracy (0.3%) on the single dataset; conversely, it improved
accuracy on the Pre/Post Covid dataset by a non-trivial 2%. It
also showed negligible lowered performance in the leave-one-
out dataset. These improvements come with a cost of three
times more parameters, as mentioned before.
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The Pre/Post COVID dataset proved to be the most challeng-
ing task, likely due to lifestyle disruptions in individuals. Higher
accuracy on this dataset indicates better model robustness to
strong shifts in the test domain. Notably, the Crossformer
model surpassed the baseline in this task by nearly 1%, but at
the cost of having almost 10 times as many parameters.

The fourth SOTA model analyzed, TSMixer, significantly
underperformed in all tasks, lagging behind both other SOTA
models and older deep learning approaches despite requiring a
substantial increase in the number of parameters.

V. DISCUSSION

Our comprehensive evaluation of SOTA algorithms and
original deep learning methods for depression detection using
wearable data has revealed several important insights. Across
all methods, we observed consistently low accuracies, a finding
that aligns with Xu et al. [3], who noted that “Current cross-
dataset generalizability algorithms are still far from satisfactory
for real-life deployment.” This persistent challenge suggests that
despite the variety of algorithms employed, the data itself might
lack sufficiently informative values for reliable depression
detection.

The limitations of the dataset, as acknowledged by its original
authors, are particularly noteworthy. The absence of certain
sensor signals, such as Heart Rate Variability and Saturation of
peripheral Oxygen (SpO2) measures, may be critical missing
variables needed to increase accuracy and more reliably detect
depression [3][22]. This observation is further supported by
research on more granular data, such as minute-per-minute
Heart Rate Variability, which has achieved higher accuracy
rates of around 71% in similar settings [22].

Our results also indicate that increased model complexity
does not necessarily translate to improved performance. The
novel Reorder + CNN_LSTM algorithm demonstrated only
considerable improvements over the original Reorder in one
out of three tasks, raising questions about the cost-benefit ratio
of increased model complexity. Similarly, the poor performance
of the TSMixer model, despite its increased parameter count,
suggests that its linear nature may not adequately capture the
intricacies of this particular time series multivariate distribution.

VI. CONCLUSION AND FUTURE WORK

In conclusion, our research adapted new state-of-the-art
time series analysis algorithms, specifically TSMixer, Cross-
former, GRU, and CNN_LSTM for depression detection on the
GLOBEM dataset. While these algorithms exhibited robust
out-of-domain generalizability with balanced accuracy on par
with specialized architectures, they did not surpass the baseline
Reorder. We also introduced a novel variant of the Reorder
algorithm, which improved performance, especially on the
Covid cross-dataset. Nevertheless, the baseline Reorder still
maintains superior computational Pareto efficiency, offering
the best accuracy-to-parameter ratio.

Our findings indicate that larger, more complex models
perform no better than their simpler counterparts in this specific

task, similar to results in other studies where simpler tradi-
tional methods like tree-based models outperformed complex
deep models on tabular data [23]. Furthermore, the results
remain close to a non-informative baseline, and we suggest
that the current dataset may have insufficient variables for
reliable depression detection. Future studies might benefit from
incorporating both more granular measurements as well as
additional data types such as HRV and SpO2. Furthermore,
new sensors, such as the electrocardiogram (ECG) from the
Apple Watch, will become available as new devices are released
on the market enabling new research.
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Abstract—Walking is an easy way to exercise that can maintain 

and improve health. Quantifying the benefits of walking 

exercise would make health promotion more effective. The 

purpose of this study is to estimate lower limb joint moments 

during daily walking in order to support active healthcare by 

oneself. Using acceleration data acquired from a large number 

of wearable sensors, it is not possible to estimate joint moments 

based on kinetic theory alone. Therefore, this study proposes a 

method for estimating joint moments using deep learning from 

measured single-axis acceleration data only, considering the 

ease of measurement. The accuracy of estimation on the three 

lower limb joint moments in the stance phase is shown and the 

benefits of the proposed method are discussed.  

Keywords- Self-healthcare; Gait analysis; Wearable sensing; 

LSTM. 

I.  INTRODUCTION 

One of the quantitative parameters to validate the load of 
exercise is the lower limb joint moment (joint torque). This 
is because muscle activity can be estimated from joint 
moments [1]. Therefore, joint moment is also a parameter 
used for diagnosis in orthopedic and rehabilitation clinics. In 
this study, we propose a method to easily obtain joint 
moments in daily life. If this method can be systematized, we 
believe that it will contribute to enhancing the effectiveness 
of exercise by quantitatively and visually confirming the 
effects of daily health care exercises by oneself. In other 
words, support for active self-healthcare can be realized. In 
this study, first, we will estimate the lower limb joint 
moments during the stance phase of walking exercise in a 
simplified manner. 

The conventional method for obtaining joint moments 
during gait with high accuracy is generally to calculate them 
by inverse dynamic theory using statistical values (e.g., mass, 
center of gravity position, and moment of inertia, of body 
part) from ground reaction force data and coordinates, 
acceleration, and angular velocity of body part. The accuracy 
is high when multiple large installed force plates and an 
optical motion capture system are used as measurement 
devices. However, these devices are limited in installation 
locations and are expensive, so they are limited to use in 
specialized institutions such as hospitals and rehabilitation 
facilities, and are not applicable to measurements in daily life. 
An alternative to these devices is the use of wearable inertial 
sensors. Kawamura et al. [2] measured body part 

acceleration with wearable inertial sensors and calculated 
lower limb joint moments during running from inverse 
dynamics theory using statistical values. In our previous 
report [3][4], we also investigated the use of wearable 
inertial sensors during walking and obtained some results. 
However, the method to calculate lower limb joint moments 
from acceleration as in the previous report can only be 
applied to the single support phase, because the double 
support phase, which is not present in running but is present 
in walking, is a statically indeterminate structure. In addition, 
to ensure high accuracy, the number of sensors must be 15 in 
order to include the entire body. Furthermore, the accuracy 
of joint moment estimation falls as the error in the dynamic 
acceleration measured accumulates as the number of body 
parts to be considered increases.  

Therefore, this study attempts to estimate joint moments 
using deep learning from the measurement information of 
wearable inertial sensors. A previous study [5] used machine 
learning to predict joint moments and even joint angles. This 
study used multiple parameters simulated from measured 
data using optical motion capture systems and multiple 
inertial sensors as input data, and further expanded the data 
set by data augmentation. In these cases, it is not easy to 
prepare a large number of sensor systems and intelligent 
signal processing. Therefore, this proposal uses only one 
wearable inertial sensor for measurement when the user 
estimates, even if errors are introduced, and only actual 
measured data. The creation of a pre-prepared trained deep 
learning model requires a high degree of accuracy, so force 
plates and optical motion capture system must be used, but 
again, only calculated values from actual measured data are 
used. In addition, only one wearable inertial sensor is used 
for estimation. In the future, estimation using only users 
smartphone is a feasible method. This will help the case of 
effective active self-health care. In this paper, we describe 
the proposed method and verify the estimation accuracy. 
Then, we would like to consider whether it is possible to 
incorporate easy observation of joint moments into daily life.  

The rest of this paper is organized as follows. In Section 
II, we present the proposed estimation method, then explain 
the walking experiment to acquire deep learning data and its 
data processing method, and then describe the method for 
building deep learning models. Section III shows and 
discusses the estimated results. Finally, Section IV 
summarizes this paper and describes future work.  
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II. METHODS 

An outline of the proposed method is shown in Figure 1. 
In the proposed method, three deep learning models are 
constructed for each joint by learning the relationship 
between the time series data of single-axis acceleration 
acquired from wearable sensor and the correct values of 
three lower limb joint moments in the sagittal plane, 
respectively. Untrained single-axis acceleration data not used 
for learning are input to these learned deep learning models, 
and the estimated values of the joint moments are the output.  
For simplicity, the acceleration data is the same single-axis 
time series data for all three joints.  
 

＜Training and Validation data＞
• Single-axis acceleration data

• Hip joint moment data

• Single-axis acceleration data

• Knee joint moment data

• Single-axis acceleration data

• Ankle joint moment data

Ankle
joint

moment

＜Test data＞
• Single-axis acceleration data

LSTM

LSTM

LSTM

Knee
joint

moment

Hip
joint

moment

Training and Validation

Estimation

 

Figure 1.  Outline of the proposed method. 

 

Figure 2.  Wearing position of inertial sensors. 

The experiment for data acquisition is described next. 
Two healthy male subjects (age 22±0 years, height 

1.66±0.07 [m], weight 74.0±12.7 [kg]) participated in the 
experiment. This experiment was conducted after obtaining 
approval from the University's Ethics Review Committee 
(No. 176) and after explaining the experiment to the subjects 
and obtaining their consent. 

Three force plates (TF-6090, TF-4060: Tech Giken) and 
an optical motion capture system (MAC 3D System: Motion 
Analysis) are used to derive the lower limb joint moments to 
be used as correct values. In addition, wireless wearable 
inertial sensors (MTw2: Movella) consisting of 3-axis 
accelerometer, 3-axis gyro sensor, and 3-axis magnetometer 
are used to acquire acceleration data to be used as training 
and validation data and test data. Ultimately, only one 
inertial sensor common to all three joints is used during 
estimation, and only that one axis is used. Therefore, in order 
to determine the suitable inertial sensor mounting position, 
the inertial sensors are mounted at four locations (Figure 2): 

pelvis, thigh, lower leg, and dorsal foot during the data 
acquisition experiment. 

The experimental subject walks on the walking path; 50 
trials of 10 steps per trial are performed. Three force plates 
are placed on the 5th to 7th step (steady walking) of the 
walking path, and the subject is required to take only one 
step on each of these force plates. The sampling frequency of 
each device is uniform at 100 Hz. 

After the walking experiment, lower limb joint moments 
are derived using inverse dynamics analysis software 
(KinTools RT: Motion Analysis) based on a total of 29 
three-dimensional coordinate positions on the whole body 
obtained from the optical motion capture system and three-
dimensional ground reaction forces from the force plates. 
The obtained lower limb joint moments are values in the 
world coordinate system. On the other hand, the acceleration 
output from the wearable inertial sensor is data in a local 
coordinate system that has been corrected for the motion 
caused by wearing the sensor. Therefore, using the angular 
velocity data obtained from the inertial sensor, the 
acceleration was also prepared as data converted from the 
local coordinate system to the world coordinate system. 
When using acceleration in the world coordinate system, 
high estimation accuracy can be expected because the 
coordinate system is unified with the joint moments. On the 
other hand, when using acceleration in the local coordinate 
system, estimation can be realized with acceleration sensors 
alone, without using inertial sensors, because angular 
velocity data used only for coordinate conversion is 
unnecessary. In general, acceleration sensors are less 
expensive and easier to obtain than inertial sensors. We 
believe that this is an advantage. 

All data obtained were smoothed by low-pass processing 
with a cutoff frequency of 9 Hz. 

In the present study, only the stance phase, which causes 
ground reaction forces and places a high burden on the joints, 
is considered in the range of estimation. The left leg is the 
target. Vertical ground reaction force data obtained from the 
force plate were used to determine the ground and release 
times during the stance phase of the left leg. Based on these 
times, joint moments and acceleration data for the stance 
phase of the left leg only were extracted and combined, 
respectively. Since the number of data differs from trial to 
trial, the acceleration data and the respective lower limb joint 
moments for approximately 40 of the 50 trials are used as 
training data, and those from the 41st trial are used as 
validation data. For the remaining nine trials, the acceleration 
data is used as test data and the lower limb joint moments are 
used as correct values for accuracy verification. As an 
example, Figure 3 shows the acceleration in the walking 
direction in the world coordinate system at the dorsal foot of 
subject A and the hip joint moment of the left leg. The green 
dashed box is the training data. 

The learning algorithm for deep learning is Long Short-
Term Memory (LSTM), which is suitable for time series 
waveform estimation. This decision is the result of 
comparing LSTM, Recurrent Neural Network (RNN), and 
Gated Recurrent Unit (GRU) in prior experiments. The 
hyperparameters determined by trial and error are shown in 
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Table I. The number of input data was set for each subject 
based on the estimated correlation coefficients for nine trials. 
The appropriate values for subjects A and B were 65 and 62, 
respectively. 

 

Figure 3.  50 trials of single-axis acceleration measurement data and joint 

moment calculation data. 

TABLE I.  LEARNING CONDITIONS. 

Number of hidden layers 50 

Number of epochs 50 

Batch size 32 

Learning rate 0.001 

III. RESULTS 

To determine the mounting position of the inertial sensor 
that obtains single-axis acceleration data, we performed 
individual learning for subject A with all 3-axis acceleration 
data in the world coordinate system obtained from 4 inertial 
sensors for each of the three joints. Then, we estimated with 
unknown test data for subject A. As results, the dorsal foot 
acceleration in the walking direction was selected from the 
twelve data points. This is because a balanced and high 
estimation accuracy was obtained for all three lower limb 
joint moments in subject A. In this section, the results are 
presented.  

The trained deep learning models for each subject were 
created using training and validation data, which were 
acceleration in the walking direction obtained from the 
wearable inertial sensor attached to the dorsal foot. 
Subsequently, the joint moments of the left leg were 
estimated three times for nine trials using each test data for 
each subject. Table II shows the correlation coefficients and 
mean absolute errors with the joint moments calculated  

TABLE II.  ESTIMATION RESULTS. 

Subject CSa Joint 

moment 

Correlation 

coefficient 

MAEb [Nm] 

A World Hip 0.948±0.0066 4.47±0.375 

Knee 0.972±0.0020 3.53±0.253 

Ankle 0.985±0.0055 3.82±0.665 

Local Hip 0.946±0.0035 4.53±0.313 

Knee 0.969±0.0038 3.97±0.541 

Ankle 0.987±0.0044 3.85±0.505 

B World Hip 0.943±0.0006 6.88±0.205 

Knee 0.948±0.0032 4.76±0.296 

Ankle 0.975±0.0064 7.48±0.821 

Local Hip 0.938±0.0090 7.70±0.798 

Knee 0.939±0.0084 5.23±0.538 

Ankle 0.975±0.0050 9.44±1.225 

a. Coordinate System      b. Mean Absolute Error 
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Figure 4.  Estimated and measured ankle joint moments                           

for subject A in nine trials. 
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Figure 5.  Estimated and measured ankle joint moments                            

for subject A in one trial. 
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Figure 6.  Estimated and measured hip joint moments                              

for subject B in nine trials. 
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Figure 7.  Estimated and measured hip joint moments                              

for subject B in one trial. 
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based on actual measurements as the correct values. Figure 4 
shows the results of nine trials of ankle joint moments for 
subject A, and Figure 5 shows only the ninth trial of Figure 4. 
From Table II, this was generally the highest correlation 
coefficient among all the estimations. Figure 6 shows the 
results of nine trials of hip moments for subject B, and 
Figure 7 shows only the ninth trial of Figure 6. From Table II, 
this was generally the lowest correlation coefficient among 
all the estimations. In these figures, the blue line shows the 
estimated values using acceleration in the world coordinate 
system, the gray line shows the estimated values using 
acceleration in the local coordinate system, and the orange 
line shows the correct values. The stance phase begins with 
the double support phase, passes through the single support 
phase in which the other leg (the right leg in this case) is in 
the free leg phase, and ends with the double support phase in 
which the other leg is grounded again. In Figures 5 and 7, the 
yellow dashed box indicates the single support phase, and 
the others indicate the double support phase.  

In Table II, the correlation coefficients between the 
correct and estimated values are all above 0.9, indicating the 
presence of a relatively strong positive correlation. 
Furthermore, the strength of the correlation can be observed 
in Figures 4 and 6. The mean value of MAE presented in 
Table II is 7.4% of the mean body mass, which is small, and 
the standard deviation is 0.74%, which is also small. In other 
words, Table II and Figures 4 and 6 demonstrate that the 
results for nine trials were highly accurate. Figures 5 and 7, 
which show one trial, indicate the result for the single 
support phase is generally consistent, but there are steady-
state errors and errors that do not follow minor changes in 
the double support phase. As the double support phase in one 
gait cycle is short and the ankle joint moments, as shown in 
Figure 5, vary gently, so errors in the double support phase 
are not a problem. However, for the hip joint moments, as 
shown in Figure 7, the failure to capture the peak values in 
the initial double support phase may have implications. This 
is because, as previously stated, joint moments can be used 
to represent muscle activity, with the peak value representing 
the maximum load on the joint. Therefore, two sources of 
error and suggestions for improvement are listed below. The 
first is that most of the stance phase is during the single 
support phase, and there are no large moment fluctuations 
during this phase at any joint, so the number of input data 
determined from the overall correlation coefficient was 
biased toward the larger values. Second, because only the 
stance phase was extracted and combined, there were 
discontinuities at the trial junctions. We believe that by 
setting the estimation range to one gait cycle that includes 
not only the stance phase but also the swing phase, in which 
the moment is zero, continuity will be maintained and errors 
will be reduced.  

Besides, from Table II, both the correlation coefficient 
and MAE are slightly less accurate for subject B than for 
subject A. As mentioned earlier, this is due to the fact that 
the hyperparameters were set and the sensor mounting 
positions were determined using data from subject A. In 
addition, early stopping was not used in the present study. 
Therefore, there is a possibility of overfitting in the learning 

of both subjects, especially in subject B. Optimization of 
hyperparameters and sensor position, in addition to 
incorporation of early stopping into individual learning for 
subject B would have yielded better results. However, the 
results for subject B also showed good values, which means 
that even if the parameters were optimized for other subjects 
to save time and effort, good results could be obtained with a 
healthy gait.  

In addition, comparing the results in the world coordinate 
system with those in the local coordinate system, there is no 
significant difference. Therefore, this study adopts estimation 
using a local coordinate system, which requires only one 
sensor for measurement and no coordinate transformation 
during estimation.  

IV. CONCLUSION 

This study examines a convenient method for estimating 
quantitative parameters useful for self-healthcare. Therefore, 
in this paper, the three lower limb joint moments were 
considered as effective parameters, and a convenient method 
was proposed to estimate them using a trained LSTM model 
by measuring only the actual single-axis acceleration data. 
As its acceleration data, we decided to use the dorsal foot 
acceleration in the walking direction, which provided high 
estimation results for all three joint moments simultaneously.  
From the estimation results of individual learning for each of 
the two subjects, although some errors remained during the 
double support phase, the overall estimation in each of the 
two subjects was highly accurate, regardless of whether a 
world or local coordinate system was used for the 
acceleration data. Thus, it is expected to be possible to verify 
the effect of exercise by simply installing a small and 
lightweight acceleration sensor during daily walking exercise, 
without restrictions on time and place.  

In the future, the generalization performance will be 
evaluated with an increased number of subjects in order to 
improve the practical relevance of this study. Furthermore, 
we will apply the proposed method to other gaits.  
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