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FUTURE COMPUTING 2018

Forward

The Tenth International Conference on Future Computational Technologies and Applications
(FUTURE COMPUTING 2018), held between February 18 - 22, 2018 - Barcelona, Spain,
continued a series of events targeting advanced computational paradigms and their
applications. The target was to cover (i) the advanced research on computational techniques
that apply the newest human-like decisions, and (ii) applications on various domains. The new
development led to special computational facets on mechanism-oriented computing, large-
scale computing and technology-oriented computing. They are largely expected to play an
important role in cloud systems, on-demand services, autonomic systems, and pervasive
applications and services.

The conference had the following tracks:

e Computing technologies
e Computational intelligence strategies
e Challenges

Similar to the previous edition, this event attracted excellent contributions and active
participation from all over the world. We were very pleased to receive top quality
contributions.

We take here the opportunity to warmly thank all the members of the FUTURE COMPUTING
2018 technical program committee, as well as the numerous reviewers. The creation of such a
high quality conference program would not have been possible without their involvement. We
also kindly thank all the authors that dedicated much of their time and effort to contribute to
FUTURE COMPUTING 2018. We truly believe that, thanks to all these efforts, the final
conference program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations and sponsors. We also gratefully thank the members of the FUTURE COMPUTING
2018 organizing committee for their help in handling the logistics and for their work that made
this professional meeting a success.

We hope FUTURE COMPUTING 2018 was a successful international forum for the exchange of
ideas and results between academia and industry and to promote further progress in the area
of future computational technologies and applications. We also hope that Barcelona provided a
pleasant environment during the conference and everyone saved some time for exploring this
beautiful city.
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A Novel Training Algorithm based on Limited-Memory quasi-Newton Method with
Nesterov’s Accelerated Gradient for Neural Networks

Shahrzad Mahboubi and Hiroshi Ninomiya
Department of Information Science, Shonan Institute of Technology

Email: mahboubi.shaa@gmail.com,

Abstract—This paper describes a novel training algorithm based
on Limited-memory quasi-Newton method (LQN) with Nesterov’s
accelerated gradient for faster training of neural networks.

Keywords—Limited-memory quasi-Newton method; Nesterov’s
accelerated gradient method; neural networks; training algorithm.

I. INTRODUCTION

Neural networks have been recognized as a useful tool for
the function approximation problems with high-nonlinearity
[1][2]. Training is the most important step in developing a neu-
ral network model. Gradient algorithm based on the first order
approximation such as Steepest gradient (SG), Momentum and
Nesterov’s accelerated gradient (NAG) methods are popularity
used for this purpose [1]-[3]. With the progress of Al tech-
nologies the characteristics between inputs and desired outputs
of the training samples become increasingly complex. Then
neural networks have to train the highly-nonlinear functions.
Under such circumstances the first order methods converge too
slowly and optimization error cannot be effectively reduced
within finite time in spite of its advantage [2]. The quasi-
Newton (QN) training, which is one of the most effective
optimization based on the second order approximation [4] is
widely utilized as the robust training algorithm for highly-
nonlinear function approximation. However, the QN iteration
includes the approximated Hessian, that is QN needs the
massive computer resources of memories as the scale of neural
network becomes larger. To deal with this problem, it is
noteworthy that QN incorporating Limited-memory scheme is
effective for large-scale problems.

In this paper, the acceleration technique of Limited-
memory QN (LQN) is proposed using Nesterov’s accelerated
gradient. In [2], the QN training was drastically accelerated by
Nesterov’s accelerated gradient that is called Nesterov’s accel-
erated quasi-Newton (NAQ) training. Therefore, the proposed
algorithm can be accelerated in cooperating the similar scheme
of NAQ into LQN. The method is referred to as Limited-
memory NAQ (LNAQ). The proposed algorithm is demon-
strated through the computer simulations for a benchmark
problem compared with the conventional training methods.

II. FORMULATION OF TRAINING AND LIMITED-MEMORY
QUASI-NEWTON METHOD

This section describes an error function of the neural
network training and conventional training algorithms beased
on gradients such as Back propagetion and Limited-memory
quasi-Newton method.

Copyright (c) IARIA, 2018. ISBN: 978-1-61208-608-8
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A. Formulation of training

Let dp, 0, and w € RP be the p-th desired, output, and
weight vectors, respectively the error function E(w) is defined
as the mean squared error (MSE) of

1 1
Bw) = 171 32 Bp(w), Bylw) = 3lldy =0y, (D
r peT,

where T', denotes a training data set {x,,d,},p € T, and | T |
is the number of training samples. Among the gradient-based
algorithms, (1) is minimized by w41 = Wx+Vgr1, where k is
the iteration count and vy 1 is the update vector. SG, so-called
Back propagation method has vy = —a, VE(wy) with the
step size ay, and the gradient vector at wy, of VE(wy).

B. Limited-memory quasi-Newton training (LON)
The update vector of QN is defined as

Vi+1 = —OzkaVE(Wk). (2)

where Hj, is the symmetric positive definite matrix and itera-
tively approximated by the Broyden-Fletcher-Goldfarb-Shanno
(BFGS) formula [4]. For the purpose of reducing the amount
of memory used in QN a sophisticated technique incorporating
the limited-memory scheme is widely utilized for the calcula-
tion of vy of LQN. Specifically, this method is useful for
solving problems whose H, (inverse of approximated Hessian)
matrices in (2) cannot be computed at a reasonable cost [4].
Furthermore, instead of storing D x D matrix of Hy, only 2x ¢
vectors of the dimension D (2 x ¢ x D) have to be stored. Here,
t is defined by users and ¢ < D.

III. PROPOSED ALGORITHM -LNAQ

Nesterov’s accelerated quasi-Newton (NAQ) training was
derived by the quadratic approximation of (1) around wy, +
uvy, and g was the momentum coefficient whereas QN used
the approximation of (1) around wy [2]. NAQ drastically
improved the convergence speed of QN using the gradient
vector at wy + uvy of VE(wy + pvy) called Nesterov’s
accelerated gradient vector [3]. In this paper, we apply the
limited-memory method into NAQ, that is called LNAQ. The
proposed method can be expected to cope with large-scale
optimization problems like LQN, maintaining the fast training
of NAQ. The update vector of NAQ is

Vir1 = pvy — o L VE(wy, + pvy,), (3)
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and the matrix H;, was updated by,

A (ﬂqu)pE + pk(I:Ika:)T

Hy =Hy - T
P Ak

T Ce T (4)

a; Hrar \ PeP;

B R
Pidk P Ak
where

Pk = Wit1 — (Wi + pvy), &)
qr = VE(Wg11) — VE(Wy, + uvg). (6)

(4) was equivalent to the BFGS formula of [4] by replacing
pr and qi into s = Wi — Wi and yp = VE(Wpyq) —
V E(wy,), respectively. Therefore, the limited-memory scheme
can be straightly applied to NAQ as illustrated in Algorithms 1
and 2. In Algorithm 1, two calculations of gradient vectors of
VE(wy+pvy) and VE(wy1) were needed within a training
loop whereas LQN was calculated once. This is a disadvantage
of LNAQ, but the algorithm can farther shorten the iteration
counts to cancel out the effect of this shortcoming.

Algorithm1: The proposed LNAQ
1. k=1,
2. wi = rand[—0.5, 0.5](uniform random numbers);
3. While(E(wy) > ¢ and k < kpmaz)
(a) Calculate VE(wy, + uvy);
(b) Calculate the direction vector ¢, using Algorithm 2;
(c) Calculate o using Armijo’s condition;
(d) Update w1 = Wi, + uvi — apCr;
(e) Calculate VE(Wg11);
Ok=k+1;
4. return wy;

Algorithm2: Direction Vector of LNAQ

1. ¢, = —VE(Wk + /LVk);

2. fori:k,k—1,....,k—min(k, (t — 1));
(@) Bi = p} &/p} ais
(b) & = & — Biai;

3.if k > 1, &, = (py an/dy, ar)e;

4. for i: k —min(k,(t —1)),...,kk—1;
() 7 = qf &/qa} pi;
(b) & =& — (Bi — 7)pi;

5. return ¢;;

IV. SIMULATION RESULTS
In this paper, we demonstrated the effectiveness of the

proposed LNAQ for the training of neural networks. Levy
function as shown in (7) is used for the function approximation
problem. Levy function is a multimodal function and has the
highly-nonlinear characteristic [2].

STy = Z{ z_:[(% —1)2(1 +10sin?(72441))]
= @)

+10sin?(rzy) + (2, — 1)2}7@- € [—4,4],Vi.
Here the structure of neural network is 5-50-1, that is, the

network has 5 inputs, 1 output and 50 hidden neurons. The
dimension of w is 351. The number of training data is

Copyright (c) IARIA, 2018. ISBN: 978-1-61208-608-8
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Figure 1. The average training errors for iteration count.

|T:-] = 5000, which are generated by uniformly random
number in x; € [—4,4]. The storage amount of 7 is 30 for
LQN and LNAQ. Ten simulation runs are performed from
different initial values. The propose LNAQ is compared with
NAG, ADAM and LQN. ADAM is one of the latest and the
most effective first order training method [5]. The momentum
coefficient © of NAG and LNAQ is experimentally set to
0.95 in the simulations. The termination conditions are set to
E(w) < 10™* and k4, = 5x10°. Figure 1 shows the training
error F(w) of NAG, ADAM, LQN and LNAQ for the iteration
count in the early stage of training. From this figure, it can be
seen that NAG cannot converge within 5 x 10* iterations and
the iteration counts of LNAQ is drastically improved. Next, the
averages of iteration counts and CPU times (sec) for NAG,
ADAM, LQN and LNAQ are illustrated in Table 1. In the
simulations, the trainings continued until each training error of
E(w) was less than 1 x 10~%. This is an important point of the
function approximation problem. That is, the trained network
with the small MSE of E(w) can become an accurate neural
network model. All algorithms can obtain the neural network
model with the small training error. However, the first order
methods (NAG and ADAM) need more iteration counts and
CPU times than LQN and LNAQ. Furthermore, LNAQ was
able to improve the convergence speed compare with LQN. As
a result, it is confirmed that the proposed LNAQ is efficient
and practical for the training of neural networks.

TABLE 1. SIMULATION RESULTS FOR THE AVERAGE ITERATION
COUNTS AND CPU TIMES.

Algorithm NAG ADAM LQN LNAQ
Iteration counts 335,403 48,680 17,892 4,514
CPU times (sec) 1,820 263 142 60

V. CONCLUSIONS
In this research, we proposed a novel training algorithm
called LNAQ which was developed based on Limited-memory
method of QN using Nesterov’s accelerated gradients. The
effectiveness of the proposed LNAQ was demonstrated through
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the computer simulations compared with the conventional
algorithms such as NAG, ADAM and LOQN. It helps provide
accurate neural network models much fast. In the future, the
validity of the proposed algorithm for more highly nonlinear
function approximation problems and the much huge scale
problems including deep networks will be demonstrated.
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Four-State Partial Synchronizers for a Large-Scale of Processors
— Symmetric Synchronizers —

Hiroshi Umeo! and Naoki Kamikawa'
tSchool of Information Engineering
University of Osaka Electro-Communication
Neyagawa-shi, Hastu-cho, 18-8, Osaka, Japan
corresponding email address: umeo@cyt.osakac.ac.jp

Abstract—The synchronization in cellular automata has been
known as the Firing Squad Synchronization Problem (FSSP) since
its development, where the FSSP gives a finite-state protocol for
synchronizing a large scale of cellular automata. A quest for
smaller state FSSP solutions has been an interesting problem
for a long time. Umeo, Kamikawa and Yunes [2009] answered
partially by introducing a concept of partial FSSP solutions and
proposed a full list of the smallest four-state symmetric powers-of-
2 FSSP protocols that can synchronize any one-dimensional (1D)
ring cellular automata of length n = 2% for any positive integer
k > 1. Afterwards, Ng [2011] also added a list of asymmetric
FSSP partial solutions, thus completing the four-state powers-of-
2 FSSP partial solutions. The number four is the lower bound
in the class of FSSP protocols. A question: are there any other
four-state partial solutions? remained. In this paper, we answer
the question by proposing a new class of the smallest symmetric
four-state FSSP protocols that can synchronize any 1D ring of
length n = 2% —1 for any positive integer k& > 2. We show that the
class includes a rich variety of FSSP protocols that consists of 39
symmetric solutions, ranging from minimum-time to linear-time
in synchronization steps. In addition, we make an investigation
into several interesting properties of these partial solutions, such
as swapping general states and a duality property between them.

Keywords—cellular automata; FSSP; synchronization.

I. INTRODUCTION

We study a synchronization problem that gives afinite-state
protocol for synchronizing a large scale of cellular automata.
The synchronization in cellular automata has been known as
the Firing Squad Synchronization Problem (FSSP) since its
development, in which it was originally proposed by J. Myhill
in Moore [6] to synchronize some/all parts of self-reproducing
cellular automata. The FSSP has been studied extensively for
more than fifty yearsin [1]-[12].

The minimum-time (i.e.,, (2n — 2)-step ) FSSP algorithm
was developed first by Goto [4] for synchronizing any one-
dimensiona (1D) array of length n > 2. The algorithm needed
many thousands of internal states for its realization. After-
wards, Waksman [11], Balzer [1], Gerken [3] and Mazoyer [5]
also developed a minimum-time FSSP agorithm and reduced
the number of states realizing the algorithm, each with 16, 8,
7 and 6 states. On the other hand, Balzer [1], Sanders [8] and
Berthiaume et a. [2] have shown that there exists no four-state
synchronization algorithm. Thus, an existence or non-existence
of five-state FSSP protocol has been an open problem for a
long time. Umeo, Kamikawa and Yunes [9] answered partially
by introducing a concept of partial versus full FSSP solutions
and proposing a full list of the smallest four-state symmetric
powers-of-2 FSSP partial protocols that can synchronize any

Copyright (c) IARIA, 2018. ISBN: 978-1-61208-608-8

1D ring cellular automata of length n = 2% for any positive
integer £ > 1. Afterwards, Ng [7] also added a list of
asymmetric FSSP partial solutions, thus completing the four-
state powers-of-2 FSSP partial solutions. A question: are there
any other four-state partial solutions? remained.

In this paper, we answer the question by proposing a
new class of the smallest four-state FSSP protocols that can
synchronize any 1D ring of length n = 2% — 1 for any positive
integer k£ > 2. We show that the class includes a rich variety
of FSSP protocols that consists of 39 symmetric solutions,
ranging from minimum-time to linear-time in synchronization
steps. In addition, we make an investigation into several inter-
esting properties of these partial solutions, such as swapping
genera states and a duality between them.In Section 2, we
give a description of the 1D FSSP on rings and review some
basic results on ring FSSP algorithms. Section 3 presents a
new class of the symmetric partial solutions for rings. Section
4 gives a summary and discussions of the paper.

Il. FIRING SQUAD SYNCHRONIZATION PROBLEM ON
RINGS

A. Déefinition of the FSSP on Rings

The FSSP on rings is formalized in terms of the model of
cellular automata. Figure 1 shows a 1D ring cellular automaton
consisting of n cells, denoted by C;, where1 < i < n. All cells
are identical finite state automata. The ring operates in lock-
step mode such that the next state of each cell is determined by
both its own present state and the present states of its right and
left neighbors. All cells (soldiers), except one cell, areinitially
in the quiescent state at time ¢ = 0 and have the property
whereby the next state of a quiescent cell having quiescent
neighbors is the quiescent state. At time ¢t = 0 the cell C;
(general) is in the fire-when-ready state, which is an initiation
signal to the ring.

General

(. . Soldiers -

Fig. 1. One-dimensional (1D) ring cellular automaton

The FSSP is stated as follows: given a ring of n identica
cellular automata, including a general cell which is activated at
time ¢ = 0, we want to give the description (state set and next-
state transition function) of the automata so that, at some future
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time, al of the cells will simultaneously and, for the first time,
enter a specia firing state. The set of states and the next-state
transition function must be independent of . Without loss of
generality, we assumen > 2. The tricky part of the problem is
that the same kind of soldier having a fixed number of states
must be synchronized, regardless of the length n of the ring.

A formal definition of the FSSP on ring is as follows. a
cellular automaton M is a pair M = (Q, J), where

1) Q is afinite set of states with three distinguished
states G, Q, and F. G is an initial genera state, Q is
a quiescent state, and F is a firing state, respectively.

2) 6 isanext state function such that 6§ : 93 — Q.

3) The quiescent state @ must satisfy the following
conditions: §(Q,Q,Q) = Q.

A ring cellular automaton M, of length n, consisting of
n copies of M, is a 1D ring whose positions are numbered
from 1 to n. Each M is referred to as a cell and denoted
by C;, where 1 < ¢ < n. We denote a state of C; at time
(step) t by st, where t > 0,1 < i < n. A configuration of
M,, at time ¢ is a function C* : [1,n] — Q and denoted
as sigh ... st. A computation of M, is a sequence of
configurations of M, C°, C!, C?, ..., Ct, ... where C° is
a given initial configuration. The configuration at time ¢ + 1,
Ct*1, is computed by synchronous applications of the next
transition function ¢ to each cell of M, in C? such that:

St = 5(st,_,,8i.8h), st = (st st 8L,,), for any

n—1» 7

i,2<i<n-—1,and sttt =§(st _,,st, st).

A synchronized configuration of M,, a timet is a configura
tion Ct, st =F, forany 1 <i <n.

The FSSP is to obtain an M such that, for any n > 2,

1) A synchronized configuration at time ¢ = T'(n),
n

¢t = F, ... F can be computed from an initial
n—1
. . ——
configuration C° = GQ,--- ,Q.
2) Forany t,isuchthaal <¢<T(n)—1,1<i<
n, St # F.

B. Full vs. Partial Solutions

One has to note that any solution in the origina FSSP
problem is to synchronize any array of length n > 2. We call
it full solution. Berthiaume et a. [2] presented an eight-state
full solution for the ring. On the other hand, Umeo, Kamikawa,
and Yunes [9] and Ng [7] constructed a rich variety of 4-
state protocols that can synchronize some infinite set of rings,
but not all. We call such protocol partial solution. Here, we
summarize recent developments on small state solutions in the
ring FSSP. Berthiaume, Bittner, Perkovic, Settle, and Simon [2]
gave time and state lower bounds for the ring FSSP, described
in Theorems 1, 2, and 3, below.

Theorem 1 (Time Lower Bound) The minimum time in which
the ring FSSP could occur is no earlier than n steps for any
ring of length n.

Theorem 2 There is no 3-state full solution to the ring FSSP.
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Theorem 3 There is no 4-state, symmetric, minimal-time full
solution to the ring FSSP.

Umeo, Kamikawa, and Yunes [9] introduced a class of
partial solutions to the FSSP and showed that there exist 17
symmetric 4-state partial solutions to the ring FSSP.

Theorem 4 There exist 17 symmetric 4-state partial solutions
to the ring FSSP for the ring of length n = 2% for any positive
integer & > 1.

Ng [7] added alist of 80 asymmetric 4-state solutions, this
completing the powers-of-two solutions.

Theorem 5 There exist 80 asymmetric 4-state partial solutions
to the ring FSSP for the ring of length n = 2 for any positive
integer k > 1.

C. A Quest for Four-State Partial Solutions for Rings

e Four-state ring cellular automata
Let M be a four-state ring cellular automaton M
= {Q, 4§}, where Q is an internal state set Q =
{A,F,G,Q} and ¢ is a transition function such that ¢ :
Q3 — Q. Without loss of generality, we assume that
Q isaquiescent state with a property 6(Q,Q,Q) =Q, G
is a general state, A is an auxiliary state and F is the
firing state, respectively. The initial configuration is
—_ o
GQQ,...,Q for n > 2. We say that an FSSP solution is
symmetric if its transition table has a property such
that §(z,y,z) = 0(z,y,x), for any date z,y,z in
Q. Otherwise, the FSSP solution is called asymmetric

one.
Right State Right State Right State
Q g G g A g
Q|G |A Q|G|A Q(G|A
Y Qe 5|1 Qle|e|e 5 Qle|e]|e
alc|e]e]e 2lc ol 2/Glefe]e
& 8 o
T |A|le|le|e T(A|e|e| e T oo e

Fig. 2. Four-state transition table

e A computer investigation into four-state FSSP so-
lutions for rings
Figure 2 is afour-state transition table, where a symbol
e shows a possible state in Q@ = {A,F,G,Q}. Note
that we have totally 426 possible transition rules.
We make a computer investigation into the transition
rule set that might yield possible FSSP solutions.
Our strategy is based on a backtracking searching.
A similar technique was employed in Ng [7]. Due
to the space available, we omit the details of the
backtracking searching strategy. The outline of those
solutions will be described in the next section.

I1l. FOUR-STATE SYMMETRIC PARTIAL SOLUTIONS

In this section, we will establish the following theorem
with a help of computer investigation.

Theorem 6 There exist 39 symmetric 4-state partial solutions
to the ring FSSP for the ring of length n = 2¥ — 1 for any
positive integer £ > 2.
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TABLE I. TIME COMPLEXITY AND NUMBER OF TRANSITION RULES
FOR 39 SYMMETRIC PARTIAL SOLUTIONS

Symmetric Time # of
Partial Complexity Transition | Notes

Solutions Rules
Rs_1 Ta(n) =Ta(n)=n 23
Rs._2 Ta(n) =Ta(n) =n 23
Rs_3 Tc(n) =n 23
Rs_4 Tc(n) =n 20
Rs_5 Tc(n) =n 27
RS_G Tc(n) =n 24
Rs_7 Tc(n) =N 23
RS_S TG(TL) = TA(n) =n 24
Rs_g TG(TL) = TA(R) =n 25
RS_IU TG(TL) = TA(n) =n 27
Rs_11 Tc(n) =Ta(n) =n 24
Rs_12 Ta(n)=n 21
Rs_13 Tg(n) = TA(’ﬂ) =n 23
Rs_14 Tg(n) = TA(’ﬂ) =n 23
Rs_15 Tg(n) = TA(’ﬂ) =n 26
Rs_16 Ta(n) =Ta(n) =n 27
Rs_17 Ta(n)=Ta(n) =n 23
Rs_1s Ta(n) =Ta(n) =n 22
Rs_19 Ta(n) =Ta(n) =n 22
Rs_zo Tg(n) =n 26
Rs_21 Ta(n) =Ta(n) =n 25
Rs_22 Ta(n) =Ta(n) =n 26
Rs_23 Ta(n) =Ta(n) =n 26
Rs_24 Tc;(n) =n 27
Rs_25 TG(’I’L) = TA(’n) =n+1 27
Rs_26 TG(’I’L) = TA(’n) =n+1 24
Rs_27 TG(’I’L) = TA(’n) =n+1 24
Rs_28 Ta (n) =n+1 22
Rs_29 Tc(n)=n+1,Ta(n) =n 23
Rs_30 Tc(n)=n+1 25
Rs_31 Ta(n) =Ta(n) =n+1 24
Rs_32 Ta(n) =Ta(n) =n+1 25
Rs_33 Tc(n)=n+1 24
Rs_34 Ta(n)=n+1 22
Rs_35 Ta(n) =Ta(n)=n+1 24
Rs_36 TG(n) = TA(’VL) =n-+1 24
Rs_37 TG(n) = TA(’VL) =n-+1 24
Rs_38 Ta (n) =n-+ 2,TA(n) =n+1 24
Rs_39 Ta(n) =Bn+1)/2,Ta(n)=n+1 25

Let Rs ;,1 <4 < 39 be atransition table for symmetric
solutions obtained in this paper. We refer to the ith symmetric
transition table as symmetric solution ¢, where 1 < i < 39.
The details are as follows:

e Symmetric Minimum-Time Solutions:
We have got 24 minimum-time symmetric partial
solutions operating in exactly T'(n) = n steps. We
show their transition rulesRg ;, 1 < i < 24 in Figures
3 and 4.

e Symmetric Nearly Minimum-Time Solutions:
We have got 14 nearly minimum-time symmetric
partial solutions operating in T'(n) = n+ O(1) steps.
Their trangition rules Rg ;,25 < i < 38 are given in
Figure 4. Most of the solutions, that is, solutions 25-
37 operate in T'(n) = n+ 1 steps. The solution 38
operates in T'(n) = n + 2 steps.

e  Symmetric Non-Minimum-Time Solution:
It is seen that one non-minimum-time symmetric par-
tial solution 39 exists. Its time complexity is T'(n) =
(3n+ 1)/2. The transition rule Rg_sg is given in Fig.
4

In Table |, we give the time complexity and number of
transition rules for each symmetric solution.
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Fig. 5. Snapshots on 7 and 15 cells for symmetric solutions 2, 7, 13, and 15

Here, we give some snapshots on 7 and 15 cells for
minimum-time, nearly minimum-time and non-minimum-time
FSSP solutions, respectively, in Figures 5, 6, and 7.

Now, we give severa interesting observations obtained for
the rule set.

Observation 1 (Swapping General States)

It is noted that some solutions have a property that both of
the states G and A can be an initial general state without
introducing any additional transition rules and yield successful
synchronizations from each genera state.

For example, solution 1 can synchronize any ring of length
n =21k > 2in T(n) = n steps from both an ini-
tial configuration GQ,--- ,Q and AQ,--- ,Q, respectively. Let
Ta—rs_ (n) (or smply T (n), if the rule number is specified)
and Ta—_gg_,(n) (T'a(n)) be synchronization steps staring the
solution Rg ; from the state G and A, respectively, for rings
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45 6 7 8 9101112131415

Solution 25

Fig. 6. Snapshots on 7 and 15 cells for symmetric solutions 20, 23, 24, and
25

of length n. Then, we have Tg_g , (n) = Ta—gs, () = n.

In Fig. 8, we show some synchronized configurations on
3, 7, and 15 cells with a general G (left) and A (right),
respectively, for the solution 1. The observation doesn’t always
hold for al symmetric rules. For example, the solution 3 can
synchronize any ring of lengthn = 2 — 1,k > 2inT(n) =n
steps from the genera state G, but not from the state A.

The Observation 1 yields the following duality relation
among the four-state rule sets.

Observation 2 (Duality)

Let 2 and y be any four-state FSSP solution for ringsand z is
obtained from y by swapping the states G and A in y and vice
versa. We say that the two rules = and y are dua concerning
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Fig. 7. Snapshots on 7 and 15 cells for symmetric solutions 30, 33, 38, and
39

the states G and A. The relation is denoted as z = y. We have:

Rs_1 & Rs_14, Rs_2 & Rs_13,
Rs_8 < Rs_17, Rs_9 S Rg_a21,
Rs_10 S Rs_16, Rs_15 S Rs_22,
Rs_18 = Rs_19, Rs_26 < Rs_37,
Rs_27 & Rs_36, Rs_ 31 = Rg_3s.

IV. SUMMARY AND DISCUSSIONS

A quest for smaller state FSSP solutions has been an
interesting problem for a long time. We have answered to the
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Solution 1 with a general-state A

Fig. 8. Synchronized configurations on 3, 7, and 15 cells with a general-state
G (upper) and A (lower), respectively, for the Solution 1

guestion by proposing a new class of the smallest four-state
FSSP protocols that can synchronize any 1D ring of length
n = 2F — 1 for any positive integer k& > 2. We show that the
class includes arich variety of FSSP protocols that consists of
39 symmetric solutions, ranging from minimum-time to linear-
time in synchronization steps. Some interesting properties in
the structure of 4-state partial solutions have been discussed.
We strongly believe that no smallest solutions exist other than
the ones proposed for length 2* rings in Umeo, Kamikawa and
Yunés [9] and Ng [7] and for rings of length 2% — 1 in this
paper. A question: how many 4-state partial solutions exist for
arrays (open-rings)? remains open. We think that there would
be a large number of the smallest 4-state partial solutions for
arrays. Its number would be larger than several thousands. The
structure of the 4-state array partial synchronizers is far more
complex than the 4-state ring partial synchronizers.
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Abstract—Mobile smart devices are advancing with stronger
demands of high energy efficiency and longer battery life.
Utilizing energy-efficient microcontroller units (MCU) in a mobile
device for always-on functionalities is proved to be an effective
solution. MCUs have the ability to switch between different
running modes dynamically enabling them to have outstanding
low power performance while performing real-time sensing tasks.
Besides hardware optimization, balancing energy efficiency and
quality of service on a MCU lies within a well designed scheduling
algorithm. In this paper, we formally define, model and derive
a proper scheduling algorithm that guarantees that the task set
is schedulable and minimizes power consumption. Our findings
open up additional research of optimizing real-time scheduling
algorithms with less energy consumption on an MCU while
guaranteeing the quality of service, i.e., the schedulability of the
given real-time task set.

Keywords—Mobile device; embedded system; energy effi-

ciency; real-time scheduling

I. INTRODUCTION

Battery life is one of the most important features for
mobile smart devices. To improve the energy efficiency, mo-
bile smart devices introduced low-power processors, such as
microcontroller unit (MCU) based sensor fusion core [1], to
perform non-critical control and calculation tasks with lower
power consumption due to its special design. Placing a MCU
into “shutdown” mode, i.e., turn off the MCU, can stop the
power consumption. However, shutting down and rebooting
the MCU not only introduces extra energy consumption, but
also causes execution delay that may affect the tasks’ real-
time requirements. On the other hand, keeping the MCU in
the standby and idle mode continuously consumes energy,
however it guarantees tasks can be executed without delay.
schedule the shutdown and reboot on a MCU with the goal of
1) guaranteeing the schedulability of hard real-time tasks and
2) minimizing the energy consumption is a big challenge.

In terms of saving energy by changing the processor into
different modes, Dynamic Voltage and Frequency Scaling
(DVES) and Dynamic Power Management (DPM) are two
popular research areas [2]-[4]. Most existing DVFS-related
work focuses on minimizing the energy consumption while
optimizing the quality of service [5]-[7]. Also, assumptions
such that resources are always available during performance
change [8], or the performance can be switched immediately to
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any level between the low and maximal performance [9] make
existing real-time scheduling analyses with DVFS-enabled
resource compliment to our case. While DVFS requires the
resource to be always available, DPM-based solutions allow
the system to shutdown the resource [3]. DPM solutions can
also be implemented with DVFS (if the hardware allows) [3]
to further reduce the energy consumption. However, most
existing work on DPM targets on minimizing the task set’s
makespan or maximizing the system’s throughput while opti-
mizing the energy consumption. To the best of our knowledge,
scheduling hard real-time tasks on a MCU and maximizing the
MCU’s energy efficiency is still a challenge yet to be solved.

Inspired by the existing work on DVFS and DPM schedul-
ing issues, we investigate, discuss and analyze the challenges
of deploying hard real-time tasks on MCU in an energy
efficient way, given MCU’s ability to switching running mode
between standby and shutdown. In particular, we provide the
energy-saving condition under which shutting down the MCU
saves more energy than leaving it in standby mode and idle.
Without creating an impact to the performance, we require the
shutdowns should not break the schedulability of the given
task set. We have further studied three possible approaches to
specifically schedule shutdown time and duration for a MCU
to guarantee the task set’s schedulability while minimizing the
overall energy consumption.

The rest of paper is organized as follows. In Section II,
we propose the task model, the resource assumptions and the
research goal. Section III proposes and analyzes our three
possible solutions in detail. In Section IV, we conclude our
current work and propose future extensions.

II. MODELING AND PROBLEM FORMULATION
In this section, we define the task and resource models,
respectively, and provide the formal problem formulation.

A. Task Model

We use the task model defined in [10] which makes the
following assumptions: 1. Tasks are periodically available with
a fixed period; 2. Each task requires a fixed amount of time to
finish; 3. Each task’s relative deadline (with respect to the time
that it becomes available) is the task’s period. Specifically,
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Figure 1. Shutdown time requirement

a task is defined as 7(e,p) where e is the longest possible
execution time, p is the period.

B. MCU Resource Assumptions

For a MCU resource, it may have several running modes.
In this work, we assume that a MCU resource has two modes:
standby mode that can execute jobs immediately, but consumes
power even when idle; shutdown mode that cannot execute
jobs and does not consume power.

We further assume that a switch between the two modes
has time overhead and consumes extra energy.

As the resource model varies in different possible solutions,
we define the resource models in each solution individually.

C. Problem Formulation

For a given task set and a MCU resource, schedule the
switch of resource modes between standby mode and shut-
down mode to: 1) Guarantee that each job of a task in
the task set meets its deadline, and 2) Minimize the power
consumption.

III. POSSIBLE SOLUTIONS

In this section, we first calculate the minimal shutdown
duration requirement such that a shutdown behavior: 1) Is
practical for a MCU to perform from a hardware perspective
and 2) Does save power compared to leaving the MCU idle.
Then, we provide three possible solutions, as well as our
preliminary research results, of how to schedule the shutdown
for a MCU with running real-time task sets. For the first
solution, we have finished the theoretical analysis for tasks
under Earliest Deadline First scheduler. For the Rate Mono-
tonic scheduler case, as well as the remaining two possible
solutions, they are work in progress and we will research them
in our future work.

A. The minimal shutdown duration requirement

As illustrated in Figure 1, to perform a shutting down, the
MCU stops providing computing services to the tasks first (at
time d;). Before cutting the power (at time point ds), the MCU
needs to backup its runtime status, i.e, values in registers or
data in the RAM, into storage in state ¢s. During time interval
tq, the MCU is in shutdown mode. At time point u;, the MCU
starts the rebooting procedure during ¢, and is completed at
ug. In the following sections, we call the MCU as a computing
resource and formally define the resource model of MCU in
the following definition.
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Definition 1. A MCU resource R is defined as a quad notated
as R(ts,tu, C;, C.) where tg is the time duration of switching
from running mode to shutdown mode and t, is the time
duration of switching from shutdown mode to running mode.
C; and C, are the current drains when the MCU is idle or is
calculating, respectively.

As the MCU’s shutdown and reboot procedure needs time
and extra energy, we derive the minimal shutdown time in the
following lemma.

Lemma 1. For a given MCU resource R(ts,t,,C;, Ce), the
minimal shutdown time T that saves energy is determined as:

ts +1t,) - Ce
% (1)

Proof. As Figure 1 illustrates, the time interval that the MCU
is unavailable to execute tasks starts at time point d; and ends
at uo, ie., Ty = wus — dy. If the resource is in idle time,
it consumes (ug — di) - C; power during this time period.
On the other hand, if the MCU is shut down, during ¢, it
consumes ts - C, power and during t, it consumes t, - C,
power. Compared to leaving the MCU idle, shutting down
the MCU saves more energy when the following condition is
satisfied.

Ts >

(U2 — dl) . Cz > (ts +tu) . Ce
Hence
(ts +ty) - Ce
on
Obviously, T’s should also be longer than ¢+, to have enough
time to shutdown and then reboot the MCU. Since C, > C;,
(2) also implies T > tg + t,. O]

T, > 2

B. Handle the System Shutdown: When the Mode Switch is
periodic

The first approach is to shutdown the MCU periodically. As
illustrated in Figure 3, a periodic shutdown is performed with
the period and duration of 5 and 2 time units, respectively,
ie., S(2,5). As a comparison, the case of scheduling on
regular resource is illustrated in Figure 2. The advantage
of this approach is obvious. To implement this approach,
the scheduler only needs a timer, therefore this approach
consumes minimal CPU resource compared to the approach
we will study in the next section. The major challenge is to
determine the shutdown duration time and the shutdown period
that guarantees the schedulability of the given task set while
minimizes the overall power consumption.

7,(2,5) r,(1.6) |

| M . e W .
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Figure 2. Regular resource
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Figure 3. Periodic resource
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Figure 4. Resource with shutdown task insertion

Under this approach, the resource’s properties match the
definition of a periodic resource [11]-[13], with respect to
the task set, as it switches periodically between available and
unavailable. More specifically, this resource is categorized to a
fixed-pattern periodic resource in [12] and [13]. Compared to
the existing scheduling research work on periodic resources,
the challenges of our current problem is to determine both
the shutdown frequency and the shutdown duration which are
assumed to be given in the existing work.

In our work, we calculate these two parameters to guarantee
the task set’s schedulability (if schedulable on a resource
without shutting down) while minimizing the energy consump-
tion. Specifically, we leverage the schedulability analyses in
[12] and [13], change the resource period and downtime into
variables, determine their solution domains with respect to the
task set’s schedulability and then find the optimal (or near
optimal) solution in the solution domain that minimizes the
power consumption.

A possible approach to find the optimal solution is to
derive the schedulability condition from periodic resource
bounds [11]. From the necessary schedulability bound, we can
derive the dependency between the shutdown period and its
duration under the schedulability requirement. Then, based on
this dependency, we further use heuristic ways (to deliver a
near optimal solution) to search the optimal pair of period and
duration values.

To perform the theoretical analysis, the pessimistic way is to
first calculate the bound, and use the bound to further calculate
the 6§ parameters. Following Lemmas and theorems provide the
shutdown time bound for the EDF scheduler. For convenience,
we reuse the MCU notation R and redefine the resource model
in the following definition for schedulability analysis pruposes.

Definition 2. A MCU resource with periodic sleep is defined
as a tuple and is denoted as R(0, ) where 0 is the resource
available time, with respect to the task set, and w is the system
sleep period.

Note that both ¢, and t,, time duration is not counted in 6 as
tasks are not able to be executed during these two durations.

Lemma 2. For a given resource R(0,7) and a task set T =
{71, ..., Tn} where T; represents a independent task 7;(e;, p;)-
The minimal task period in T is denoted as py,in. With Earliest
Deadline First scheduler, T is guaranteed to be schedulable

if the following relation is valid: m < M, where
Ur is the total utilization rate of T, i.e., Up = Z?_l ;—

Proof. We first introduce the linear demand bound function
ldbf(t) = Up -t for EDF from [14], [15]. This function
describes that for any time interval with given length ¢, the
overall resource demand, such like the overall CPU cycles
needed, will not acceed Idbf (t).
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We then calculate in the worst case, at least how much
resource can be offered by the MCU with periodic shutdown
in a given time length ¢, which is calculated as the supply
bound function sbf(t). Obviously, for any time interval with
same length, the worst case is that this time interval starts with
a shutting down, as illustrated in Figure 5.

R
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Figure 5. Demand and supply bound functions

Specifically, from time 0 to time 6, the job receives no
resource. At time 6 to the end of this resource period, the
MCU is up and running and executes the job. As the MCU
periodically turns on and off, this procedure repeats in each
MCU period. We formalize this periodic procedure as:

sbf(t) =

0,ift<m—0,
L] -6+ max(0,(t mod © — (m — 0))), otherwise

In (3), if the time interval is shorter than m — 6, then in
the worst case, the MCU is shut down during the entire time
interval and hence there is zero resource provided by the MCU
in this time interval. In the case that t > 7—6, we first calculate
how many complete MCU peirods are in this interval, i.e.,
| £]. Since for one complete MCU period, MCU provides 6
executable time, this parts contributes L%J -0 executable time.
For the remaining part, i.e., ¢t mod m, it is shorter than a period.
If it’s also shorter than the shutdown time, in the worst case
this part contributes no executable time, otherwise it provides
t mod (m — 0) executable time.

Since (3) is a step-function which is difficult to conduct
further proof, we further derivate the linear supply bound
function Isbf(t) = % t—0+ %.

The green dot line in Figure 5 illustrates the intuition of
Isbf(t).

To guarantee the schedulability of a task set, the following
condition should be satisfied [15], [16], i.e., when the length
of a time interval is equal or longer than p,y,;,, then lsbf(t) >
ldbf(t). With this condition, we derive the final conclusion.
First, with (3), Idbf(¢t) and Isbf(t) > ldbf(t) we have

76 — 62

0—Ur

As illustrated in Figure 5, we denote the time point ”99:52
as T;. The intuition of T; is that if a time interval is longer than
T;, then the minimal resource supply is guaranteed to be larger
than the maximal possible resource demand. To guarantee the
schedulability of the task set, we only need to guarantee that

0 62
—t—0+—>Ur-t — t>
o ™
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for a time interval with length p,,;,, the resource supply is no
less than the demand, therefore we have:

t>7T9_62—> _ >7T9—6‘2

~“9_U Pmin = 0_U (4)
- _ 2

4)7r<pmzn (8 UT)+0

0

O
With Lemma 1, we now have the relation between 7 and 6.

Theorem 1. For a given resource R(0,7) and a task set
T = {mn,....,7n} where T; represents a independent task
7:(€:, ;). The minimal task period in T is denoted as ppin.
With Earliest Deadline First scheduler, T is guaranteed to be
schedulable if the following relation is valid:

T < Pmin (0—Ur)+6?
5)
(tsttu)-Con (
0 > o
where Ur is the total utilization rate of T, i.e., u = 2?71 %

With Theorem 1, we create the solution domain for 7 and 6.
If there is no solution in this domain, then the task set is non-
schedulable even without a MCU shutdown. If this domain is
non-empty, the next step is to find the optimal solution ,i.e.
(m,0) value pair that can minimize the power consumption in
a T’s hyperperiod. The approach could be either theoretical
or heuristic searching approaches, we will further study in our
future work.

C. Handle the System Shutdown: Treat the Shutdown as a
Special Task

Aside from turning down the MCU periodically, another
possible solution is to treat the turning down as a special task.
As illustrated in Figure 4, a periodic shutdown S(2,5), i.e.,
shutdown two time units for every five time units, is treated
as a regular task. Specifically, we first determine the shutdown
duration e and shutdown period p and insert the shutdown into
the original task set as a special task. We then use the original
scheduler to schedule both the new task set with the special
task. This solution is applicable for the classical schedulers,
such as RM or EDF, without changing the original system
too much. Also, comparing to the periodic shutdown, the
shutdown is more flexible, i.e., the shutdown can be arranged
to strart from anytime within its perioid, therefore it should
have both higher system utilization rate and energy efficiency
compared to the periodic shutdown approach.

This solution has two challenges. First, the shutdown task
is non-preemptive. Second, we still need to determine the ¢’
and p’ of the shutdown task to 1) guarantee the task set’s
schedulability and 2) minimize p’ while maximizing e’.

For the first challenge, one possible approach is to align the
shutdown task’s period p’ to a certain task and extends the
chosen task’s execution time. For example, when using a Rate
Monotonic scheduler, if we align the shutdown task to the task
with shortest period (i.e., highest priority) 71 (e1, p1), then we
have a new 7; where €| = e; + ¢’. After this transition, the
number of tasks remains unchanged and the shutdown task is
non-preemptive as it is always accompanied by the execution
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of 71 which is non-preemptive to all other tasks. Then, the
problem changes to determine the longest e/ that can still
guarantee the task set’s schedulability.

This approach may guarantee the schedulability and handle
the non-preemptive property of the shutdown task, however
the second challenge is still unsolved.

D. Handle the System Shutdown: New Scheduling Algorithm

The third possible approach is to design a new algorithm
which can dynamically switch the MCU into sleep mode. This
approach has the highest effect with respect to the energy
efficiency as it can utilize all possible chances to put the
MCU into sleep mode. However, it also has the most difficult
challenges.

For this approach, the immediate problem is for the sched-
uler to know whether an incoming idle time is long enough
to switch the MCU into sleep mode and then switch back
before the release of the next job. As current schedulers only
handle resource conflicts, i.e, when more jobs are ready to run
but only less resources are available, a scheduler determines
which jobs to run. Under this context, a scheduler is not able
to be aware of the incoming job running situations. Therefore,
new improvements are required for the scheduling algorithms
to further determine the MCU’s running modes.

The implementation of this approach is most likely to be
heuristic as it is essentially an integrated linear programming
solution and it is expensive resource wise. The basic approach
of our solution could be to find the optimal schedule first
using an integrated linear solution, and then gradually release
the conditions to reach a near optimal solution, which balances
both the scheduling overhead and the energy efficiency.

IV. CONCLUSION AND FUTURE WORK

In this work, we formally formulated the scheduling prob-
lems of deploying periodic hard real-time tasks on a MCU
that has multiple running modes. To achieve the goal of 1)
Guaranteeing the task set’s schedulability and 2) Maximiz-
ing the energy efficiency, we further provided analyses of
three possible solutions, i.e., 1) Periodic shutdown, 2) Treat
shutdown as a special task, and 3) Design a new scheduling
algorithm. In our future work, we will continually study
each of these three possible solutions and find the optimal
ones that save the maximal energy while guaranteeing the
schedulability.
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Abstract—This paper presents an approach to represent medi-
cation guidelines in a machine readable form for its use within a
home care environment for elderly patients with chronic diseases.
The overall system comprises a patient-centred integrated care
environment, supported by computerized systems to improve the
quality of home hospitalization. One component of the system
is a decision support system for improving the medication of
elderly patients. For this purpose, a machine actionable version
of standardized medication guidelines was required. However,
such version was not available, the translation of the guidelines
from human readable into machine readable rules and the
implementation are complex and pose many challenges e.g.
ambiguity of the rules. Scope of this work included the design
and implementation of such a rule base. Guidelines were selected
based on their prominence in the domain and analyzed for their
structure to allow for the creation of templates, which can be used
in the automatic generation of rules. The templates were designed
to work with the Drools business rule management system. While
still simple, the current prototype shows good performance and
potential for future extensions.

Index Terms—health information management, rule-based
decision-making system, polypharmacy, drug delivery, drug-drug
interactions, comorbidity

I. INTRODUCTION

The problems originated by an aging population have de-
served greater attention by a multitude of organizations, no-
tably in the World Health Organization (WHO) report Global
Health and Aging” in 2011 [1]. The number of people aged
65 or older is projected to reach 1.5 billion in 2050, from
524 million reported in 2010. Together with the eradication of
infectious diseases and parasites in most parts of the world,
which were especially dangerous for infants and children,
chronic noncommunicable diseases are now the biggest burden
on health and on the health care systems. Elder patients tend
to suffer from so called co-morbid illnesses (or comorbidity),
i.e., the presence of additional diseases or disorders that exist
concurrently with a primary disease. This is challenging in
multiple aspects for health care professionals and leads to
increased usage of health care resources [2][3]. This leads
to more complicated and/or multiple concurrent treatments,
which usually lead to long-term use of multiple drugs in
combination [4][5], called polypharmacy. Countermeasures to
issues arising from polypharmacy are urgently required, as
polypharmacy is common in elderly patients [6] and home
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hospitalization requires systems to monitor possible complica-
tions to ensure patient safety and provide a better medication
prescription. Therefore in this work, we focused on potential
drug-drug interactions (Potentially Inappropriate Prescribing,
PIPs), and developed a rule-based system to detect possible
adverse events.

Polypharmacy is defined as the concurrent use of multiple
(usually more than four) medications or, sometimes, as the
unnecessary use of multiple and/or redundant medications [7].
As mentioned before, this is common in adults older than
65 years, which shows that generally more than half of all
patients older than 65 years take more than 5 prescription
drugs [6]. The situation is complicated further by over-the-
counter medications. Studies regarding such medications show
that, especially in certain communities, 90% of the patients
take more than 1 and almost 50% take 2 to 4 of these
freely available medications [6][8]. Additionally, because of
incomplete case histories and cases of low patient compli-
ance, the medical professionals treating the patient often have
incomplete knowledge on which substances the patient is
actually using. Patient safety is a problem area and topic of
active research in general, as adverse drug events are a serious
problem in modern health care. Multiple studies brought this
to attention, notably the report “To Err is Human” in the
US, however, adverse events are preventable in many cases
[91[10][(11].

Multiple clinical guidelines and screening tools have been
developed to check for PIPs. Mark Beers et al. created a list
of medications that can be considered inappropriate for older
patients in long-term care in 1991 [12]. Beers’ criteria were
updated regularly and are the basis for other criteria sets, most
notably ”’Screening Tool of Older Persons potentially inappro-
priate Prescriptions” (STOPP) and “’Screening Tool to Alert
doctors to the Right Treatment” (START). Both are evidence-
based lists of criteria, first published in 2008 and developed
in Ireland by a round of experts using the Delphi consensus
method [13][14]. Version 2 of these criteria was published in
2014 [15]. STOPP/START resulted in much research interest,
many countries and institutions support the tools and consider
them appropriate for evaluating prescriptions [16]. Here is an
example of the STOPP criteria: The following prescriptions
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are potentially inappropriate to use in patients aged 65 years
and older for cardiovascular system:

1) Digoxin for heart failure with normal systolic ventricular
function (no clear evidence of benefit).

2) Verapamil or diltiazem with NYHA Class III or IV heart
failure (may worsen heart failure).

3) Beta-blocker in combination with verapamil or diltiazem
(risk of heart block).

And here is an example of the START criteria for the respi-
ratory system:

1) Regular inhaled 5 2 agonist or antimuscarinic bron-
chodilator (e.g. ipratropium, tiotropium) for mild to
moderate asthma or COPD.

2) Regular inhaled corticosteroid for moderate-severe
asthma or COPD, where FEV1 <50

3) Home continuous oxygen with documented chronic hy-
poxaemia (i.e. pO2 <8.0 kPa or 60 mmHg or SaO2 <89

However, none of these guidelines were available in a machine
readable format, they are indented to be used manually by
medical professionals, which can create a considerable work-
load. The usage of the guidelines out of paper documents is
likely unrealistic due to time restrictions of the medical staff.
There is an urgent need to translate such rules into machine
readable form and integrate them into decision support system
as part of the medication prescription process making them
in almost real time available for medical doctors. So in the
frame of this work a set of machine readable rules was created
using the Drools rule engine [17]. The target of this work
was to translate the STOPP/START guidelines into machine
readable rules using the Drools format, wrapped them in
a prototype service application. The developed prototype is
being integrated with the home monitoring system allowing
its extension beyond existing systems’ capabilities and ap-
proaches especially when combined with real time sensors’
data measuring the body vital signs and utilizing machine
learning algorithms. production rule systems have been used
together with other technologies in ’business rule management
systems” since the early 1990s, especially in industries with
a lot of rules in everyday operation, such as insurances [18].
The RETE algorithm that optimizes the process of matching
conditions to rules by “compiling” a network of conditions
and their relation has been designed in the 1980s for such
scenarios [19]. Derivatives and improvements of this algorithm
are still used in current rule engines, such as Drools [20]. The
usage of a decision support system to reduce medication errors
shows good results, especially when used at the ordering stage
of a medication [21]. A Business Rule Management System
(BRMS) is software that creates, supports, and executes dec-
ision logic and business rules. Drools is one of the most used
BRMSs being utilized by thousands of organizations currently.
The object-oriented system is an augmented implementation
of the known Rete algorithm tailored for the Java language. It
includes both forward as well as backward chaining interfer-
ence based rules engine and it provides a framework to allow
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business logic externalization in a common place. Efforts have
been made to compute sets of medical guidelines for using
them in applications. One example is STRIPA [22], a rule-
based decision support system for medication reviews. It was
developed with the Systematic Tool to Reduce Inappropriate
Prescribing (STRIP) in mind, a drug optimization process, and
aims at making the pharmacotherapeutic analysis step easier
and less time-consuming by automation [22]. This system was
not targeted to integration in home monitoring systems and
was developed as a stand alone system.

In section 2, an elaboration on design principles, system de-
sign and involved frameworks is given. In section 3, the design
implications, data model and the approach of implementation
are described. In section 4, the evaluation methodology and
the results are depicted. In section 5, conclusions and future
work are discussed.

II. DESIGN

This prototype was designed with usability focus, to have a
structured and easily manageable representation of the rules,
without losing too much precision in detecting rule violations
or losing too much flexibility in the addition of rule conditions
and the manipulation of rules. With this in mind, we looked
at state-of-the-art rule engines with a wide implementation in
the industry, such as Drools. Additionally, with the use of
the Drools Rule Language (DRL), rules can also be generated
from schematic representations, so called decision tables. This
confirmed our choice of Drools as the core of the system, as
it has also proven itself in similar applications [22].

A. System Design

As shown in Figure 1, the system was designed as a self-
contained service, with two possibilities for interoperability
with the rest of the home monitoring system in mind. One is
the usage of the same database and framework as other related
projects, Apache Cassandra and Apache Spark, so that the
new service can be introduced into a new environment without
changing much of the code and/or configuration. The second
possibility is a REST API (via KIEServer) that can be used for
sending data to the service for evaluation against the rule base
and is designed to be easily extended. During development,
the focus was set on the first possibility: the system was built
and tested with the same tools and technologies that allow
easy integration into home monitoring systems.

It is important to note that Drools is used in a stateless
fashion. Stateless Drools sessions can be called like a function,
a batch of data is passed to the session and the results of the
rule execution are sent back. The production rule system does
not keep track of (generated) knowledge and the result of one
rule execution will never trigger or influence the execution of
other rules. This was the desired operation mode in the use
case at hand.
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B. Analysis of the Guideline Structure

In the early phase of the development, the STOPP and
START sets of criteria were analyzed for their structure. As
an intermediate result, the following parts could be identified
in most STOPP rules:

o The rule subject, being a drug or drug family

o A part specifying co-medication that might interact with
the subject

o Therapeutic information / information on pharmacother-
apy, filtering for special (mis-)use cases of the subject

o A diagnosis / treatment condition, in some cases the
subject is only harmful / not harmful if some condition,
symptom or treatment is present

e Some “dependent clinical characteristic”, an additional
condition that can be a diagnosis, symptom or lab value
for example that narrows down the execution of the rule
(often exceptions to the rest of the rule)

o The outcome: in the case of STOPP rules that is a warning
to consider a medication change for the patient

START rules have similar parts that can be identified, but
they do not contain a subject in the sense above, meaning a
drug or drug group that has to be matched with a drug from
the patient’s records for the rule to be executed. Instead, they
contain a drug that they advice in case the rule is executed
successfully, as START aims to recommend initial and/or
additional medication that is proven to be beneficial in the
case described in the rule.

The various connective words and phrases used in the
plain English statements of the original set of criteria could
be reduced to ”and”, “or” and “not”. Statements containing
temporal modifiers like ”X with concurrent Y” were also
reduced to the logical operators above. However, at present
this first prototype does not have the required structured data
from electronic health records to execute that specific type of
rules.

The identified rule parts were also further sub-divided into
“types”. Conditions on drug dosage, time of prescription and
co-therapy could be reduced to conditions on intolerance,
efficacy, duration, dosage and a check for contraindication.
Further time/co-therapy conditions were: “The subject is the

first treatment for something”, "used as a long-term treatment”,
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“used as secondary prevention”, “used when an alternative is
available”, “used as mono-therapy”, “used instead of some
other drug” and “used with some other drug of the same class”.
Similarly, detailed types of symptom / diagnosis conditions
were: “Usage of the subject drug with a history of some
diagnosis X”, “used as a treatment for X”, "used for therapy
in X and “used unless concurrent X”. Clinical characteristics
could be reduced to: Health conditions, physical examination
result, interventions, disease history, laboratory results.

III. DESIGN IMPLICATIONS AND IMPLEMENTATION

In principle, it would have been possible to create conditions
in the machine readable version of the criteria sets for all of
these condition types. However, as such a level of detail was
not available in the data and is difficult to achieve and use
correctly, many types were left out or combined into very
basic conditions. Some information is contained in the codes
of the classification systems used and a good selection of
codes for condition checks allows representation of some of
these detailed condition types in their more general parent
condition. With more detailed data, additional conditions can
be implemented, but some only appear in very few and quite
specific rules, it might be better to accept the possibility of
false alerts and let the medical professional decide if acting
is necessary, instead of trying to make a rule more precise
with complicated conditions on unreliable data. This trade-off
had to be evaluated throughout the design and development
process. It will also be important for future improvements
and extensions. For the realization of the concept, proven
technologies have been chosen. The requirements fit the use
case of a production rule system. Additionally, a general
purpose programming language, such as Java was chosen as
a consequence of the choice of the rule engine.

A. Data Model

As Drools is data-driven, the data model is very important.
It consists of a typical object-oriented programming class
hierarchy: all used objects are plain Java objects. Each type
that was used in one of the decision tables is represented by a
Java class, which includes objects representing patients, drugs
and diagnosis. As shown in Figure 2, the system is currently
only using coding systems for both diagnosis and drugs, the
presented objects basically only act as a container for these
codes with some additional functionality.

The defined objects contain methods for matching codes and
code prefixes by simple string matching. This way, the rules
can easily take advantage of the structure of the mentioned
coding system. For example, if a guideline from the STOPP
set states that all opioids should never be given together with
some other drug, we can take the common prefix for opioids in
the Anatomical Therapeutic Chemical (ATC) system and use
it for pattern matching in the rule, by just passing it system
for evaluation. This is easier than compiling lists of drugs
manually and less error prone, but not as simple as it may
sound, in fact, it is quite difficult in many cases to find a
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coded representation of what is stated in the original criteria
that means exactly the same semantically. Still, we will see
how rules make use of the coding systems in detail in the
next sections.

B. Rule Structure and Decision Tables

Each rule can be fitted to a schema consisting of conditions.
Basically, as mentioned above, the following parts could be
identified as a general structure in all STOPP/START criteria:
a rule subject, being a drug or drug set, another drug or drug
set, representing drugs that might interact with the subject (co-
medication group), a set of diagnosis and a patient, to which
all other objects have to relate.

The co-medication group filters for drug-drug interaction
using ATC codes, many STOPP rules state something like:
”If the patient is taking drug A and he is also taking drug
B at the same time, revoke the prescription for drug B”. The
assumption was made that drugs supplied to the system are
always prescribed at the same time, there is currently no check
for concurrency. This is due to the fact that the data that was
available at the time of writing did not include such details.
We have examples of how the rule base could be made more
precise if the available data is of better quality, something
that will become apparent multiple times and has already been
mentioned before.

The diagnosis group filters for diagnoses, symptoms, or
other information that can be represented by the International
Classification of Diseases (ICD) system. This further narrows
down the execution of the rule immensely by applying an
additional condition that many of the rules have in common.
To summarize, the most important criteria and parts of the
resulting decision tables are the rule subject, drug interactions,
and coded diagnoses, they were the only ones that were
selected for implementation.

The observation that most of the rules in both STOPP and
START follow a certain scheme lead to the belief that they can
be reduced to a fixed structure, basically a prototype rule with
parametric conditions. That is why so called decision tables
were chosen as the source of rules for the system. Drools
supports Microsoft Excel spreadsheets with a certain structure
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as an input and will generate rules from them. This approach
has certain advantages over representing the rules in files using
the decision support language described above in certain use
cases and the STOPP/START criteria were quite compatible
with the approach.

Figure 3 represents a first iteration of a STOPP table. Each
rule follows the same structure, as it is given by the decision
table. First, the knowledge base is checked for the drug that
is the subject of the corresponding STOPP guideline. If the
subject drug is found, the following columns contain all other
tests, but not always all tests for every rule, some are left
out, if the guideline does not contain such a requirement.
This can be done by leaving the respective cell empty. The
conditions check for interacting drugs, for diagnosis and that
the patient ID of both of these objects match the one of the
subject drug. We do not verify the patient’s age, although the
STOPP/START criteria are designed for people above the age
of 65, because the rule base will be used in an environment,
where only data of such patients will be processed. An addi-
tional column contains the negation of the check for interaction
drugs. This was necessary for a few rules, which apply only if
a certain drug or drug class is not in the medication plan of a
patient. This, of course, leads to the logical conjunction turning
into a logical disjunction: the condition requires the medication
list of a patient to be free of all the mentioned codes or code
prefixes. Note that this generally is a first naive table layout
and does not take performance optimization into account. The
order of the conditions can be optimized for quicker execution,
as we will see, but this always affects all rules, one drawback
of using decision tables. If the rule is evaluated to be positive,
the marked action of the available ones is taken. In Figure 3,
this is one of four very basic output variants. During use of
the system later on, this can be any kind if post-processing or
event handling.

Decision tables make creating, testing and updating of a
larger rule base of similar rules easier. Once the structure
of the decision table and the template code is done, only
parameters have to be entered into the table. In the case of the
rule base presented here, this brings other challenges, mainly
in choosing the correct codes for representing the symptoms
and illnesses mentioned in the STOPP/START guidelines, but
the actual implementation work is reduced. In the case of the
”subject drug” test template code, the rule engine will loop
over all parameters found in the rules cell for this condition
and that the results of the evaluation of each single one should
be connected with the ”or” operator. The parameter is inserted
at the placeholder ”$”, in this case we pass it to a function. The
template code section allows us to call functions of the object
specified in the row for types above. In this case, the function
“matchATC” is called with the parameter inserted in the rule’s
cell. We can also see that we can add arrays of parameters to
rules by just adding them into the cell, separated with commas,
in this case strings representing the ATC code or ATC code
prefix we want to match. The method we call is described
in the data model section, which we use it to match codes
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Fig. 3: The template code of the STOPP decision table

and code prefixes. The template code for the complication
drugs” condition is the same, but adds an equality check for
the patient ID to make sure that only drugs that are actually
taken by the patient are considered. The template code for the
diagnosis check, basically works in the same way. But instead
of inserting a parameter into a method call, we just specify that
all parameters should be connected in a disjunctive fashion.
The rules’ fields of this condition check contain both method
calls and equality checks. The same result is achieved in a
different fashion. This basically concludes the description of
the pre-optimization STOPP table.

The decision table for the START criteria works in a similar
way as the templates, but has different requirements for the
number and order of condition checks and for the patient
check. This is because we do not have a subject drug in every
case that can be used to get all patients taking the drug like
in the STOPP decision table. Instead, we now have to look at
all patients. In the next step, all drugs with a matching patient
ID are checked against the rule’s codes and code prefixes, just
as in the STOPP table. The diagnosis check is also the same,
the number of parameters is just higher in many cases.

C. Integration into the home monitoring system’s workflow

r Updated Care Plan

< Patient Data

Main DB

POLYCARE (Cassandra)

— Care Plans

Care Plan and Data
(i.e. medication and Alerts and Advice
diagnoses)

Decision [ Lookup Medication
Support Database
System <€— Drug Data (Cassandra)

Rules

L —

Fig. 4: Overview of integration of the prototype in the home
monitoring system Polycare
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The system will take in information about a patient and pro-
vide feedback about drug interactions and interference while
under certain therapies or suffering from certain diseases, as
defined in the STOPP/START criteria. Depending on whether
a START or STOPP condition is detected, an alert is given
or a recommendation for therapy is given. The information
is sent back to the subsystem developed for persistence in
a database and to be used for care plan creation, as seen
in Figure 4. Not shown in the workflow diagram is the
process of looking up medications in the Apache Cassandra
database. A "Pharmazentralnummer” (PZN, meaning “central
pharmaceutical number, a standardized number to identify
medications and medical products in Germany) id, from the
electronic health record of a patient is used to get detailed
information about a drug (more specifically about the active
substance) and its classification in other coding systems such
as ATC, which is currently used in the system so far.

Finally, information about the medication of the patient and
her diagnosis is used. If available, more precise information
such as dosage of specific drugs, duration of the treatment and
lab values can be used to give better feedback. But in this use
case, it is better for the patient if a false alert is raised than if
no alert is raised due to incomplete knowledge.

IV. EVALUATION METHODOLOGY AND RESULTS

There are technical measurements and results, such as
performance and a possible performance differences after
optimizing the initial system and rule base. Additionally, there
is a discussion on how the results presented here fit in within
the project infrastructure, what drawbacks exist and what may
need more work. An issue is the selection of both ATC and
especially ICD codes for the rule’s conditions. A first selection
was used in this work to demonstrate how such a rule base
for the STOPP/START criteria and the accompanying system
might work, but there was no guarantee for correctness of the
rules from a medical standpoint at any time.

Technical evaluation resulted in some key points. Most
obviously, as previously mentioned, finding the correct order
of condition checks and was part of the task at hand, but turned
out to be marginally important for performance of the system.
Still, with more conditions and more complex comparisons
one should think about the structure of the table again, as it
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is important to narrow down the set of possible matches for
a rule by applying the simplest conditions that exclude the
most facts first. In the case of the START table, there was
some performance gain by filtering the diagnosis codes first,
as most START rules do not have a drug condition and filtering
by diagnosis can exclude a case early on. This also applies to
choosing the right starting condition for the rule. In the case of
the START table, we unfortunately have to look at the patients
in all cases to see if there is a beneficial prescription for them.
But the STOPP table can match a drug a patient is taking in
the first step. If the data set sent to the knowledge base does
not contain a matching code, it can be discarded immediately.

It is important to note that the knowledge base had to be
created to work in a stateless fashion: the working memory
does not keep track of facts other than initial ones created at
the time of starting the system. Incoming data is processed,
rules are matched and executed and some action is taken.
Afterwards, the data is discarded and the knowledge base
remains unchanged. This also means that we can only look at
one (the system could be configured to cache data and process
batches) set of data representing a patient’s record at the time.
If the knowledge base were to be created to work with stateful
execution, optimizing the rule base and the accompanying
system would be a completely different task.

The use of stateless sessions also has some implications
for the correct usage of the system. All data belonging to
one patient should be inserted and executed in the same
batch or at least all the patient’s data from the same time
frame. Otherwise, it would be possible, for example, to miss
a drug-drug interaction as the system does not keep track of
knowledge inserted or created during runtime. As an example,
if the patient is taking a beta-blocker drug, we know this
because of some report and an entry for this was created
in a database, but the patient is also taking Verapamil and a
separate entry was created for this, it might be possible that we
miss the interaction between the two drugs, if there is no pre-
processing step that makes sure that all entries for one patient
and in the same time frame are collected before sending the
data to the rule engine. This has to be kept in mind to get
good results from the system.

As mentioned briefly beforehand, the system’s performance
in terms of accuracy, is determined by the choice of codes
to represent the conditions of the original guideline statement.
This is especially true, as the technical correctness of the rules
was verified using unit testing, which covered nearly all of the
cases which might trigger a rule evaluation. But the correctness
of the result in a medical sense, of course, still depends on
the codes used for the condition checks. The diagnosis codes
used in this were chosen by looking at the ICD-10-CM index
and choosing codes that seemed suitable. Choosing ATC codes
was easier, as it is pretty clear in most cases which substances
are mentioned in the original guideline statements. But as the
ATC structure allows one substance to have multiple codes
if it can be used for different treatment goals on different
physiological systems, one has to choose the correct code or

Copyright (c) IARIA, 2018. ISBN: 978-1-61208-608-8

include all variants. Generally, it is always possible to include
more codes, especially in the case of diagnosis codes, to catch
more rule violations. But this can lead to more false alarms.
Working around the coding systems by, e.g., compiling a list
of single codes instead of using the hierarchy of the system, is
generally more difficult and inefficient than using well-defined
codes or the structure of the coding system, but sometimes
there is no other way.

Some rules from the STOPP/START sets were especially
difficult to represent by an entry in the respective decision
table. Rule STOPP D10 for example, warns that neuroleptics
should not be used as hypnotics. As there is no ATC group
that contains all neuroleptics, a list of codes had to be created
manually. Modafinil, sodium oxybate and methylphenidate
were used as the codes for the subject drug check. But this
must be confirmed and corrected by medical professionals
yet. More difficult and quite representative of the issues in
representing the criteria as formal rules is the condition that
these neuroleptic medications must be stopped if they are
used as hypnotics. There is no information about the treatment
goals or the intent of the medication available in the test data
sets, and this information will also not be available for the
prototype development. To catch all cases that might put the
patient in danger, a compromise had to be made: within our
first implementation, all neuroleptics will trigger rule STOPP
D10, even if their usage is correct and not dangerous to the
patient. The physician that receives warnings from the system
will have to decide, whether the warning is correct or just a
false alarm. Similar decisions had to be made for most rules
that had some kind of exception or modifier in their original
statement.

Most recommendation systems and similar applications
have to find a balance regarding this issue. In our case, if the
number of false alarms is too high, the actual value of having
an automatic system for evaluation of the STOPP/START
guidelines is reduced, as the amount of work compared to
manually checking the criteria is not small enough to justify
using the system. Similarly, if the number of cases missed by
the system that actually put the patient in danger is too large,
there is also no benefit in using it.

The rule base and system presented here will be evaluated
and refined with these criteria in mind in the future, after
integration together with the rest of the home monitoring
infrastructure. The used codes will need to be checked again.
There already have been panels [23] that worked on finding
codes for STOPP/START and they can be used together with
new consensus finding methods and a group of medical experts
to agree on a set of codes for the rules. A study on the
acceptance of the whole system by medical professionals and
patients can further show if the selection of codes and the
knowledge base in general is too strict or too inaccurate.
Feedback and experience with the system in a productive
environment might even be more efficient than the theoretical
selection of codes and conditions.
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V. CONCLUSION AND FUTURE WORK

There are multiple things to take away here and that left
an impression on us during the development of the rule base.
First, there is a big selection of technologies and software
freely available for such a task, with active development and
very prominent credentials. Their features were not really
used to the fullest extend, but as the choice matches what
is used in other parts of home monitoring systems, one can
say that scaling the project will not be a problem. Drools also
seems to be a good choice, it can create or read rules from
multiple sources with flexible and powerful template coding
and accompanying tools that can be used to modify rules even
by people who do not know a lot about programming. It allows
the use of the knowledge base as a server, but can also be
integrated into any other form of Java application.

Using decision tables to represent the STOPP/START cri-
teria was the correct choice. The criteria turned out to be
surprisingly similar in their structure, allowing the use of
template code to generate rules. Drools is also quite efficient
in matching and executing rules. Running both the 77 rule
STOPP and 34 rule START set against 10.000 test records
took less than 1 second per case on a consumer grade laptop.
However, in the case at hand, changing the structure of a
table, for example the order of the rule’s condition, did not
improve performance significantly. In production use, it would
be advisable to focus on the efficient usage of Apache Spark
and Apache Cassandra, as the code for database access, data
manipulation and analysis will impact performance the most.

While the decision tables are not too complex, the complex-
ity of the problem lies in choosing the correct codes for both
drugs and diagnosis. This is not a trivial problem and it impacts
the whole domain. As many other authors have stated in their
papers on similar projects and on electronic health records,
standards for medical data, improved standards for coding
and agreements on translating between them and from natural
language would help the whole domain immensely. The rules
that were created during the development of this work were
not evaluated for their “medical correctness”. We have seen
that choosing codes that precisely represent what was stated in
the STOPP/START criteria is difficult. The original statements
are sometimes subject to interpretation itself. For any future
development, it would be advisable to have a consensus
process with medical experts to agree on coding, as many
other projects did. Until there is an official” coded version
of the original criteria, there is no other possibility if coded
data is to be used. One of the main conclusions drawn from
studies [24] is that the quality of the available data is one of
the biggest factors in the success of using such guidelines with
a decision support system.

With these limitations and problems in mind, the presented
rule base can still be a starting point for the decision support
system. It will certainly be improved and evaluated further
in the next development rounds. Many extensions are con-
ceivable, for example the use of the Resource Description
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Framework (RDF) for representing rules built from condi-
tions was one idea that came up during development. Giving
feedback to the used standards and contributing to them is
also important, in this case a Fast Healthcare Interoperable
Resources (FHIR) resource could be devised for medical
alerts. Another extension could consist of additional conditions
to make rules more precise. Lab values, for example, are
mentioned in certain criteria of the STOPP/START criteria and
could be compared to lab values from a data source. But again,
semantic equality has to be ensured, a variety of abbreviations
and codes for lab values have to be translated to match the
data source. Instead of relying on coded data, one could also
make use of a natural language processing system that matches
certain terms from written reports of the patient and can also
infer the context in which some information is stated. Natural
language processing systems are not new to the domain and
have shown promising results, surpassing the use of coding in
sensitivity [25]. Such systems can be a viable alternative to
the use of administrative data and codes.

Finally, it is evident that the quality of underlying data
and the systems used to structure it determine what can be
done on top of them. The best decision support system in
the world can only be as good as the input data it works
on, even if methods to further infer knowledge are used. In
general, as the quality of health care data increases and as more
processes, data formats, workflows and other technologies are
standardized, it will become easier to build systems giving
warning and advice regarding medication that work with data
from electronic health records.
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Abstract —Edge computing ar chitectures and technologies,
recently proposed, are complementary to centralized Cloud
Computing, given that edge computing can offer faster
response, higher context and location awareness, better
mobility features, minimization of the data transfer to the
centralized data centers, flexibility and so on, for a large scale
of applications, including Internet of Things. Several
approaches have been developed in paralle by different
entities, like research groups, industry, operators, and
standardization organizations. Fog computing, M ulti-access
(Mobile) Edge Computing, cloudlets, etc., are relevant
examples, included in the large class of Edge computing. Their
architectures and technologies have many essential common
characteristics, but also differences in approach. A natural
question israised - if any significant convergence (which is not
yet seen) will emerge in the near future. This paper is not
intended to be a complete survey, but it attempts to identify
some convergence directions and issues related to the Edge
computing technologies.

Keywords — Edge computing; Mobile (multi-access) Edge
Computing; Fog computing; Software Defined Networking;
Network Function Virtualization.

l. INTRODUCTION

The significant growth of the Internet based applications
and services contributed to a steep rise in data storage and
processing requirements. Cloud Computing (CC) is a
powerful solution in this context, by integrating the
advancements in computing and network technologies. The
Cloud Computing paradigm is mainly based on the data
centers which are capable of handling storage and
processing of large amount of data. The data centers can be
interconnected over optical networks to form data center
networks (DCNSs), seen by the end user as a unique powerful
resource.

Internet of Things (loT), mobile applications and
services, smart cities applications, etc., recently emerging,
pose novel chalenging requirements the CC based
solutions. Cloud computing centralization (in terms of
processing and storage) in traditional data centers have
inherent limitations, being non-appropriate for the above
mentioned specific classes of applications. The 10T, mobile
applications, vehicular networks et a., require real or near
real-time response/latency, high bandwidth, location and
context awareness, reduction in amount of data transferred
to CC and back, more flexibility in functional distribution,
resource usage optimization and others.
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One solution for the above problems is Edge-oriented
computing (EC) [1][2], where the main idea is to create
additional CC capabilities at the network edge, close to, or
even installed in the “terminal” data sources (e.g., vehicles).
EC is not seen as a replacement of the CC but it is
complementary to it. The CC and EC can be used
independently or in cooperation. Several proposals currently
exist for EC, like: Fog Computing (FC), Multi-access
(Mobile) Edge Computing, Cloudlets, etc.

A current open research issue is to investigate if any
convergence could be established in terms of concepts,
architecture and implementation of such solutions.

Edge computing is of high interest not only in research
communities; there are severa entities involved and active
in EC, in industry, research and standardization
organizations. Different sets of specifications have been
elaborated by independent entities.

Fog Computing (FC) is aterm coined by CISCO (2012)
[3][4] primarily to serve 0T needs.

Later, the OpenFog Consortium organization
(November 2015) [5][6] has been created, having as
founders: Cisco, ARM, Dell, Intel, Microsoft, Princeton
University Edge Laboratory and comprises more than 60
members today. They defined an FC and Open Reference
Architecture [5] and are creating standards to enable
interoperability in loT, 5G, artificial intelligence, tactile
Internet, Virtual Reality (VR) and other complex data and
network intensive applications.

The European Telecommunications Standardization
Ingtitute (ETSI) established in 2014 the Mobile Edge
Computing Industry Specification Group [7][8]; in March
2017, the name has been re-defined as: Multi-access Edge
Computing I1SG [9] to include also non-cellular operators
requirements. Cooperation started recently between Open
Fog Consortium and ETSI MEC ISG to give the industry a
cohesive set of standards around Fog Computing in mobile
environments, while eliminating redundancy.

Another entity is Edge Computing Consortium (Dec.
2016) was formed, having as initial founders Huawel, Intel,
ARM, and now comprising several members. The US
National Ingtitute for Science and Technology (NIST)
elaborated a definition of FC (draft closed in September
2017) [1Q]. Also IETF recently started to contribute to the
development of these technologies.

At Carnegie Méellon University, they developed the
Cloudlet [11][12]; a cloudlet is middle tier of a 3-tier
hierarchy: “mobile device — cloudlet — cloud”. It can be seen
as a "data center in a box" whose goa is to "bring the cloud
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closer" to the data sources. Cloudlets are mobility-enhanced
micro data centers located at the edge of a network and
serve the mobile or smart device portion of the network.
They are designed to handle resource-intensive mobile
applications and take the load off both the network and the
centralized data center and keep computing close to the
point of origin of information.

Microsoft Research proposed in 2015 [13] the Micro
data center, as an extension of today’'s hyperscale cloud
data centers (e.g., Microsoft’s Azure). The goal is to meet
new requirements, e.g., lower latency and new demands
related to devices (e.g., lower battery consumption).

The EC can generally represent any set of computing
and network resources along the path between data sources
and cloud data centers. However, there is not yet a unique
vision on “ edge” semantics, except the common attribute of
proximity of the EC capabilities to the data sources. An
important  overlap exists between particular EC
architectures; so, convergence is predicted in the near
future.

The EC deployment can be strongly helped by novel
software technologies. In the architectural management and
control planes, Software-defined networking (SDN) [14] and
Network Function Virtualization (NFV) [15][16] are seen as
a strong support, given their features like flexibility,
programmability, abstraction via virtualization, dynamicity,
etc.

This paper is organized as follows. Section |l
summarizes the use cases and applications for which Edge
computing is an attractive technology. Section Il is a short
overview of Edge computing architectures. Section IV
identifies some common characteristics in different EC
approaches, while emphasizing some points of convergence.
Section VI contains conclusions and possible future work.

1. EDGE COMPUTING BASED APPLICATIONS AND USE
CASES

This section gives examples of domains where EC (Fog,
MEC, Cloudlets, etc.) could be effective to support the
applications [1-4][7][9][12][17-19]. There is a need of open
architectures based on EC, to enable interoperability in
various domain of applications like in loT, Artificia
Intelligence, novel generation of networking 5G, tactile
Internet, vehicular networks and Internet of Vehicles (IoV),
smart cities applications, services virtual reality, and other
complex data and network intensive applications. In
particular, 10T applications generate high amounts of data
that can be useful in many ways. Therefore, EC nodes can
be used to carry out data mining and data analysis on alarge
volume of multi-modal and heterogeneous data from various
sensor devices and other 10T devices to achieve real time
and fast processing for decision making.

The Fog architecture can be hierarchically organized.
This can be useful big data analysis in smart cities.
Experimental results demonstrated the feasibility of the
system's city-wide implementation in future smart cities
scenario. Fog computing can support new services for
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mobile networks requiring high data rates and low latency
(eg., virtua redlity).

Internet of vehicles [18] may benefit from EC (e.g., Fog,
MEC) capabilities to develop a large range of applications
like: safety and management-oriented (traffic safety, traffic
and navigation management, remote telematics); business-
oriented (infotainment, insurance car sharing, etc.). The
vehicle itself can be equipped as to become a fog node, to
attain optimum utilization and benefit from vehicular
communications and computational resources. The mobile
fog nodes can inter-communicate and provide services
including infotainment, advanced driver assistance systems,
autonomous driving, collision avoidance, and navigation.

Other area of applications is oriented to emergency,
health care services. The latency-sensitive and security-
privacy-sensitive services also can benefit from fog/edge
nodes capabilities. Experimental results validated that EC
supporting cyber-physical systems can improve the cost
efficiency significantly based on by jointly considering base
station association, task distribution.

MEC technology is a particular EC case where the MEC
resources (i.e., MEC servers) are placed at the network edge
(e.g., in Radio Access Network (RAN), i.e., Base Stations, or
in aggregation points, etc.). It offers low latency, proximity,
high bandwidth, and rea-time insight into radio network
information and location awareness. Therefore MEC can
support many applications and services for multiple sectors,
(enterprise, consumer, health, vehicular, etc.) [7].

In RAN-aware Content Optimization, an application
running in the MEC server, can expose accurate cell and
subscriber radio interface information (cell load, link
quality) to a content optimizer, enabling dynamic content
optimization, improving Quality of Experience (QOE)
perceived by the users and improve network efficiency.
Dynamic content optimization enhances video delivery
through reduced stalling, reduced time-to-start and ‘best’
video quality. Among smart cities applications, a video
streaming service can benefit from MEC approach. Video
streams from monitoring devices can be locally processed
and analyzed at the MEC server to extract meaningful data
from video streams. The valuable data can be transmitted to
the application server to reduce core network traffic. Other
mobile application where MEC could be a subsystem is
Augmented Reality (AR); this requires low latency and a
high rate of data processing in order to provide the correct
information depending on the location of the user.
Collaboration is required for data collection in the uplink,
computing at the edge, and data delivery in the downlink.
The data are actually processed in alocal MEC server rather
to improve the user experience.

MEC is also useful in 10T, given that |oT devices often
have low capabilities (processing, storage capacity). There
is a need to aggregate various 10T messages connected
through the mobile network close to the devices. Gateways
(collocated with MEC servers) aggregate the messages and
ensure security and low latency. To achieve an efficient
service, grouping of sensors and devices is accomplished.
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This approach aso provides an analytics processing
capability and alow latency response time.

I1l. EDGE COMPUTING ARCHITECTURES

A summary of some EC relevant architectures is
presented in this section. Note that this paper investigates a
possible convergence between EC architectures and
technologies. In this respect, is to be noted that, currently,
there is no unique vision neither on the terminology, nor on
architectural definition for EC.

We selected and give below a summary of the Fog
computing and Mobile Edge Computing and architectures,
which seem to be of strong interest for industry, operators,
and standardi zation organizations.

Fog computing (FC) is an important EC technology
complementary to CC (i.e, cooperation CC/FC is
envisaged). The FC distributed platform brings computation
close to its data sources, to reduce the latency and cost of
delivering data to a remote cloud. FC has been proposed
originally to support the 10T, introduced by Cisco (Bonomi
(3ID.

The OpenFog Consortium (2015) [5] defines FC as a
system-level  horizontal ~architecture that distributes
resources and services of computing, storage, control and
networking anywhere along the continuum from a cloud
data center down to things. Therefore, FC extends the
traditional CC model; implementations of the architecture
can reside in multiple layers of a network’s topology. The
CC benefits are extended to FC (containerization,
virtualization, orchestration, manageability, and efficiency)
and FC can cooperate with CC. OpenFog reference
architecture includes security, scalability, openness,
autonomy, RAS (reliability, availability and serviceability),
agility, hierarchy, and programmability. The FC focuses the
processing efforts outside the cloud data center, i.e, in the
fog area. Data are gathered, processed, and stored within the
network, by way of an loT gateway (GW) or a FC node
(FN). Information is transmitted to this GW from various
sources and it is processed in FN; then, relevant data (plus
additional command - if necessary), are transmitted back,
towards the devices. A FN can process data received from
multiple end-points and send information exactly where it is
needed.

Note that OpenFog Consortium sees the EC differently
from FC, in the sense that FC works with the cloud, whereas
EC is defined by the exclusion of cloud. FC is hierarchical,
where EC tendsto be limited to a small number of layers. In
addition to computation, FC also addresses networking,
storage, control and acceleration.

This vision is not agreed by all documents related to
Edge- oriented computing.

On the other part, MEC, originally targets only the very
edge part of the network (e.g., RAN). FC can support
multiple industry verticalls and application domains
delivering intelligence and services to users and business.
FC capability is spanning across multiple protocol layers
and is not dependent on specific access systems.

OpenFog Consortium defined a flexible deployment
hierarchical model for FC, loT-oriented [5]. The model is

Copyright (c) IARIA, 2018. ISBN: 978-1-61208-608-8

mapped on alayered architecture consisting of the following
layers. 1. Sensors and actuators (bottom layer); 2.
Monitoring and control; 3. Operational support; 4.
Business support; 5. Enterprise systems (highest layer).

The flexibility of the model consists in the fact that,
depending on the nature and requirements of the target
application class and, depending on the CC availability,
cost, etc., acooperating (for a combination CC/FC) vertical
chain can be defined for layers, 2, 3, 4, eg.:

L2.FC, L3.FC, L4.FC, or

L2.FC, L3.FC, L4.CC, or

L2.FC, L3.CC, L4.CC, or

L2.CC, L3.CC, L4.CC.

Fog computing targets quite a large range of
applications. Therefore, no unique “universal” architecture
exists. In terms of Fog architecture, many studies split this
problem in two classes (for detailed discussion, see the
survey by Mouradian, et. al. [20]):

End-User Application agnostic architectures
(comprising End-User Application provisioning, Resource
management, Communication functions, Cloud and
federation). This class envisages some general aspects, not
specific to a given application.

Application specific architectures (Smart living and
Smart Cities, Connected vehicles and 1oV, Healthcare and
other applications).

In [20], also some criteria for evaluation of the
architectures are proposed:

Heterogeneity (C1): it should be considered when
deciding which application component(s) should be
deployed and where;

QoS Management (C2): there are necessary architectural
modules for QoS management (e.g., to assure latency) such
as migration engine;

Scalability (C3): modules are needed to assure
horizontal scalability (e.g., elagticity engine);

Mobility (C4): a mobility engine is necessary to ensure
the continuity of a service for the end-user;

Federation (C5): cooperation is needed between
different providers in order to ensure the proper
coordination of the necessary interactions between
application components;

Interoperability (C6): there is a need for appropriate
signaling and control interfaces, and appropriate data
interfaces to enable interoperability.

In [4], ageneral hierarchical FC-CC layered architecture
is defined (application agnostic). Note that this architecture
includes also the CC. Three macro-layers are defined.

Terminal layer is closest to the end user and physical
environment. It consists of |oT devices (e.g., sensors,
mobile phones, smart vehicles, smart cards, readers, and so
on) widely geographically distributed. Note that some
devices like mobile phones and smart vehicles having
sufficient computing power, can be included in the next Fog
layer. They are responsible for sensing the feature data of
physical objects or events and transmitting these sensed data
to upper layer for processing and storage.

25



FUTURE COMPUTING 2018 : The Tenth International Conference on Future Computational Technologies and Applications

Fog layer is located outside the CC (i.e., in the network)
and it is composed of a large number of fog nodes (FN)
(routers, gateways, switchers, access points, base stations,
specific fog servers, etc.). The FNs can be static, or mobile
on a moving carrier and are widely distributed between the
end devices and cloud (e.g., cafes, shopping centers, bus
terminals, streets, parks, etc.) The end devices can connect
with FNs to obtain services. The FNs can compute, transmit
and temporarily store the received sensed data. The Fog
layer can perform real-time analysis and latency sensitive
applications. The FNs are also connected with CC data
center by IP core network, and responsible for interaction
and cooperation with cloud to obtain more powerful
computing and storage capabilities.

Cloud layer includes multiple high performance servers
and storage devices, to support for extensive computation
analysis and permanently storage of a huge amount of data.
It provides various application services, such as smart home,
smart transportation, smart factory, etc. However, different
from traditional CC architecture, not all computing and
storage tasks go through the cloud. According to the
demand-load, the cloud core modules are efficiently
managed and scheduled by some control strategies to
improve utilization of the cloud resources.

In [21], a six-layer FC architecture is presented,
comprising the layers described below.

Physical and virtualization layer involves different types
of nodes (physical, virtual nodes and virtual sensor
networks) distributed geographically. These nodes are
managed and maintained according to their types and
service demands. The sensors are sensing the surroundings
and send the collected data to upper layers via gateways for
further processing and filtering.

Monitoring layer supervises the resource utilization,
availability of sensors, FNs and network elements. All tasks
performed by nodes are monitored in this layer (which node,
which task, at what time, what isits output, etc.).

Pre-processing layer performs data management tasks.
Collected data are analyzed filtered and trimmed, in order to
extract meaningful information. The pre-processed data are
then stored temporarily in the temporary storage layer.

Security layer performs the encryption/decryption of
data. Additionally, integrity measures may be applied to the
data to protect them from tampering.

Transport layer uploads the pre-processed data to the
cloud to alow the cloud to extract and create more useful
services For efficient power utilization, only a portion of
collected datais uploaded to the cloud.

Note that the above architecture does not include the CC
itself.

NIST [10] defines the Fog computing as a horizontal,
physical or virtual resource paradigm that resides between
smart end-devices and traditional cloud or data centers. FC
supports vertically-isolated, latency-sensitive applications
by providing ubiquitous, scalable, layered, federated, and
distributed computing, storage, and network connectivity.
FC has as main characteristics. contextual location
awareness, and low latency, geographical distribution with
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predominance of wireless access, large-scale sensor
networks, very large number of nodes, support for mobility,
real-time interactions, heterogeneity, interoperability and
federation, support for real-time analytics and interplay with
the cloud. NIST has defined [10] a three-layer architecture
composed of Smart end-devices layer, Fog layer and Cloud
layer. The bottom layer of the Fog is named “mist” and
comprises an infrastructure close to the end-devices. The so-
called “edge” is seen as a part of the Cloud layer.

Despite till different visions on EC semantics, the most
agreed vision on EC and FC is that FC is actually a
superset of the EC, i.e., FC would include EC.

From the industry world, the Industry 4.0 vision on Fog
and 10T emerged [22]. Industria 10T and Industry 4.0 need
for extensive adoption of advanced IT features across
multiple Industry verticals. IT and Operational Technology
(OT) convergence is aimed. The important step to this aim
is the deployment of Cloud-like resources at the edge and
within the Industrial Operational domain.

FC merges CC features with real-time and safety OT
features (efficiency, flexibility and resource management) It
applies resource virtualization, real-time and no rea-time
computing, modern application management, data
interoperability middleware, storage, analytics, advanced
networking and security. Complementary technologies are
Time-Triggered Technologies which refers to precise time
distribution, time-sensitive networking and computing
resource alocation (standardized as IEEE Time Sensitive
Networking TSN); TSN is akey element of Industry 4.0 and
a necessary component of FC in industrial environment. It
enables the convergence of Industrial wired protocols
towards a unified standard.

Recently, Bacarelli et. a. [23]) extended the FC scope,
by defining Fog of Everything (FOE) to serve Internet of
Everything (IoE). The FNs are usualy virtualized
networked data centers, which run on top of (typicaly,
wireless) Access Points (APs), at the edge of the access
network, resulting in a three-tier 1oE-Fog-Cloud hierarchy.
In this context, a “thing” (fixed, nhomadic or mobile) is a
resource-limited user device that needs resource
augmentation in order to execute its workload. The work
[23] proposes a hierarchical general architecture for a FoE
virtualized platform, integrating the building blocks:

e IOE layer, where a number of (possibly,
heterogeneous) things operate over multiple spatial
clusters;

o Wireless access network (fixed/mobile), to supports
Fog-to-Thing (F2T) and Thing-to-Fog (T2F)
communication through TCP/IP connections running
atop, e.g., IEEE802.11/15 single-hop links;

e A set of inter-connected FNs, that act as virtualized
cluster headers;

e Inter-Fog backbone (wireline/wireless) providing
inter-Fog connectivity and making feasible inter-Fog
resource pooling;

e Virtualization layer, allowing thingsto augment their
limited resources by exploiting the computing
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capability of a corresponding virtual clone. This last
runs atop a physical server of the FN that currently
serves the cloned thing;

o the resulting overlay inter-clone virtual network, that
allows P2P inter-clone communication by relying on
TCP/IP E2E connections.

The corresponding protocol stack [23] comprises four
layers:

IoE layer provides services like: (a) T2F access
through a reservation-based collision free access protocol
for the things served by a same FN; (b) F2T broadcast
services.

Fog layer performs: (a) energy-efficient management of
the networking and computing physical resources equipping
each FN, and (b) energy-efficient management of the inter-
Fog traffic conveyed by the wireless backbone.

Overlay layer supports the overlay inter-clone P2P
network by: (a) inter-Fog Clone migration; it can be
supported by the implementation of the so-called Follow-
Me-Cloud framework (e.g., Taeb et a., [18]), to solve
“live” inter-Fog clone migration, in response to the thing
mobility; (b) dynamic management of the required
migration bandwidth, to minimize the energy consumed by
clone migrations.

Cloud layer orchestrates the overall Cloud-Fog-l1o0E
platform on the basis of the specific features and Quality of
Service (QoS) requirements of the running applications. The
solutions must be tailored on the expected attributes of the
supported applications.

The MEC architecture is another important EC
approach. It has been promoted mainly by ETSI [7-9] and
offers low latency/response time, high bandwidth, location

and context awareness, reduction in amount of data
transferred from/to a terminal device to a centralized cloud
data center, etc. The ETSI MEC Industry Specification
Group (2014) provided first specifications. In 2017, the
MEC name (and scope) has been extended to Multi-access
Edge Computing [9], to include non-cellular and fixed
access cases. MEC supports multi-services and multi-
tenancy and is usually developed in the operators' networks.
However, authorized external third-parties may also make
use of the MEC storage and processing capabilities.

The MEC resources are placed at the radio network edge
(e.g., in Radio Access Network — RAN, i.e., Base Stations,
or in aggregation points, etc.). The key element is MEC
application server, integrated in RAN and providing
computing resources, storage capacity, connectivity, and
access to user traffic and radio and network information.

The MEC reference architecture is presented in Figure 1
(details, in [8]). The mobile edge host level is the main
MEC sub-system, composed of: the Mobile Edge Host
(MEH) and its management. The MEH includes a
virtualization infrastructure (based on Network Function
Virtualisation Infrastructure —NFVI- coming from ETSI
NFV framework [15][16]) and the Mobile Edge Platform
(MEP), supporting the execution of mobile edge
applications. The MEC server can be installed in various
places at the network edge: at the 4G/LTE macro base
station (eNB); at the multi-technology (3G/LTE) cell
aggregation site; at the Radio Network Controller (RNC)
site, for 3G.
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Figure 1. MEC reference architecture (ETSI) [8]
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V.

The previous section outlined the general characteristics
of the EC and summarized two main approaches FC and
MEC. This section analyzes some common features and also

EDGE COMPUTING PossIBLE CONVERGENCE

differences in approaches, to evaluate chances of
convergence.
MEC/FC/Cloudlets have quite a lot of common

characteristics like: low latency; support for real time
interactions, location awareness and mobility and large
number of server nodes,; geographical distribution proximity
to the end devices (single network hop or few hops);
service location at the edge of the local network; various

TABLEI.

working environment outdoor (streets, base stations, etc.) or
indoor (houses, cafes, etc.); wireless communication access:
WLAN, WiH, 3G, 4G, ZigBee, etc,, or wired
communication (part of the IP networks); weak dependence
on the quality of core network; low bandwidth costs energy
consumption. However, the nodes in FC, MEC, Cloudlets
have weak computation and storage capabilities, which
raises a need for them to cooperate with CC. All three
approaches can benefit from technologies like SDN and
NFV in different architectures.

Considering MEC and FC, there are differences between
them from several points of view (see [1][6]), as
summarised in Tablel.

MEC VERSUS FOG DIFFERENCES

Criterion MEC

Fog computing

Placement of node devices

Servers running in Base stations
Network Controller/Macro Base Station

Anywhere -between end devicesand cloud data center:
Routers, Switches, Access Points, Gateways

Compute Distribution and Load

Employ astrategy of placing servers,

Broader architectureand tools for distributing,
orchestrating, managing and securing resources and

Balancing apps or small clouds at the edge Services across networks.

Software Architecture gllpgglflizé))rchstrator based (strongly Fog abstraction layer based (only partially specified)
Standardization/ .

specifications ETSI/ /OpenFog Consortium

Context awareness High Medium

Proximity One hop One or multiple hops

Access Mechanisms Mobile networks: 3G/4G/5G

Wi-Fi, Mobile networks, etc.

Virtualization and management

Strongly specified by ETSI (NFV

Larger view of virtualization. In progress at OpenFog

mechanisms framework) Consortium

Hierarchical structure of the overall Possible Y es: multiple levels of cooperating nodes, supporting
system distributed applications.

Horizontal scalability Medium High

Internode Communication Possible Supported

Communication with CC Possible Required

Modular architecture with multiple
access modes

Edge deployments are typically based
on gateways with fixed functionality.
However they can be made more
flexible and dynamic by using NFV

Highly modular HW& SW architecture; every FN is
equipped with exactly the resources its applications need;
itcan be dynamically configured

Topology of server nodes

Lessflexible (limited by RAN spread)

Very flexible

The above table shows several differences between
MEC and FC approaches. Note that Table | does not
suppose some application specific architectures, but general
ones. From this, it is apparent that there is not yet defined a
common EC architecture. The MEC/FC/Cloudlets paradigm
can offer more or less appropriate support for alarge variety
applications and use-case scenarios and heterogeneous end
devices. On the other side different use cases and
applications might have their own set of reguirements and
trade-offs which can determine which solution is the
appropriate choice.

Actually, for a given set of use cases, the selection of an
appropriate EC approach is a multi-criteria problem. Among
the parameters/criteria for selection those presented in Table
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| could be considered, if appropriate weights are assigned to
them.

However, recently, a strong effort for cooperation
started, between different organizations, towards a
convergence of vision in the domain of edge computing
(including MEC, Fog, Cloudlets, €tc.).

Open Edge Computing (OEC) [24][25] is a nove
genera approach of EC, towards convergence, consistingin
small data centers at the network edge, offering computing
and storage resources next to the user. Carnegie Mellon
University (CMU) performed an early work on Cloudlets at
the edge. Given the interests in EC, in 2015 a few parties
joined research efforts under the open source banner of
Open Edge Computing (OEC). Currently, OEC ecosystem
includes CMU, Intel, Huawei, Vodafone, and so on.
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Figure 2. OEC general architecture.
MUE- Mobile User Equipment; BS- Base Station; NFV — Network Function Virtualization

The main OEC gods are: to promote Cloudlets as
enabling technology; to drive the necessary technology for
various use cases (low latency and computation at the edge)
(e.g., extensions to OpenStack, KVM, QEMU); to prototype
applications that leverage EC pushing the boundaries and
demonstrating benefits; to drive the eco system devel opment
for OEC and use current IT solutions.

OEC is engaging with target service industries/sectors
through demonstrators and joint projects; with developer
communities, seeking feedback and driving EC acceptance.
OEC is synchronizing its work with other efforts including
ETSI ISG MEC and OPNFV.

The OEC servers can be located close/associated to Base
Stations, Access Points, Small Cells, or even in the Operator
Core Network (Figure 2). Edge Computing will utilize the
Network Function Virtualization (NFV) infrastructure
wherever possible. This will reduce significantly the
deployment cost of EC.

V. CONCLUSION AND FUTURE WORK

This paper presented a preliminary comparative view of
some Edge Computing approaches (Fog computing, Mobile
Edge Computing, Cloudlets) in order to identify their
common and different characteristics and possible chances
to have in the near future an EC unified architecture. For the
time being, no strong convergence exists, given the large
area of use cases and applications targeted to be supported
and the pragmatic attempts to tailor the specific architecture
to the desired class of applications.

However, recently, a strong effort for cooperation
started, between different organizations, towards a
convergence of vision in the domain of edge computing
(including MEC, Fog, Cloudlets, etc.).

Future work should be done, to investigate more deeply
the sets of architectural layers and mechanisms to identify
where a common approach can be applied, in order to
reduce the development effort and reuse some already
developed functional modules.
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