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Foreword

The Fifteenth International Conference on Smart Grids, Green Communications and IT Energy-
aware Technologies (ENERGY 2025), held between March 9 - 13, 2025, continued the event considering
Green approaches for Smart Grids and IT-aware technologies. It addressed fundamentals, technologies,
hardware and software needed support, and applications and challenges.

There is a perceived need for a fundamental transformation in IP communications, energy-
aware technologies and the way all energy sources are integrated. This is accelerated by the complexity
of smart devices, the need for special interfaces for an easy and remote access, and the new
achievements in energy production. Smart Grid technologies promote ways to enhance efficiency and
reliability of the electric grid, while addressing increasing demand and incorporating more renewable
and distributed electricity generation. The adoption of data centers, penetration of new energy
resources, large dissemination of smart sensing and control devices, including smart home, and new
vehicular energy approaches demand a new position for distributed communications, energy storage,
and integration of various sources of energy.

We take here the opportunity to warmly thank all the members of the ENERGY 2025 Technical
Program Committee, as well as the numerous reviewers. The creation of such a high quality conference
program would not have been possible without their involvement. We also kindly thank all the authors
who dedicated much of their time and efforts to contribute to ENERGY 2025. We truly believe that,
thanks to all these efforts, the final conference program consisted of top quality contributions.

Also, this event could not have been a reality without the support of many individuals,
organizations, and sponsors. We are grateful to the members of the ENERGY 2025 organizing committee
for their help in handling the logistics and for their work to make this professional meeting a success.

We hope that ENERGY 2025 was a successful international forum for the exchange of ideas and
results between academia and industry and for the promotion of progress in the fields of smart grids,
green communications and IT energy-aware technologies.

We are convinced that the participants found the event useful and communications very open.
We also hope that Nice provided a pleasant environment during the conference and everyone saved
some time for exploring this beautiful city.
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Abstract—California, with its diverse landscapes and increasing 

wildfire threats, faces a critical challenge in managing the 

spatial dynamics of tree-planting initiatives and fire risk. This 

study investigates the spatial relationship between urban tree-

planting areas and wildfire-severity zones in California using 

advanced spatial analysis techniques. By integrating data on 

fire-hazard severity from CAL FIRE and urban tree-canopy 

cover from the U.S. Department of Agriculture, the analysis 

employs the Global Moran’s I tool using Inverse Distance, K-

Nearest Neighbors, and Fixed Distance Band methods to assess 

spatial autocorrelation patterns. The results reveal a slight 

positive spatial autocorrelation, indicating that tree-planting 

efforts are somewhat clustered in areas with varying levels of 

fire severity. Significant overlaps are found between tree-

planting initiatives and high or very high fire-severity zones, 

suggesting a potential alignment with fire-risk mitigation 

strategies. Despite these insights, the analysis is constrained by 

such limitations as high neighbor counts in the Inverse Distance 

method and data gaps in the Fixed Distance Band method. 

Future research should address these limitations by refining 

analytical parameters and incorporating dynamic data to better 

understand and optimize the spatial relationship between 

reforestation efforts and wildfire risks. The findings offer 

valuable implications for improving tree-planting strategies and 

enhancing environmental sustainability in the context of 

wildfire management. 

Keywords—Wildfire; Severity; Spatial Autocorrelation. 

I.  INTRODUCTION 

California, known for its vast landscapes and diverse 
ecosystems, faces an escalating threat from wildfires [1]. 
These destructive events have increased in frequency and 
intensity, posing significant risks to communities, wildlife, 
and natural resources. Understanding the causes and 
consequences of wildfires is crucial for developing effective 
mitigation strategies. One emerging area of interest is the 
potential correlation between tree-planting initiatives and 
wildfire outbreaks. 

Tree planting, often promoted to combat climate change 
and enhance urban environments, may have unintended 
consequences if not properly managed. Recent studies, such 
as those conducted in Chile, suggest that reforestation efforts 
without adequate consideration of species selection and 
environmental impact can exacerbate fire severity [2]. Despite 
these insights, California lacks comprehensive protocols and 
checks for tree-planting projects, raising concerns about their 
role in the state’s growing wildfire crisis [3]. 

This geographic information system project aims to 
explore the spatial relationship between tree-planting 
initiatives and wildfire outbreaks in California. By integrating 

data and employing advanced spatial analysis techniques in 
ArcGIS Pro, including Global Moran’s I, K-Nearest 
Neighbors, and Fixed Distance Band methods, we sought to 
uncover patterns and potential correlations. The project 
leverages data on severe-fire areas and urban tree-planting 
initiatives to identify hotspots and assess the influence of 
reforestation on fire severity. 

Our findings provide valuable insights into the 
environmental effects of tree-planting initiatives and inform 
policy recommendations for sustainable reforestation 
practices in California. Ultimately, this research strives to 
contribute to a better understanding of wildfire dynamics and 
support efforts to mitigate their impact on communities and 
ecosystems. 

Section 2 reviews the relevant literature. Section 3 lays out 
the methods we used in our study. Section 4 discusses the 
results of our study. Section 5 concludes. 

II. LITERATURE REVIEW 

California’s history with wildfires is both extensive and 
devastating, marked by significant events that have shaped the 
state’s landscape and policies. In recent years, several 
wildfires have set new records for size, destruction, and 
fatality rates, highlighting the increasing severity of these 
events. The August Complex Fire of 2020, the Dixie Fire of 
2021, and the Camp Fire of 2018 are among the most 
catastrophic in terms of acres burned, structures destroyed, 
and lives lost (Figure 1). These fires illustrate a troubling 
trend: wildfires in California are becoming more frequent and 
intense, largely due to human activities and climate change. 
The article in [1] provides a comprehensive overview of 
California’s wildfire history, detailing the 20 largest, 
deadliest, and most destructive fires. It underscores the critical 
need for informed strategies to prevent and mitigate future 
wildfires. The data presented, including annual fire counts, 
acres burned, and suppression costs, offer valuable insights 
into the escalating wildfire crisis and the urgency of 
addressing it. The escalating wildfire crisis in California is not 
an isolated phenomenon; similar trends have been observed 
globally, notably in Chile. 

In examining global reforestation patterns, researchers 
have identified significant trends and outcomes with broad 
implications for environmental policy and biodiversity. 
Investigations into these patterns have revealed that a 
substantial portion of new forests will likely consist of 
plantations rather than natural, diverse forests. This shift 
towards monoculture plantations is largely driven by 
economic incentives and the demand for specific types of 
wood and agricultural products. In Chile, for instance, 
reforestation efforts have led to an increase in tree cover, yet 

1Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-242-5
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this has come at the cost of biodiversity [2]. The dominance 
of monoculture plantations has reduced the variety of species 
within these forests, undermining the ecological balance and 
resilience of the region’s natural habitats. 

 

Figure 1.  Ten Largest Recorded Fires in California. 

While reforestation offers amazing benefits when 
implemented properly—such as carbon sequestration, soil 
stabilization, and habitat restoration [4]—Chile’s approach 
has highlighted some critical pitfalls. The country experienced 
its worst fire season in history in 2024, and experts believe this 
is largely due to the extensive planting of monoculture forests, 
which are more susceptible to fire. These findings underscore 
the need for reforestation strategies that prioritize ecological 
diversity and sustainability to mitigate the negative impacts on 
biodiversity and reduce the risk of severe wildfires [2]. The 
lessons learned from Chile’s reforestation challenges 
underscore the importance of implementing strategic and 
ecologically sound tree-planting efforts. Poorly designed 
campaigns could cause more harm than good [3]. 

Jordan [3] raises critical concerns about large-scale tree-
planting campaigns and afforestation subsidies. It highlights 
that 80% of commitments to the Bonn Challenge, a global 
initiative aimed at restoring 350 million hectares of degraded 
and deforested lands by 2030 [5], involve planting 
monoculture tree plantations, using limited tree mixes focused 
on specific products like fruit or rubber, and prioritizing 
plantations over natural forest restoration. These practices 
might not only fall short of climate goals, but also exacerbate 
biodiversity loss. The analysis of Chile’s Decree Law 701, a 
significant afforestation program, underscores how poorly 
designed subsidies can lead to negative outcomes by replacing 
biodiverse, carbon-rich native forests with less effective 
plantations [2]. To ensure that tree-planting efforts contribute 
meaningfully to climate and conservation goals, policies must 
enforce strict guidelines to prevent the conversion of natural 
forests into monoculture plantations, thereby promoting 
genuine ecological restoration and preserving biodiversity. 
The United States has designated 17 million hectares for 
restoration while avoiding key biodiversity areas. This trend 
underscores the need for critically evaluating and improving 
implementation methods, as seen in California, where current 
tree-planting strategies do not seem to favor the preservation 
of natural biodiversity. 

Urban tree-planting programs in Los Angeles have been 
criticized for lacking clear environmental criteria to guide tree 
selection [6]. This oversight can result in choices that do not 
support local biodiversity or environmental health. Furthermore, 

there is no systematic monitoring of the effects of tree planting 
on the city’s environment, making it difficult to assess the 
success or failure of these initiatives. The Mayor’s Tree L.A. 
(MTLA) program exemplifies these shortcomings, as it lacks 
a comprehensive, identifiable plan for achieving its goals. 
Instead, it tends to operate opportunistically, planting trees 
where partnerships can be established rather than following a 
strategic, science-based approach [6]. This method may lead 
to suboptimal outcomes for the urban ecosystem and reduce 
the overall effectiveness of tree-planting efforts in 
contributing to urban resilience and sustainability. 

III. METHODS 

Our methods included data selection, spatial autocorrelation 
analysis and hotspot analysis. 

A. Data Selection and Acquisition 

We used two key data layers for this analysis. The first 
layer, detailing fire-hazard severity, was obtained from CAL 
FIRE’s official database [7] and categorizes fire-hazard zones 
into three classes: moderate, high, and very high. This 
classification aids in understanding the varying degrees of fire 
risk across different California regions. The second layer 
comprises urban tree-canopy data from the U.S. Department 
of Agriculture [8], created by EarthDefine based on 2018 
National Agriculture Imagery Program (NAIP) aerial imagery 
and light distancing and ranging data collected by the U.S. 
Geological Survey. The NAIP imagery, captured during the 
growing season, includes four spectral bands (red, green, blue, 
and near-infrared) at a 60-cm spatial resolution. Together, 
these layers offer a comprehensive view of both fire-hazard 
risks and the extent of urban tree cover, which is crucial for 
evaluating the intersection of fire management and urban 
forestry efforts. 

B. Analysis Phase 

The spatial correlation analysis in ArcGIS Pro begins with 
the preparation of data layers, which includes loading tree-
planting areas and fire-severity zones. These layers are 
fundamental to understanding the geographic relationship 
between tree-planting efforts and fire-severity levels. Initially, 
overlay analysis is conducted using the Intersect tool, 
combining the tree planting and fire-severity layers to create a 
new layer that highlights intersecting polygons. These 
polygons represent areas where tree-planting initiatives 
coincide with different fire-severity zones. Calculating the 
area of these intersected polygons provides a quantitative 
measure of the overlap between tree-planting efforts and fire-
prone areas. 

Next, the analysis summarizes these areas by fire-severity 
category. The Summary Statistics tool calculates the total area 
of tree-planting zones within each fire-severity category, 
producing a summary table (Table 1). This table is crucial as 
it breaks down the data into understandable segments, 
showing the extent of tree-planting efforts in areas with 
moderate, high, and very high fire risk. Calculating the 
percentages of these areas relative to the total tree-planting 
area helps illustrate the proportion of tree-planting efforts that 
fall within each fire-severity category, providing a clearer 

• California fire records date back to 1932. 

• The 10 largest first have occurred in the 2000s. 

• The largest fire recorded was in 2020. 

2Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-242-5
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picture of whether tree-planting initiatives are strategically 
aligned with regions of higher fire risk. 

TABLE 1. ARCGIS SUMMARY TABLE 

Object ID Hazard Class Incidents Intersect area (m2) 

2 Moderate 784 690,518,868.872831 

1 High 584 549,820,249.080611 

3 Very high 1,130 895,145,371.297078 

 
The summary table of the intersected areas provides 

insights about the distribution of tree-planting efforts within 
different fire-severity zones, along with the frequency of 
intersected polygons. For instance, there are 584 polygons 
intersecting with high fire-severity zones, covering a total area 
of 549,820,249.08 square meters. 

These findings are significant as they illustrate both the 
frequency and proportion of tree-planting efforts located 
within different fire-severity zones. By calculating the 
percentages of these areas relative to the total tree-planting 
area, the analysis provides a clearer picture of whether tree-
planting initiatives are strategically aligned with regions of 
higher fire risk. The data indicates that a notable portion of 
tree-planting efforts is concentrated in areas with very high 
fire risk, suggesting a potential alignment with fire-mitigation 
strategies. However, the presence of tree planting in moderate 
and high fire-severity zones also underscores the need for 
careful planning and management to optimize the benefits of 
these initiatives in reducing fire risks and promoting 
environmental sustainability. 

C. Spatial Autocorrelation: Global Moran’s I Tool 

Inverse Distance 
We conducted the initial run of the Global Moran’s I tool 

in ArcGIS Pro using the “Intersect_Fire_Tree” layer, focusing 
on the “Intersect_Area” field (Figure 2). This analysis aimed 
to assess the spatial autocorrelation of tree-planting and 
wildfire zones in California. The parameters included the 
conceptualization of spatial relationships using the Inverse 
Distance method, with distance measured in Euclidean 
distance and standardized by Row. 

The results indicated a Moran’s Index of 0.018046, 
suggesting a slight positive spatial autocorrelation. The 
expected index was −0.000400, indicating that any observed 
clustering is due to random chance. The variance was 
calculated at 0.000050. The Z-score of 2.607674 and the p-
value of 0.009116 both pointed to a statistically significant 
clustering pattern, with the p-value indicating a less than 1% 
probability that the observed pattern is due to chance. 

However, several warnings were noted during the 
analysis. The default neighborhood search threshold was set 
at 151,988.0411 square meters, and at least one feature had 
over 1,000 neighbors. This high number of neighbors raised 
concerns about the accuracy of the spatial relationship, 
indicating that the threshold might need adjustment to refine 
the analysis and ensure more precise results. 

 

Figure 2.  Initial Run of the Global Moran’s I Tool. 

K-Nearest Neighbor 
In the second execution of the Global Moran’s I tool, we 

conducted the analysis using the K-Nearest Neighbors method 
with a parameter setting of 15 neighbors (Figure 3). The 
results revealed a Moran’s Index of 0.019387, indicating a 
slight positive spatial autocorrelation. This suggests that areas 
with higher values of “Intersect_Area” are somewhat 
clustered together rather than being randomly distributed. The 
Expected Index was −0.000400, the value one would expect 
if there were no spatial autocorrelation. The Z-Score of 
3.120514 and the p-value of 0.001805 both signify that this 
observed pattern is statistically significant. The high Z-Score 
indicates that the Moran’s Index is significantly different from 
what would be expected under the null hypothesis, and the low 
p-value supports the conclusion that the observed clustering is 
unlikely to be due to random chance. The choice of K-Nearest 
Neighbors with 15 neighbors allowed for a detailed capture of 
local spatial patterns, highlighting a notable tendency for 
similar values to be spatially grouped together. 

 

Figure 3.  Second Execution of the Global Moran’s I Tool. 

Fixed Distance Band 
In the third execution of the Global Moran’s I tool, we 

used the Fixed Distance Band method with a threshold 
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distance of 50,000 meters (Figure 4). This approach defines 
spatial relationships based on a fixed radius of 50 kilometers, 
meaning that only features within this distance from each 
other are considered neighbors. The results showed a Moran’s 
Index of 0.019167, indicating a slight positive spatial 
autocorrelation. This suggests that areas with higher values of 
“Intersect_Area” are somewhat clustered together. The 
Expected Index was −0.000400, the value anticipated under 
the null hypothesis of no spatial autocorrelation. The Z-Score 
was 5.641083, a high value that points to a statistically 
significant deviation from the expected index, while the p-
value was extremely low, virtually zero, underscoring the 
significance of the observed clustering. However, warnings 
indicated that five features had no neighbors within the 
defined distance, which could potentially affect the validity of 
the analysis for those features. However, the results indicate 
that the spatial pattern of “Intersect_Area” values is 
significantly clustered, demonstrating that similar values tend 
to group together within 50 kilometers. 

 

Figure 4.  Third Execution of the Global Moran’s I Tool. 

D. Hotspot Analysis 

We conducted a hotspot analysis using ArcGIS Pro to 
identify fire-severity levels within urban tree-planting areas. 
The analysis involved calculating Z-scores to determine areas 
of high and low fire intensity. We then created a map to 
visually represent these severity levels, displaying a range of 
severity from moderate to very high. 

The hotspot analysis illustrated in the map (Figure 5A) 
demonstrates that the most intense fire-severity areas are 
concentrated in Southern California. This pattern aligns with 
other findings [6], which highlight the region’s elevated fire 
risk. The analysis indicates that these areas, marked by high 
Z-scores, correspond to regions with significant overlap 
between urban tree-planting initiatives and high fire-severity 
zones. This intense clustering may be linked to the lack of 
specific environmental criteria guiding tree selection in such 
programs as the MTLA initiative. The absence of a science-
based approach and systematic monitoring in these programs 

potentially exacerbates fire risk, contributing to the high 
severity levels observed. This observation underscores the 
need for more strategic and evidence-based tree-planting 
practices to mitigate fire risks and enhance urban resilience. 

 

 

Figure 5.  Hotspot Analysis of Wildfires in California. 

The second map (Figure 5B) displays circles of three 
different sizes representing moderate, high, and very high fire-
severity levels in areas where the fire-severity layer intersects 
with the tree-planting layer. While the map shows that high 
severity is widespread across all intersected areas, the hotspot 
analysis revealed larger circles concentrated specifically in the 
Los Angeles area. This discrepancy can be attributed to the 
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spatial clustering identified in the hotspot analysis, which 
highlighted that the most intense fire severity is significantly 
more pronounced in certain regions, such as Los Angeles, 
compared to other areas. 

The larger circles in the hotspot analysis represent extreme 
severity levels, indicating that while high-severity zones are 
common, Los Angeles exhibits particularly severe fire 
conditions. This finding is significant as it emphasizes the 
need for targeted fire-management strategies in high-risk 
areas. The broader map provides context by showing that 
high-severity zones are widespread, but the hotspot analysis’s 
focus on Los Angeles underscores the critical nature of fire-
resilience efforts in this region, where the intensity of fire 
activity is notably higher. 

IV. RESULTS AND DISCUSSION 

A. Results 

We used several methods of spatial correlation analysis in 
ArcGIS Pro to assess the relationship between tree-planting 
areas and fire-severity zones. Initially, the data layers for tree 
planting and fire severity were overlaid using the Intersect 
tool, creating a new layer that highlighted intersecting 
polygons. The analysis quantified the overlap between tree-
planting initiatives and different fire-severity zones. The 
summary statistics revealed that the most significant overlap 
was in very high fire-severity zones (Table 1). 

All three runs of the Global Moran’s I tool, using the 
Inverse Distance, K-Nearest Neighbors, and Fixed Distance 
Band methods yielded Moran’s Indexes notably different 
from the expected value, suggesting a slight positive spatial 
autocorrelation. The high Z-Scores and low p-values for these 
indexes indicate that the observed clustering was statistically 
significant. However, some warnings raised concerns about 
various issues, suggesting that the parameters may need 
adjustment. 

B. Discussion 

The results from the spatial-correlation analysis 
underscore a consistent pattern of positive spatial 
autocorrelation across different methods. The Intersect tool 
revealed that a significant portion of tree-planting efforts 
overlaps with high and very high fire-severity zones, 
suggesting a potential alignment with fire-risk mitigation 
strategies. The Global Moran’s I analyses using different 
methods—Inverse Distance, K-Nearest Neighbors, and Fixed 
Distance Band—each indicated slight positive clustering of 
tree-planting areas. The high Z-Scores and low p-values 
across these methods confirm that the observed clustering is 
statistically significant and not due to random chance. 

The Inverse Distance method raised concerns about 
potential memory issues due to a high number of neighbors, 
indicating that adjustments might be necessary for future 
analyses. The K-Nearest Neighbors method provided a 
detailed view of local spatial patterns, while the Fixed 
Distance Band method showed a robust clustering effect, 
despite some limitations related to features with no neighbors. 
Overall, these findings suggest that tree-planting initiatives 
are strategically aligned with areas of higher fire risk, though 

the analysis also highlights the need for careful consideration 
of spatial relationships and potential data limitations. The 
results provide valuable insights for planning and managing 
tree-planting efforts in the context of wildfire risk, 
emphasizing the importance of addressing spatial patterns to 
optimize environmental sustainability and fire-risk reduction. 

V. CONCLUSION AND FUTURE WORK 

The spatial-correlation analysis conducted using ArcGIS 
Pro provides valuable insights into the relationship between 
tree-planting areas and fire-severity zones in California. The 
findings consistently indicate a slight positive spatial 
autocorrelation, suggesting that tree-planting efforts are 
somewhat clustered in areas with greater fire severity. The 
analysis using the Intersect tool revealed a significant overlap 
of tree-planting initiatives with high and very high fire-
severity zones, pointing to a potential strategic alignment with 
fire-risk mitigation efforts. The results from the Global 
Moran’s I tool, employing the Inverse Distance, K-Nearest 
Neighbors, and Fixed Distance Band methods, all corroborate 
the presence of significant clustering patterns. These results 
underscore the importance of considering spatial relationships 
in the management and planning of tree-planting initiatives to 
effectively address fire risks and promote environmental 
sustainability. 

A. Limitations 

Despite the significant findings, this analysis is subject to 
several limitations. The Inverse Distance method raised 
concerns due to a high number of neighbors, which could 
affect the accuracy and efficiency of the analysis. 
Additionally, the Fixed Distance Band method encountered 
issues with some features having no neighbors within the 
specified distance, potentially impacting the validity of the 
results for those features. The presence of such anomalies 
suggests that the analysis might be influenced by data gaps or 
parameter settings that may not fully capture the spatial 
relationships. Furthermore, the static nature of the distance 
thresholds and neighbor settings may not account for the 
dynamic and complex nature of fire-severity and tree-planting 
patterns. 

B. Future Work 

Future research should address the limitations identified in 
this analysis by refining the parameters and methods used. 
Adjusting the neighborhood search thresholds and exploring 
alternative conceptualizations of spatial relationships could 
enhance the accuracy and robustness of the spatial 
autocorrelation results. Additionally, incorporating more 
dynamic and context-specific data, such as real-time fire-risk 
assessments and variable tree-planting practices, could 
provide a more comprehensive understanding of spatial 
patterns. Future work might also consider expanding the 
analysis to include other environmental factors or geographic 
regions to validate the findings and develop more targeted 
strategies for fire-risk mitigation and tree-planting initiatives. 
Integrating these improvements will help optimize the 
effectiveness of tree-planting efforts and better inform 
environmental-management practices. 
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Abstract—This report explores the correlation between modern 

grid infrastructure and the prevalence of cyberattacks, focusing 

on California’s efforts to modernize its electric grid. We aim to 

identify areas that have undergone significant technology 

upgrades, such as monitoring devices, metering, and electric-

vehicle charging stations. Using data from the U.S. Department 

of Energy and the open-source ArcGIS Data Repository, we 

conducted a spatial analysis to understand how these 

modernizations correlate with reported cyberattacks. The 

findings revealed that while modernization is generally 

associated with improved resilience, the lack of comprehensive 

data on modern technologies and monitoring devices limited our 

ability to validate the correlation conclusively. Our study 

concludes that more granular and relevant data are essential for 

accurate analysis, and we recommend policies to enhance grid 

security, including increased investment in cybersecurity 

measures and comprehensive data collection. 

Keywords—Security; Electric Utilities; Cyberattacks. 

I.  INTRODUCTION AND PROBLEM DEFINITION 

California’s proactive stance in modernizing its electric 
grid aims to improve efficiency, reduce outages, and integrate 
renewable-energy sources. The electrical grid is undergoing 
significant modernization efforts, particularly in California, 
which leads the nation in integrating such new technologies as 
smart meters, advanced monitoring devices, and electric-
vehicle (EV) charging stations. While these advances promise 
improved efficiency, reliability, and sustainability, they also 
introduce new vulnerabilities that could be exploited for 
cyberattacks. This creates a critical need to understand the 
correlation between these modern grid components and their 
susceptibility to cyber threats, and to develop effective 
policies and strategies to enhance the grid’s security and 
resilience. The study builds on theories of infrastructure 
resilience and cybersecurity and leverages fundamental 
approaches from geospatial analysis and cybersecurity risk 
assessment to explore how infrastructure changes influence 
attack patterns. This report evaluates the impact of 
modernization on cyberattack risks and provides 
recommendations to mitigate these risks. 

In this report, Section 2 reviews the literature. Section 3 
describes the data selection and acquisition. Section 4 details 
the system used for the analysis. Section 5 lays out the 
methods used. Section 6 discusses the results. Section 7 offers 
some recommendations based on the analysis. Section 8 
concludes. 

California is at the forefront of integrating new technologies, 
advanced monitoring devices, sophisticated metering systems, 
and enhanced EV charging stations. Despite these advancements, 
a notable lack remains in the area of comprehensive, up-to-
date reviews exploring the correlation between these modernizations 
and vulnerability to cyberattacks. This literature review is 
essential to understanding and mitigating the risks associated 
with advanced technologies. Previous studies have analyzed 
the general impacts of modernization on grid resilience, but 
they have often lacked a focus on the specific correlation 
between modern grid infrastructure and cyberattacks. 

II. LITERATURE REVIEW 

Several studies have explored the relationship between 
grid modernization and cybersecurity. For instance, research 
has emphasized the critical role of smart grids in enabling two-
way communication and real-time monitoring, which 
significantly enhances operational efficiency [1]. However, 
these advancements also make grids more susceptible to cyber 
threats, as highlighted by studies on the vulnerabilities of 
smart grid components like control centers and substations 
[2]. Additionally, the U.S. Department of Energy has 
underscored the importance of cybersecurity measures in 
protecting modernized grids, citing the increasing frequency 
and sophistication of cyberattacks [3]. 

A. Limitations of Existing Solutions 

While these studies provide valuable insights, they often 
lack a comprehensive focus on the correlation between 
specific modernization efforts and cyberattack patterns. For 
example, most research has concentrated on general 
vulnerabilities without delving into how particular 
technologies, such as EV charging stations or advanced 
metering systems, contribute to these risks [4]. Furthermore, 
the absence of granular, high-quality data has been a recurring 
limitation, making it challenging to validate findings 
conclusively [5]. 

B. Future Research 

To address these gaps, future studies should aim to 
1. Collect and analyze more granular data on modern grid 

technologies and their vulnerabilities. 
2. Develop robust cybersecurity frameworks tailored to the 

unique challenges posed by grid modernization. 
3. Investigate the role of policy interventions in mitigating 

cyber risks. 
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C. Purpose of This Study 

Building on the existing body of work, this study aims to 
fill the identified gaps by conducting a spatial analysis of 
California’s modernized grid infrastructure. By leveraging 
data from the U.S. Department of Energy and the ArcGIS 
Data Repository, the research seeks to establish a more 
nuanced understanding of the correlation between modernization 
efforts and cyberattacks. The goal is to inform policy 
recommendations that enhance grid security and resilience. 

Here’s a breakdown of the approach before going into 
specifics of data selection and acquisition. 

1. Objective-Oriented Focus: The central goal was to 
examine the correlation between electric grid 
modernization and cyberattacks. This required obtaining 
datasets that offered both breadth (covering diverse 
modernization aspects) and depth (granular data for 
detailed analysis). 

2. Practical Considerations: To optimize research within 
time and resource constraints, emphasis was placed on 
leveraging readily available and processed datasets. This 
approach aimed to reduce inefficiencies like excessive 
data cleaning and processing, which can consume 
substantial time without guaranteeing usable results. 

3. Addressing Data Scarcity: Recognizing gaps in existing 
data—specifically on emerging technologies like EV 
charging stations and advanced monitoring devices—
alternative strategies were explored. These included 
using proxy data, expert consultations, and aggregating 
insights from multiple sources. However, these 
strategies were limited by their inability to fully bridge 
the data gaps. 

4. System Compatibility: The choice of tools and 
methodologies was influenced by the compatibility of 
available data with spatial-analysis and visualization 
software like ArcGIS and Excel. Computational 
limitations (e.g., lack of high-end hardware) also shaped 
the approach, leading to creative solutions like 
combining maps and tables for more comprehensive 
analysis. 

5. Flexibility and Iteration: Acknowledging the dynamic 
nature of research, the methodology incorporated 
iterative steps for refining data acquisition and 
visualization. This iterative framework allowed the 
researchers to adapt to the challenges posed by 
incomplete data and computational constraints. 

This high-level framework underscores the balanced 
approach to addressing the practical and analytical challenges, 
laying the groundwork for the specifics that follow in data 
selection and acquisition. 

III. DATA SELECTION AND ACQUISITION 

Our primary focus when selecting and acquiring datasets 
on cyberattacks and electric charging stations was ease of use. 
We prioritized readily available processed data to minimize 
wasted time. The biggest challenge was the limited 
availability of specific data on new technologies, monitoring 
devices, metering systems, and system vulnerabilities. This 
scarcity is likely due to underreporting or limited awareness. 

Fortunately, we were able to leverage clean, processed, 
and open-source datasets from the official ArcGIS website. 
These datasets were readily available in ArcGIS Project 
format. Time constraints and the limited availability of 
relevant data hindered our ability to draw definitive 
conclusions about the impact of cyberattacks on charging 
stations. This, in turn, limited the analysis tools we could 
employ. Cleaning raw data is time consuming and may yield 
unusable results. To address these limitations, we considered 
such alternative approaches as supplementing with proxy data 
or seeking expert consultations. However, these methods 
would not fully resolve the data gaps. 

One alternative data acquisition method involved 
importing a CSV file (worksheet) from the US Department of 
Energy into ArcGIS. This file contained the locations of 
alternative fuel stations in California, including EV stations 
(Figure 1). The cyberattack dataset, collected from the open-
source ArcGIS hub, included historical cyberincident data 
along with longitude, latitude, region (Figure 2), city, time 
zone (Figure 3), and ISP information. This dataset proved to 
be the most impactful and valuable for our research purposes. 

IV. SYSTEM 

Conducting spatial analysis, mapping, and other forms of 
data visualization demands significant computing power and 
specialized software. Much of our analysis relied on mobile 
workstations or laptops equipped with ArcGIS and Excel. The 
absence of a dedicated graphics card and the inherent 
limitations of laptops limited our data analysis. Additionally, 
the data acquired was insufficient for further analysis. 

The same data constraints impacted our software choices. 
ArcGIS proved inadequate for comprehensive spatial analysis, 
yielding inconclusive results. Consequently, we used Excel, 
importing attribute tables from ArcGIS into pivot tables. This 
approach of using both software products provided more 
insights than the original maps. Subsequent sections of this 
paper showcase charts and graphs generated from pivot-table 
analysis, revealing previously undetected patterns. 

V. METHODOLOGY 

We conducted spatial analysis to identify patterns and 
relationships between modernization features and attack 
frequencies; the data for this analysis was provided by Arc 
GIS.com and the U.S. Department of Energy. The analysis 
shows a correlation between the modernization of the 
electrical grid and cyberattack incidents and hotspots with 
higher levels of cyberattacks. The Data Overlay tool was used 
to visualize the overlap between grid modernization efforts 
and cyberattack incidents, and statistical methods were used 
to identify patterns and relationships between modernization 
features and attack frequencies. We employed such 
geographic information system (GIS) functions and 
operations as the create new map layer feature, which helped 
by combining cyberattack events and EV charging station 
locations to create a new map layer named MODERN 
POWER GRID/CYBERATTACK LOCATION. Another 
ArcGIS Pro tool used was the Merge tool to combine two or 
more features on the same layer into a new feature. Bar charts 
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were also used to show types of EV ports at different charging 
stations and cyberattacks by city, revealing which cities have 
higher levels of cyberattacks (Figure 4). 

VI. RESULTS/DISCUSSION 

After performing our ArcGIS Pro analysis, we found 
specific hotspots where charging stations are more susceptible 
to being hacked, putting people’s personal data in danger 
(Figure 5). The outcome of our initial analysis indicated a 
general pattern where modernized areas with advanced 
technologies exhibited varying degrees of cyberattack 
susceptibility. However, the results were inconclusive due to 
insufficient data on specific modernization aspects, such as 
monitoring devices and metering systems. These 
modernization aspects are important because their absence 
can expose sensitive such information as credit-card 
information or vehicle data, compromising people’s privacy. 
The findings from this research project can raise awareness of 
this issue and prompt electrical companies with vulnerable 
locations in the EV charging infrastructure to enhance their 
equipment and protect against cyberattacks. The main 
problem we encountered was the lack of relevant data because 
little research and data is available on this topic. Time 
constraints were also a limitation because of the small 
timeframe given in class. 

 

Figure 2. Percentage of Cyberattacks by Region. 

 

Figure 3. Cyberattacks by Time Zone. 

 

 

CA Density of Cyberattacks California Alt Fuel Stations 

  
Heat map—IP_GIS US (Cyberattacks) Heat map—Alt fuel stations 

  
Figure 1. Cyberattacks and Fuel Stations. 
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Figure 4. EV Charging and Cyberattacks by Region. 

 

Figure 5. Most Attacked California Cities. 

• Outcomes: The analysis indicated a general pattern where 
modernized areas with advanced technologies exhibited 
varying degrees of susceptibility to cyberattacks. 
However, the results were inconclusive due to insufficient 
data on specific modernization aspects, such as monitoring 
devices and metering systems. 

• Visual Output: The report includes maps showing 
modernized grid areas and their correlation with 
cyberattack incidents, alongside graphs illustrating attack 
frequencies in relation to infrastructure changes. 

VII. RECOMMENDATIONS 

What can power grids and other similar infrastructure do 
to protect their systems and prepare for future cyberattacks? 
They can employ enhanced cyberattack standards, implement 
continuous monitoring and assessment, develop stakeholder 
collaboration, and invest in research. 

Enhanced Cybersecurity Standards: Developing or 
adopting cybersecurity standards or practices tailor-made for 
the current and future grid technologies and infrastructure by 
regularly updating IT security policies based on the latest 
threat intelligence and technological advancements will 
improve IT security. 

Continuous Monitoring and Assessment: How would a 
smart grid implement continuous monitoring of grid systems 
and regular assessment of modern technologies to identify 
vulnerabilities? Teams of network professionals can enforce 
updated practices through such monitoring systems as a real-
time dashboard of smart-grid connected IoT devices. Such a 
dashboard could provide continuous information for data 
warehouses to be analyzed for cyberattacks trends and to test 
the effectiveness of modern security measures before exploits 
can harm the integrity of a grid’s infrastructure. 

Enhanced Data Collection: Collect and analyze more 
data on cyberattack trends and the effectiveness of modern 
security measures. 

Stakeholder Collaboration: Foster collaboration 
between technology providers, grid operators, and 
cybersecurity experts to share threat intelligence and best 
practices. 

Investment in Research: Support research and 
development into new technologies and their security 
implications to stay ahead of potential threats. Consider how 
future cybercriminals can gain unauthorized access. For 
example, outdated system software, insufficient cybersecurity 
measures, and lack of encryption is enough to risk any highly 
technical smart grid. Cybersecurity and cybercriminals are 
constantly changing and innovating, from malware as a 
service to simple social-engineering techniques. Therefore, 
continuous research and development, though costly, is 
necessary to protect the grid in the equally growing field of 
cybersecurity. 

By addressing these recommendations, California can 
better safeguard its electric grid against evolving cyberthreats 
and continue leading the nation in modernizing its energy 
infrastructure. 

VIII. CONCLUSION 

California’s efforts to modernize its electric grid with new 
technologies, monitoring devices, metering systems, and EV 
charging stations represent significant advancements in 
improving grid efficiency and sustainability. However, these 
advancements also introduce new cybersecurity challenges. 
By adopting robust cybersecurity frameworks, enhancing 
incident response, fostering collaboration, and addressing data 
gaps, California can reinforce the security and resilience of its 
electric grid against cyberattacks. Implementing these 
recommendations will be crucial to ensuring that the state’s 
grid modernization efforts lead to a more reliable and secure 
energy infrastructure. The inconclusive results regarding the 
impact of modernization on cyberattack frequencies highlight 
the need for further research and data collection to validate the 
effectiveness of security measures and technologies. 
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Abstract—This project evaluates the distribution and 

accessibility of electric vehicle (EV) charging stations in Los 

Angeles, California, using a variety of geospatial analysis tools. 

As electric vehicles have become more popular, an accessible 

charging infrastructure will crucially support and encourage 

future growth. By performing service-area and closest-facility 

analyses, this study identifies key areas where EV charging 

stations are accessible and highlights regions still needing 

development. The findings emphasize the importance of 

strategic planning in EV infrastructure to enhance accessibility 

and promote wider adoption. This research provides insights 

for urban planners and policymakers to address gaps in the 

current infrastructure and propose new strategies for future 

development and demonstrates an analysis model applicable to 

other areas. 
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I.  INTRODUCTION 

The growing adoption of electric vehicles (EVs) marks a 
big shift in the automotive industry, led by environmental 
concerns and technological advances. To accommodate the 
increasing number of EVs on the road, an accessible 
charging infrastructure must be developed. The Los Angeles 
region, known for its high population density and large urban 
landscape, presents both challenges and opportunities for 
implementing an EV-charging infrastructure. 

California leads the nation in EV adoption rates and 
demonstrates a strong commitment to reducing greenhouse 
gas emissions and promoting sustainable transportation 
solutions. However, achieving these goals requires more than 
just increasing the number of electric vehicles; a network of 
easily accessible charging stations for all users, regardless of 
their location within the city, is crucial. 

This project evaluates the current distribution and 
accessibility of EV charging stations in the Los Angeles area 
using ArcGIS Pro’s geospatial analysis tools. Using the 
service-area and closest-facility analyses, this study aims to 
identify areas well served by existing EV charging station 
infrastructure and those that are underserved and require 
further development. 

Understanding the current spatial distribution of charging 
stations enables urban planners and policymakers to improve 
the EV charging network based on real data. An effective 
charging infrastructure can reduce the range anxiety common 
among potential EV buyers, encouraging wider adoption and 
helping the state achieve its environmental goals. 
Furthermore, insights gained from these analyses can inform 

future planning efforts, ensuring that investments in EV 
infrastructure are well targeted and effective in the long run. 

This research aims to provide valuable insights into Los 
Angeles’ current EV charging infrastructure, highlight areas 
for improvement and offering recommendations for future 
development based on real data. This study’s findings will 
contribute to ongoing sustainable-transportation discussions 
and EVs’ specific role in achieving these targets. 

The rest of this report is structured as follows. Section 2 
reviews the relevant literature. Section 3 details the methods 
used. Section 4 outlines the results. Section 5 discusses the 
findings and their implications. Section 6 concludes. 

II. LITERATURE REVIEW 

Cui et al. [1] focused on methods for strategically placing 
EV-charging stations in urban areas, highlighting the 
importance of considering power-flow constraints and 
protection-device upgrades to avoid costly future upgrades 
and ensure efficient power distribution. This analysis helped 
understand the complexities of charging-station placement 
and clarified the research goals. 

Wen et al. [2] examined global trends and challenges in 
EV-charging-infrastructure deployment and emphasized the 
need for strategic planning and energy management to meet 
increasing EV demand, categorizing different planning 
models for various regions. This study gave a global 
perspective on EV infrastructure and its potential benefits for 
sustainability and grid-strain reduction, helping me 
understand the research on Los Angeles and such key factors 
as grid strain. 

Furthermore, Azadfar et al. [3] determined optimal EV-
charging-station placement using advanced algorithms and 
models, considering such factors as traffic flow and user 
convenience. This study gave me insights into advanced 
analytic techniques for optimal EV charging station 
placement, helping inform the ArcGIS spatial analysis. 

The methodology of Sultan et al. [4], which used 
geographic information system (GIS) tools to identify gaps 
in the EV-charging infrastructure, was extremely useful for 
understanding current infrastructure assessments. Their 
approach highlighted the need for more stations, but did not 
incorporate dynamic factors like traffic patterns, inspiring me 
to explore that avenue myself. We expanded our analysis to 
include real-time data, aiming to provide a more detailed 
picture of accessibility and distribution. By incorporating 
live-traffic impacts on charging-station accessibility, this 
report builds on this foundation and methodology. 

Overall, these studies provided a comprehensive 
understanding of the EV-charging-infrastructure landscape, 
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highlighting challenges, opportunities, and recommendations. 
They guided research question formulation and methodology, 
ensuring the analysis was informed in existing literature 
while adding meaningful data like live traffic patterns to 
distinguish the research. 

III. METHODOLOGY 

This study used a geospatial analysis methodology 
through ArcGIS Pro to evaluate the current distribution and 
accessibility of EV charging stations in the Los Angeles 
region (Figure 1). This approach involved several key 
components, each designed to assess the current 
infrastructure and identify areas for potential improvement. 

The first phase of the methodology involved initial data 
collection, which focused on gathering and importing 
datasets on EV-charging-station locations, road networks—
including primary and secondary roads—and demographic 
characteristics of the region, including live traffic data 
(Figure 2). The data was sourced from the ArcGIS Living 
Atlas, ensuring a reliable dataset and an easy framework to 
import into ArcGIS Pro. 

 

Figure 1.  Geographic Scope of the Study Area: Los Angeles Region. 

 

Figure 2.  Data Sources and Layers Used in the Analysis. 

With the data successfully imported, the second phase 
centered around using ArcGIS Pro’s advanced geospatial 
tools. Specifically, this project used the Service Area 
Analysis and Closest Facility Analysis Network Analyst 
tools. These tools played an integral role in mapping the 
accessibility and distribution of charging stations. The 

Service Area Analysis tool was employed to create polygons 
representing areas within a certain travel time from each 
charging station. This step was crucial to understanding the 
reach of each station and highlighting underserved areas that 
fell outside typical driving distances. It visually identified 
potential gaps in the infrastructure. 

Additionally, we used the Closest Facility Analysis tool 
to determine the nearest charging station to selected incident 
points. These points represented such key locations as major 
transportation hubs, educational institutions, residential 
areas, and major traffic intersections, providing insights into 
the practical day-to-day accessibility of charging stations 
from these locations throughout the region. 

An important aspect of the methodology was integrating 
real-time traffic data into the analysis. Analyzing changing 
travel conditions enhanced the accessibility assessments, 
offering a more realistic view of how traffic patterns impact 
charging stations’ accessibility. 

The final phase of the methodology involved visualizing 
and interpreting the results. Thematic maps visually 
represent the distribution and accessibility of charging 
stations. These maps facilitated the identification of areas 
well served by the current EV infrastructure and those 
requiring further development. 

Overall, the various phases of the methodology process 
for this project facilitated a detailed evaluation of the current 
EV charging infrastructure in the Los Angeles region. The 
insights gained from this analysis can help urban planners 
and policymakers make data-driven decisions to enhance the 
accessibility of charging stations and ultimately promote 
wider adoption of electric vehicles. 

IV. RESULTS 

The analysis of service areas around each EV charging 
station was organized into three main categories based on 
travel time: 5 minutes, 10 minutes, and 15 minutes (Figure 
3). Each category was visually represented using specific 
shades of purple, with lighter shades depicting shorter travel 
times. The 5-minute areas, depicted in light purple, are the 
most densely covered and indicate regions where an EV 
charging station is highly accessible. Residents and 
commuters in these areas can conveniently reach a charging 
station within a 5-minute drive, ensuring that EV users have 
easy access to charging facilities for their vehicles. 

The 10-minute areas, represented in medium purple, 
serve as transitional areas with moderate coverage. While 
they suggest a reasonable level of accessibility, these areas 
might be at the edge of convenience for those needing quick 
charges. Residents in these areas may experience slightly 
longer travel times to access charging stations, which could 
impact the decision-making of potential EV buyers. 

The 15-minute areas, shown in dark purple, indicate 
zones where accessibility drops significantly. These regions 
could be considered underserved in terms of rapid access to 
EV charging facilities, challenging current and potential EV 
owners. The limited accessibility in these areas suggests a 
need for expansion of the charging network to better serve 
the population and encourage broader adoption of electric 
vehicles. 
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Figure 3.  Service-Area Analysis: Travel Times to EV Charging Stations. 

The implications of these accessibility levels are 
significant. The lighter shaded areas, predominantly centered 
around major urban and commercial hubs, reflect solid 
infrastructure catering to a high density of EV users. In 
contrast, the darker shades, particularly found in the outskirts 
and less urbanized areas, highlight the need for expansion of 
the charging network. Addressing these underserved areas is 
crucial to support both potential and existing EV owners and 
to encourage further growth in EV adoption. 

Integrating real-time traffic data provided a dynamic 
overlay to the service-area polygons (Figure 4). This 
inclusion offered insights into how regular traffic conditions 
affect accessibility to charging stations during different times 
of the day or week. By considering traffic patterns, the 
analysis goes beyond just geographical proximity, providing 
a more detailed understanding of accessibility challenges that 
EV users might face in their daily commutes or travel 
routines. 

 

Figure 4.  Service-Area Analysis: Travel Times to EV Charging Stations 

with Live Traffic. 

Thematic maps generated from the analysis visually 
show the service coverage. These maps are instrumental in 
identifying specific areas where policy interventions, 
infrastructure enhancements, and targeted investments could 
significantly improve service reach and, consequently, EV 
adoption rates. By identifying gaps in coverage, stakeholders 
can make informed decisions to strategically enhance the EV 
charging infrastructure, ultimately supporting the transition 
to more sustainable transportation options. 

We conducted the closest-facility analysis to evaluate the 
accessibility of EV charging stations from specific incident 
points within both urban and suburban regions (Figure 5). 
These points are depicted as orange squares on the map, 
highlighting the proximity to nearby charging stations. This 
analysis was crucial in determining which areas have 
sufficient coverage and which require infrastructure 
improvements. Most designated points, including major 
transportation hubs like Los Angeles and Long Beach 
airports, as well as educational institutions such as Cal State 
Long Beach, are conveniently located within a 5-minute 
drive from a charging station, demonstrating the great 
accessibility within the existing EV network. 

 

Figure 5.  Incident Points: Closest-Facility Analysis. 

However, certain residential areas like Whittier, Palos 
Verdes, and Dominguez Hills displayed significant gaps, 
with no stations within a 5-minute radius (Figures 6 and 7). 
Particularly in Palos Verdes, disparities in access were 
evident even within the same city, as one incident point 
within the city had a charging station within 5 minutes, while 
another did not. This difference within the same city 
demonstrates the accessibility challenges EV users might 
face due to lacking infrastructure. Enhancing the 
infrastructure in these areas could greatly improve the 
viability and appeal of EV ownership, potentially fostering 
wider adoption. 

 

Figure 6.  Closest-Facility Analysis from Key Incident Points. 
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Figure 7.  Closest-Facility Analysis with Live Traffic Data Layer Overlay. 

The findings from this analysis are crucial for urban 
planners and stakeholders, indicating a clear need for more 
equitable charging-station access across all regions to 
support and encourage the adoption of electric vehicles. 

V. DISCUSSION 

The geospatial analysis conducted in this study 
demonstrates the disparities in the accessibility of EV 
charging stations across the Los Angeles region. The results 
highlight a need for strategic planning and expansion of the 
EV infrastructure to support the growing demand for electric 
vehicles. Specifically, the service area analysis revealed that 
while major urban centers and commercial hubs have an 
accessible EV-charging infrastructure, suburban and less 
urbanized regions face accessibility challenges. This 
imbalance aligns with previous studies [4], which identified 
gaps in the EV charging infrastructure and discussed the 
importance of comprehensive planning to address this. The 
visual representation through the service-area-analysis tool 
helped highlight underserved areas, particularly those with 
15-minute or greater travel times to the nearest charging 
station, indicating a pressing need for targeted infrastructure 
development based on real data. 

Using real-time traffic data in the analysis, this study 
provided a deeper understanding of accessibility challenges 
than static geographical analysis alone. Incorporating the 
dynamic nature of traffic conditions allows us to evaluate the 
practical challenges of reaching charging stations, with 
traffic being a well-known barrier. Considering such factors 
in infrastructure planning is crucial as it highlights all the 
complex elements involved in this type of infrastructure. 
This approach builds upon the methodology suggested by 
Azadfar et al. [3], who advocated for incorporating traffic 
flow and user convenience in determining charging-station 
placement. 

This study’s findings have significant implications for 
urban planners and policymakers. The accessibility gaps 
identified in areas like Whittier, Palos Verdes, and 
Dominguez Hills suggest a need for equitable access to EV 
charging facilities. By addressing these gaps, urban planners 
and policymakers can potentially reduce the range anxiety 
among potential EV users and help encourage broader 
adoption of electric vehicles. The strategic placement of new 
charging stations in these underserved areas will enhance 

accessibility, reduce travel times, and align with the planning 
models discussed by Wen et al. [2]. Additionally, 
considering the environmental and sustainability goals of the 
Los Angeles region, a pioneer in EV infrastructure, these 
recommendations can significantly contribute to expanding 
the EV charging network, thereby reducing greenhouse gas 
emissions and promoting cleaner transportation alternatives. 

To promote wider EV adoption and support the transition 
to more sustainable transportation, this study recommends 
expanding the charging infrastructure by targeting areas 
identified as underserved, particularly those with limited 
access within a 15-minute travel time, and prioritizing these 
locations for new charging-station installations. This study 
also suggests engaging stakeholders by collaborating with 
local governments and utility companies to develop a plan 
for EV-infrastructure expansion that reflects the needs and 
inputs of these various entities, including stakeholders and 
investors, to ensure the effective expansion of EV 
infrastructure. 

VI. CONCLUSION 

This study has provided an in-depth analysis of the 
accessibility and distribution of EV charging stations in the 
Los Angeles region, focusing on key areas that require 
attention and development. Geospatial analysis tools such as 
service area analysis and closest facility analysis within 
ArcGIS Pro identified significant gaps in the current EV 
infrastructure, particularly in suburban and less urbanized 
areas. The integration of real-time traffic data into the 
analysis highlighted the importance of considering dynamic 
factors when planning for infrastructure development. 

This research supports the need for strategic planning and 
investment to enhance the accessibility of EV charging 
stations, which will ultimately support the broader adoption 
of electric vehicles. As California continues to lead the 
nation in EV adoption, the infrastructure must keep pace 
with demand to ensure a successful transition. This study’s 
recommendations offer a promising roadmap for urban 
planners, policymakers, and stakeholders to develop a more 
equitable and efficient EV charging network. By prioritizing 
underserved areas and engaging in open discussions with 
local governments, utility companies, and other stakeholders, 
Los Angeles can set an example for other regions striving to 
enhance and develop their EV infrastructure. It is all about 
planning strategically and using real-world data to inform 
decisions. 

In conclusion, this research provides valuable insights 
into the current state of Los Angeles’ EV-charging 
infrastructure, as well as practical solutions for its 
improvement. Real-time data and advanced geospatial 
analysis can inform decisions to align with the evolving 
needs of the community and contribute to the broader goal of 
sustainable urban transportation. Collaboration between 
public and private entities will be crucial to achieving these 
objectives and ensuring that Los Angeles continues to lead 
the EV revolution. 
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Abstract—Tribal lands account for 2.4% of U.S. total acreage 

and, as of 2021, nearly 8% of its wind energy potential. These 

lands are commonly rural and historically have had less than 

average access to electricity. This project’s objective was to 

examine the Fort Bidwell Reservation and locate a site for wind 

energy generation using ArcGIS’ buffer tool. The buffer tool’s 

output boundaries were cross referenced with wind density 

maps and tribal territory to find a specific location suitable for 

a wind energy project. The project was technically successful. 

Results show two appropriate locations, around 100 acres and 

200 acres respectively, much larger areas than needed for a wind 

farm. However, further research is necessary as these two sites are 

at the outer edges of the reservation and at high elevation. These 

limitations were outside of the scope of the project and, 

therefore, it cannot be said with absolute certainty that these 

two sites are 100% conforming. Furthermore, while an area 

may be technically suitable, it is also necessary to consult with 

tribal leadership to ensure the land is not of cultural significance 

and, therefore, not available for development. 

Keywords—Energy Sovereignty; Wind; ArcGIS. 

I.  INTRODUCTION AND PROBLEM DEFINITION 

The power grid faces many new obstacles that range from 
technological innovation to climate change. The pivot away 
from fossil fuels and the diversification of the grid through 
alternative energy sources is central to both challenges. It is 
understood that rural populations present unpredictable stress 
on the power grid in times of instability. Shoring up these 
points of grid weakness can reinforce the grid’s overall 
stability. The native people who inhabit U.S. tribal lands 
(2.4% of total U.S. acreage [1,2]) are under a particular set of 
circumstances. Many such communities are underserved, 
some without access to electricity at all [3], despite them 
representing nearly 8% of U.S. wind potential [4,5]. By 
focusing resources on these areas, we can address grid 
stability, grid diversification, and climate justice all at once. 
Wind energy generation is a more mature technology today 
than in the recent past and can be harnessed by these 
communities to pull themselves out of energy poverty, 
perhaps even achieving energy sovereignty. 

This project’s primary objective was to ascertain whether 
the Fort Bidwell Reservation can host a wind energy farm on 
its land. Most importantly, the will and desires of the Fort 
Bidwell Reservation community must be prioritized. As part 
of the project, other energy project proposals were researched. 
The goal of locating an appropriate wind farm site is not to be 
placed over other reasonable solutions available if they 
present themselves. Tribal land data and wind density maps 
were cross referenced. ArcGIS Pro’s buffer tool created 
boundaries around watercourses, residential areas and a local 
airport. We expected that once these restrictions were in place, 

an appropriate site would be revealed given the area’s rich 
resource and the large size of the reservation. 

The Fort Bidwell Reservation tribal leadership is the 
intended audience of the research as well as government 
programs designed to diversify the power grid. Energy 
independence can be a steppingstone to a more educated and 
healthier community. If a large enough site is found, it may be 
possible that beyond supporting local infrastructure, energy 
could potentially be returned to the California grid to provide 
financial benefits to the people of the Fort Bidwell 
Reservation. This type of project, if at large enough scale, 
could also add jobs to the local economy. The benefits of a 
successful wind farm are many. 

Section 2 reviews the literature. Section 3 describes the 
data selection and acquisition. Section 4 details the system 
used for the analysis. Section 5 lays out the methods used. 
Section 6 discusses the results. Section 7 concludes. 

II. LITERATURE REVIEW 

The topic of the project was selected because it is at the 
intersection of power diversification, emerging technologies, 
climate change, and energy justice. All energy producers will 
need to continue efforts to diversify the power grid to combat 
the negative impacts caused by climate change and increased 
demand. This increased demand will be in part due to 
migration to such newer energy technologies as electric 
vehicles. Given that native reservations are typically isolated 
and underdeveloped, it makes them unusually vulnerable to 
energy instability. However, native lands are generally rich in 
alternative energy potential and, thus, could be positioned to 
become energy sovereign soon. 

The literature review was focused on two main areas. The 
first area is wind turbine farming: pros, cons and other 
relevant information. The review’s goal was to determine 
what requirements must be met prior to project initiation, what 
exactly qualifies as a good candidate for wind farming and 
what alternatives to wind farming may be better suited for this 
specific geographic area. The second area of literature review 
was the history of renewable energy projects on or near Fort 
Bidwell and the history of the Fort Bidwell Reservation. 

Rediske et al. [6] concisely stated that “wind energy is 
abundant, costless, widely distributed and its generation is 
pollution-free.” Detailed in this article is a comprehensive 
guide to evaluating an area to determine if it is suitable for a 
wind farm project. The first step in such an investigation is 
accounting for restrictive factors, commonly referred to as 
exclusion criteria. To maintain a manageable scope for this 
project, only a limited number of restrictive factors were 
considered. The article details twenty considerations, but this 
project was limited to the most relevant five. The factors 
included road networks, urban areas, airports, wind speed and 

16Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-242-5

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

ENERGY 2025 : The Fifteenth International Conference on Smart Grids, Green Communications and IT Energy-aware Technologies

                            24 / 82



watercourses. A wind farm needs to be within 500 meters of 
the main road network [6]. Urban areas should be a minimum 
of 1,000 meters away from wind farms due to noise and 
shading generated by the turbine blades. Airports must be at 
minimum 2,500 meters away from wind farms because 
electromagnetic radiation from the turbines may interfere with 
telecommunication networks. One of the most crucial 
restrictions is wind speed, the site’s wind speed must be 
greater than 7 meters per second and less than 25 meters per 
second to avoid damage from strong winds. Finally, the last 
restrictive factor for this project was proximity to 
watercourses and streams because wind farms should not be 
within 400 meters of rivers or streams. These restrictions 
should provide sufficient guardrails when assessing potential 
sites for a wind farm on the Fort Bidwell Reservation. 

The barriers to renewable energy generation must be 
researched prior to any renewable energy generation project. 
The realities of historic disenfranchisement and the lingering 
effects thereof must be addressed to ascertain the feasibility of 
such a large scale project. U.S. native reservations are under 
the jurisdiction of the federal government. However, these 
tribes were historically unable to make use of federal tax 
credits which greatly incentivize renewable development [7]. 
Wolfe [8] stated, “Settler colonialism is an ongoing structure, 
not an event, upheld by institutions, policies and laws—many 
centuries old—that continue to shape renewable energy 
development on Native lands.” 

Through the course of this project, the goal was 
maintained alongside an openness to more efficient and 
appropriate alternatives to the initial research objective. 
Research was conducted with an eye for wind energy 
generation but with a willingness to acknowledge solar, 
geothermal or any other form of renewable energy as a 
superior option for the Fort Bidwell Reservation. For instance, 
it is known that geothermal energy has many advantages over 
solar and wind systems [9]. Such systems were briefly 
considered throughout this project. 

The second area of research for this project is centered on 
the history of the Fort Bidwell Reservation as well as other 
tribes and their experiences in harnessing alternative energy 
on their land. 

The native people of the Americas have a rich cultural 
heritage that runs parallel with a tragic and extensive history 
of colonialism. More recently, similar problems have arisen 
on their federally recognized lands: electricity inequality, 
educational gaps, and a generally lower standard of living 
[10–12]. It is true that there is a shared history, but it can also 
be said that due to cultural and geographic differences, each 
of these communities may tread different paths to an equitable 
future. Understanding the Fort Bidwell Indian Community is 
crucially important to this research when analyzing potential 
projects on their land. What may work for some communities 
may not work for all. 

U.S. native tribes vary greatly in size. The largest U.S. 
tribe is the Navajo Nation, which, like the Cherokee, Choctaw, 
Chippewa, and Sioux, has a tribal membership of over 
200,000 members [13]. On the other end of the spectrum, 
tribes like the Augustine Band of Cahuilla Indians have a total 
of 20 enrolled members [14]. The Fort Bidwell Indian 

Community is on the smaller side of the scale, according to 
the 2020 Census, 97 people reside on the Fort Bidwell 
Reservation [15]. The reservation has a slightly higher than 
national average employment rate of 62.3% and their median 
household income, $24,375, is less than one third the nation’s 
[16]. 

A 2005 [17] study into the feasibility of installing a 
geothermal district heating system to provide low-cost heating 
by harnessing a geothermal well concluded that there is more 
than enough energy available from the FB-3 geothermal well 
to support the reservation and the entire town of Fort Bidwell. 
A second study in 2007 stated that drilling in a secondary 
location, FB-4, had begun in 2007 (Figure 1). This report 
stated that the FB-4 well had a temperature from 100 to 200 
degrees Fahrenheit and, while the system would cost $1.5 
million to install, it would have an annual energy savings of 
$124,300, yielding an estimated payback period of 12 years. 
In this report, consultant Dale Merrick went on to state that 
the Fort Bidwell Reservation could more than meet their own 
energy needs through geothermal means and that the 
reservation still had significant potential for developing both 
solar and wind energy to further bolster their future. 

 

Figure 1. Map of the Fort Bidwell Area (adapted from [17]). 

Of course, developing alternative energy on tribal lands is 
not a new idea. This being the case, there are examples of on-
going projects to examine. One of the more enterprising tribes, 
The San Rincon Band of Luiseño Indians in the San Diego 
area, who may be most widely known as the owners of 
Harrah’s Resort Southern California, have embarked on 
several energy projects to establish their own microgrid. Most 
recently, they received a grant for long-duration storage early 
in 2024 [18]. Prior to their latest investment into their energy 
sovereignty, they began work in 2020 to build a solar 
microgrid [19]. During the construction of this project, they 
issued a list of lessons learned that could be helpful to others 
attempting or planning similar endeavors. The first lesson was 
that microgrid projects can be extra complex; adding more 
components, such as meters, will ratchet up complexity. 
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Existing plans and information may be limited, rooftop 
solutions may not be feasible, and one may not be able to 
integrate existing energy assets. Furthermore, budget and time 
estimates should be ultra conservative, as costs will likely be 
higher than anticipated. Interconnection studies should be 
conducted as early as possible. A well-funded and resourced 
tribe like the San Rincon Band stressed that expert support is 
vital. 

Not all native energy projects in California are as rosy. For 
example, the Campo Indian Reservation has been battling its 
neighbors in court to begin work on a vast wind farm to place 
60 turbines on its land in San Diego. The project received 
approval in 2021, but, as of March 2024, the project was still 
tied up in litigation [20]. Other alternative energy projects 
have seen unobstructed success. For example, [21] reported 
that the Paskenta Band of Nomlaki Indians announced a plan 
to develop a large-scale solar and storage project on its 
reservation. The project was the recipient of a $32.75 million 
grant from the California Energy Commission under its Long 
Duration Storage Program and broke ground in April of 2024 
[20]. The report went on to detail $31 million was awarded to 
Indian Energy LLC to develop a microgrid for the Viejas tribe 
of Kumeyaay Indians. 

III. DATA SELECTION AND ACQUISITION 

A. Data Source 1 

The Global Wind Atlas [22] is a free, web-based 
application developed to help policymakers, planners, and 
investors identify high-wind areas for wind power generation. 
With this wind density mapping, areas with high potential for 
wind energy generation can be easily identified (see Figure 2). 

 

Figure 2. Downloading Wind Density Map [22]. 

B. Data Source 2 

The California Energy Commission’s federally 
recognized tribal lands map identifies tribal areas that fall 
within California’s borders [23]. The data from the map is 
informed by the 2021 U.S. Census (see Figure 3). 

C. Data Source 3 

Building and geographical feature data came from 
OpenStreetMap (OSM) data [24] hosted by Esri, supported by 
Meta, and supplemented with additional data from Microsoft. 
The data is updated every month and aided in setting proper 
distances from existing infrastructure (see Figure 4). 

 

Figure 3. Downloading Tribal Land Map [23]. 

 

Figure 4. Selecting OpenStreetMap Basemap. 

These data formed the basis of the analysis. 

IV. SYSTEM 

The primary tool for this project is ArcGIS Pro 3.3.1. The 
aforementioned datasets were compiled onto a single map 
using ArcGIS Pro, and the buffer tool was deployed to 
visualize the areas where a wind farm would not be 
appropriate. The computer used was a Windows 10 machine 
with an Intel i7-7700K processor and a Nvidia RTX 2070 
Super GPU. 
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V. METHODOLOGY 

The first step of this project was adding the map of tribal 
land obtained from the California Energy Commission as a 
shapefile. The compressed folder was added to the project 
folder, extracted and then located in ArcGIS Pro in catalog 
view (see Figure 5). 

Next, the wind density map from the Global Wind Atlas 
(as a TIFF image) was added to ArcGIS Pro. We selected Add 
Data under the Map tab. Figure 6 shows the results after it was 
processed. 

OSM is a feature native to ArcGIS Pro under Basemap, 
this was used to identify roads, structures and water features. 
Figure 4 shows this process. These three steps form the basis 
of the project. Once these three elements were in place, more 

distinctive color schemes were chosen to differentiate the 
data. After that step, the main analysis tool was deployed. 
Buffer analysis was chosen for this project. This tool gives 
immediate visual information on which parts of the 
reservation would not be appropriate for a wind turbine. The 
buffer tool creates a visual radius around any feature selected 
by any distance specified. For this project, we used meters for 
the measurement as this was the usual unit of measurement in 
our cited references. 

The first feature class processed using the buffer tool was 
Buildings containing residential-building information. The 
data of where these buildings were located was already 
present thanks to the basemap, OSM. A feature class named 
Buildings was created and the westernmost buildings were 
manually marked with yellow triangles (Figure 7). 

 

Figure 5. Adding Tribal Land Map. 

 

Figure 6. Adding Wind Density Map. 
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The same process was followed for the local airport and 
all watercourses on the Fort Bidwell Reservation. These 
feature classes were named Airport and Watercourses 
respectively. Once all the restrictive factors were located and 
marked, the Buffer tool was then used. We selected the 
Buildings feature class, input the distance and chose the unit 
of measure (Figure 8). 

 

Figure 8. Buffer Tool Process for Buildings Feature Class. 

VI. RESULTS AND DISCUSSION 

The analysis located two sites that could theoretically be 
capable of hosting a wind turbine farm: Site 1 in the southwest 
corner of the reservation and Site 2 along the western border 
of the reservation. Both sites, according to the area 
measurement tool, are over the 40-acre minimum requirement 
for a wind turbine operation. Site 1 is approximately 200 acres 
and Site 2 is approximately 90 acres. Figure 9 shows that the 
airport was a negligible obstruction. The residential areas are 
also far enough from the high-wind areas to matter little to site 
selection. The greatest restrictive factor was watercourses. 
The wind speeds on the reservation do not reach dangerous 
speeds, so this restriction was excluded from the analysis early 
in the project. Distance from roads was also eventually 
abandoned as a consideration because the roads near the two 
sites are dirt service roads that could be easily traversed. 

VII. CONCLUSION AND FUTURE WORK 

The project resulted in useful data, but the sites need 
further scrutiny and expert input. We believe the project 
produced a solid starting point for energy-project evaluation 
on the reservation. The research portion highlighted the use of 
geothermal energy. Unfortunately, we were unable to locate 
any information on the success of these projects which would 
be of great value to any future energy project on the Fort 
Bidwell Reservation. Regardless of the success of those 
projects, wind or solar options would still be worth  

 

Figure 7. Feature Class Buildings After Marking. 
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considering. Diversification of energy sources would help 
insulate the community from instability if any one source is 
disrupted by climate change, natural disaster, or technical 
challenges. We recommend for this particular area that anyone 
interested in beginning an energy project contact tribal 
leadership. This is a common hurdle for energy projects on 
tribal land. Furthermore, in some instances, appropriate land 
was determined, but projects ultimately failed when the tribal 
communities notified researchers that the land was of cultural 
importance. This made developing some projects infeasible 
on the grounds that the native communities would be 
uncooperative to defend their cultural heritage. In this specific 
case, according to research on the Fort Bidwell Reservation, 
geothermal energy had the potential to cover all energy needs 
of the community. If further research concludes that wind 
energy is not suitable, then it would be wise to survey the 
reservation for potential solar energy generation sites. 

REFERENCES 

[1] G. Rediske et al., “Wind power plant site selection: A systematic 
review,” Renewable and Sustainable Energy Reviews, vol. 148, art. 
111293, 2021. [Online]. Available from: https://doi.org/10.1016/j.rser
.2021.111293 

[2] C. Grosse and B. Mark, “Does renewable electricity promote 
indigenous sovereignty? Reviewing support, barriers, and 
recommendations for solar and wind energy development on native 
lands in the United States,” Energy Research & Social Science, vol. 
104, art. 103243, 2023. [Online]. Available from: https://doi.org/10
.1016/j.erss.2023.103243 

[3] P. Wolfe, “Settler colonialism and the elimination of the native,” 
Journal of Genocide Research, vol. 8, no. 4, pp. 387–409, 1999. 
[Online]. Available from: https://doi.org/10.1080
/14623520601056240 

[4] K. Li, H. Bian, C. Liu, D. Zhang, Y. Yang, “Comparison of geothermal 
with solar and wind power generation systems.” Renewable & 
Sustainable Energy Reviews, vol. 42, pp. 1464–1474, 2015. [Online]. 
Available from: https://doi.org/10.1016/j.rser.2014.10.049 

[5] D. Merrick, “Renewable energy development on tribal lands,” 
Energy.gov, 2007. [Online]. Available from: https://www.energy.gov
/indianenergy/articles/project-reports-fort-bidwell-indian-community
-2005-project. Accessed January 12, 2025. 

[6] B. Edwards, “Northern California tribe sets path to energy sovereignty 
with large-scale solar and storage microgrid project,” Tribal Business 
News, June 19, 2023. [Online]. Available from: https://
tribalbusinessnews.com/sections/energy/14371-northern-california
-tribe-sets-path-to-energy-sovereignty-with-large-scale-solar-and
-storage-microgrid-project. Accessed January 12, 2025. 

[7] M. Temp and R. Nikolewski, “Wind project in San Diego’s 
backcountry runs into turbulence,” San Diego Union-Tribune, March 
22, 2024. [Online]. Available from: https://www.sandiegouniontribune
.com/2024/03/22/wind-project-in-san-diegos-backcountry-runs-into
-turbulence. Accessed January 12, 2025. 

[8] Global Wind Atlas, “Introduction,” 2015. [Online]. Available from: 
https://globalwindatlas.info/en/about/introduction. Accessed January 
12, 2025. 

[9] California Energy Commission, “Federal recognized tribal lands,” 
2023. [Online]. Available from: https://cecgis-caenergy.opendata
.arcgis.com/datasets/21620043addf4c9da3540538671e47ba_0
/explore?location=41.861547%2C-120.143269%2C13.21. Accessed 
January 12, 2025. 

[10] OpenStreetMap, Esri. [Online]. Available from: https://openstreetmap
.maps.arcgis.com 
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Abstract—Accurate energy forecasting, including load, photo-
voltaic generation, and prosumption prediction, is essential for
the efficient operation and strategic planning of modern energy
systems. Federated Learning (FL) has emerged as a promising
solution for training machine learning models on decentralized
data, enabling high model accuracy while maintaining data privacy.
However, the decentralized nature of FL also poses security
challenges, including data poisoning and backdoor attacks that
compromise the integrity and reliability of forecasting models.
In this study, we present a comprehensive evaluation of various
data poisoning and backdoor attacks within federated energy
forecasting. Our analysis explores different data distributions,
varying noise scales in data poisoning attacks, and targeted
manipulation of specific time intervals to assess their impact
on model performance. Further, we propose robust security
mechanisms, such as increased cluster sizes, local retraining, and
weighted aggregation. Our results show that while our attacks
can increase the Mean Absolute Error by 93-261 %, our security
measures can effectively mitigate the attacks, thereby improving
the security and robustness of federated energy forecasting.

Keywords- federated learning; poisoning attack; backdoor attack.

I. INTRODUCTION

The transition to sustainable energy systems is essential for
addressing climate change and reducing the dependence on
fossil fuels. As countries decarbonize their grids, accurate
energy forecasting becomes critical to balance renewable
energy supply and demand [1]. Reliable grid operation depends
on accurate predictions of electric loads, photovoltaic (PV)
generation, and prosumption patterns, especially as energy
grids become more decentralized and complex [2].

Here, Federated Learning (FL) has been proposed for energy
forecasting, enhancing model performance, data efficiency,
and privacy. As shown in Figure 1, only model parameters
are shared with a central server in FL, while local data
remains private [3]. This approach minimizes the risk of
exposing sensitive consumption patterns, which could otherwise
be exploited to infer personal habits, posing privacy threats
[4]. Additionally, clustering is applied in FL to group nodes
with similar energy patterns, addressing challenges with non
independent and identically distributed (non-iid) datasets.

While FL enhances privacy and security, challenges such as
data poisoning and backdoor attacks persist. Data poisoning
skews model performance by manipulating local data, while
backdoor attacks insert hidden triggers into the model that
only activate malicious behavior under specific conditions.
While these vulnerabilities have been studied within the vision

Local 
Network

OutputData

+ … +

Federated 
Aggregation + … +

Distribute Distribute

OutputData
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Energy 
System 
Data

Global
Network

Cluster 1
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Cluster n
Network

Figure 1. Clustered federated learning architecture with data poisoning.

and language domains [5], they are particularly concerning in
energy systems, where forecasting errors can disrupt supply
and demand balance, hindering renewable energy integration
[6]. Addressing these risks is crucial to improve the robustness
of FL in energy forecasting.

To address security challenges in FL-based energy forecast-
ing applications, we investigate the effects of data poisoning
and backdoor attacks. By manipulating data at varying scales
and time periods, we assess model vulnerabilities, identifying
weaknesses in the FL framework. We then propose defense
strategies, including secure aggregation, local retraining, and
clustering methods, to enhance the system’s resilience against
adversarial threats.

A. Related Work

To provide a comprehensive understanding of the current
research and challenges in federated energy systems, we review
related work on security measures and adversarial attacks.
Additionally, we examine implementations of these attacks
in the domains of computer vision and natural language
processing. Selected publications are summarized in Table I.

McMahan et al. introduced FL in 2016 [3] as a method
for decentralized model training across distributed devices,
preserving data privacy by keeping data localized. While FL has
been applied in the energy domain for applications like energy
control [20]–[22], non-intrusive load monitoring [23]–[25], and
energy theft detection [26], research on adversarial attacks
within federated energy systems remains limited. Here, only
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TABLE I
REVIEW OF SECURITY AND ATTACK LITERATURE IN FEDERATED ENERGY

FORECASTING.

Ref Year Focus Domain Attack Security
[7] 2021 Differential Privacy Energy ✓
[8] 2023 Differential Privacy Energy ✓
[9] 2022 Differential Privacy Energy ✓
[10] 2024 Secure Aggregation Energy ✓
[11] 2023 Secure Aggregation Energy ✓
[12] 2023 Secure Aggregation Energy ✓
[13] 2023 Secure Aggregation Energy ✓
[14] 2022 Secure Aggregation Energy ✓
[15] 2023 Secure Aggregation Energy ✓
[16] 2023 Personalized FL Energy ✓
[17] 2022 Model Poisoning Energy ✓
[18] 2020 Inference Attacks Vision ✓
[19] 2019 Poisoning Attacks Language ✓
This
paper 2024 Attacks and Security Energy ✓ ✓

model poisoning has been analyzed [17], as most research
focuses on security measures [7]–[16]. In contrast, adversarial
attacks – including model poisoning, inference attacks, data
poisoning, and backdoor attacks – have been extensively studied
in domains like computer vision [18], [27], [28] and natural
language processing [19], [29], [30], highlighting significant
risks to FL models.

B. Paper Contribution and Organization

Vulnerabilities specific to federated energy forecasting have
so far not been thoroughly investigated. To address this gap,
we analyze adversarial attacks in federated energy forecasting
and propose mitigation strategies. Since most research on FL
attacks focuses on natural language processing and computer
vision, applying those findings to energy prediction is chal-
lenging due to different data characteristics and dimensionality.
Consequently, our main contributions are:
• We develop data poisoning and backdoor attacks customized

for energy forecasting, evaluating their impact on model
performance in FL systems using selected noise distributions
(Uniform, Normal, Laplace, Building’s) and targeting specific
time intervals.

• We benchmark these attacks across different model architec-
tures, including a Bidirectional Long-Short Term Memory
Model (BiLSTM), a Soft-Gated LSTM (Soft-LSTM), and a
Soft-Gated Dense Neural Network (Soft-Dense).

• We integrate security mechanisms such as secure aggregation,
varying cluster sizes, and local retraining, to mitigate the
effects of these attacks.

• Our findings show that data poisoning attacks significantly
impact model performance, especially in small clusters,
while backdoor attacks pose minor threats. By incorporating
our proposed security measures, these adverse effects are
mitigated, enhancing the security and robustness of FL-based
energy forecasting systems.
The reminder of the paper is organized as follows: Section II

introduces our methodology, while Section III outlines our
experimental setup. Building on this, Section IV presents our

results, Section V discusses our results and limitations, and
Section VI provides our conclusion and future work.

II. METHODOLOGY

In this section, we provide a concise overview of our method-
ology, including federated energy systems, data poisoning,
backdoor attacks and security measures.

A. Federated Energy Systems

In federated energy systems, a central server initializes global
model weights w0 for each cluster and distributes them to
local devices (clients). Each client i trains a local model on its
local dataset Di and returns updated weights wi. The server
aggregates these weights using a selected aggregation method.
One common approach is Average Aggregation, where the
global model weights wglobal are updated as:

wglobal =
1

N

N∑
i=1

wi (1)

where N is the number of clients within a cluster. This
process is repeated over t federated training rounds.

B. Data Poisoning Attack in Federated Energy Systems

Data poisoning attacks threaten federated energy systems by
compromising the integrity of the global FL model. Attackers
manipulate the local datasets of specific clients, distorting
energy forecasts and leading to inaccurate predictions that can
affect operations like load balancing or grid management.

For a data point (x, y), with the input vector x and the target
vector y, the poisoned input vector x′ is defined as:

x′ = x+ ϵ, ϵ ∼ D(γ) (2)

Here, ϵ represents noise sampled from a distribution D with
noise scale γ. Possible choices for D include Normal, Laplace,
and Uniform distributions, or the distribution of the actual
building measurements. To ensure proportionate noise injection
across varying energy data scales, we normalize x to the range
[0, 1]. During local training, attacked clients j ∈ A use the
poisoned data x′

j , while benign clients k ∈ B use unmodified
data. The weight update for benign clients is:

wk,new = wk − η
∂L(wk,xk, yk)

∂wk
(3)

For attacked clients j ∈ A, the weight update is:

w′
j,new = wj − η

∂L(wj ,x
′
j , yj)

∂wj
(4)

Here, η is the learning rate, and ∂L
∂w denotes the gradient of

the loss function L with respect to the model weights w.
During the federated aggregation, the global model weights

w′
global are updated by averaging:

w′
global =

1

N

(∑
k∈B

wk,new +
∑
j∈A

w′
j,new

)
(5)
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where N is the total number of clients. The inclusion of
poisoned weights w′

j,new can degrade global model performance
by introducing biased patterns. Systematically testing different
distributions D and noise scales γ allows us to evaluate the
model’s vulnerability to these attacks.

C. Backdoor Attack in Federated Energy Systems

Backdoor attacks in federated energy systems manipulate
client data during specific hours, potentially causing the FL
model to produce inaccurate forecasts during peak hours while
maintaining normal performance at other times.

Therefore, attackers adjust the input data only during selected
hours H ⊆ 0, 1, . . . , 23. For each data point (tj , xj , yj), where
tj denotes the hour, the modified input feature vector x′

j is
defined as:

x′
j =

{
xj + δ, if tj ∈ H

xj , otherwise
(6)

Here, δ represents the backdoor trigger – a specific per-
turbation added only during the targeted hours H . The local
training and federated aggregation remain the same as described
in Subsection II-B. By adjusting δ and selecting specific hours
H , attackers can fine-tune the severity of the backdoor attack
and evaluate the model’s performance.

D. Security Measures in Federated Energy Systems

To mitigate data poisoning and backdoor attacks in federated
energy systems, we propose three security strategies: clustering,
weighted aggregation, and local retraining.

Clustering reduces the impact of attacks by grouping clients
with similar time series, restricting the extent of manipulation
before a client is excluded from the cluster. Clients are
grouped together when their time series E and F satisfy
the similarity condition d(E,F ) ≤ τ . A common similarity
measure is Dynamic Time Warping (DTW), which minimizes
the cumulative distance over all possible alignments (mi, ni):

dDTW(E,F ) =

√√√√min
mi,ni

(
I∑

i=1

(emi
− fni

)2

)
, (7)

Selecting an appropriate τ ensures that deviations from
attacks remain within acceptable bounds.

Weighted Aggregation mitigates the attack effects by ad-
justing client contributions based on local model performance.
Clients exhibiting degraded performance due to attacks receive
lower weights, reducing their influence on the global model.
Given a sets of benign clients B and attacked clients A, the
aggregation is performed as follows:

wglobal =

∑
k∈B αk ·wk +

∑
j∈A α′

j ·w′
j∑

k∈B αk +
∑

j∈A α′
j

(8)

where αk is the weight for benign clients, and α′
j represents

the weight for attacked clients, typically α′
j ≪ αk.

Local Retraining allows benign clients to adapt the global
model to their local data, reducing the impact of poisoned

global weights w′
global. After receiving w′

global, benign clients
refine their models:

wk,retrained = wglobal − η
∂L(wglobal,xk, yk)

∂wglobal
(9)

where η is the learning rate, L is the loss function, and
(xk, yk) represents the local dataset. This fine-tuning mitigates
attack influence and enhances model robustness.

Together, these strategies enhance the security and reliability
of federated models in energy systems by effectively countering
adversarial attacks.

III. EXPERIMENTAL SETUP

Building on our methodology, we describe our experimental
setup, including data analysis and federated energy forecasting.

A. Data Analysis

We utilize the Ausgrid dataset [31], which provides half-
hourly smart meter readings of electrical load and PV output in
kW from 300 residential buildings in Australia between 2010
and 2013. An example of load and PV patterns for Building
11 is shown Figure 2.
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Figure 2. Load and PV patterns of Building 11.

We extend the dataset by calculating prosumption (load -
PV). For computational efficiency, our analysis focuses on a
randomly selected subset of the first 30 households. To obtain
our forecasting dataset, we use 70% for training, 20% for
validation, and 10% for testing.

B. Federated Energy Forecasting

Our FL architecture consists of 3 training rounds, as
additional rounds did not yield further improvements. In each
round, clients update their local models and send them to
a central server for global aggregation. We use K-Means
clustering with DTW to group clients with similar energy
patterns into 10 clusters. For testing adversarial attacks, we
focus on a cluster containing 2 clients (buildings 16 and 24),
simulating distributed training on a single machine.

To implement federated energy forecasting, we employ a
BiLSTM network and two Mixture of Experts (MoE) models
within the FL framework. The MoE architecture enhances
the model’s ability to learn complex patterns by dynamically
selecting and weighting outputs from multiple specialized sub-
models (experts) based on the input sequences. Specifically, the
Soft-Dense model includes an expert layer with four experts
(each with eight units), followed by two Dense layers (16
units each), a Dropout layer (rate 0.2), and a Flatten layer.
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The Soft-LSTM model comprises an expert layer (four experts,
eight units each), a bidirectional LSTM layer (four units),
a Dropout layer (rate 0.2), and a Flatten layer. The BiLSTM
network captures temporal dependencies in energy data through
bidirectional processing, using two layers of eight LSTM cells
each. All models use a batch size of 16. Further architectural
details are provided in [4].

To evaluate robustness against adversarial attacks, we im-
plement data poisoning and backdoor scenarios. In the data
poisoning attack, noise is injected into the data from various
distributions. For Normal and Laplace distributions, the mean
is 0, and the standard deviation varies from 0 to 1. For the
Uniform distribution, bounds range between [−1, 0] and [0, 1].
Building-specific distributions are derived based on skewness,
kurtosis, and mean, with standard deviations varying between
0 and 1. In the backdoor attack, we manipulate four specific
half-hour time steps during hours 0 and 1, setting load and
prosumption values to zero and PV values to one.

As security measures, we expand the cluster size to 4
buildings and implement a local retraining step with 100 epochs,
incorporating early stopping if the validation loss does not
improve over 10 consecutive epochs. Weighted aggregation is
not employed in this experiment, as clustering and retraining
already mitigate the effects. For performance evaluation, we
calculate the Mean Absolute Error (MAE):

MAE =
1

n

n∑
i=1

|ŷi − yi| (10)

This metric quantifies the average absolute difference be-
tween the predicted values ŷi and actual values yi.

IV. RESULTS

In this section, we present our results for data poisoning,
backdoor attacks, and security measures. Within each attack
scenario, the poisoned model is trained with manipulated data,
while the unmodified model is only indirectly affected through
FL. To consider statistical variations, each model is trained 3
times per scenario. If not stated otherwise, the indicated metrics
are averaged over all buildings, clusters, or training rounds and
the results are achieved on the test dataset.

A. Data Poisoning in Federated Energy Forecasting

Within the data poisoning attack, noise patterns are intro-
duced to the training data using four distributions: Normal,
Laplace, Uniform, and building-specific. Due to space con-
straints, we report results only for the Uniform distribution,
which had the most significant effects.

Figure 3 shows the MAE for both poisoned models (top
row) and unmodified models (bottom row) with increasing
noise scales over load, PV, and prosumption forecasting. The
dashed lines represent the baseline performance of unmodified
models within local learning, to evaluate whether the attacked
FL architecture still provides performance benefits.

The results indicate a substantial increase in MAE with
rising noise scale for all poisoned models. Specifically, the
Soft-Dense model exhibits increases in MAE of 321 % for
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Figure 3. Performance comparison between poisoned and unmodified models.

load, 718 % for PV, and 345 % for prosumption forecasting.
Similar trends are observed in the BiLSTM and Soft-LSTM
models. It is worth noting that as the MAE values are small,
minor increases already result in large percentage changes. The
unmodified models, indirectly affected through FL, also showes
significant degradation, with MAE increases of up to 96% for
load, 93% for PV, and 261% for prosumption forecasting in
the Soft-Dense model.

Without poisoning, FL generally outperforms local learning.
However, when subject to attack, the unmodified Soft-Dense
model’s performance droped below the local learning baseline
for load forecasting at a noise scale of 0.6 and for prosumption
prediction at 1.0. In contrast, PV forecasting performance
remained close to the local baseline across all noise scales.
Detailed results for the unmodified Soft-Dense model are
provided in Table II.

TABLE II
MODEL PERFORMANCE OF THE UNMODIFIED SOFT-DENSE MODEL FOR
LOCAL LEARNING (LL) AND FL WITH DIFFERENT NOISE SCALES (N),

WHERE N0.2 CORRESPONDS TO A NOISE SCALE OF 0.2.

Noise Load PV Prosumption

MAE STD MAE STD MAE STD
LL 0.0417 ±0.0051 0.0405 ±0.0055 0.0302 ±0.0068
N0 0.0324 ±0.0196 0.0196 ±0.0164 0.0234 ±0.0140
N0.2 0.0338 ±0.0047 0.0377 ±0.0248 0.0278 ±0.0023
N0.4 0.0369 ±0.0016 0.0391 ±0.0258 0.0219 ±0.0017
N0.6 0.0492 ±0.0007 0.0360 ±0.0265 0.0271 ±0.0029
N0.8 0.0511 ±0.0028 0.0389 ±0.0268 0.0323 ±0.0079
N1 0.0649 ±0.0255 0.0379 ±0.0261 0.0836 ±0.0012

B. Backdoor Attack in Federated Energy Forecasting

In the backdoor attack scenario, data is selectively modified
for specific hours, using the date as the trigger. Figure 4 shows
the MAE for each hour of the day for both poisoned models (top
row) and unmodified models (bottom row). Within each subplot,
solid lines represent the performance of the FL architectures
affected by the attack, while dashed lines indicate the baseline
performance without any attack. The hourly MAE naturally
fluctuates due to inherent volatility variations.

For the Soft-Dense model with the backdoor attack, the MAE
increased significantly only in prosumption forecasting, rising
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Figure 4. Model performance comparison with and without backdoor attacks.

by 0.0560 (273%). Changes in load (0.0142, 68%) and PV
(0.0022, 33%) forecasting remain within the standard deviation.
The unmodified models show minimal changes, with slight
increases in load (0.0083, 36%) and prosumption (0.0001, 1%),
and a decrease in PV (-0.0051, -49%), all within the standard
deviation. Detailed MAE values of the Soft-Dense model for
the attacked hours are provided in Table III, comparing the
backdoor model to the baseline.

TABLE III
PERFORMANCE METRICS OF THE FORECASTING MODELS WITH AND

WITHOUT BACKDOOR ATTACKS.

Scenario Load PV Prosumpt.

MAE STD MAE STD MAE STD
Pois. Back. 0.0351 0.0167 0.0089 0.0064 0.0765 0.0164
Pois. noBack. 0.0209 0.0110 0.0067 0.0017 0.0205 0.0105
Pois. Diff. 0.0142 0.0057 0.0022 0.0047 0.0560 0.0059
Un. Back. 0.0312 0.0073 0.0054 0.0023 0.0127 0.0039
Un. noBack. 0.0229 0.0063 0.0105 0.0060 0.0126 0.0025
Un. Diff. 0.0083 0.0010 -0.0051 -0.0037 0.0001 0.0014

C. Security in Federated Energy Forecasting

We mitigate attacks by increasing the cluster size, reducing
the influence of compromised buildings on the aggregation
model, while local retraining refines model parameters using
unmodified data. Due to space constraints, Figure 5 illustrates
that the MAE remains stable for all unmodified models
and noise scales, indicating that this combination effectively
mitigates the attacks.
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Figure 5. Impact of security measures on the unmodified forecasting models.

While these measures are effective, incorporating weighted
average aggregation could further improve resilience, by

weighting models based on their performance, thus reducing
the contribution of compromised models.

V. DISCUSSION AND LIMITATIONS

Our data poisoning attacks substantially increased the MAE
across all models, primarily due to the limited cluster sizes that
increase the impact of compromised data. Load forecasting,
due to its inherently stochastic nature, experienced greater
performance degradation, whereas PV prediction maintained
more stable performance, benefiting from its more deterministic
patterns. Conversely, backdoor attacks had a minimal overall
effect, as their targeted manipulations were limited to specific
forecasting times, thereby reducing their influence on the ag-
gregated model. The implemented security measures – namely,
increasing cluster size and applying local retraining – effectively
mitigate these attacks by reducing the impact of poisoned
data. In addition, incorporating weighted average aggregation
could further enhance resilience by reducing the contribution
of compromised models during federated aggregation.

This study is limited by its focus on only few buildings,
which may affect the generalizability of our findings. Incor-
porating a broader range of benchmark models and datasets
could further validate the robustness of the proposed defense
mechanisms. Further, we use simple noise sampling methods
for data poisoning, which may not fully capture the complexity
of more advanced attacks.

VI. CONCLUSION AND FUTURE WORK

In this paper, we comprehensively analyzed security vul-
nerabilities in federated energy forecasting, focusing on the
impacts of data poisoning and backdoor attacks. Our findings
demonstrate that data poisoning poses a significant threat
to forecasting accuracy, with MAE increasing by 93-261 %,
especially within smaller clusters. Conversely, backdoor attacks
show a limited impact on model performance. By incorporating
defense mechanisms such as increased cluster sizes and
local retraining, we effectively enhanced the resilience of
federated learning models, mitigating the adversarial risks and
preserving model integrity. Future work could explore the use
of Generative Adversarial Networks for sophisticated noise
generation during training.
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Abstract—This paper presents the Survey of Electricity Con-
sumption in Non-Interconnected Regions (SECNIR), a multi-
year electricity consumption dataset comprising data from 881
companies and local authorities in French overseas regions. To
the best of our knowledge, it is the first large-scale electricity con-
sumption open dataset for professionals in islands and overseas
regions at the level of individual electricity meters. The dataset
includes electricity consumption, weather, and indoor comfort
data from a variety of professionals in six different French
islands and overseas regions: Reunion Island, French Guiana,
Martinique, Guadeloupe, Corsica, and Mayotte. We analyze how
local climate influences electricity consumption, in particular in
tropical regions. Additionally, we provide insights into the most
power-intensive sectors and examine the variability of energy
consumption within specific professional sectors.

Keywords-Energy; Electricity; Smart meters; Non-
Interconnected Regions; Thermosensitivity; Dataset.

I. INTRODUCTION

With the increasing share of renewable energies in the
worldwide electricity mix, determining where and when elec-
tricity is consumed becomes crucial for the stability of electri-
cal grids. The deployment of smart power meters has enabled
large-scale studies on individuals [1]–[3] and companies [4],
[5]. However, these studies almost always focus on parts of the
world connected to large electrical grids and in mild climates.

To the best of our knowledge, no large-scale open dataset
with individual meter consumption data exists for Non-
Interconnected Regions (NIR). This is notably true for tropical
regions, which are particularly interesting to study because of
their different thermosensitivity compared to territories with
milder climates.

TABLE I. COMPARISON OF THE MEAN DIRECT CO2 EMISSIONS PER
ELECTRICAL KWH AND MEAN ELECTRICAL PRODUCTION COST IN

DIFFERENT FRENCH TERRITORIES [6]–[10].

Region
Mean direct emissions[

gCO2 · kWh−1
] Mean production cost[

C · MWh−1
]

Mainland France 32.4 (2023) 72-90 (2020)
Guadeloupe 703 (2019) 351 (2022)
Martinique 575 (2020) 323 (2022)

Reunion Island 732 (2021) 267 (2022)
Corsica 564 (2020) 316 (2022)

French Guiana 468 (2019) 274 (2022)

Obtaining data in such regions is generally challenging, as
grid operators tend to deploy fewer smart meters compared
to the mainland. For example, in continental France, over
90% of consumers have smart power meters, such as the
Linky meters deployed by Enedis [11], while much fewer are
installed in French overseas territories. Except for Corsica,
very few electricity consumption data are available for these
regions. Moreover, these territories heavily rely on fossil ener-
gies for electricity generation, leading to significant financial
and environmental costs, as shown in Table I. In mainland
France, the first cost figure represents the direct production
cost, excluding network, import, and export costs, while the
second corresponds to the annualized cost. Therefore, under-
standing how professionals use electricity in these regions
and helping them to reduce their consumption is essential.
Raising awareness about climate issues and promoting energy
savings is an effective way to achieve this goal. Energy savings
certificate programs are a French policy measure designed for
this purpose. Under this scheme, energy suppliers must either
achieve energy savings themselves or purchase certificates
from other parties to meet their targets. These programs,
defined by ministerial decrees, focus on providing information,
training, funding and innovation to manage energy demand and
alleviate household energy insecurity.

The data presented in this paper, collected through the
SEIZE program managed by Eco CO2, has been used to create
the anonymized, weekly-resampled Survey of Electricity Con-
sumption in Non-Interconnected Regions (SECNIR) dataset.
Figure 1 illustrates the locations of the 881 sensors.

This paper is organized as follows: Section II describes
the SEIZE program and data collection methodology. Section
III details the dataset structure and processing techniques. In
Section IV, the analysis and visualization of the dataset is
presented, followed by a discussion of its limitations. Finally,
Section V concludes the paper and suggests directions for
future research.

II. PROGRAM DESCRIPTION

This section describes the deployment and methodology
of the SEIZE program, which aims to collect and analyze
electricity consumption data from various French overseas
regions.
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Reunion Island: 299 sensors

Mayotte: 4 sensorsFrench Guiana: 173 sensors
Martinique: 196 sensors

Guadeloupe: 49 sensors

Corsica: 160 sensors

Figure 1. Number of electrical sensors per region.

A. Program deployment

The SEIZE program was built around 5 actions, each user
being free to carry out one or more actions among:

• Environmental awareness workshops for managers and
employees, aiming at raising attention about energy-
saving actions in organizations;

• Installation of smart meters and comfort sensors, with
access to the consumption data through an online visual-
ization platform;

• Orientation towards financial aid schemes or technical
advice and telephone/face-to-face appointment to redirect
the professional to solutions adapted to their needs;

• Access to a network of ambassadors, who are profession-
als committed to promoting the program;

• Technical visits of buildings and delivery of recommen-
dations concerning the management of the building or its
energy renovation.

All these actions are offered to beneficiary companies and
local authorities on a voluntary basis and free of charge. This
paper concentrates on presenting the data collected by the
smart meters installed during the SEIZE program. Datasets
creation and analyses presented have been carried out by Eco
CO2’s Research and Development team and funded by Eco
CO2.

B. Data visualization platform

To help organizations understand and reduce their electricity
usage, users can visualize their consumption data in near
real-time through an interactive website. They also receive
weekly emails summarizing key trends in their consumption
patterns. Figure 2 shows a screenshot of one of the website’s
pages displaying a daily load curve. Additional information,
such as standby power over the last day, indoor and outdoor
temperatures, indoor humidity, and the evolution of daily,
weekly, and monthly electricity consumption, is also available,
along with eco-gestures suggestions.

C. Sensors

Each participant of the study may have multiple sites,
typically corresponding to individual buildings, each equipped

Figure 2. Screenshot of the interactive website showing the daily load curve
and identified use periods.

with a unique electrical sensor. Most sites are also outfitted
with one or more indoor comfort sensors measuring temper-
ature and humidity. Outdoor temperature data are obtained
using the building location [12].

Sensors’ deployment took place between mid-2021 and end
of 2024. At the time this paper is written, most sensors
reported data for at least one year, as Figure 3 shows. Only
sources with 4 weeks of data with sufficient quality have been
kept in the database, which explains the flat lines from 0 to 4
weeks on Figure 3.
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Figure 3. Evolution of the minimum number of weeks with electricity data
in the dataset for each region.

D. Types of sensors

To facilitate sensor deployment, only sensors that do not
require modifications of the users’ electrical installations are
used:

• Digital sensors communicate electronically with electric-
ity meters to provide consumption indices.

• Analog sensors measure energy consumption by counting
light pulses or wheel rotations from electromechanical
meters.

30Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-242-5

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

ENERGY 2025 : The Fifteenth International Conference on Smart Grids, Green Communications and IT Energy-aware Technologies

                            38 / 82



Depending on the technology, the data timestep varies
between one minute and one hour. External temperature
data [12], indoor temperatures, and humidity levels are
recorded every ten minutes.

III. DATASET

This section details the structure, processing, and
anonymization of the dataset collected through the SEIZE
program.

A. Data anonymization

To protect the users’ privacy and follow the Euro-
pean General Data Protection Regulation (GDPR) guide-
lines [13], we resampled all the data to a weekly basis using
energy_analysis_toolbox, a Python library developed
by Eco CO2 R&D team and released in open-source [14].
Moreover, we provide for each participant its field of activity
using the Statistical Classification of Economic Activities in
the European Community (NACE) [15] classification.

B. Index data processing

The digital sensors transmit the consumption index, namely
the integrated electricity consumption in kWh since the date of
installation. Because of technical issues, abnormal index jumps
are present in the database. Thus, we preprocess the data to
automatically detect these anomalies. Weeks containing such
elements are marked as invalid, and an empty entry replaces
them in the weekly_E_kWh column of the dataset. This
implies that the calculated energies can be considered valid
on a weekly scale, and that the energy integrated over several
weeks may be below reality if no data is provided for a week.

Furthermore, we interpolate between the last index of each
week and the first known index of the following week to
estimate weekly energy consumption as accurately as possible.
If the time between the last known index and the first known
index of the following week is too long, an empty entry is
also written in the dataset.

C. Power data processing

The analog sensors detecting light pulses on electronic
meters or wheel revolutions on electromechanical meters re-
port the average power consumed each minute. The energy
consumed is then calculated by taking the integral of the
power. Weeks containing aberrant data, such as abnormally
low or high power, abnormal load curve shapes, are removed
from the analysis and an empty entry is written in the
corresponding week of the dataset. Thus, similarly to digital
sensors, calculated electricity consumption can be considered
valid on a weekly scale, but energy integrated over several
weeks may be below reality if no data is provided. In all
following figures, we estimate the annual consumption by
imputing missing week with the mean value consumed during
the weeks kept in the dataset. Table II shows a few statistics
about the dataset.

TABLE II. TOTAL NUMBER OF SITES NUMBER, CUMULATED WEEKS OF
DATA, AND YEARLY ELECTRICITY CONSUMPTION STATISTICS, PER

REGION. IQR STANDS FOR INTERQUARTILE RANGE.

Region Sites Weeks Mean
[MWh]

Min
[MWh]

Max
[MWh]

IQR
[MWh]

Reunion Island 299 15362 46.9 0.5 517.9 48.4
Martinique 196 9729 38.1 0.6 383.3 42.4

French Guiana 173 7410 36.9 0.5 461.2 31.8
Corsica 160 6731 30.0 0.5 429.9 32.6

Guadeloupe 49 2860 38.5 0.6 436.8 50.7
Mayotte 4 196 12.2 3.1 22.0 5.3

D. Temperature and humidity data

A practical method for using outdoor temperature data
alongside electricity consumption data is to calculate Heating
Degree-Days (HDD) and Cooling Degree-Days (CDD). In
the dataset, we compute these with several reference temper-
atures T0 (15°C to 18°C for HDD and from 22°C to 26°C
for CDD, both by steps of 1°C) using the integral method:

HDDT0 =

∫ next Monday 0h

Monday 0h
[T0 − Text(t)]

+ dt, (1)

CDDT0 =

∫ next Monday 0h

Monday 0h
[Text(t)− T0]

+ dt, (2)

where Text the external temperature, and:

x+ =

{
x if x > 0,
0 otherwise. (3)

E. Dataset documentation

The dataset is available for download on data.gouv.fr [16]
and Kaggle [17] as a single CSV file. In this file, each line
corresponds to one week of data for a given site. Each line
in the dataset represents data for a specific week and contains
the following columns:

• year-Wweek: The ISO week. For example,
"2023-W01" corresponds to the week from Monday,
January 2 to Sunday, January 8, 2023.

• user_id: A unique identification number for each user.
• site_id: A unique identification number for each site.

Each user can have multiple sites, but each site has
precisely one electrical sensor. A site is typically a
building, or a group of buildings.

• department: The name of the department where the
sensor is located. Possibilities are South Corsica,
Upper Corsica, Guadeloupe, Martinique,
Guyane, Reunion Island and Mayotte.

• nace_code: The NACE code corresponding to the
unique identifier of the company (SIRET) provided by
the user (e.g., 47.71 for "Retail sale of clothing in
specialized stores").

• insee_code: Unique numerical identifier assigned by
the French National Institute of Statistics and Economic
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Studies (INSEE) to French municipalities. On the Jan-
uary, 1st, January, 2023, France had 34945 municipali-
ties [18].

• weekly_E_kWh: Weekly energy consumption in kWh.
• weekly_dd_heating_<T0>: Weekly HDD based

on the reference temperature T0, computed with Eq. 1.
• weekly_dd_cooling_<T0>: Weekly CDD based

on the reference temperature T0, computed with Eq. 2.
• <stats_type>_indoor_<data_type>_<nn>:

Various statistics for indoor temperature and humidity
data recorded by the comfort sensors. <stats_type>
can be "min", "max" or "average". <data_type> can
be "temperature" or "humidity". For temperature data,
values are given in degrees Celsius, and for humidity, it is
relative humidity in %. <nn> is a unique number for each
comfort sensor between 00 and 99. The same number
is used for temperature and humidity. For example, two
columns named min_indoor_temperature_00
and min_indoor_humidity_00 correspond to the
same physical sensor.

IV. ANALYSIS AND VISUALIZATION

This section presents the analysis and visualization of the
dataset, focusing on electricity consumption patterns across
different sectors and regions.

A. Estimated annual consumption by NACE category

To get insights on the annual consumption depending on the
activity sector, we grouped companies in 9 categories based
on their NACE code, as explained in Table III. As Figure 4
shows, there are significant consumption differences between
the various sectors, with differences of median values for two
sectors going up to an order of magnitude.

This discrepancy can be attributed to the nature of the
activities in these sectors, where office work primarily involves
low energy-consuming activities like lighting and computing,

TABLE III. RELATIONSHIP BETWEEN NACE SECTIONS AND THE
CATEGORIES USED IN FIGURE 4.

Category NACE sections
Natural resource extraction and agriculture A, B

Manufacturing and construction C, D, E, F
Shops and transport G, H

Accommodation and catering I
Information and finance J, K, L

Technical and administrative services M, N
Public and social services O, P, Q

Arts and recreation R, S, T
Extra-territorial activities U

whereas shops and transport, as well as accommodation and
catering, typically require more energy for operations, such as
refrigeration, cooking, cooling, and heating.

Consumption varies significantly within each category,
spanning more than two orders of magnitude between the
minimum and maximum values. This may be due to other
explanatory parameters not provided in the dataset, such as
the number of employees, building surface area, number of
equipment, equipment efficiency, or heating energy.

B. Thermosensitivity analysis

French islands and overseas regions studied in this paper
exhibit diverse climatic conditions. Reunion Island, Mayotte,
French Guiana, Martinique and Guadeloupe all experience
tropical climates. However, while Reunion Island and May-
otte are both located in the southern hemisphere, Martinique
and Guadeloupe are in the northern hemisphere, and French
Guiana is very close to the Equator. Hence, the climate expe-
rienced in Reunion Island and Mayotte is relatively similar to
that experienced in Martinique and Guadeloupe, but offset by
6 months because of the locations in different hemispheres.

Reunion Island and Mayotte are both characterized by hot
and humid weather throughout the year, with distinct wet
and dry seasons. The dry season takes place during May to

100 101 102

Estimated annual consumption (MWh)

Natural resource extraction and agriculture

Information and finance

Arts and recreation

Manufacturing and construction

Accommodation and catering

Technical and administrative services

Public and social services

Shops and transport

0 50 100 150 200 250
Number of sites per category

Figure 4. (left) Boxplot of the estimated annual consumption by company category. Whiskers are drawn at ±1.5 interquatile range (IQR), and all values
outside this interval are represented with circles. (right) Number of sites per category.
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Figure 5. Seasonal evolution of the weekly consumption for each region. Each point represents one week. The black line represents the median weekly
consumption across years and sites for each week of the year. For instance, the point for week 10 is the median consumption for all sites in a region across
week 10 of 2021, 2022, 2023 and 2024. The gray-shaded area represents the minimum and maximum of the weekly consumption across sites, respectively.
The blue and red dashed curves represent the mean HDD and CDD computed using Eq. 1 and Eq. 2 for heating (Tref = 17°C) and cooling (Tref = 25°C),
respectively, averaged across years and sites.

November, when the weather is generally mild (typically 21
to 28°C) on the coast. The rainy season begins in December
and ends in April. As Figure 5 shows, this translates into
no need for heating throughout the year, and some cooling
needs between November and April. This is reflected in the
consumption, where a small correlation between mean CDD
and usage can be seen.

Due to its proximity with the Equator, temperature and
humidity in French Guiana varies very little throughout the
year. Therefore, even if participants use air conditioning, the
corresponding consumption remains roughly constant, which
we indeed observe in Figure 5. It is also worth noting that
consumption can vary greatly from one year to the other,
depending on the territory, as the gray-shaded area in the same
figure indicates.

Martinique and Guadeloupe share a similar tropical mar-
itime climate. These islands experience warm temperatures
year-round, with a wet season typically occurring from June
to November, and a drier period from December to May. This
can indeed be seen in the corresponding blue dashed curves
in Figure 5. Interestingly, while the CDD curves are very
similar for Martinique and Guadeloupe, we observe a much
larger thermosensitivity in Guadeloupe than in Martinique.
This suggests that, for the population studied, air conditioning
systems are more used in Guadeloupe than in Martinique.

Corsica, in contrast, has a Mediterranean climate, char-
acterized by hot, dry summers and mild, wet winters. This
climate creates distinct heating and cooling needs, with a

higher sensitivity to cooling during the summer compared
to heating in the winter. This may be partially because air
conditioning always requires electricity, while some heating
systems do not. As a result, heating consumption may not be
fully accounted for in Figure 5.

Finally, as Figure 6 shows, the distribution of consumption
by region is very similar between all regions, the only excep-
tion being Mayotte, due to the fact that only 4 sensors are
present in that region.

100 101 102

Estimated annual consumption (MWh)

Mayotte

Guadeloupe

Corsica

French Guiana

Martinique

Reunion Island

Figure 6. Boxplot of the estimated annual consumption by region. Whiskers
are drawn at ±1.5 IQR, and all values outside this interval are represented
with circles.
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C. Dataset limitations
The SECNIR dataset, while extensive and valuable, has

certain limitations that must be acknowledged. Firstly, as
explained in sections III-B and III-C, the dataset contains gaps
for some weeks: over the 42288 weeks of the dataset, 5358
weeks (12.7%) do not contain electrical consumption data for
these reasons.

Secondly, the dataset’s territorial coverage is uneven, with
significant disparities in the number of sensors deployed across
different regions. For example, Mayotte is notably underrep-
resented with only 4 sensors compared to other regions like
Reunion Island and French Guiana, which have 299 and 173
sensors respectively.

The scarcity of sensors in certain regions like Mayotte
means that the insights drawn from these regions may not
fully capture the variability and unique characteristics of local
energy consumption patterns. Consequently, the conclusions
derived from the data should be interpreted with caution,
especially when comparing different regions.

V. CONCLUSION AND FUTURE WORK

This paper presented SECNIR, a dataset on electricity
consumption from 881 companies and local authorities across
six French overseas regions. This dataset provides a valuable
resource for analyzing consumption patterns in regions that are
typically underrepresented in large-scale studies due to their
isolated and tropical nature. By including electric, weather, and
comfort data, this dataset allows for a nuanced understanding
of how local climates influence electricity consumption.

The diverse climates of the regions studied—ranging from
the tropical climates of Reunion Island, Mayotte, French
Guiana, Martinique, and Guadeloupe to the Mediterranean cli-
mate of Corsica—highlight the importance of context-specific
strategies in managing energy demand.

The findings from this study emphasize the need for tailored
energy efficiency programs and policies that take into account
the unique consumption patterns and climatic conditions of
these regions. As these regions often rely heavily on fossil
fuels, there is a pressing need to explore decarbonized energy
solutions to mitigate environmental impacts and dependence
on fossil fuels.

Future work could explore intra-day consumption variations,
in a similar manner to the work done in [5]. This research
could help policy-makers and grid managers identify the
flexibility measures needed to support the transition to fully
decarbonized energy mixes in these regions.
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Abstract—Estimating energy use in heating and air-
conditioning systems is crucial for effective building energy
management. This article introduces a new method combining
the use of degree-days with the maximum a posteriori estimation
statistical method to disaggregate heating and cooling energy
consumption from other uses. Degree-days provide a reliable
measure of the demand for energy needed to heat or cool a
building, while a posteriori estimation offers a robust statistical
approach to refine these estimates based on available data.
A significant challenge addressed by this method is the need
to accurately estimate the parameters of the model, which is
achieved here by leveraging a comprehensive database. The
method’s efficacy is demonstrated through a case study of a
building with one year of collected data, illustrating its practical
application. Our findings underscore the method’s potential to
enhance energy management practices and guide future research
in heating and cooling energy estimation.

Keywords-Smart meters; Non-Intrusive Load Monitoring;
NILM; Thermosensitivity.

I. INTRODUCTION

With the increasing deployment of smart meters in build-
ings, it is now possible to access aggregated energy usage data
with unprecedented ease and accuracy [1]. This wealth of data
opens up new opportunities for advanced analytical methods
to improve energy estimation practices.

Smart meters usually collect the total building energy con-
sumption data at a very low temporal resolution. For instance,
in France the daily consumption is the only quantity provided
by default by communicating meters, with finer sampling rate
mainly depending on the supply contract and meter type.
Individual users have the possibility to opt in to a finer 30
minutes sampling rate, but it is rarely selected. These low
frequencies increase the difficulty to detect appliances [2].
Usual disaggregation techniques discard explanatory variables,
such as weather and date, to focus on pattern and signature
detection [2].

The management of energy use in Heating, Ventilation,
and Air Conditioning (HVAC) systems is a critical aspect
of building operations, influencing both cost efficiency and
environmental impact. HVAC represent 38% of buildings
consumption worldwide, and up to 60% in Europe [1]. Hence,
accurate estimation of heating and cooling energy consump-
tion is essential for optimizing energy use, reducing costs,
and meeting sustainability goals. There are two families of
methods to model building energy consumption [3]:

• The forward methods use the building description to
develop a theoretical energy signature model,

• The reverse methods use collected consumption data to
fit a consumption model.

Forward models are usually used when few or no data is
available, such as during design and during the first few
months of use. However, it has been shown that they show
large discrepancies when compared to actual consumption,
as the occupants’ behavior can have a significant impact on
the consumption [4]. This article focuses on reverse methods,
available when a significant amount of data has been gathered.

In France, 37% of households use electricity for heating
[5]. On top of that, the air conditioning energy use is ex-
pected to increase in the future [6]. Hence, the assessment of
HVAC energy uses with smart-meters requires disaggregating
both the cooling and the heating energy uses from the total
consumption measured.

Figure 1 introduces the typical data used in this study.
The data have been collected in one household near Lyon,
France, with electrical heating and no cooling system. The
energy consumption is gathered using the Linky smart-meter
of Enedis [7]. The OpenWeatherMap API was used for the
outdoor temperature [8]. The data is aggregated on a weekly
frequency, from Monday to Sunday, to reduce the impact of
the day of the week on energy consumption, considering the
differences between workdays and weekends. The top panel
of Figure 1 shows the temporal evolution of the total weekly
electric energy consumed by the household. The bottom panel
of Figure 1 presents the same data as the left panel, showing
the outside temperature to energy consumption relation. One
point in black corresponds to the week starting on Monday the
1st of January 2024, a week when occupants were not present.
We can identify two regions:

• when the mean weekly outside temperature is above
16°C, the energy consumption seems independent of the
temperature,

• when the mean weekly outside temperature is below
16°C, the energy consumption seems negatively propor-
tional to the temperate.

This article introduces an innovative method for estimating
HVAC energy use that leverages Degree-Days (DD) compu-
tation combined with Maximum a Posteriori (MAP) estimation
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Figure 1. Data collected for one household: (top) the temporal evolution of
the weekly energy (left axis) and the mean weekly outside temperature

(right axis). (bottom) the weekly energy as a function of the mean weekly
temperature. One point in black corresponds to an outlier.

which is more accurate than simpler approach such as a
threshold when electricity is used for heating as well as
other uses. DD is a well-established metric that quantifies
the demand for energy to heat or cool a building, based on
temperature deviations from a baseline [4]. MAP estimation,
on the other hand, is a statistical technique that refines these
estimates by incorporating prior knowledge and observed data
to produce the most probable outcomes. By combining these
two tools, we provide a way to estimate the energy usage of
HVAC once enough data is collected.

To introduce the concept behind MAP estimation, consider
the following analogy. Suppose a player rolls two dice and
the goal is to determine the individual values of each dice.
Without prior knowledge, this task is impossible. However,
knowing that each dice can show a number between one and
six, with a uniform probability distribution, the total number
of possible outcomes is 6×7

2 = 21, giving a 4.76% chance of
guessing the correct pair. If the player provides the combined
sum of the two dice, the estimation becomes significantly more
manageable. For sums of 2, 3, 11, or 12, the possible combina-
tions of the dice values are unique and known with certainty.
Conversely, for sums of 6, 7, or 8, there are three possible
pairs, resulting in a 1

3 probability of guessing the correct pair.
This analogy illustrates that by integrating prior knowledge
(the uniform probability distributions of each dice) with an
observation (the sum of the dice), the a posteriori estimation
of each dice’s value is substantially improved compared to
the a priori estimation. In this study, the observation is the
aggregated energy consumption recorded by a smart meter,

which represents the sum of heating, cooling, and other energy
uses. By applying MAP estimation, we can more accurately
decompose this sum into its constituents, thereby enhancing
the precision of our energy usage estimates.

A notable challenge in implementing this method is the
need to estimate the prior distributions of the heating, cooling,
and other uses needs, and whether they are correlated or not.
This correlation is essential for precise estimation but can be
difficult to determine directly. To overcome this limitation, we
utilize a comprehensive database that provides the necessary
correlation information, ensuring that the estimation method
remains robust and reliable.

The following sections of this article detail the components
and implementation of this new estimation method. We begin
in Section II with an overview of DD computation and
MAP estimation, followed by a discussion on addressing the
correlation of random variables. Section III outlines the step-
by-step process of integrating these components. Section IV
aims to estimate a correlation coefficient from an extensive
dataset. We then present in Section V a case study applying
the method to the data shown in Figure 1, demonstrating its
practical application and effectiveness. Finally, we discuss in
Section VI the results, compare them with traditional methods,
and offer insights into the implications and potential future
developments.

II. THERMOSENSITIVITY CONSUMPTION MODEL

In this section, we introduce the thermosensitivity consump-
tion model, which forms the foundation of our method for
estimating HVAC energy use. The total energy consumed in
a building over a given period, E, can be decomposed into
three primary components:

E = Eh + Ec + Eo, (1)

where Eh is the energy required for heating, Ec is the energy
required for cooling, and Eo represents all other energy uses
not dependent on temperature variations, such as lighting,
appliances, and other equipment.

A. Degree-Days

DD is a widely used metric to quantify the demand for
energy needed to heat or cool a building [9]. Heating Degree-
Days (HDD) and Cooling Degree-Days (CDD) are calcu-
lated based on deviations from a baseline temperature. The
baseline temperatures depend on the building and occupants,
and they need to be calibrated to maximize the performance
of the model using historical data [9]. The duration of the
integration period is at least one day, but can last longer.
Practically, using a weekly sampling for the energy and the
degree-days allows merging the differences related to the day
of the week, such as weekends. HDD is used to estimate
the energy needed to heat buildings. The integral formula to
compute HDD is:

HDD =

∫
[Tbase,h − T (t)]

+
dt, (2)
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where Tbase,h is the heating baseline temperature, T (t) is the
outdoor temperature at time t, and [·]+ is the positive function

x+ =

{
x if x > 0,

0 if x ≤ 0.
(3)

Equation (2) assumes that the heating is switched on when the
outside temperature is below Tbase,h. CDD are the equivalent
of HDD for cooling needs. Its integral formulation is:

CDD =

∫
[T (t)− Tbase,c]

+
dt, (4)

where Tbase,c is the cooling baseline temperature. It’s worth
noting that other ways to compute HDD and CDD have been
proposed in the literature. While we chose to use the integral
formulation, other formulations may be used without changing
the rest of the methodology or conclusions of the paper.

B. Degree-Days and Energy Consumption

Using the notation H for the Heaviside step function defined
as

H(x) =

{
1 if x > 0,

0 if x ≤ 0,
(5)

the energy required for heating and cooling can be modeled
linearly with respect to HDD and CDD, respectively:

Eh = (αh ·HDD + ϵh)H(HDD), (6)
Ec = (αc · CDD + ϵc)H(CDD), (7)

while other uses’ energy consumption is modeled by

Eo = Ebaseline + ϵo, (8)

where αh and αc are coefficients that represent the sensitivity
of energy use to DD, and ϵh, ϵc and ϵo are random variables
that capture the deviation from the model for heating, cooling,
and other uses, respectively. The Heaviside step function
ensures that ϵh and ϵc are added when the corresponding use
is required.

III. METHODOLOGY FOR HVAC CONSUMPTION
DISAGGREGATION

This section describes the new proposed method to disag-
gregate the cooling and heating energy from the other uses.

A. Consumption model

The deviations ϵh, ϵc introduced in (7) and (6) account for
various uncertainties and factors that affect energy consump-
tion, but are not linearly correlated to the DD. These can
include variations in building occupancy, operational sched-
ules, sun illumination, and efficiency of the HVAC systems.
Additionally, ϵo of (8) represents the variation in the energy
use for non-HVAC purposes. Notably, they do not represent
measurement error, which we assume to be nonexistent.

It is important to note that these variables can be correlated.
For instance, an unusual higher occupancy of the building
may increase the energy consumed by HVAC, as well as the
energy consumed by other uses. On the other hand, a change in

the AC temperature settings will increase the energy use for
cooling, but not the one concerning other uses. We assume
the deviations to the thermosensitivity model with normal
distributions: [

ϵh, ϵc, ϵo
]T

= N (0,Σ) , (9)

with Σ the covariance matrix. We assume in the following
that the sampling period is short enough so that heating and
cooling cannot be present within the selected period:{

HDD = 0 if CDD > 0,

CDD = 0 if HDD > 0.
(10)

This hypothesis typically requires the sampling period to be
shorter than a month. Hence, we can express the covariance
matrix as

Σ =

 σ2
h 0 ρhσhσo

0 σ2
c ρcσcσo

ρhσhσo ρcσcσo σ2
o

 , (11)

where σx is the standard deviations of ϵx, with x ∈ {h, c, o},
and ρh (respectively ρc) represents the correlation coefficient
between the ϵh (respectively ϵc) and ϵo. In the following
section, we will detail the probabilistic inference method
proposed to estimate the values of ϵh, ϵc and ϵo.

B. Inference

The goal of this section is to outline the method for
estimating Eh, Ec, and Eo from a single measurement of total
energy consumption E, given the HDD, CDD, and the prior
distributions (9). Combining (1) with (7) to (8) and (10), we
have:

E = Ebaseline + ϵo +

{
αc · CDD + ϵc if CDD > 0,

αh ·HDD + ϵh if HDD > 0.
(12)

Determining the distribution of energy consumption between
heating, cooling and other uses means that we have to estimate
the values of ϵo, ϵc and ϵh. As we assumed previously that
the sampling period was chosen short-enough to ensure that
heating needs are null when there are cooling needs and vice
versa, we can study either of the 2 cases, and the result will
be translatable to the other case. Thus, we start with the first
case HDD > 0. The exact same derivation can be followed
for the other case CDD > 0.

The total deviation of the measured energy E from the
thermosensitivity model is

res = E − Ebaseline − αh ·HDD = ϵo + ϵh (13)

Hence, res is a random variable following the distribution

res ∼ N (0, σh+o), (14)

with
σ2
h+o = σ2

o + σ2
h + 2ρhσhσo. (15)

The MAP estimation of ϵh, ϵo is defined as

ϵ̂h, ϵ̂o = argmax
ϵh,ϵo

P (ϵh, ϵo|res), (16)
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with x̂ the estimation of x and P the probability density
function. Equation (16) means that the MAP estimation of
ϵh, ϵo are the values that maximize the likelihood function of
(ϵh, ϵo), knowing res. Using the Bayes theorem,

P (ϵh, ϵo|res) =
P (res|ϵh, ϵo)P (ϵh, ϵo)

P (res)
. (17)

Hence, as P (res) doesn’t depend on ϵh, ϵo:

ϵ̂h, ϵ̂o = argmax
ϵh,ϵo

P (res|ϵh, ϵo)P (ϵh, ϵo). (18)

Recalling (13), (18) becomes:

ϵ̂h, ϵ̂o = argmax
ϵh,ϵo

P (ϵh, ϵo). (19)

The join probability density function of the bi-variable distri-
bution [

ϵh
ϵo

]
∼ N

([
0
0

]
,

[
σ2
h ρhσhσo

ρhσhσo σ2
o

])
(20)

is of the form

P (ϵh, ϵo) ∝ exp

(
− 1

2(1− ρ2h)

(
ϵ2h
σ2
h

+
ϵ2o
σ2
o

− 2ρhϵhϵo
σhσo

))
.

(21)
Substituting (21) and (13) in (19), we obtain

ϵ̂h = argmin
ϵh

(
ϵ2h
σ2
h

+
(res− ϵh)

2

σ2
o

− 2ρhϵh(res− ϵh)

σhσo

)
,

(22)

ϵ̂o = argmin
ϵo

(
(res− ϵo)

2

σ2
h

+
ϵ2o
σ2
o

− 2ρh(res− ϵo)ϵo
σhσo

)
.

(23)

That can be solved using the quadratic formula, to

ϵ̂x = res
σ2
x + ρhσoσh

σ2
o + σ2

h + 2ρhσoσh
, (24)

with x either h or o.
Thus, the MAP estimation of the heating energy Êh and of

the other uses Êo is

Êo = Ebaseline + res
σ2
o + ρhσoσh

σ2
o + σ2

h + 2ρhσoσh
, (25)

Êh = αh ·HDD + res
σ2
h + ρhσoσh

σ2
o + σ2

h + 2ρhσoσh
. (26)

A way to understand this estimation is to say that the deviation
from the linear model, noted res, is split in two parts, one
attributed to the heating energy usage, and the second to the
other uses. The relative importance of the two parts depends
on the relative value of the standard deviations σh and σo and
the correlation coefficient ρh. The same process is followed
to derive the estimation during a period with CDD > 0.

C. Estimation of the model parameters

In order to apply the inference proposed previously, the
values of the different parameters are needed. They depend
on the building details, HVAC system and the behavior of
occupants. Hence, they need to be estimated from measured
data following a reverse model approach [4].

a) Other uses: We can estimate Ebaseline and σo from
historical data when both HDD = 0 and CDD = 0:

Êbaseline = ⟨E⟩HDD=0,CDD=0 =
1

N

N∑
i=1

Ei, (27)

σ̂2
o =

1

N − 1

N∑
i=1

(Ei − Êbaseline)
2. (28)

with N the number of data points where HDD = 0 and
CDD = 0.

b) Thermosensitivity models: We can estimate σh and αh

from the periods where HDD > 0. The estimation of αc and
σc follows the same logic with the periods where CDD > 0.
A linear model is fitted such that

E − Ebaseline ∼ αh ·HDD, (29)

to find α̂h the estimation of αh. The standard deviation of the
residuals of the linear model res is estimated with

σ̂2
h+o =

1

Nh − 1

Nh∑
i=0

(Ei − Ebaseline − αh ·HDDi)
2
, (30)

with Nh the number of points with HDD > 0. We can then
use (15) to find σh.

However, the value of ρh is unobservable, as neither Eh nor
Eo are measured. Two options are available:

• estimate σh with the extreme values ρh = −1, ρh = 0
and ρh = 1 to compute a lower and upper bounds,

• use a benchmark value estimated elsewhere, on a similar
building, for instance.

The next section investigates the second possibility to obtain
an insight on ρh.

IV. ESTIMATION OF RESIDUALS CORRELATION

In this section, we use the extensive database EDRP [10]
to estimate the value of ρh. This database includes more than
8000 households in the United Kingdoms with both electric
and gas energy consumption measured hourly between 2007
and 2011. From this dataset, 2319 households have been
selected on the following criteria

• electricity consumption independent with HDD (linear
regression with p− value > 0.1);

• gas consumption showing no significant outliers;
• more than 52 weeks of data available.

The first criteria mean that we can assume that the gas energy
is mostly consumed for heating: Eh, and the electric energy
consumption is related to the other uses: Eo. The two other
criteria are used to improve the quality of the analysis. Figure 2
illustrates the analysis of one household. Figure 2(a) shows
the available data, with the gas and electricity weekly energy,
and HDD. Figure 2(b) shows the thermosensitivity models,
and Figure 2(c) the relation between the gas and electricity
residuals. From the residuals obtained, and assuming the gas
is only used for heating and the electricity is only used
for cooling, this household shows a correlation ρh = 0.27.
Figure 3 shows the distribution of the correlations between
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Figure 2. Illustration of one of the 2319 households analyzed. a : Time series of the gas (green) and electricity (red) weekly energy consumption (left axis),
and HDD (blue dotted line, right axis). b : gas (green) and electricity (red) weekly energy consumption as function of HDD, markers represent the
measured data showed in subplot a, and the solid lines represent the thermosensitivity models. c: scatter plot of the gas and electricity residuals to the

models, meaning the difference between the markers and the lines of the subplot b. We compute for this household ρh = 0.27.

Figure 3. Distributions of the correlation between the electric and gas
energy consumption residuals of the models, as illustrated in Figure 2, to

estimate ρh. A total of 2319 households has been analyzed.

the residuals for a selection of the 2319 selected households.
As we can see, the values are spread over a large domain,
with values of ρh ranging from -0.54 to 0.93. Fortunately,
the distribution is relatively narrow, with most households
exhibiting a weak positive correlation between ϵh and ϵo. This
means that using the median value ρh = 0.17 is a relatively
correct assumption for most cases.

V. APPLICATIONS ON A REAL BUILDING

In this section, we present the application of the proposed
estimation to provide the disaggregation of the energy con-
sumption for the data introduced in Figure 1. The HDD are
computed with a reference temperature Tbase,heating = 17°C.
From the data, and using the median correlation coefficient
measured in Section IV ρh = 0.17, we can estimate that over
one year:

• Ebaseline = 69 kWh
• σo = 8.9 kWh
• αh = 1.8 kWh/°C.week
• σh+o = 75 kWh hence σh = 73 kWh

Figure 4. Disaggregation of the energy consumption of the household,
presented in Figure 1: The orange area represents the Other uses, while the
green area represent the heating energy. The value of ρh = 0.17 is used.

Figure 4 presents the MAP estimation for the household whose
data are shown in Figure 1 using the parameters estimated
previously. We can see that Êo remains relatively constant
over the year, while Êh increases in winter.

VI. DISCUSSION

Several aspects of the method are discussed here-after.

A. Gains compared to alternative approaches

The usual approach of using a thermosensitivity model to
estimate the heating and cooling energy needs is to discard the
deviations to the model following the Maximum Likelihood
Estimation (MLE) [11] :

ÊoMLE = Ebaseline (31)

ÊhMLE = αh ·HDD (32)

ÊcMLE = αc · CDD (33)

This is an a priori estimation: the measurement of E is not
used to update the estimates of the different components.

This approach has a Standard Error (SE) of σo, σh, and σc

for ÊoMLE , ÊhMLE and ÊcMLE , respectively. One signif-
icant drawback is that ÊoMLE + ÊhMLE + ÊcMLE ̸= E,
meaning that the disaggregation does not conserve energy.
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On the other hand, we can show that the SE of the MAP
estimations are

SE2
Êx

=

(
σ2
x + ρxσoσx

)2
σ2
o + σ2

x + 2ρxσoσx
< σ2

o (34)

SE2
Êo

=

(
σ2
o + ρxσoσx

)2
σ2
o + σ2

x + 2ρxσoσx
< σ2

x (35)

with x being h or c. In general, we have σo smaller than σx,
meaning that the standard error of Êc and Êh are improved
compared to the a priori estimates (32) and (33). On the other
hand, SEÊo

is bound by σx which is usually larger than σo,
hence Êo can potentially be worsened. This is due to the fact
that the proposed a posteriori method validates (1), while the
a priori estimation (31) does not, leading to the violation of
the energy conservation.

B. Limitation due to the correlation coefficients

The values of ρh and ρc are difficult to obtain. They can
vary wildly from one building to the other. In this article, we
show that the correlation between the residuals of gas and
electricity energy consumption vary from one household to
the other, with a median value of ρh = 0.17 obtained in the
EDRP dataset.

C. Lack of validation

To the best of our knowledge, there are no large open source
datasets with labeled energy uses for heating or cooling. The
dataset used in Section IV only provides indirect estimation
of heating energy when assuming strong hypotheses, and no
cooling energy is available. Hence, it was not possible to
measure the performance of the proposed method.

D. Impact of occupancy on the consumption

The proposed method considered the outside temperature
as the only explanatory variable. However, the occupancy and
other factors such as price of electricity can also impact the
building consumption. Such factors could be included in a
more elaborate model, using direct values or proxies of these
factors. For example, occupancy variation could be approxi-
mated using the day of the week, since most households have a
different occupancy behavior during weekdays and weekends.
It is also possible to estimate the occupancy from the energy
consumption data itself [11].

VII. CONCLUSION AND FUTURE WORK

In this article, we introduced a novel method for estimating
the energy use of HVAC systems in buildings, leveraging
degree-days computation and Maximum a Posteriori (MAP)
estimation. By decomposing the total energy use into heating,
cooling, and other components, and incorporating the impact
of uncertainties through correlation coefficients, we provide a
method to estimate the energy consumed by each component.

We outlined a systematic approach to implement this
method, starting with the estimation of non-HVAC energy
use from historical data points where there is no heating or
cooling demand. We then demonstrated how to estimate the

thermosensitivity coefficients and standard deviations of the
heating and cooling energy components. Finally, we utilized
correlation coefficients to derive MAP estimates for heating,
cooling, and other energy uses, ensuring that the total energy
consumption aligns with observed data.

The practical application of this method was illustrated
through a case study, showcasing its potential for enhancing
building energy management. The case study, based on the
measurement of the heating correlation coefficient ρh from a
dataset of more than two thousand households located in the
UK, demonstrated the method’s efficacy.

Future work will focus on validating the approach with a
labeled dataset that includes both heating and cooling energy.
Additionally, measuring the cooling correlation coefficient ρc
and incorporating other explanatory variables, such as the day
of the week to account for occupancy effects, are expected to
further improve model performance.
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Abstract—This paper presents the development and testing of a 
data acquisition system using the AVR - Internet of Things 
(IoT) Cellular Mini microcontroller to monitor the 
temperature of photovoltaic (PV) modules on the roof of the 
Alternative Energy Laboratory of the Federal University of 
Ceara (LEA - UFC) in Fortaleza, Brazil. Temperature data are 
captured by PT100 and DHT11 sensors. Data acquisition is 
initiated through the connection of each sensor to a dedicated 
port of the microcontroller, with data transmitted to the cloud 
using the ThingSpeak platform. The initial phase of the system 
was tested for one month, providing insights into its operation 
and the integration of real-time monitoring for renewable 
energy systems. 

Keywords—IoT; data acquisition; photovoltaics; 5G. 

 
I. INTRODUCTION 

As PV systems increase their relevance, real-time data 
monitoring becomes crucial. For instance, accurate PV 
modules temperature data play a significant role in 
determining the efficiency and performance of PV systems 
[1]. In such context, our paper analyzes the implementation 
of a PV module temperature data acquisition system using 
the AVR - IoT Cellular Mini, shown in Figure 1, a 
microcontroller-based solution that provides real-time 
monitoring via wireless transmission. The PV modules are 
installed in a grid connected plant at the LEA - UFC in 
Fortaleza, Brazil (3º 44’ 15” S; 38º 34’ 22” W and 21 m). 
Hence, our proposed system aims to explore the use of 
cellular IoT technologies to enhance data transmission 
reliability and overall system scalability. 

The mobile network architecture for IoT has been 
profoundly transformed with the advent of 5G, a technology 
that offers advanced connectivity, high reliability, and low 
latency—essential characteristics for the massive integration 
of IoT devices [2]. In the context of IoT, 5G enables the 
connection of a vast number of devices, ranging from 
environmental sensors to remote monitoring systems, with 
unprecedented efficiency and coverage [3]. The combination 

of 5G with long-range, low-power cellular communication 
technologies, such as Long Term Evolution (LTE) for 
machine communication (LTE-M) and Narrowband IoT 
(NB-IoT), promotes efficient coexistence of devices in 
urban and rural areas [4]. These licensed technologies bring 
benefits in terms of service quality and greater coverage, 
essential for large-scale and critical IoT applications. LTE-
M, part of 3GPP Release 13, operates on licensed frequency 
bands, integrating seamlessly into 5G network infrastructure 
[3]. With its ability to provide higher bandwidth and lower 
latency, LTE-M is particularly useful in scenarios where 
data transmission demands superior quality of service, such 
as in PV plant management [4]. The integration of LTE-M 
into 5G networks becomes essential to ensure efficient 
coverage in locations where 5G alone cannot reach, such as 
rural areas. Additionally, LTE-M can coexist with NB-IoT 
within the 5G architecture, enabling efficiency and the 
expansion of IoT device use, providing solutions suitable for 
both large cities and regions with lower population density 
[3]. 

The AVR-IoT Cellular Mini microcontroller is a compact 
and versatile solution for integrating IoT devices into LTE-M 
networks. This microcontroller enables secure hardware 
authentication in the cloud using the ATECC608B device, 
which provides Elliptic Curve Cryptography (ECC), 
ensuring the integrity and confidentiality of transmitted data 
[5]. With full support for the Arduino platform, the 
AVR128DB48 facilitates the development and 
implementation of customized IoT solutions. The 
GM02S communication 
 

Figure 1. Microchip AVR-IoT Cellular Mini. 
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module, which operates with ultra-low power consumption, 
is responsible for connecting to the LTE-M network, being 
essential for efficient and secure data transmission. Thus, the 
integration of the AVR-IoT Cellular Mini with the LTE-M 
network allows for the creation of robust monitoring 
systems, such as remote PV plant control, ensuring 
connectivity and security in the transmission of collected 
data. The paper is organized as follows: Section I is the 
introduction, Section II brings out the state of the art, Section 
III shows the system design and setup, Section IV provides 
the results and Section V brings the conclusions. 

II. STATE OF THE ART 

The potential of IoT technology and 5G is analyzed in 
[6], highlighting their main features and the synergy between 
them. The central proposal is a monitoring system for 
decentralized PV plants, utilizing an AVR-IoT 
microcontroller, which stands out for its efficient 5G 
connectivity and low power consumption. Green IoT 
emerges as a sustainable approach for efficient 
communication, data management, and device utilization. 
Integrating technologies, such as Wireless Sensor Networks 
(WSN), Cloud Computing (CC), Machine-to-Machine 
(M2M) Communication, Data Centres (DC) and advanced 
metering infrastructure, Green IoT reduces energy 
consumption and promotes environmentally friendly 
practices across design, manufacturing and usage [7]. This 
review explores advancements of Green IoT for smart grids, 
paving the way towards sustainability, covering energy- 
efficient communication protocols, intelligent energy 
management, renewable energy integration, demand 
response, predictive analytics and real-time monitoring. With 
the advent of cloud computing, the challenges and 
opportunities resulting from grid expansion can be addressed 
more efficiently. 

The role of energy management systems in both research 
and industrial practices is discussed in [8], recognizing the 
importance of both as stakeholders in this domain. The 
investigation comments on various IoT-related issues 
concerning PV production, offering insights for future 
research. 5G use in IoT monitoring systems, such as those 
utilizing the AVR IoT 5G microchip board, aligns closely 
with several key aspects of modern 5G applications. First, 
5G's role as a General-Purpose Technology (GPT) is highly 
relevant, enabling the widespread integration of IoT devices 
into various applications, including monitoring systems. 

A critical factor in the efficient use of 5G in IoT systems 
is network slicing [6]. This concept allows for the logical 
separation of different bandwidth capacities within the 5G 
network, ensuring that the Quality of Service (QoS) is 
maintained across different applications. Network slicing 
ensures that the devices receive the necessary bandwidth and 
performance without interference from other network uses. 
Moreover, the complementarity between physical and virtual 
components of IoT systems is crucial. The IoT monitoring 
system integrates the AVR board hardware with the virtual 
infrastructure provided by 5G networks, such as cloud 
storage and data processing. This ensures reliable operation 
between the physical sensors and the software managing the 

data. Cybersecurity is another vital aspect, ensuring that 
communication between IoT devices and 5G remains secure. 
The focus on end-to-end slice security within 5G networks is 
highly relevant for the project, as it provides protection 
against cyber threats, ensuring data integrity and privacy in 
the monitoring system. 

Smart cities aim to optimize operations such as waste and 
traffic management, water supply, crime tracking, and 
pollution monitoring by leveraging interconnected IoT 
devices [10]. The challenge lies in the real-time exchange of 
vast amounts of data required for smart city applications. 
Device-to-Device (D2D) communications, which offer 
higher bandwidth and lower latency, are often used to meet 
this need, as they do not require infrastructure, making them 
cost- and time-effective. However, the lack of third-party 
verification in D2D communications introduces security 
risks. To address this, the paper proposes a secure and 
lightweight mutual authentication and key agreement 
protocol for WiFi Direct, utilizing a commit/open pair and 
the Diffie-Hellman key exchange algorithm. Simulations 
show that the protocol effectively authenticates D2D devices 
in the WiFi Direct environment, resisting common attacks 
such as Denial of Service (DoS) and Man-in-the-Middle 
(MITM). 

The impact of 5G technology in improving connections 
and increasing efficiency across various fields is discussed in 
[11]. Operating at higher frequencies, 5G technology offers 
greater data capacity, lower latency, and higher reliability, 
enabling the emergence of new services like remote medical 
procedures and M2M communication. Additionally, the 
article explores the role of nanomaterials, such as graphene 
and carbon nanotubes, in the development of nanoantennas, 
which are essential for enhancing 5G communications. 

The implementation of communication networks plays a 
crucial role in expanding global knowledge [12]. Crowds are 
utilized to support a large number of internet networks, such 
as Wi-Fi, or accommodate heterogeneous devices like tablets 
and smartphones, under various conditions, including 
downloading or using apps like Spotify. 5G technology, with 
its ability to connect more users in a specific geographical 
area, can reduce miscellaneous costs and provide faster 
solutions. Existing technologies are limited in their 
capabilities, and society requires greater accuracy and safety 
in the digital age, which necessitates an upgrade to 5G 
technology. The Massive IoT (MIoT) concept cannot be 
achieved with current technologies, as they lack the capacity 
to handle the massive amounts of information carried by 
devices and fail to provide the precision required for 
mission-critical services like industrial automation. The 
faster and more robust capabilities of data transfer, brought 
about by upgrades to mobile electronic systems, are 
accompanied by a wide range of complementary changes. 
These changes are supported by harmonized spectrum bands, 
updated international technical standards, new requirements 
for network operation, innovative cellular devices, and 
expanded services with a broader array of potential 
commercial applications. 

A systematic outline of the development of 5G-related 
research until 2020 is presented in [13], based on over 
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10,000 science and technology publications. The study 
addresses the emergence, growth, and impact of this area, 
providing insights into disciplinary distribution, international 
performance, and historical trends. 

5G technology evolution is discussed in [14], 
highlighting its rapid development, the increase in the 
number of operators and devices, and the ongoing 
discussions about innovation, competition, and policy 
implications. The analysis reveals that 5G technologies 
complexity has increased over time, resulting in a growing 
concentration of patents in a few countries, primarily the 
USA, China, and South Korea. Although Europe has 
improved its collective position, it still faces significant 
challenges compared to Asia. The study also notes that the 
geographical diversity in scientific publications on 5G has 
increased over time, with a growing participation of 
universities compared to non-academic organizations. The 
quality of publications varies depending on the criteria used 
for evaluation, with China leading in total citation counts, 
while the USA stands out in terms of average quality. 
Finally, the article suggests that coordinated action at the 
European Union level may be crucial for the block to take a 
leadership role in 5G innovation, emphasizing the need for 
careful public policies and flexible regulations to maximize 
the benefits of the technology. The exponential growth of 
data traffic within modern communication systems has led to 
a critical shortage in system information rate and increased 
carbon emissions [7]. Massive multiple-input multiple- 
output (MIMO) techniques present a promising solution to 
boost both energy and spectrum efficiency, positioning them 
as a vital component for next-generation wireless networks. 

III. SYSTEM DESIGN AND SETUP 

The proposed system, shown in Figure 2, is composed of 
PT100 temperature sensors connected directly to PV 
modules on the LEA roof. Each sensor is wired to a specific 
port in the AVR-IoT Cellular Mini microcontroller, which 
serves as the core data processing unit. Once connected, the 
microcontroller begins the acquisition of temperature data; 
sequentially, it sends the data via cellular communication to 
the cloud-based ThingSpeak platform [15]. To connect the 
AVR IoT board via 5G, it is necessary to switch the carrier 
on the pre-installed chip from Truphone to the local carrier 
that supports 5G. Although the chip on the board supports 
LTE- M, this configuration enables connectivity with 5G 
networks. where real-time data visualization and further 
analysis can be conducted. 

ThingSpeak acts as the interface between the 
microcontroller and the monitoring system, ensuring reliable 
communication between the hardware and the analytical 
tools. Data is then stored in a MySQL database, which 
integrates with ThingSpeak to facilitate data organization 
and access for extended analysis. During the one-month trial 
period, the system continuously recorded temperature data 
from the PV modules, providing an initial dataset to evaluate 
the system's effectiveness. With the integration of 5G, LEA 
benefits from faster and more reliable communication, 
enhancing the efficiency of the entire system. Additionally, 
one of the most significant advantages of using 5G in the 

 
 

 
Figure 2. Proposed data acquisition system. 

 
monitoring system is the fast downlink allowing for real- 
time transmission of large volumes of data. This is critical 
for PV plants monitoring, enabling immediate detection and 
response to potential issues, such as overheating or system 
inefficiencies, in near real-time; this means that the 
temperature data collected can be analyzed almost instantly. 

IV. RESULTS 

Scalability and device density 5G [8] is designed to 
handle a much higher density of connected devices 
compared to previous generations, supporting up to one 
million devices per square kilometer. Such characteristics are 
ideal for IoT-based systems like the one in [16], which has a 
low-cost wireless monitoring system, employing NodeMCU 
boards, Raspberry Pi, and IoT technologies to monitor and 
analyze PV modules data. 5G high device density capability 
allows future expansions of the monitoring system, whether 
by adding more sensors, integrating additional types of data 
or scaling the system to larger installations. 
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Energy efficiency 5G technology is optimized for 
energy-efficient communication, which is critical for IoT 
applications like the LEA monitoring system. By reducing 
device power consumption during data transmission, 5G 
helps to extend the operational life of the sensors and 
microcontroller, especially in PV powered systems. This 
contributes to overall energy savings and ensures that the 
monitoring system can function effectively without draining 
excessive power. 

Irradiance measurements, recorded every minute, shown 
in Figure 3, are fundamental for PV systems, allowing an 
accurate analysis of the amount of solar energy received by 
the modules. Our study uses an LP02 pyranometer with a 
sensitivity of 18.56 μV/W/m² to obtain irradiance data 
throughout a typical dry day, from 00:00 to 23:00 pm. The 
irradiance peak was recorded at noon, reaching 971.29 
W/m²; the measured irradiance reveals a characteristic 
diurnal pattern, with a gradual increase in the early morning 
hours, a sharp peak around noon, and a gradual decline until 
late afternoon. Identifying this pattern is important for 
predicting PV generation, understanding the contribution of 
irradiance to PV performance [17]. The analysis of PV actual 
efficiency is crucial for verifying whether the system is 
operating as expected or if there are inefficiencies, such as 
performance loss due to shading, dirt on the panels, or 
component failures. Such monitoring of irradiance and 
system efficiency over time allows for the detection of 
anomalies and prevention of potential failures, contributing 
to the maintenance and reliability of the PV system. 

 

Figure 3. Measured irradiance data (W/m). 

 
Ambient temperature data, shown in Figure 4, is a 

relevant parameter for evaluating PV performance, as 
temperature has a negative impact on PV efficiency. The 
temperatures vary between 22.5°C and 35.03°C, with a 
concentration between 24°C and 34°C. The data obtained 
demonstrate stability, with an average temperature of 
approximately 
24.28°C. A PT100 sensor is used to record ambient 
temperature at regular intervals from 00:00 to 23:00 pm. A 
characteristic  diurnal  variation is verified: a gradual 

temperature increase in the early morning, reaching a peak 
around noon, coinciding with the time of maximum 
irradiance, and a gradual decrease through the afternoon. By 
correlating ambient temperature data with irradiance, it is 
possible to better understand PV systems behavior under real 
operating conditions, helping to identify potential cooling 
needs or system optimization to mitigate the effects of high 
temperatures, especially in hot climate regions. 
 

Figure 4. PT100 based measured ambient temperature (ºC). 

 
DHT11 based ambient temperature measurements, 

shown in Figure 5, were done in the same period of the data 
from the PT100 sensor; the data were recorded and 
organized for statistical analysis, enabling the identification 
of patterns and trends. The temperatures vary between 
22.94°C and 35.93°C, with a concentration between 23°C 
and 35°C. The data obtained demonstrate stability, with an 
average temperature of approximately 24.5°C. 
 

Figure 5. DHT11 based measured ambient temperature (°C). 

 
The 250 Wp module temperature is shown in Figure 6, 

considering the same day analyzed before. Under intense 
irradiation, the module surface temperature can increase 
considerably, often being 20°C to 40°C higher than the 
ambient temperature. For example, at 8:00 am the module 
temperature is 31.18°C and the ambient temperature is 
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Figure 6. Measured module temperature (°C). 

Figure 8. Comparison of DHT11 and PT100 temperature data. 

In contrast, DHT11, with lower sensitivity and 
precision, shows more irregular variations and is less 
responsive to sudden temperature changes, making the 
sensor more suitable for general monitoring applications 
where high accuracy is not critical. 

 

 

Figure 7. 5G and WiFi download and upload speeds (Mbps). 

 
26.7°C; by 12:00 am, the module temperature rises to 
58.43°C, while the ambient temperature reaches 32.47°C. 
Module temperature data can be used to calculate PV 
efficiency, as well as to predict electricity production. 

The latency, which measures the time necessary for a 
data packet to travel to its destination and back, is lower for 
the Wi-Fi connection: WiFi shows a latency of 7 ms, a 
download speed of 299.4 Mbps, and an upload speed of 
178.6 Mbps; 5G shows a latency of 18 ms, a download speed 
of 346.8 Mbps, and an upload speed of 15.3 Mbps. 5G and 
WiFi comparative performance is shown in Figure 7. 

Comparing PT100 and DHT11 temperature data (see 
Figure 8), PT100 provides higher accuracy and stability, 
better reflecting temperature variations throughout the day. 

V. CONCLUSIONS 

All those mazes are price wise the table pie you reason 
whyFor the developed data acquisition system, which 
requires handling and downloading of large amounts of data, 
5G proves to be more efficient despite the slightly higher 
latency. Although Wi-Fi has lower upload and download 
speeds, its responsiveness is superior, which can be crucial 
for activities requiring quick response times. On the other 
hand, 5G connection excels in download speed. With 316.4 
Mbps, 5G is ideal for data-intensive activities like high- 
definition streaming and large file downloads. However, 
while an upload speed of 31.3 Mbps is acceptable, it falls 
behind the Wi-Fi performance. The choice between 5G and 
Wi-Fi may depend on the user's specific needs. For tasks that 
require high download speeds and can tolerate a little more 
latency, 5G proves to be advantageous. However, for 
activities that require low latency and a more stable 
connection, especially indoors, Wi-Fi may be the better 
option. 

Comparing WiFi and 5G connectivity, our study shows 
that WiFi provides a lower latency, and a significantly higher 
upload rate compared to 5G. Such behavior suggests that, 
while 5G offers advantages in mobility and coverage, WiFi 
is more suitable for applications that require high data 
transmission rates and rapid response times, which are 
essential for continuous, real-time temperature monitoring of 
PV systems. 

LTE-M technology, used in the research, designed 
specifically for connecting IoT devices, prioritizes low 
bandwidth and variable latency, characteristics inherent to its 
proposal for efficient and cost-effective connection for 
devices with low data throughput demands and high energy 
savings needs. 
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Although 5G is known for offering low latency and high 
bandwidth, LTE-M acts as an enabler for one of the pillars 
of 5G, massive Machine Type Communication (mMTC). 
This pillar is aimed at massive communication between IoT 
devices, which, unlike end-user applications, does not 
necessarily require high bandwidth or minimum latency. 
LTE-M has been adapted for the 5G ecosystem, integrating 
with mMTC and expanding support for the growing 
demands of the IoT in a massive communication structure. 
Therefore, it is natural for us to test the data flow in the 
order of Mbps and the latency can go up to 50 ms according 
to the standard specifications. 

The choice of PT100 and DHT11 considers cost-
effectiveness and accessibility for an initial test; however, 
DHT11 lower accuracy and narrower range can be a 
limitation. Hence, for future studies, more precise 
alternatives, such as DS18B20 or other advanced sensors, 
can be explored to improve data reliability. The first results 
also motivate a longer testing period, under different 
meteorological conditions, aiming to assess the long-term 
reliability and accuracy of the proposed monitoring system. 
Other areas that need deeper analysis are a) comparison with 
other monitoring systems for PV applications, including 
aspects such as accuracy, cost, and ease of implementation, 
b) integration of additional metrics, such as voltage and 
current, to offer a broader perspective and c) adaptability of 
the monitoring system to larger PV plants, including 
challenges such as communication protocols, power 
consumption, and data handling. 

It is important to mention, no published studies or 
systems have been identified that employ a similar 
methodology, making this research innovative in the field, 
offering a foundation for further exploration and 
development of the integration of advanced communication 
technologies with IoT. Future works can expand the area 
with additional tests, increasing the number of sensors and 
easing the comparison of experiences.  
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Abstract—This paper addresses the challenge of neural state
estimation in power distribution systems. We identified a research
gap in the current state of the art, which lies in the inability of
models to adapt to changes in the power grid, such as loss of
sensors and branch switching, in a zero-shot fashion. Based on
the literature, we identified graph neural networks as the most
promising class of models for this use case. Our experiments
confirm their robustness to some grid changes and also show
that a deeper network does not always perform better. We
propose data augmentations to improve performance and conduct
a comprehensive grid search of different model configurations for
common zero-shot learning scenarios.

Keywords-neural state estimation; zero-shot learning; transfer
learning; graph neural networks.

I. INTRODUCTION

Power System State Estimation (PSSE) is the task of
inferring the “state” of an electrical power grid from real-
time data collected by various sensors distributed across the
system. The “state” in this context generally refers to the
voltage magnitudes and phase angles at each bus in the grid.

For many years, PSSE was mainly performed for the trans-
mission grids using simplifying assumptions such as near-DC
power flow and computational methods with poor scalability
[1]. This is enabled by balanced operation with a relatively
simple, predominantly linear topology of transmission grids,
given their scale and structure.

On the contrary, distribution grids, which transport elec-
tricity from substations to end consumers, present distinct
challenges. Their unbalanced nature, radial or weakly meshed
topology, high R/X ratios, and cost inefficiency to achieve
sufficient sensor coverage complicate the state estimation
process. Initially designed with transmission systems in mind,
conventional methods often struggle to provide accurate state
estimation in these more complex, dynamic, and less pre-
dictable distribution systems [1].

However, with the proliferation of Distributed Energy Re-
sources (DERs) and other complex consumers, grid operators
are facing the necessity of performing PSSE for distribution
grids. Additionally, §14a of the German Energy Industry Act
effectively requires operators to develop transparency in dis-
tribution grids in order to align consumption with production
from renewable energy sources, which requires PSSE.

In this paper, we begin by reviewing relevant prior work
in Section II, followed by a formal statement of our research
question in Section III. Section IV details the methodology,

including model selection, data preprocessing, and experimen-
tal setup. We present and analyze our results in Section V and
discuss their implications. Finally, Section VII summarizes our
findings and suggests directions for future work.

II. RELATED WORK

The traditional and most widely-used approach for PSSE
is the Weighted Least Squares (WLS) method [2]. This algo-
rithm minimizes the sum of the squared differences between
the observed and estimated measurements, with each term
being weighed inversely proportionally to the square of the
measurement error standard deviation.

However, the WLS algorithm is computationally intensive.
Its time complexity is generally considered to be O(N3) in
the number of buses N , assuming a dense system matrix [2].
This is due to the need for matrix inversions and solving
linear equations. This complexity can become a limitation for
large-scale power systems with thousands of buses, leading
to significant computational burden and time constraints, es-
pecially when real-time or near-real-time estimations are re-
quired. Additionally, WLS assumes that all error distributions
are Gaussian, a condition that may not always hold true in
practice.

To overcome these limitations, an increasing number of
publications instead use Artificial Neural Networks (ANNs)
for PSSE, a combination that is called Neural State Estimation
(NSE). ANNs may be able to perform the calculation faster
than iterative solutions and achieve a higher solution quality
simultaneously [3][4]. However, like all Machine Learning
(ML) methods, the performance of ANNs is contingent on the
quality and quantity of the available training data. Therefore,
NSE approaches are usually valid only for the grid they have
been trained on. Once the topology or characteristics of nodes
change, the ANN needs to be retrained. This is known as the
problem of Transfer Learning (TL).

The most logical way to overcome this limitation is to use
models that incorporate information about the graph topology
into their calculations. Such models are known under an
umbrella term Graph Neural Networks (GNNs). Expectedly,
recent years have seen a high volume of publications that
propose utilizing GNNs for NSE in various ways. To name
a few examples:

• Park et al. [5] lays important groundwork in comparing
different matrix representations of graphs within the
Graph Convolutional Network (GCN) model;
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• Kundacina et al. [6] utilizes Graph Attention Networks
(GATs) with a different graph representation of the power
grid;

• Hossain and Rahnamay-Naeini [7] explore the possibility
of utilizing temporal correlations in the datasets using
recurrent GCNs.

However, to our knowledge, none of these research projects
specifically considered the problem of Zero-Shot Learning
(ZSL) in PSSE. The contribution of this work is in setting
up multiple evaluation scenarios for ZSL and testing different
configurations of GNNs in them.

III. RESEARCH QUESTION

When discussing the ability of a model to generalize to dif-
ferent grid topologies, it is important to differentiate between
homogeneous and heterogeneous modes of TL. In general,
homogeneous TL mode means that the source and target data
are in the same feature space, while in heterogeneous TL
mode, they are represented in different feature spaces.

In the context of power grids, this is the difference between
two use cases. In the homogeneous case, the power grid
remains the same, but some connections between its nodes
appear or disappear due to changes in switch states or elements
going in and out of service. In the heterogeneous case, the
model trained on one grid is used to make predictions about
a completely different grid [8].

This distinction becomes very important in production en-
vironments. Integrating a model into the control system of a
real grid naturally takes time, and training the model on that
specific grid could be incorporated into this process without
noticeably slowing it down. On the other hand, changes in
grid topology due to switching can happen suddenly and
unpredictably, and the model must adapt to them in real-time.

There is also another way in which the data distribution can
shift in the context of PSSE: the observable subset of buses
can change, which changes the amount of input data points
available to the model. This can also be considered a form of
homogeneous TL.

A subset of TL is Zero-Shot Learning (ZSL). This scenario
excludes the possibility of fine-tuning the model on the new
distribution and evaluates its performance directly after the
transfer. In this project, we specifically focus on ZSL because
it is more representative of real-life situations where a model
must make predictions immediately after a topology change
without access to any training data for fine-tuning. In other
words, the model should be robust to distributional shifts.

Of course, in practice, a model can be fine-tuned to provide
the best performance for the new topology. Still, until this
process is complete, the previous version of the model has to
substitute for it and provide good enough estimations, even if
they are of lower quality.

The research question for this paper is which existing
models in application to the PSSE problem are robust to
changes in the data distribution, specifically:

A To the reduction of the subset of observable buses;

B To grid topology changes resulting from changing switch
states;

C To transfer to a completely different power grid.

IV. METHODOLOGY

A. Model selection

The general question of model selection for NSE was
addressed by us previously in [9]. The main conclusion from
that paper was the selection of GNNs as the most promising
direction for further research. Now, we will perform a similar
comparison study within the GNN family. We are comparing
four models using the implementations provided by PyTorch
Geometric framework [10]:

1) Graph Convolutional Network (GCN) as proposed in [11]
2) Graph Attention Network (GAT) as proposed in [12]
3) Graph Isomorphism Network (GIN) as proposed in [13]
4) Graph Sample and Aggregate (GraphSAGE) as proposed

in [14]

B. Graph representation of power systems

A successful application of GNN models naturally depends
on how well the underlying data can be represented in the
graph format. The first step is to represent buses in the
grid as nodes of the graph and lines as its edges. In this
project, we also represented transformers as edges without
any additional parameters. For this to work, the voltage levels
across the transformer must be normalized to avoid large
voltage gradients.

It is also theoretically advantageous to use a weighted graph
with line admittances as weights. Admittances are chosen
because the graph Laplacian operator assumes higher edge
weights to mean a higher correlation between nodes. This
operator is, in turn, used in both the GNN models and the
feature propagation algorithm discussed in the next subsection.
It should be noted that the models in question support neither
complex-valued weights nor multidimensional weights, so we
have to use the magnitude of the true complex impedance.

However, using admittance instead of impedance as edge
weights becomes a problem for representing closed switches,
which have zero impedance and, therefore, infinite admittance.
This problem is solved by fusing buses connected by closed
bus-to-bus switches into one bus. This is complicated because
multiple closed switches are often connected to the same
bus, so a naive approach of fusing adjacent buses in random
order does not work. Instead, we use an iterative algorithm.
Firstly, we build an auxiliary graph of just the closed bus-to-
bus switches with buses as nodes and switches as edges. In
this graph, nodes with a degree of one can be safely removed
(fused with their adjacent buses). This will, in turn, lower
the degree of the adjacent node. Eventually, every node will
reach a degree of one and can be fused until every connected
component of the auxiliary graph is fused into a single node.

C. Data preprocessing

GNN models are geometrically isodimensional, meaning
that each output node must have a corresponding input node.
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Figure 1: A visualization of the SimBench 1-MV-urban–1-sw grid

This presents a problem for the PSSE use case, where we lack
input features for many, if not most, input nodes. The question,
therefore, is: How do we initialize the missing features in the
input data?

The solution we chose is the feature propagation algorithm
from [15], which interpolates missing node-level features by
solving a heat equation with known features as boundary
conditions. This results in a smooth interpolation of features
between known nodes and forms a starting point for the
subsequent application of GNNs.

D. Datasets

The main dataset used in this project is the SimBench 1-
MV-urban–1-sw, a 147-node, 10 kV medium voltage grid [16]
depicted in Figure 1. It is composed of a grid model and a per-
bus complex (active and reactive) power yearly time series.
To calculate the resulting grid state, we performed a power
flow calculation using SIMONA energy system simulation
[17]. The resulting dataset comprises the base data and a year
of complex voltage time series with a 15-minute temporal
resolution. This dataset is hereafter called PQ.

Most grid branches in this model are of the open loop type,
which means an open switch (depicted as a square) connects
two separate branches. To simulate a realistic topology change,
we made a line in one of the open loop branches inoperable,
resembling a line fault, and closed the loop switch to resupply
all nodes. Performing this operation on different branches
resulted in multiple variations of the base grid topology.
Afterward, we reran the simulation for each variation to obtain
a topology change dataset, which is referenced hereafter as TC.

Unfortunately, the base dataset did not contain information
about measurement devices. Therefore, we had to choose
observable nodes randomly based on an observability level
of 50%, which we assume is realistic for distribution grids.

This means that the state estimator has access to true voltage
values for half of the grid buses.

An auxiliary dataset used in the heterogeneous ZSL exper-
iments is based on the CIGRE medium voltage distribution
network from Pandapower [18]. It is a much smaller grid with
only 15 nodes, which allows us to study how the complexity
of the grids affects the performance of ZSL. The voltage data
for it is generated using the Midas simulation framework [19].
The shorthand name for this dataset is MV.

E. Use cases

Our experiments will be composed of three benchmarks that
we call use cases. They correspond to the three subquestions
of the main Research question.

In the first use case corresponding to subquestion A, we
train the model on the grid with a baseline level of observabil-
ity and then linearly reduce it from the baseline level to zero
at testing time. Of course, the model performance decreases
along with this reduction. The shorthand name of this use case
is observability degradation (OD).

The second use case corresponds to subquestion B and tests
ZSL for homogeneous topology changes. In it, we split the
TC dataset in a 50:50 ratio, train the model on the first part,
and evaluate on the second. We also evaluate another model
trained on the PQ dataset on the TC testing subset to see if
the model needs to observe the topology changes happening
in order to be able to adapt to them at testing time, but our
null hypothesis is that this is not the case. This scenario has
the shorthand name TC1, and the former, where the model is
trained on the TC dataset, is called TC2.

The third use case corresponds to subquestion C and covers
the heterogeneous ZSL scenario. Here, we transfer the model
between the PQ and MV datasets in both directions, that is,
training on one and then testing on another. The scenario in
which the model is trained on PQ and tested on MV has the
shorthand name PQ2MV, and the other has MV2PQ.

F. Experiment setup

Let us now establish the full hyperparameter space for the
models in question. It consists of the following dimensions:

• Model, as listed in the Model selection subsection. Cat-
egorical parameter with four values.

• Number of layers in the model. Integer parameter that we
limit to 10.

• Use of feature propagation (as opposed to initializing the
missing features with zeros). Boolean parameter.

• Use of admittances as edge weights (as opposed to not
using any edge weights). Boolean parameter.

Unfortunately, preliminary experiments have demonstrated
that the hyperparameter space is not separable, meaning that
a full grid search of the space is required. We performed this
search for all model configurations and use cases and collected
the Mean Squared Error (MSE) metric for each one. The
results of this experiment are organized into an evaluation table
where rows correspond to model configurations and columns
are the following:
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TABLE I: BEST CONFIGURATIONS FOR OBSERVABILITY DEGRADA-
TION (OD)

model layers fp adm mse

GraphSAGE 3 True False 0.86
GraphSAGE 2 True True 0.87
GraphSAGE 3 True True 0.87
GraphSAGE 2 True False 0.88
GCN 3 True False 0.90

TABLE II: BEST CONFIGURATIONS FOR SWITCHING CHANGES
(TC1)

model layers fp adm mse

GraphSAGE 3 True False 0.31
GraphSAGE 1 True True 0.33
GAT 1 True False 0.33
GraphSAGE 2 True False 0.34
GraphSAGE 3 True True 0.34

1) “model” is the name of the model;
2) “layers” is the number of layers in the model;
3) “fp” is a binary parameter indicating whether feature

propagation is used;
4) “adm” is a binary parameter indicating whether admit-

tance weights are used;
5) “mse” is the value of MSE for the configuration defined

by the above parameters.
The full table is available in our repository in the “re-

sults.csv” file, and in the next section, we will use subsets
of it as illustrations of results.

V. EVALUATION

In this section, we will analyze the results of the full grid
search, attempting to answer the following questions:

1) Which model configurations perform best for each use
case?

2) How does model complexity affect performance?
3) How do the data augmentations proposed in the Method-

ology section affect performance?
4) How is performance on different tasks correlated?
The answers to these questions will then be used to answer

the main research questions from Section III.

A. Ranking model configurations

To interpret the numerical results listed in this section, it is
useful to keep in mind the baseline value of MSE obtained
by evaluating the models trained on the first half of the PQ
dataset on the second half of the same dataset and taking the
best result. This value is 0.32. We can then broadly say that
ZSL is possible in scenarios where the value of MSE after the
topology change does not significantly exceed it.

The winning model for the first use case is Graph Sample
and Aggregate (GraphSAGE) utilizing feature propagation. It
also appears from Table I that there is a sweet spot in model
complexity of 2-3 layers.

In both scenarios of the second use case (Tables II and
III), the model rating is similar, which suggests that the

TABLE III: BEST CONFIGURATIONS FOR SWITCHING CHANGES
(TC2)

model layers fp adm mse

GraphSAGE 1 True False 0.32
GraphSAGE 1 True True 0.32
GAT 3 True False 0.32
GAT 1 True True 0.32
GAT 1 True False 0.32

TABLE IV: BEST CONFIGURATIONS FOR HETEROGENEOUS TRANS-
FER (PQ2MV)

model layers fp adm mse

GCN 1 False True 0.30
GCN 2 False True 0.87
GCN 4 False True 0.97
GAT 2 False False 1.06
GraphSAGE 2 False True 1.26

tasks themselves are similar as well. The winning models
are GraphSAGE and GAT, also with the help of feature
propagation and, curiously, in their shallowest versions, with
single-layer models showing some of the best results. The
main observation, however, is that the MSE values are identical
to the baseline, meaning that homogeneous ZSL works very
well.

In the third use case, we see a significant difference between
the two scenarios. In the first scenario (Table IV), where
the model is transferred from a larger to a smaller grid, the
best-performing by a large margin is a single-layer GCN,
which is the simplest of all the compared models. A possible
explanation is that there are only a few correlations that are
reusable between grids, which the simple model can capture.
Any more complex model picks up too many correlations that
are specific to the grid it was trained on and then misapplies
them. In the second scenario (Table V), the results are mixed
between complex and simple models, and we cannot come up
with a sound theoretical interpretation of this result.

B. Impact of model complexity

In Figure 2, we plot the performance of models against their
trainable parameter counts. We also plot the average for all
models of a given complexity: the “Mean” line on the graph.

Here, we can see a break point at about 84 parameters
or 8 layers, starting from which the performance of models
becomes much more consistent between use cases and config-
urations. The explanation for this effect is the over-smoothing
phenomenon described in [20]. In short, GNN layers of all

TABLE V: BEST CONFIGURATIONS FOR HETEROGENEOUS TRANS-
FER (MV2PQ)

model layers fp adm mse

GAT 6 True False 0.62
GAT 2 True False 0.64
GCN 2 True True 0.67
GIN 1 True True 0.69
GAT 2 False True 0.78
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Figure 2: Performance as a function of model complexity

TABLE VI: IMPACT OF DATA AUGMENTATIONS

fp adm od tc1 tc2 pq2mv mv2pq

True True 1.33 1.17 1.13 2.19 1.80
True False 1.25 1.03 1.06 1.99 2.55
False True 1.51 1.24 1.25 1.93 2.00
False False 1.49 1.23 1.10 1.98 2.09

architectures tend to act as low-pass filters, which effectively
averages the output values over multiple iterations. Eventually,
the model converges to an output where the values at all nodes
of the graph are identical.

Since we are not interested in over-smoothed results, we can
drop the model configurations that output them from further
analysis. Therefore, the following sections will use the results
table truncated to a maximum of 7 layers.

C. Impact of data augmentations

In Table VI, we average the performance values across all
model configurations, leaving only the data augmentations
as parameters. The results are unsurprising and follow the
observations we already made previously. Homogeneous sce-
narios benefit from feature propagation but are held back by
admittance weights. In the heterogeneous scenarios, we once
again see a split where MV2PQ benefits from admittance
weights and PQ2MV does not. On average, the impact of the
augmentations is not very significant.

D. Correlation analysis

To explore the correlations between hyperparameters and
use cases, we compute the Pearson correlation matrix between
their associated performance values in Figure 3. Here, we also
use the number of trainable parameters (“#params”) instead
of layers to compare model complexity more fairly. Note

Figure 3: Performance correlation between use cases

that since lower MSE means better performance, a positive
correlation between a hyperparameter and performance is
shown as negative and vice versa.

The analysis confirms the conclusions that we made pre-
viously: model complexity is detrimental to performance for
all use cases except MV2PQ, and our proposed augmentations
only marginally affect performance, with feature propagation
being most useful in homogeneous scenarios.
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VI. LIMITATIONS AND FUTURE WORK

During the evaluation stage of this research, it became
evident that MSE alone does not convey enough information
to confidently make conclusions about ZSL performance of
the models. However, we could not find a better alternative in
the literature.

The main problem is that MSE only shows us the instanta-
neous performance and does not account for the transfer pro-
cess. An ideal metric M for ZSL and TL experiments would
be a differential one that takes into account the magnitude of
the change in the underlying grid ∆G and the performance
change ∆P , for example,

M =
∆P

∆G

However, an algorithm to compute ∆G is not trivial to
develop. We hope to tackle this problem in our future work.

VII. CONCLUSION

The findings of this paper can be summarized as follows:
1) GNNs are very robust to homogeneous topology changes

in the underlying power grid.
2) Some GNNs can perform well in a zero-shot transfer

from a larger grid to a smaller one, but not in the other
direction.

3) Despite the conventional wisdom in the ML community
being “Scale is all you need,” scaling GNNs up is not the
best way to improve NSE performance. This is explained
by the oversmoothing phenomenon [20].

4) Measuring the performance of NSE by MSE is not always
helpful, especially in the context of ZSL. However, we
could not find another commonly accepted metric. The
development of such a metric appears to be a research
gap at the moment.
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Abstract—The integration of renewable energy resources trans-
forms traditional energy systems, introducing prosumers – enti-
ties that both produce and consume energy – as key participants
in modern Smart Grids. Effective load forecasting is mandatory
for optimizing energy resources and grid stability. Federated
Learning (FL) has emerged as a promising approach for dis-
tributed training of Machine Learning (ML)-based forecasting
models. This enables collaborative model optimization across
multiple prosumers while preserving data privacy. However,
the impact of unbalanced data sets across participants remains
a critical challenge in terms of potentially effecting learning
convergence and forecast accuracy. In this work, we define and
implement a FL system based on real-world electricity consump-
tion data from a variety of prosumers. Experimental results
demonstrate the trade-off between centralized and federated
learning approaches, providing insights into addressing data
heterogeneity in FL systems. These insights highlight the potential
of FL to support the evolution of distributed energy systems while
ensuring data-privacy and scalability. Future research directions
include other strategies to migrate the effect of data imbalances
and further improve the efficiency of federated optimization for
dynamic energy systems.

Keywords-Short-Term Load Forecasting; Federated Learning;
Smart Grid; Data Privacy; Distributed Data.

I. INTRODUCTION

Accurate load forecasting is mandatory for stable and reli-
able Smart Grid (SG) operation. But, the accuracy of load
forecasting models, in particular ML based models, highly
depends on the amount and quality of available training data
[1]. Especially on smaller grid levels, e.g., low-voltage grids,
or even residential household levels, the available electricity
consumption data are very limited. But, with the rise of
prosumers – consumers also able to produce electricity –
prediction models on exactly this grid level is crucial for
network management tasks [2].

Even if households are able to record and transmit electricity
consumption data through smart meter utilization, the grid
operator needs sufficient data storage and computational re-
sources to process the data. Otherwise, the gathered data must
be transferred for further processing. This transfer rises data
privacy concerns and is even prohibited by law, e.g., General
Data Protection Regulation [3]. The ability of information and
behavior retrieval based on leakage of electricity consumption
data has already been shown in the past [4]–[6].

Here, FL seems to be a promising approach to develop a
single ML model for electricity consumption forecasting with
distributed data sets – and at the same time satisfying data
privacy regulation [7]. In contrast to the traditional approach,
where the training of ML model is done centralized, this task
is shifted to each user individually.

In [8], FL was first used by McMahan et al. to train predic-
tion models on mobile devices through users’ keyboard inputs.
Afterwards, applications with FL were proposed in various
fields, e.g., medical and health care, industrial engineering,
finance, transportation [9]–[11].

For SG development, various FL approaches were proposed,
too. In [12], FL is used for anomaly detection in terms of
energy usage with a detection rate compared to centralized
approaches. The authors in [13] present a conceptual frame-
work for secure FL usage in SG environments with focus on
vertical and horizontal data distribution over the clients. A
detailed overview of further interesting FL researches in the
field of SGs is given in [14].

Although, FL can be a promising approach for distributed
load forecasting, the impact of unbalanced data sets among the
clients is unclear. To evaluate FL in the context of prosumer-
level load forecasting, we present the following contributions
in this work:

• Definition and implementation of FL system composed
of a variety of prosumer based on real-world electricity
consumption data.

• Comparison of forecast accuracy between a centralized
and a federated learning approach for model optimization.

• Investigation of the influence of unbalanced data sets
within a federation on the learning convergence and the
overall forecasting error.

This work is organized as following. First, the necessary
background information as well as notation and terminologies
are given in Section II. Second, the proposed FL approach is
described in detail and the different experiments conducted are
described in Section III. Third, the experiment results are pre-
sented, compared, and subsequently evaluated and discussed
w.r.t. forecasting accuracy in Section IV. Fourth and last, the
insights gained from the experiments’ results are summarized
and starting points for further research are given in Section V.
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II. BACKGROUND

Before further detailing the conducted experiments in Sec-
tion III, we give the respective problem formulation (Section
II-A) and background information on FL (Section II-B) as well
as an overview of related work (Section II-C).

A. Problem Formulation

Basically, the load forecasting problem can be categorized
into three groups based on the forecast horizon: (i) short-
term, (ii) middle-term and (iii) long-term load forecasting. In
this work, attention is paid on Short-Term Load Forecasting
(STLF), since we are interested in a household’s next day
electricity consumption.

Let xd = (x
(0)
d , ..., x

(T )
d ) ∈ RT be a household’s con-

sumption of day d divided into T time intervals. Further, let
yd = (y

(0)
d+1, ..., y

(T )
d+1) ∈ RT be the next day’s electricity

consumption, then D = {(xi,yi)|i = 0, ..., D} is the data
set composed of input-output pairs for a total of D days.
Now, a supervised learning approach approximates a function
yd ≈ f̂(xd) for the following optimization problem:

argmin
f̂∈H

1

n

n∑
i=1

L(f̂(xi),yi) (1)

where L(·) is the desired cost function to be minimized.
Typically, in a centralized learning setting, this is done by

collecting each household’s data and subsequently by training
a combined forecasting model, which is afterwards distributed
to every household. Indeed, this rises all of the problems
and concerns described earlier (see Section I) and FL is a
promising approach to tackle all of them.

B. Federated Learning

Contrary to the centralized learning, a FL approach guaran-
tees data-privacy by preserving prosumers’ consumption data
locally. A collaboration of prosumer – a so-called federation
– trains a STLF model by only exchanging respective model
parameters. Typically, the participants within a federation are
called clients but in this work the terms clients, prosumers
and households are used interchangeably. Let P = {p(i)|i =
0, ..., N} be the set of N prosumers then the FL procedure
involves the following steps:

1) Distribution of the initial global model to all prosumers
which are part of the federation p ∈ P .

2) Training of the global model by adjusting it’s parameters
based on the local data set of every prosumer.

3) Returning the adjusted model parameters to a central
unit, e.g., trusted 3rd party, data center, one of the
participants.

4) Aggregation of all received parameters by a predefined
aggregate-function and integration into the global
model.

This whole procedure, also depicted in Figure 1, is repeated
over a defined number of communication rounds r. Interest-
ingly, reducing the number C of clients participating in every
learning round increases the communication efficiency without
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Figure 1. In a Federated Learning approach, all prosumers train their models
locally on their own data.

loss of prediction accuracy [8]. So, in every round a prosumer
subset P ′

r ⊆ P with |P ′
r| = C is randomly chosen to take part

in the training task in step 2.
Beside the number of prosumers involved in training, the

used aggregate-function offers additional flexibility. In [8],
the author introduces FedSGD and FedAvg, where the later
is the common approach for solving the FL problem by
calculating the (weighted) average (often mean) per param-
eter. Other aggregation approaches are, e.g., federated adap-
tive optimizers (FedAdam, FedAdagrad, FedYogi) [15],
momentum-based variance-reduced technique (FAFED) [16],
heterogeneity focused (FedProx [17], SCAFFOLD [18]).
There are plenty more proposed aggregate-methods, and
the related questions in terms of, e.g., applicability, optimality,
generalization, are major research topics.

At this point, it is worth noting that additional security
mechanism are needed to guarantee some desired security
level. Although, FL offers a framework for data-privacy in
distributed learning, data leakage or reconstruction attacks are
still possible [19]. Privacy enhancing techniques applicable for
FL settings are, e.g., differential privacy and homomorphic
encryption [20].

In the next section, we give an overview of existing FL
research with focus on STLF.

C. Related Work

After describing the FL approach in general, we give an
overview of existing FL research conducted in the field of
residential STLF. Here, we limit the related work explicitly to
(i) residential households and (ii) maximum 24-hour forecast
horizon.

A comparison between FedAvg and FedSGD with different
forecast horizons (1 h and 24 h) is given in [21]. They showed
that their proposed FL model with FedAvg reaches higher
accuracy than a centralized and a personalized model.

In [22], the authors compare the forecasting accuracy of a
FL model on prosumers involved in training and on hold-out
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prosumers. They choose this approach to evaluate how well
the global model fit for non-participating prosumers. Here,
the non-participant prosumers fine tune the pre-trained model
for 5 epochs locally. They conclude that this fine tuning step
improves the forecast accuracy compared to the global model.

In terms of unbalanced client data distribution, Liu et al.
proposed the closest approach [23]. Here, clients are divided
into 5 groups based on the resolution of their available
consumption data ranging from 300 s to 1.800 s.

A hybrid CNN-LSTM model is used in a FL setting in [24].
To handle the consumption heterogeneity, the authors propose
a model fine-tuning step after the weight aggregation based
on multiple kernel variant of maximum mean discrepancies.
Furthermore, all clients are involved in every training and the
number of data samples are equal over all clients.

The authors in [25] compare the accuracy of a centralized
model with a FL one, a FL plus clustering, and FL plus
clustering and subsequently local fine tuning. Here, the last
approach reaches the highest accuracy. But, to manage all
experiment permutations the evaluations are done with fixed
C = 0.1.

All of the mentioned related work are summarized with their
respective training and model parameters in Table I. It can be
seen that the related work in terms of unbalanced data sets is
non existing – as far as we know – for the STLF problem on
residential prosumer level.

III. METHODOLOGY

To evaluate our proposed FL approach, different exper-
iments are conducted in this work. Therefore, we build a
federation composed of prosumers represented by household
data taken from public available real-world electricity records
(see Section III-A).

A. Used Data Set

In this work, residential household data are taken from the
SmartMetersInLondon [26] data set, which is a refac-
tored version of the “Low Carbon London Project” data. This
data set contains electricity consumption records for 5, 567
London households between November 2011 and February
2014. In the following, the conducted data preprocessing
and preparation steps as well as the selection of suitable
households is described.

a) Household Selection: Since the date range differs
between prosumers in the data set, only houses with the
most overlap are selected. Furthermore, households with more
than three consecutive hours of missing values are removed
otherwise linear interpolated. In total, 20 households are
selected suitable for further usage. The hourly mean electricity
consumption is depicted for every day in the training set in
Figure 2. Subsequently, the respective consumption data is
preprocessed for every selected household in the following.

b) Data Preprocessing: Since the date ranges of avail-
able data varies tremendously across all prosumers, we select
the time between 1st January 2013 and 28th February 2014
with the most overlapping data. This interval is further divided
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Figure 2. Mean electricity consumption of all selected households from the
SmartMeterInLondon data set.

into train and test data (Dtrain and Dtest), whereas the whole
year 2013 is used for training and the remaining data for
testing. This leads to |D(p)

train| = 8, 760 and |D(p)
test| = 1, 416

samples for every prosumer. For every prosumer, both data
sets are normalized individually by x′ = x−σ

µ , where x′ is the
transformed consumption time series.

c) Look-back and Forecast Horizon: The accuracy of
time series forecasting depends on both, the chosen look-
back window as well as the forecast horizon. In the related
work (Section II-C), those parameter are also chosen variously.
Here, our proposed forecasting model uses the last 24 h as
input to predict the next 24 h. Although, additional features,
e.g., weather, holiday, weekday/weekend, can reduce the fore-
cast error, we restrict our model to the raw consumption
values. In [27], we evaluate the FL model with further feature
engineering.

After the household selection and necessary preprocessing
steps, the used ML model architecture, as well as further detail
on the overall development process is given in the next part.

B. System Setting

In this section, we give all the relevant information about
the model architecture and used hyperparameters. Afterwards,
a definition for different kinds of learning prosumers within
the federation based on the ability to store training data is
presented. A description of the used federation, as well as the
training procedure is given in the third part.

a) Model and Hyperparameters: In this work, we choose
a vanilla Multi-Layer Perceptron (MLP) as model architecture,
similar to the proposed model in [8]. This architecture allows
an easy implementation and training on lightweight devices
with limited computational resources. This fully connected
MLP has two hidden layers with 200 neurons each and uses
a Rectified Linear Unit as activation function.

b) Weak and Strong Prosumer: We introduce the terms
strong and weak prosumer, to describe two different types of
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TABLE I. OVERVIEW AND SUMMARY OF RELATED WORK FOR FEDERATED LEARNING (FL) APPROACHES FOR RESIDENTIAL SHORT-TERM LOAD
FORECASTING (STLF).

Related Work #Clients C ML-Model Data Set Balanced Data Aggregation

Taïk and Cherkaoui [22] 200 5, 10 LSTM AUSTIN yes FedAVG
Fekri et al. [21] 19 6 LSTM non-public yes FedSDG, FedAVG
Liu et al. [23] 50 10 iQGRU AUSTIN semi FedAVG

Shi and Xu [24] 10 10 CNN-LSTM LONDON yes FedAVG
Briggs et al. [25] 100 0.1 LSTM LONDON yes FedAVG

prosumers based on the amount of available training data. The
two types are defined the following way:

Definition 1. Let p ∈ P be a prosumer only able to store
training data between two consecutive communication rounds,
then it is called a weak prosumer pweak.

Definition 2. Let p ∈ P be a prosumer with no storage
limitations, then it is called a strong prosumer pstrong.

Based on the Definitions 1 and 2, we define the fraction of
strong prosumers within a federation as the so-called strong-
prosumer-fraction:

Definition 3. Let |pweak|, |pstrong| be the number of weak
respective strong prosumers in P , then the strong-prosumer-
fraction is defined as ϕ =

|pstrong|
|pweak|+|pstrong| .

This allows a straightforward distinction between prosumers
within a federation and introduces another parameter for the
overall training procedure.

c) Training Procedure: For all conducted experiments,
with or without strong and weak prosumers, the respective
training procedure takes r = 100 communication rounds in
total. At r = 0 the global model’s weights w are randomly
initialized. After every round, the global model’s weights are
updated by a weighted FedAvg aggregation function, s.t.
wr+1 ←

∑
p∈P′

r

np

n w
(p)
r , where np, n is the number of sample

per prosumer respective the number of all samples. The local
weights w(p)

r are calculated locally for every p ∈ P ′
r in parallel

by w
(p)
r ← wr − η∇wL(wr;xi,yi) for a single epoch with a

learning rate of η = 0.001 and the Mean Squared Error (MSE)
as loss function L(·).

To evaluate the proposed FL approach and also to analyze
the impact of unbalanced data sets, various experiments are
conducted, which are further detailed in the following section.

C. Experiment Settings

The proposed FL approach for residential STLF is evaluated
in different experiments. The evaluation is based on the MSE
error metric given as MSE = 1

n

∑n
i=1(ŷi − yi)

2, where n
is the number of test set samples and ŷi, yi is the predicted
respective actual consumption value. We run the following
three experiments:

I Benchmark A centralized model – as well as one local
model for every prosumer – is trained over r epochs.

II Number of Learners Since a new subset of learning
prosumers is selected in every round (see Section II-B),

TABLE II. TEST SET ERROR FOR EXPERIMENT I. MSE IS CALCULATED
OVER ALL 20 PROSUMERS

Model ↓ MSE (µ± σ) min max won

centralized 0.181± 0.13 0.030 0.545 3 out of 20
personalized 0.166± 0.13 0.021 0.514 17 out of 20
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for different Values of C

C = 1 (0.192± 0.006)

C = 3 (0.186± 0.005)

C = 5 (0.183± 0.001)

C = 10(0.182± 0.001)

C = 20(0.181± 0.001)

Figure 3. Experiment II: Train loss and test set error with mean and standard
deviation over 10 repetitions for different values of C.

we evaluate the model’s forecast accuracy for different
number of learners C = {1, 3, 5, 7, 10, 20}.

III Strong Prosumer Fraction With the introduction of
weak and strong prosumers, we evaluate our FL approach
based on unbalanced data sets. For C = {1, 10, 20} the
strong-prosumer-fraction ϕ = {0.05, 0.25, 0.5, 0.75, 1} is
considered. Here, the unbalanced data set evolves over
the communication rounds r = {1, 2, . . . , 100} by:

weak: D(p)
r = D(p)

r−1:r (2)

strong: D(p)
r = D(p)

0:r . (3)

So, for strong prosumer the training samples increase by
n = ⌊ |D|

r ⌋ in every round, whereas for weak prosumer
the samples have a fixed size of n.

The experiments I-III are repeated for N = 10 times to handle
the randomness via model initialization and prosumer sam-
pling with C, ϕ. Our proposed FL approach is implemented
in Python=3.9 with PyTorch and model training was
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executed on a local machine with a Nvidia Geforce RTX 2080
graphic card. The experiments’ results are listed in the next
section.

IV. EXPERIMENT RESULTS & DISCUSSION

The results of the various experiments are presented in
the same order as defined in Section III-C. The respective
results are provided below, followed by a detailed analysis
and discussion.

Figure 3 illustrates the training loss across all communi-
cation rounds r as well as the test set error in the legend.
For the different values of C = {1, 3, 5, 10, 20}, the test set
error is given as mean with standard deviation over all 10
repetitions. Similar to experiment I, the MSE is calculated
over all prosumers p ∈ P without individual examination.

For experiment III, results are given in two ways. First, the
average training loss over all runs is depicted in Figure 4.
Second, Table III list the test set errors. In addition to nu-
merical values over all prosumers, the MSE is also calculated
separately for the sets of pweak and pstrong. The minimum
and maximum MSE values are determined over all 10 runs
combined for each combination of C- and ϕ-values.

In this work, a FL approach was proposed for the STLF
problem at residential prosumer level. Three experiments were
conducted to analyze the impact of unbalanced data distribu-
tion among prosumers within the federation.

The first experiment compared a centralized MLP trained
on all prosumers’ data with a personalized MLP trained
individually for each prosumer. Of 20 households in total, 17
times the personalized model reaches a higher accuracy (see
Table II). This indicates a strong distribution of consumption
behaviour across the prosumers since more data does not
guarantee better results.

The second experiment examined the effect of different
numbers of learners. As shown in Figure 3, test set errors
show minimal variation for C > 1, with nearly identical
training loss reduction. However, lower C-values introduce
more variance, emphasizing trade-off between distribution
computational resources and learning efficiency.

In real-world scenarios, training data availability varies
among prosumers due to recording and storage capabilities as
well as temporal offsets in joining the federation. To address
this, the third experiment introduced the distinction between
weak and strong prosumers, defined by storage capability.
The strong prosumer fraction ϕ represents the proportion of
strong prosumers within a federation. Figure 4 indicates slower
training convergence with a decreasing number of strong
prosumers, irrespective of C-values. However, reducing ϕ to
0.75 or 0.5 did not significantly impact training speed or test
set error. This finding is relevant for practical applications,
suggesting that not all prosumers need to contribute learning
resources to maintain overall performance.

V. CONCLUSION & FUTURE WORK

This work developed a ML-based model for the STLF prob-
lem at residential prosumer level. Given that high-resolution

TABLE III. TEST SET ERROR FOR EXPERIMENT III. ERROR IS GIVEN AS
MSE WITH MEAN AND STANDARD DEVIATION OVER ALL 10 REPETITIONS.

C ϕ
↓ MSE (µ± σ)

all strong weak min max

1

0.05 0 .215 ± 0 .14 0.192± 0.12 0.216± 0.14 0.026 0.674
0.25 0.193± 0.12 0.209± 0.15 0.188± 0.11 0.039 0.597
0.5 0.194± 0.12 0.202± 0.13 0.186± 0.12 0.037 0.565
0.75 0.196± 0.12 0.194± 0.12 0.199± 0.13 0.038 0.587

1 0.201± 0.13 0.201± 0.13 – 0.036 0.626

10

1 0 .223 ± 0 .15 0.142± 0.07 0.227± 0.15 0.029 0.750
0.25 0.186± 0.12 0.187± 0.13 0.186± 0.11 0.033 0.540
0.5 0.184± 0.12 0.182± 0.12 0.187± 0.12 0.038 0.550
0.75 0.181± 0.12 0.185± 0.12 0.170± 0.10 0.038 0.525

1 0.180± 0.12 0.180± 0.12 – 0.041 0.527

20

1 0 .198 ± 0 .13 0.205± 0.13 0.198± 0.13 0.034 0.711
0.25 0.190± 0.12 0.193± 0.13 0.189± 0.12 0.035 0.591
0.5 0.183± 0.12 0.173± 0.11 0.192± 0.13 0.040 0.546
0.75 0.181± 0.12 0.172± 0.11 0.208± 0.12 0.038 0.523

1 0.179± 0.11 0.179± 0.11 – 0.042 0.516

Note: lowest error is in bold, highest in italic.

electricity consumption data contain behavioral information,
data privacy concerns arise when transferring and processing
such data. To address this, FL was incorporated as a viable
approach to train ML models on distributed data without re-
quiring direct data exchange. Three experiments were designed
and conducted to evaluate the proposed FL approach. The re-
sults demonstrated that FL can achieve competitive forecasting
accuracy while preserving data privacy. The trade-off between
the number of learners and computational efficiency was also
analyzed, along with the effects of strong and weak prosumers
on training convergence and performance.

In future work, we will focus on extending and improv-
ing the proposed FL approach. This study primarily ad-
dressed unbalanced data sets within a federation, adopting
constraints such as a lightweight MLP architecture, state-of-
the-art FedAvg weight aggregation, and the exclusion of
external features. To enhance overall forecasting accuracy,
these constraints should be revisited. Preliminary results in-
dicate the utilizing more complex Long-Short Term Memory
Neural Network (LSTM) models and incorporating weather
information can reduce forecasting errors. Additionally, this
study did not explicitly implement a security layer. Future
research will explore methods to ensure data privacy and
prevent information leakage while integrating insights from
this study. Furthermore, the potential of Transformer-based
models for STLF remains an unexplored area, warranting
future investigation.
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Abstract—Conventional reactive power control is typically
performed by operators through coordinated switching of power
electronic devices. This task is becoming increasingly complex
as the integration of renewable energy sources, such as rooftop
photovoltaic systems and wind turbines, expands. Maintaining
grid stability is critical to ensure energy supply without risking
equipment damage. In this context, artificial Reinforcement
Learning (RL) agents for reactive power control can assist
operators by suggesting actions, though final decisions remain
with the operator. High-performing automated RL algorithms
are essential for this as they enable execution of complex actions
through trial and error, facilitating the adaptable transfer of
learning to the real world. While established algorithms, such
as Soft Actor-Critic (SAC), Deep Deterministic Policy Gradient
(DDPG), Twin-Delayed DDPG and Proximal Policy Optimization
(PPO), offer solutions, each has limitations. Training artificial
RL agents in real-world power grids is impractical due to the
safety-critical concerns, stressing the need for an alternative
approach. SAC provides benefits in continuous action space, such
as improved exploration and leveraging past experiences, but
suffers from long training times. This paper addresses the issue
by reducing SAC training periods through the integration of
the Behavior Cloning from Observation (BCO) algorithm. This
approach enhances performance by initializing SAC with a high-
performing, pre-trained Artificial Neural Network (ANN) rather
than a random policy, providing a strong starting point while
preserving the benefits of SAC.

Keywords-Smart Grid Management; Reactive Power Control;
Artificial Intelligence; Soft Actor-Critic; Behavioral Cloning from
Observation; Renewable Energy Integration; Offline Reinforcement
Learning.

I. INTRODUCTION

Autonomous systems hold significant potential for power
systems, a domain where mismanagement can have extensive
societal repercussions. As power systems evolve with increas-
ing dynamic complexity and renewable integration, traditional
control methods are becoming inadequate. Autonomous sys-
tems provide real-time decision-making, optimize resource
allocation and adapt to fluctuating conditions with minimal
human input. This transition to autonomy not only enhances
operational efficiency but also ensures grid reliability amid
rapid technological advancements and energy demands.

Reinforcement Learning (RL), as defined by Sutton et
al. [1], is “learning what to do—how to map situations to
actions—so as to maximize a numerical reward signal.” Here,
an agent learns by interacting with its environment, receiving
feedback in the form of rewards to guide its actions. Two key
aspects of RL are its reliance on trial-and-error learning and
its consideration of delayed rewards.

Offline RL, or batch RL, trains agents on static datasets,
which is advantageous in fields like healthcare, autonomous
driving and power systems, where real-time data gathering
can be costly or risky [2]. Unlike online RL, which contin-
uously interacts with the environment, offline RL relies on
pre-existing datasets to learn policies, minimizing costs and
enhancing safety. However, a challenge in offline learning is
concerning distributional shift, which arises when the training
data differs significantly from real-world scenarios, necessitat-
ing high-quality datasets to ensure reliable outcomes.

Behavior Cloning from Observation (BCO) is a notable
offline RL algorithm that enables an agent to learn tasks
by observations only, without direct access to an expert’s
actions. By leveraging pre-existing data, BCO mimics expert
behavior and iteratively refines policies to perform accurately
in complex settings. If the data is optimal, BCO can help
overcome common challenges in offline RL, providing robust,
efficient learning strategies.

Distributed generators, like Photovoltaic (PV) systems with
inverters, offer strategic advantages for reactive power control
at key locations. Effective voltage control and Reactive Power
Management (RPM) are crucial for power system reliability,
typically managed through centralized control by system op-
erators [3]. These operators use comprehensive system data
and advanced computer models to make informed decisions,
as suppliers do not have direct control over voltage control
needs. The operators would benefit from quick assistance in
making timely decisions, with a potential Artificial Intelligence
(AI) agent suggesting corrective actions while leaving the
final decision to the operator. This seamless integration of
centralized control and distributed resources could enhance the
efficiency and reliability of voltage stability and RPM in power
systems.

The primary contributions of this paper are as follows:
1) Addressing controller conflicts arising from physical con-

straints, such as the impossibility of achieving a 1 voltage
magnitude per unit (p.u.) across multiple buses in series
simultaneously. In standard Soft Actor-Critic (SAC), an
exploration dilemma emerges, as the agent incorrectly
assumes actuator independence across buses, where, in
reality, actuator behavior is interdependent due to the
physical limitations. To address this, we developed a
specialized RL agent tailored for this RPM context.
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2) Applying BCO to expedite training while maintaining key
benefits of off-policy learning and robust exploration. The
use of BCO directly aids in overcoming the exploration
challenge outlined above, where agents benefit from a
structured observational learning approach.

3) Demonstrating the scalability and transferability of the
proposed approach for application to more complex tasks
within the power systems domain.

This study is constrained by the following factors:
1) The PalaestrAI framework is used for reactive power

control implementation.
2) SAC is selected for policy learning due to its suitability

for continuous action spaces and superior stability over
Deep Deterministic Policy Gradient (DDPG) and Proxi-
mal Policy Optimization (PPO) [4].

3) BCO is preferred due to the availability of high-
quality MIDAS data (discussed later), making Advantage
Weighted Actor-Critic (AWAC) unnecessary [5].

4) Each one-year simulation requires one hour, with addi-
tional time for training and testing.

The remainder of this paper is structured as follows: Sec-
tion II surveys the related work, covering key literature on
SAC, BCO and recent advancements in RPM utilizing AI,
in addition to open-source tools used in this work such as
Midas and palaestrAI. Section III presents the methodology,
describing the grid environment and grid code utilized. It also
covers the development of three scenarios, experiment setup
and the performance metrics applied for evaluation. Section IV
presents the results while Section V provides an analysis and
discussion of the results for each scenario, as well as ablation
experiment. Lastly, Section VI summarizes the main findings
and offers potential avenues for future research.

II. RELATED WORK

This section examines the integration of SAC, a state-of-the-
art RL method, with BCO, for reactive power control, lever-
aging historical data and entropy-based learning for enhanced
stability. It also reviews advancements in AI-driven reactive
power management, identifies research gaps and highlights
the open-source tools Midas and palaestrAI for scalable and
reproducible simulations.

A. Soft Actor-Critic

The SAC algorithm, introduced by Haarnoja et al. [6], is an
off-policy maximum entropy actor-critic framework designed
to balance exploration with reward maximization. In entropy-
regularized reinforcement learning, entropy—representing ran-
domness in a policy—adds a bonus reward at each step.
This motivates agents to explore more by maximizing both
the cumulative reward and entropy [7] [8]. This entropy-
enhanced approach provides sample-efficient learning, stability
and adaptability to complex tasks. For further details on SAC
and its implementation, refer to [4] and [7]. The resulting
objective function is:

π∗ =

argmax
π

Eτ∼π

[ ∞∑
t=0

γt (R(st, at, st+1) + αH (π(·|st)))

]
(1)

where α > 0 is a regularization factor. The modified value
functions Vπ(s) and Qπ(s, a) now include entropy terms, with
the following transformations:

Vπ(s) = Ea∼π[Qπ(s, a)] + αH (π(·|s)) (2)

Qπ(s, a) = Es′∼P,a′∼π[R(s, a, s′)

+ γ(Vπ(s
′) + αH(π(·|s′)))] (3)

This entropy-enhanced approach provides sample-efficient
learning, stability and adaptability to complex tasks. For
further details on SAC and its implementation, refer to [4]
and [7].

B. Behavior Cloning from Observation

As outlined in the introduction, BCO is a learning approach
that enables an agent to mimic expert actions by observing
state transitions, bypassing the need for explicit action data
and allowing skill acquisition without complete state-action
mappings.

The BCO framework begins by initializing policy and model
training with an offline dataset, eliminating the need for real-
time environment interaction during this stage. Once an initial
policy is derived, it is refined through online RL. A common
challenge in BCO is the risk of distributional shift, where
changes in the offline dataset adversely impact performance, as
noted by Prudencio et al. [2]. Thus, a reliable dataset, ideally
from expert sources, is crucial for initial training.

In this study, BCO is combined with SAC, which uses
entropy-based learning, enhancing the agent’s capacity for
complex decision-making tasks. Together, BCO and SAC
principles contribute to accelerated learning and increased
adaptability in reinforcement learning settings. For a more
detailed BCO understanding, refer to [9].

C. Progress in Reactive Power Management via AI

Prior research has focused on using artificial intelligence
with renewable energy sources to enhance reactive power
control and voltage stability in smart grids. For instance,
Chandrasekaran et al. [10] propose a hybrid model using solar
and wind energy with Artificial Neural Network (ANN) and
Distribution Static Synchronous Compensator (DSTATCOM),
achieving a voltage profile accuracy of 98.45% and reducing
real power loss by 15%. Similarly, Utama et al. [11] leverage
ANN-based controllers to manage reactive power in the CI-
GRE Medium Voltage (MV) grid with PV systems, addressing
issues such as voltage fluctuations and line congestion in both
centralized and decentralized frameworks. To improve smart
grid operations, Fiorotti et al. [12] apply a Genetic Algorithm
for optimal active and reactive power management, decreasing
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net present value by 28.15% and energy costs by 78.16%
by adapting to diverse consumption profiles. However, an
approach is needed that can better adapt to complex real-
world scenarios and leverage the wealth of historical data
effectively. In this context various RL algorithms can be highly
advantageous.

Rehman et al. [13] investigate reactive power control in PV
inverters through a decentralized actor-critic RL framework,
achieving stable voltage control ratios and minimized power
loss, with voltage levels consistently within 0.95-1.05 p.u. The
authors suggest exploring alternative algorithms for enhanced
control in future work. Wolgast et al. [14] employed RL
agents for voltage control, with a focus on the impact of
environment definitions on performance; however, their study
did not explore the influence of advanced RL algorithms.
Addressing these limitations, this paper introduces a more
advanced algorithm, SAC, over the actor-critic approach and
incorporates an ANN for initialization instead of random
policy initialization, thereby also implementing BCO.

D. Research Gap

Applying BCO through SAC in RL benchmark environ-
ments has, to date, been explored only in one master’s thesis
by D’Silva et al. [15]. To our knowledge, the application
of BCO with SAC specifically in reactive power control for
MV grids remains unexplored. Prior research by Dey et al.
[16] has utilized BCO with PPO for building energy control;
however, the on-policy nature of PPO limits its efficiency in
multi-task settings. By substituting PPO with SAC, an off-
policy algorithm, this study overcomes these constraints, en-
abling more efficient training and enhanced grid management
performance. This approach extends BCO to grid integration
scenarios, leveraging abundant historical data and an ANN-
trained policy to initialize SAC for managing reactive power
control in an MV grid.

This research investigates whether constructing BCO by
integrating the SAC algorithm with ANN policy initialization
can reduce training latency for SAC agents in achieving
effective reactive power control.

E. Open-Source Tools

1) Midas: Midas is an open-source framework that allows
easy configuration of a power system co-simulation [17] and
uses the co-simulation framework Mosaik as backend [18].
It features various time series for consumers and producers,
weather time series and simulation models of renewable en-
ergy sources like photovoltaic, wind and biogas, as well as
a battery and a cold warehouse. Midas is configured with
scenario files in YAML format, which specify what kind of
load or generation is connected to certain buses in the grid. The
framework provides a seamless integration into palaestrAI,
which is described in the following section.

2) PalaestrAI: The palaestrAI framework is instrumental
in simulating real-world scenarios for electricity grid inte-
gration, offering a comprehensive set of components. It is
designed to implement the Adversarial Resilience Learning

(ARL) methodology by Veith et al. [19]. It encompasses vari-
ous packages, emphasizing a reliable experimentation process
through experiment definitions and proper data storage. Users
can easily create experiment files to achieve reproducible sim-
ulations, defining environments, agents and their parameters
for experimentation within palaestrAI.

F. Objective Function

The reward function of the RL agent used for this study
is composed of four main components, each associated with
specific weighting variables represented by the world state of
the system in terms of voltage levels across all buses, buses
particularly under control, the bus status based on the impact of
grid code violations and the quantity of real power production
within the grid relative to total demand. For more details on
the formulation of objective function please refer [20].

III. METHODOLOGY

All experiments in this paper utilize the palaestrAI frame-
work from Veith et al. [19] focusing on a single agent.
Each experiment includes distinct training and testing phases,
with a maximum simulated duration of one year and a 15-
minute interval for each step. The overall process flow for
methodology is depicted in Figure 2.

A. Grid Environment

In this study, a 20 kV MV grid is connected to a 110 kV
transmission network, with a total power capacity of 2000
kW. The grid is modeled after the CIGRE MV benchmark grid
[21], comprising 14 buses, each equipped with a PV generator
with randomly assigned output for variability. Weather data
from Bremen, Germany (see Figure 1) and static load time
series from the Midas project simulate realistic conditions [17].
Additionally, commercial loads, such as a supermarket and a
small hotel, enrich the grid’s complexity.

Figure 1. Global Solar Radiation in Bremen, Germany 2020.

This paper follows technical guidelines (VDE-AR-N 4110)
published by the German Association for Electrical, Elec-
tronic & Information Technologies for MV grids in Germany,
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ensuring compliance with standards for the safe integration
of renewable energy. The reactive power limits of each PV
inverter are strictly followed, with any excess set points
automatically adjusted to the maximum allowed value, using
Volt-VAR control.

The determination of the bus’s operational status adheres
to the rules outlined in the grid code DIN 50160 for medium
voltage grid, also detailed in Table I and adopted from [22].

TABLE I. GRID CONSTRAINTS FOR MEDIUM VOLTAGE GRID.

Grid constraints Limits

Bus ∆V must be within ≤ 0.1 p.u./min
Loads to sustain ∆V of ≤ 0.02 p.u./min
Generators must endure ∆V of ≤ 0.05 p.u./min
Line load must be ≤ 100%

B. Reactive Power Management
1) Building Experiments: The challenge of finding reliable

data is mitigated by using the Q-Controller (4) as the expert
data source, validated by Ju et al. [23] for stability in reactive
power control. The reactive power controller is implemented
using the palaestrAI framework, with SAC chosen for its effi-
ciency in continuous action spaces, outperforming DDPG and
PPO [4]. BCO is selected for its simplicity. Each simulation
spans one year, with data collected in 15-minute intervals,
incorporating both a one-year training period and a subsequent
one-year testing phase.

The primary objective is to construct an ANN architecture
focused on reactive power control, utilizing data generated
from the Midas simulation, used as the offline data, to enable
BCO in a later stage. Before designing the ANN, the dataset
is prepared using (4) to generate qt+1 based on the qt and Vt

values. This equation, adapted from Ju et al. [23], provides
stability and convergence in reactive power control and serves
as the foundation for controlling reactive power set points in
the grid.

qt+1 = [qt −D(Vt − 1)]+ (4)

Using the simulated data, consisting of voltage (Vt) and
reactive power (qt) values, the effectiveness of (4) is evaluated
by generating qt+1 values and comparing them to the original
qt values. This analysis spans all 14 buses over a year. The
neural network is then developed using Vt[p.u.] and qt[MVAr]
as inputs (x) and qt+1[MVAr] as the output (y).

14 datasets, ranging from 2500 to 34050 data points in
increments of 2500, were generated from simulated data.
For each dataset, a model is developed (e.g., model2500 for
2500 data points, model5000 for 5000 data points, etc.) with
default hyperparameters initially, repeating this process across
all datasets. The dataset is divided into training and testing
sets, allowing for an assessment of model performance.

Along with generating 14 models for varying dataset sizes,
hyperparameter optimization is performed using a randomized
search method from Pedregosa et al. [24], to enhance perfor-
mance of each model. This optimization targets five out of six

hyperparameters—activation function, learning rate, number
of neurons per layer, number of layers and batch size—while
the number of episodes is fixed at 100. This choice is based
on the observed trend in loss versus episode plots for the
testing sets, where no significant reduction in loss occurs
beyond 100 episodes. The evaluation of the models is based
on mean, variance, Root Mean Square Error (RMSE) and
Coefficient of Determination (R2). The model with the most
favorable metrics—a mean similar to the original data, reduced
variance, lower RMSE and higher R2—is selected for further
experimentation.

These models are central to two of the three experiments
explained later in Section III-B2, highlighting the importance
of establishing a resilient network at this stage. Following
this, three experimental approaches are explored: Supervised
Experiment (SUP), SAC algorithm and a combination of SAC
and ANN, thereby implementing BCO as depicted in Figure
2.

Start

Grid data
(Vt, qt)

Compute qt+1

Build and optimize ANN

Models

Performance

1

SUP

2

BCOSAC

43

Analysis metrics on
milestones 2, 3 & 4

Stop

Bad

↓ σ2 ↓ RMSE ↑ R2

SACSAC

Figure 2. Process Flow Chart for Methodology.
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2) Experiment Setup: The structure of the three experi-
ments is presented in Table II. These experiments are designed
to build progressively upon each other.

The first experiment, referred to as the SUP experiment,
is the simplest and is based entirely on expert knowledge
derived from (4), without any RL training process. This
expert knowledge is transferred to the ANN using supervised
learning. At each time step, sensor values (Vt, qt) are input into
ANN, which produces an output used to set the value of qt+1.
Therefore, in this setup, the ANN acts as an actuator without
policy initialization, interacting with a medium-voltage (MV)
grid environment.

In the second experiment, the SAC algorithm, a well-
established method in RL, serves as a baseline for comparison.
SAC encourages exploration in RL and operates as an off-
policy algorithm, leveraging prior knowledge. However, due to
random policy initialization, the SAC algorithm can experience
prolonged simulation times in the learning phase.

The third experiment addresses the limitations of both
earlier approaches by combining the SAC algorithm with the
ANN constructed from the expert knowledge, as the initial
policy instead of a random initialization. The objective of
this experiment is to integrate the characteristics of the two
previous experiments.

This approach, known as BCO, mitigates the initial slow
learning problem observed in the SAC experiment, as the
ANN provides a more effective starting point. Consequently,
the third experiment is expected to outperform both the SUP
experiment, which lacks a RL simulation process and the SAC
experiment, which suffers from random policy initialization,
as illustrated in Table II.

The fourth experiment is an ablation study that compares
the voltage profiles and reward values across all three previ-
ously mentioned experiments, considering both single bus and
multiple bus scenarios.

TABLE II. DESCRIPTION OF AGENT CONFIGURATIONS FOR EACH
EXPERIMENT ON THE MV GRID ENVIRONMENT.

Experiment SUP SAC BCO

Objective Reward calculation

Sensor Vt, qt, %load &
in-service status

Actuator qt+1

Policy None Random ANNInitialization

3) Performance Metrics:
a) Models

In the SUP and BCO experiments, a total of 14 models,
each trained on datasets of varying sizes, are analyzed
to identify the model that achieves optimal performance
with minimal data usage. Key evaluation metrics for the
ANN models include mean, variance, R2 and RMSE.
These metrics will guide the selection of sample-efficient
models for both SUP and BCO experiments. In the SUP
experiment, the models are used as actuators and in BCO,
the models are used in policy initialization as mentioned
in Section III-B2, experiment setup.

b) Experiments
The evaluation of experiments is based on six key met-
rics: voltage stability, adherence to voltage limits, high-
reward performance, consistency, sample efficiency and
robustness under controlling multi-bus scenarios.

(i) Both voltage and reward values are tracked over time
to assess stability, compliance and overall performance.

(ii) Performance Consistency is ensured by repeating each
experiment four times and comparing the outcomes
across trials, focusing on voltage and reward stability.

(iii) Sample Efficiency is evaluated differently for SUP and
SAC. In the SUP experiment, it is identifying the model
that achieves the best performance with the least data.
The model providing the reactive power set point is
trained on various datasets of differing sizes (from
2500 until 35040 data points), with each training re-
peated four times to evaluate performance consistency.
The selection of dataset sizes was intended to examine
the impact of sample size on model performance and
efficiency. In SAC experiments, sample efficiency is
calculated using the following two criteria:
• The rate of change of reward:

ηs =
dR

dt
(5)

• The area under the reward versus time plot.
(iv) Robustness is evaluated by simultaneously managing

two buses, while other buses maintain a cosϕ = 0.9
so the reactive power depends on the PV power
injection, which significantly impacts grid dynamics.
A model was developed using 35040 data points,
incorporating four inputs—voltage and reactive power
for each bus—and two outputs for the reactive power
of both buses. This model enables the simulation of
concurrent control of the buses. Scenarios are deemed
robust when the voltage remains within the range
0.85 ≤ Vb,t[p.u.] < 1.15 for all buses b and time t,
since beyond these limits buses will get disconnected
from the grid and when the rewards are within the
range of 0.90 ≤ Rb,t[-] < 1.00. The percentage of
values within these specified limits is calculated to
assess robustness.

(v) Comparison of Experiments uses a rolling average
analysis over ten days to compare voltage and reward
outcomes, while sample efficiency is assessed through
reward rate of change and Area Under the Curve
(AUC) values as mentioned earlier.

IV. RESULTS

This section presents the performance evaluation of different
reinforcement learning approaches for voltage control in a
power grid scenario. The effectiveness of the SUP, SAC and
BCO methods is analyzed in maintaining voltage stability and
optimizing rewards under both single and multi-bus control
scenarios. The evaluation is conducted by measuring the
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percentage of voltage and reward values that fall within the
acceptable ranges of 0.85 ≤ Vb,t[p.u.] ≤ 1.15 and 0.90 ≤
Rb,t[−] ≤ 1.00, respectively, ensuring reliable grid operation.
The results of these experiments are summarized in Tables III
and IV, where the former illustrates the single bus performance
while the latter demonstrates the robustness against controlling
two buses.

A. SUP Experiment

The sample efficient model for single bus scenario ensures
99.9% of voltage and 97.0% of rewards fall within the desired
ranges as shown in Table III. Buses 5 and 11 are chosen
for evaluation of robustness against controlling two buses
simultaneously for all the three scenarios. 99.83% of voltage
values and 70.80% of reward values are within the specified
ranges.

B. SAC Experiment

Since SAC uses random initialization and no models, model
optimization is not applicable. Therefore, simple SAC training
runs are carried out. For single bus scenario, SAC has 99.9%
of voltage values within 0.85 ≤ Vb,t[p.u.] ≤ 1.15 and 47.0%
of reward values within 0.90 ≤ Rb,t[−] ≤ 1.00, as shown
in Table III. The robustness against controlling two buses is
demonstrated by 100.00% of voltage values and 70.59% of
reward values falling within their respective desired ranges, as
seen in Table IV.

C. BCO Experiment

The sample efficient model for single bus scenario ensures
99.9% of voltage and 65.60% of rewards fall within the
desired ranges (see Table III). For the robustness of BCO ex-
periment involving simultaneous control of two buses, 100%
of the voltage values and 81.56% of the reward values fall
within the respectively desirable ranges.

V. DISCUSSION

This section presents key findings from the experiments,
focusing on the performance of the proposed approach across
different evaluation metrics.

A. SUP Experiment

The analysis based on voltage violations and reward perfor-
mance concluded that model5000 outperformed those trained
on larger datasets, demonstrating the trade-off between dataset
size and model efficiency. This shows the potential advantages
of smaller datasets in achieving improved model performance
and robustness against over-fitting.

During the robustness analysis, both buses exhibited sig-
nificant performance issues, with voltage levels dropping to
zero in 59 instances (0.17%), violating the grid code require-
ments. Although the overall objective function remained high
(ranging from 0.7 to 1) for most of the simulation period,
these voltage drops adversely affected the reward, reducing
it to approximately 0.5 in certain instances. In total, 10232

occurrences of rewards below 0.9 accounted for 29.20% of
the total time steps.

These sudden voltage spikes, observed in Figures 4a and
4b, primarily occurred during periods of high solar irradiation
from April to September. These spikes are likely due to solar
input exceeding the voltage limits set by the grid code. As
shown in Figure 4c, the reward follows an opposing pattern
to the voltage spikes, with the reward decreasing for high
voltage deltas, in accordance with the grid code. Consequently,
the current model’s robustness is questioned, as it fails to
maintain compliance with the voltage limits across multiple
buses, despite achieving reward performance for 70.80% of
the total time steps. For the robustness analysis, a consistency
check through multiple simulation runs was not conducted to
minimize the overall number of simulations performed.

An overview of the evaluated criteria is provided in Table
III. The values displayed are for the best performing models
only.

B. SAC Experiment

In the single-bus scenario, the performance of the SAC
experiment is the weakest among the three experiments eval-
uated. While the voltage values largely remain within the
desired range, as presented in Table III, only 47.0% of the
reward values fall within the range 0.90 ≤ Rb,t[−] ≤ 1.00,
indicating poor adherence to the reward function. Considering
the robustness of the SAC algorithm in multi-bus scenarios, it
demonstrates impressive robustness. The average voltage per-
formance of both buses, consistently maintains values between
0.96 and 1.03, with no grid code violations. Although reward
values remain high, only 70.56% of the values are between
0.9 and 1. This consistent voltage stability and moderately
satisfactory reward performance demonstrate the resilience of
the SAC algorithm (see Table IV).

C. BCO Experiment

Performance of model30000 is the most sample-efficient
performance based on voltage violations and reward values
whereas the robustness analysis reveals that both buses exhibit
higher voltages during sunny periods, likely due to increased
solar irradiation, which affects reward acquisition but main-
tains grid code compliance. In contrast, voltages during the
less sunny months remain within the desired range, with
zero grid code violations observed. Overall, this scenario
demonstrates a 0.17% improvement in performance compared
to the initial SUP experiment, suggesting that the ANN model,
enhanced by the SAC algorithm, slightly outperforms the
standalone SUP experiment.

The voltage distribution is primarily concentrated between
1 and 1.02 p.u., with some outliers between 1.02 and 1.06
p.u.. Interestingly, the reward performance reflects the inverse
of the solar irradiation profile, with most values between 0.9
and 1 and 81.56% falling within this range (see Table IV).
This indicates a 10.97% performance improvement for BCO
over SAC, as both maintain 100% compliance with voltage
standards.
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(a) Voltages of Single Bus.

(b) Rewards for Single Bus.

Figure 3. Comparison of Performances for Single Bus.

TABLE III. PERFORMANCE EVALUATION FOR SINGLE BUS

Metrics SUP SAC BCO

Voltage [%] 99.9 99.9 99.9
Reward [%] 97.0 47.0 65.6
Sample efficiency

Data points 5000 N/A 30000
SAC algorithm N/A

Slope N/A -0.0020 -0.0024
AUC N/A 22.45 22.75

TABLE IV. ROBUSTNESS EVALUATION FOR TWO BUSES

Metrics ANN SAC BCO

Voltage [%] 99.83 100.00 100.00
Reward [%] 70.80 70.59 81.56

D. Ablation Experiment

Table III represents a summary of the performance of
single bus scenario for all the three experiments. The voltage
occurrences within 0.85 ≤ Vb,t[p.u.] ≤ 1.15 and reward
occurrences within 0.90 ≤ Rb,t[−] ≤ 1.00 are reported as
percentages. Sample efficiency is measured by data points
required for high model performance and by reward rate of
change over the first 25 training hours for the SAC algorithm.
Only the best-performing models’ values are shown in this
table.

1) Rolling Average for Single and Multiple Bus Cases: Fig-
ures 3a and 3b present the rolling voltage and reward averages
respectively over the 34050 time steps for each experiment

in the single bus case. The SUP experiment is constructed
using 5000 data points model, while BCO experiment uses
model generated from 30000 data points. In the multiple-bus
case, Figures 4a and 4b show the voltage performances for
Buses 5 and 11, respectively and Figure 4c demonstrates the
reward performance. The rolling average approach smooths
out outliers, enhancing the visibility of performance trends
across time.

Figure 3a shows that all three experiments, SUP, SAC and
BCO, maintain stable voltage performance. However, Figure
3b reveals that both SUP and BCO outperform SAC in reward
collection, benefiting from the ANN model and initialization
advantage, respectively. This model initialization, along with
the high entropy inherited from SAC algorithm, consistently
keeps BCO experiment ahead in reward collection compared
to the SAC experiment. It is intriguing to observe that the
performance of SUP experiment remains consistently higher
than the other two experiments, making it the best performing
experiment in the single bus case.

Figures 4a and 4b depict the voltage performances for
Buses 5 and 11 in the multi-bus scenario. SUP shows frequent
voltage drops, reflecting poor voltage management across both
buses. However, both BCO and SAC experiments exhibit con-
sistent voltage control, without any grid code violations. Short
periods of voltage exceeding 1.02 p.u. reduce the rewards for
SAC and BCO, but their overall performance remains excellent
with performance improving with time. Figure 4c illustrates
reward behavior for the multi-bus case, where BCO shows
the best overall performance. SAC exhibits more resilient
behavior than BCO during the high solar irradiation period,
maintaining slightly higher rewards. BCO outperforms SAC
in collecting more rewards during the lower solar irradia-
tion period. Despite occasional voltage irregularities, BCO’s
performance highlights the effectiveness of using the ANN
model for initialization, which consistently gives it a head
start in reward collection, compared to SAC. Overall, BCO
outperforms SAC by collecting 10.97% higher rewards. SUP’s
performance, while strong in the single-bus case, falls short in
multi-bus control scenarios.

2) Sample Efficiency Comparison: A comparison between
SUP and BCO highlights the differences in sample efficiency
in Table III. For the comparison of SAC and BCO sample
efficiency, Figure 5 and Table V are used, as described in
Section III, Methodology.

Referring to Table III, SUP, using only 5000 data points
versus BCO’s 30000, is more sample efficient, likely due to
SAC’s enhanced exploration capability. The complexity of
BCO’s combined model requires a larger dataset to capture
patterns.

Considering (5), BCO shows a 20% steeper slope and
a 1.34% larger AUC than SAC during the initial training
phase (Figure 5), confirming its superior sample efficiency,
summarized in Table V.

3) Consistency and Robustness Assessment: Consistency is
evaluated by carrying out 4 repetitions for each experiment.
Figures 3 and 4 show an average of these four repetitions.
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TABLE V. COMPARISON OF SLOPE AND AUC IN THE FIRST 25
HOURS OF SAC AND BCO TRAINING.

Criteria SAC BCO % Difference
Slope -0.0020 -0.0024 20.00
AUC 22.45 22.75 1.34

(a) Voltages of Bus 5.

(b) Voltages of Bus 11.

(c) Rewards for Two Buses.

Figure 4. Comparison of Performances for Two Buses.

Figure 5. Sample Efficiency: Comparison of reward collection for initial 25
hours of training phase for SAC and BCO experiments.

Robustness against controlling two buses is evaluated based
on the criteria mentioned in Section III, Methodology .

All three experiments demonstrate a certain level of con-
sistency, although a minor inconsistency arises due to the
distributional shift caused by employing different seed values
for each of the four repetitions.

In terms of robustness in managing multiple buses, as-
sessed by the percentage of occurrences where voltage and
reward values stay within specified limits, BCO demonstrates
the highest resilience. It is followed by SAC, which shows
10.97% lower reward collection and then SUP, which, al-
though gradually becoming more robust over time, exhibits
lowest stability in multi-bus control due to frequent voltage
violations and extended learning times.

VI. CONCLUSIONS AND FUTURE WORK

In the single-bus control scenario, the SUP experiment ex-
hibits high sample efficiency for model by effectively utilizing
a smaller dataset, achieving strong reward collection and stable
voltage control. However, in multi-bus scenarios, it struggles
with voltage stability and reward collection, bringing attention
to limitations in handling more complex environments. Table
VI can be referred for a summary of the results.

TABLE VI. OVERVIEW OF THE RESULTS.

Evaluation Criteria SUP SAC BCO
Si

ng
le

B
us Voltage Stability ✓ ✓ ✓

Reward Collection ✓ × -
Sample Efficiency:
Model ✓ ×
SAC algorithm × ✓

Tw
o

B
us

es Voltage Stability × ✓ ✓

Reward gained - × ✓

The SAC experiment demonstrates reliable voltage stability
in both single- and multi-bus experiments but falls short in
reward collection compared to the other methods, due to its
weaker model initialization. Despite this, SAC’s algorithm
proves robust in managing complex grid conditions, although
at the cost of sample efficiency.

The BCO experiment emerges as the best-performing
method overall. It maintains superior voltage stability across
both scenarios, shows excellent sample efficiency for the SAC
algorithm and achieves higher reward collection, making it
the most effective solution for both simple and complex grid
control tasks.

Future research could enhance performance by exploring
advanced neural network architectures and alternative hyper-
parameter optimization methods. Additionally, modifying the
objective function to penalize voltage violations and conduct-
ing more repetitions could improve adherence to grid standards
and strengthen result confidence.
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Abstract—The transition to renewable energy and the increas-
ing integration of Distributed Energy Resources (DERs) have
transformed power systems into complex sociotechnical networks.
Transactive Energy Systems (TES) offer a decentralized frame-
work to facilitate energy transactions, yet their implementa-
tion faces challenges related to communication, cybersecurity,
scalability, and environmental trade-offs. This study explores
the potential of Long Range (LoRa) communication technology
as an enabler of TES, using a systems dynamics approach to
analyze its systemic impacts. Through stakeholder analysis and
causal loop modeling, the research identifies key reinforcing and
balancing feedback mechanisms shaping TES adoption. Findings
highlight LoRa’s benefits, including enhanced scalability, reduced
operational costs, and improved resilience, while also revealing
dynamic trade-offs in cybersecurity and network congestion. By
applying systems thinking to emerging technologies, this work
provides valuable insights for advancing sustainable and resilient
energy systems.

Index Terms—Transactive Energy Systems; LoRa Technology;
System Dynamics; Sustainable Energy Solutions.

I. INTRODUCTION

The global energy landscape is shifting in response to rising
demand, rapid urbanization, and the need to address climate
change [1]–[3]. As societies transition to sustainable energy
sources, power systems must integrate renewable energy while
ensuring grid stability and reliability. This challenge is particu-
larly pronounced in developing regions, where growing energy
needs intersect with ambitious sustainability goals [4].

Traditional power systems, designed for one-way electricity
flow from centralized generators to consumers, are increas-
ingly inadequate for managing Distributed Energy Resources
(DERs), such as solar panels, wind turbines, and energy stor-
age systems. While DERs offer environmental and technical
benefits through localized energy production, they also intro-
duce variability and bidirectional power flows that complicate
grid management [5].

Transactive Energy Systems (TES) provide a framework
for addressing these complexities. Defined by the GridWise
Architecture Council as “a set of economic and control mech-
anisms that allow the dynamic balance of supply and demand
across the entire electrical infrastructure using value as a key
operational parameter” [6], TES establish decentralized mar-
ketplaces where energy transactions are guided by real-time
supply, demand, and grid conditions [7] [8]. This approach
has shown potential for improving affordability, efficiency, and
sustainability in power systems [9].

However, TES rely on robust communication infrastructure
to function effectively [10] [11]. Many existing communica-
tion technologies struggle to meet TES requirements, particu-
larly in terms of energy efficiency, range, and security. These
limitations can hinder deployment, especially in areas with
dispersed energy resources or weak infrastructure. Addition-
ally, TES face challenges related to data security, privacy, and
system resilience [12] [13].

Low-Power Wide-Area Network (LPWAN) technologies,
particularly LoRa (Long Range), offer a promising solution
to these communication challenges [14] [15]. LoRa enables
long-range, low-power communication, making it well-suited
for distributed energy systems [16] [17]. Understanding how
LoRa’s characteristics align with TES requirements is critical
for advancing sustainable energy systems [18].

This paper examines the relationship between LoRa tech-
nology and TES using a system dynamics approach. Sys-
tem dynamics analyzes complex systems by modeling their
structure, feedback loops, and time-dependent behaviors. Here,
“dynamics” refers to interactions and feedback mechanisms
between components that drive system behavior over time,
expressed through reinforcing loops (amplifying changes),
and balancing loops (stabilizing the system). By analyzing
causal relationships and feedback mechanisms, we explore
how communication technology choices impact TES perfor-
mance across reliability, security, and scalability [19]. These
insights can inform more effective TES implementations and
guide future research.

Our contributions are as follows. First, we present a compre-
hensive system dynamics analysis of LoRa integration in TES,
highlighting key feedback mechanisms that influence system
performance. Second, we identify and characterize eleven
reinforcing and five balancing loops that shape the technical,
economic, and environmental outcomes of LoRa-enabled TES.
Third, we introduce a stakeholder integration framework that
maps interactions among technology providers, energy pro-
ducers, consumers, and regulatory bodies. Finally, we provide
practical insights for system architects and policymakers by
identifying key leverage points and implementation challenges.
These findings enhance the theoretical understanding of TES
communication infrastructure while offering guidance for sys-
tem design and policy development.

The remainder of this paper is structured as follows. Section
II reviews the literature on TES and LoRa technology, iden-
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tifying key challenges and opportunities. Section III presents
the system dynamics methodology. Section IV examines re-
lationships between system components through causal loop
diagrams. Section V discusses the implications of our findings,
and Section VI concludes with recommendations for future
research.

II. LITERATURE REVIEW

The traditional power grid is undergoing a fundamental
transformation, shifting away from its historical one-way
electricity delivery from centralized plants to end consumers.
This change is driven by environmental concerns (with energy
consumption being a predominant source of climate change,
accounting for more than 60% of total global greenhouse gas
emissions), technological advancements (through introduction
of renewable energy sources and cleaner energy technologies),
and evolving consumer needs (particularly the need for reliable
and affordable energy for basic needs and well-being) [1]
[2]. A major catalyst in this transition is the integration of
DERs, such as rooftop solar panels, small wind turbines,
and battery storage systems, which are positioned closer to
consumption points and enable localized energy production
[5]. However, integrating DERs into the grid requires a market
framework that allows dynamic energy exchange, leading to
the emergence of TES.

TES facilitate decentralized electricity trading through auto-
mated market mechanisms, empowering prosumers—entities
that both consume and produce energy—to optimize their
energy usage and trade excess generation at competitive prices
[6] [7] [20] [21]. Unlike traditional grid structures, where
excess energy must be sold to the main grid under regu-
lated tariffs, TES allows prosumers to engage directly with
local consumers, promoting flexibility and efficiency [22].
The effectiveness of TES hinges on several interconnected
components: microgrids, which can operate independently or
in conjunction with the main grid; smart meters, which provide
real-time monitoring and automated trading capabilities; and
energy management systems, which optimize energy flow
and market transactions [10]. Despite these advantages, TES
implementation presents significant challenges, particularly in
communication infrastructure, data security, privacy, system
scalability, and seamless integration with existing grid opera-
tions [12] [13] [18].

The communication backbone of TES plays a pivotal role
in enabling secure and efficient transactions. Various technolo-
gies have been explored to facilitate information exchange
among market participants, including WiFi and cellular net-
works. While WiFi provides a widely available and cost-
effective solution, its limitations—such as range restrictions,
high power consumption, and susceptibility to interference—
hinder its scalability, particularly in dense urban environments
[23]. Cellular networks, on the other hand, offer extensive
coverage and reliable data transfer but come with high op-
erational costs and significant energy demands, making them
less ideal for large-scale TES deployments [24] [25]. These

limitations necessitate alternative communication technologies
that can balance energy efficiency, cost, and performance.

LoRa technology has emerged as a promising alternative
for TES communication networks. Designed for Internet of
Things (IoT) applications, LoRa operates on a Low-Power
Wide-Area Network protocol, offering long-range connectivity
with minimal power consumption and strong interference
resistance [14] [15]. Studies have demonstrated its advantages
over traditional IoT communication technologies, highlighting
superior energy efficiency, scalability, and security features
[16] [17] [26]. However, trade-offs exist between reliability
and energy efficiency, as efforts to enhance data transmission
reliability often lead to increased energy consumption of end
devices [27] [28]. Research on LoRa scalability has shown that
network performance can be improved by adding gateways
or adopting dynamic transmission strategies, yet increased
deployment density may lead to interference and reduced
coverage probability [29] [30] [17].

The integration of LoRa into TES introduces complex
interactions among technical, economic, and social factors,
necessitating a holistic analytical approach. Systems thinking
provides a framework for understanding these interdepen-
dencies, emphasizing feedback mechanisms and causal rela-
tionships within the energy ecosystem [19]. Previous studies
applying this approach to energy systems have demonstrated
its value in identifying unintended consequences and opti-
mizing the performance of emerging technologies [19]. By
leveraging systems thinking methodologies, such as causal
loop analysis, we can assess how LoRa influences key TES
attributes—efficiency, security, scalability, reliability, and cost-
effectiveness—while considering the broader implications of
communication technology choices. This perspective is crucial
for developing strategic implementation plans and mitigating
potential challenges in real-world TES deployments.

III. METHODOLOGY

A. A Systems Dynamics Approach to Transactive Energy Sys-
tem Analysis

The intricate structure of TES necessitates an analytical
framework that captures both direct interactions and emergent
system-wide behaviors. Traditional analytical approaches often
fall short in accounting for the interdependencies among mar-
ket participants, communication networks, regulatory frame-
works, and technological infrastructures. Systems dynamics
offers a robust alternative, enabling a holistic examination of
TES by mapping causal relationships, feedback loops, and
evolving system states over time [19]. This approach not only
facilitates a deeper understanding of TES operations but also
provides a structured methodology for assessing the impact of
integrating LoRa technology into these systems.

Our analysis unfolds across three progressive stages:
defining system boundaries, identifying stakeholder inter-
actions, and constructing causal loop models. Each stage
builds upon the previous, culminating in a comprehensive
evaluation of how communication infrastructure—specifically
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LoRa—shapes TES performance, scalability, and sustainabil-
ity.

B. Defining System Boundaries

Establishing clear system boundaries is fundamental to
understanding the scope and limitations of the analysis. In this
study, the TES ecosystem is conceptualized as a hierarchical
framework comprising three distinct layers, as illustrated in
Figure 1. At the core technical level, the system integrates
DERs, microgrids, and communication infrastructure. This
technical foundation operates within a broader system context
characterized by market structures, regulatory frameworks,
and economic incentives. The external environment, which
includes global energy policies, climate goals, and market
trends, provides the overarching context that influences the
entire system.

Figure 1. Hierarchical framework of TES: Core Technical System
(yellow), System Context (purple), and External Environment (white).

While TES functions within these broader global energy
trends, our boundary definition focuses primarily on the inter-
actions between the core technical system and its immediate
system context. This approach allows for a targeted inves-
tigation into the role of communication technologies while
acknowledging the influence of regulatory and market factors
that directly impact system operations. The defined boundaries
enable us to maintain analytical depth while recognizing the
hierarchical nature of TES interactions.

System boundaries are defined based on functional rele-
vance, interdependence, and scalability, but face challenges
due to dynamic interactions and evolving technologies. If we
were to consider the external environment including global
energy policies, market trends and climate goals, our system
becomes more complex with multiple variables making it
difficult to manage the loops and interactions. For instance, the
integration of LoRa as a communication interface is guided
by energy efficiency, range, security, and cost-effectiveness.

However, boundaries must adapt as TES scale and technology
advance, requiring flexible definitions to address emerging
interactions and trade-offs. This dynamic approach ensures the
analysis remains relevant across different deployment scales
and future developments.

The selection of optimal system interfaces, particularly
communication means like LoRa, was determined through
evaluation of energy consumption profiles, spatial coverage
requirements, data throughput needs, and security protocols.
One key criterion used for boundary definition was the core
technical performance of the LoRa device itself, which helped
maintain analytical focus while acknowledging the hierarchical
influence of broader factors. The dynamic nature of boundaries
becomes particularly important when considering how regula-
tory changes might trigger cascading effects through market
structures into technical operations, or how advancements in
communication protocols might enable new market mecha-
nisms that reshape the entire system architecture.

C. Stakeholder Interactions and System Dynamics

The complexity of TES arises from the intricate network
of stakeholder relationships that shape system behavior and
performance. These interactions, depicted in Figure 2, extend
beyond direct transactional exchanges, encompassing regula-
tory influence, technological dependencies, and sustainability
considerations. Understanding these dynamics is essential for
identifying intervention points, anticipating systemic responses
to change, and fostering resilience in energy markets.

Figure 2. Stakeholder Interest Map in Transactive Energy Systems
with LoRa Integration.

The diagram illustrates the complex web of relationships
between key stakeholders in TES. Arrows indicate primary
interaction types: dependency (resource or service reliance),
support (financial or operational assistance), compliance (reg-
ulatory or standard adherence), and influence (impact on
decision-making or behavior).

At the foundation of TES, the interdependence between En-
ergy Providers and Consumers forms a bidirectional relation-
ship that is fundamental to system stability. Energy Providers
ensure a reliable supply of electricity, while Consumers gener-
ate the demand that sustains economic viability. This relation-
ship is further shaped by Energy Producers, who serve as both

70Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-242-5

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

ENERGY 2025 : The Fifteenth International Conference on Smart Grids, Green Communications and IT Energy-aware Technologies

                            78 / 82



suppliers and market participants. Their operations are driven
by demand fluctuations, policy frameworks, and technological
advancements that influence production capacity and energy
distribution.

Environmental Organizations exert a significant shaping
force on the TES landscape, primarily through their advocacy
for sustainable energy practices and stringent environmental
regulations. Their influence is particularly pronounced in their
interactions with Government Agencies and Energy Providers,
where they drive policy decisions related to renewable energy
integration, emissions reductions, and sustainability reporting.
These pressures translate into regulatory mandates that com-
pel stakeholders to align operational strategies with broader
environmental objectives.

Government Agencies function as both regulators and facili-
tators within TES, enforcing compliance while simultaneously
shaping market conditions through policy interventions. Their
engagement spans multiple stakeholders, including Energy
Providers, Producers, and Technology Providers, ensuring that
system-wide objectives, such as reliability, equity, and sus-
tainability are maintained. This dual role enables Government
Agencies to mediate competing interests, balancing economic
viability with regulatory imperatives.

Technology Providers play a crucial role in sustaining and
advancing TES, offering infrastructure solutions that facilitate
energy transactions, enhance grid reliability, and ensure regu-
latory compliance. Their relationship with Government Agen-
cies is particularly dynamic, as evolving policy frameworks ne-
cessitate continuous technological adaptation. Moreover, their
support relationships with Energy Producers underscore the
increasing reliance on digitalization and smart grid solutions
in energy management.

These interconnected relationships give rise to critical feed-
back loops that reinforce or modify system dynamics. Notable
among these are:

• The Compliance-Driven Innovation Loop: Energy
Providers, under regulatory pressure from Government
Agencies, seek advanced solutions from Technology
Providers, leading to innovations that enhance reliability
and compliance.

• The Market Development and Adoption Loop: Consumer
preferences influence Energy Producers, who in turn
engage with Technology Providers to adopt solutions that
meet emerging market demands, shaping the trajectory of
technological advancements.

• The Sustainability Influence Loop: Environmental Organi-
zations exert pressure on both Government Agencies and
Energy Providers, driving legislative changes that enforce
sustainability measures, thereby altering operational and
investment priorities.

Recognizing and analyzing these feedback mechanisms is
essential for stakeholders aiming to navigate TES complexities
effectively. Identifying points of leverage within these interac-
tions can facilitate targeted interventions that enhance system
efficiency, promote technological innovation, and support the

integration of emerging solutions, such as LoRa technology.
Furthermore, a nuanced understanding of stakeholder dy-
namics enables proactive management of potential resistance
to change, ensuring that transitions toward sustainable and
resilient energy systems occur smoothly and equitably.

D. Causal Loop Modeling and System Behavior

Building upon stakeholder interactions, we construct causal
loop diagrams to map the interdependencies among key system
variables, offering a structured perspective on system behav-
ior. This iterative modeling process reveals two fundamental
feedback mechanisms: reinforcing loops, which amplify trends
within the system, and balancing loops, which introduce
constraints that stabilize outcomes. By delineating these re-
lationships, we gain insight into how the integration of LoRa
technology influences TES across multiple dimensions.

One crucial aspect is cost dynamics, where energy consump-
tion patterns and infrastructure requirements shape economic
feasibility. System performance, particularly communication
reliability and security, emerges as another critical factor, influ-
encing the overall resilience of TES. Environmental considera-
tions also come into play, as energy efficiency and resource uti-
lization determine sustainability outcomes. Meanwhile, imple-
mentation challenges—including technical requirements and
integration complexities—affect the practicality of deploying
LoRa technology within existing frameworks.

The resulting causal loop diagram (Figure 3) provides a
visual representation of these interactions, highlighting lever-
age points where targeted interventions can optimize TES
performance. By capturing the interconnected nature of TES
components, this model facilitates scenario analysis, allowing
stakeholders to anticipate system behavior under different
implementation strategies.

Adopting a systems dynamics perspective in TES analysis
offers several key advantages. It uncovers hidden dependen-
cies that conventional assessments might overlook, bringing
potential unintended consequences to light before large-scale
deployment. Additionally, it provides a structured framework
for evaluating trade-offs between technological capabilities,
economic feasibility, and regulatory constraints. More impor-
tantly, this approach enables an integrated examination of
how communication technology choices shape the long-term
evolution of TES, equipping decision-makers with the insights
necessary to develop resilient, efficient, and sustainable trans-
active energy markets.

IV. SYSTEMS ANALYSIS RESULTS AND DISCUSSION

Our systems dynamics analysis, illustrated in Figure 3,
reveals a complex web of interactions between LoRa tech-
nology integration and TES performance. Through careful
examination of the causal loop diagram, we identify eleven
reinforcing mechanisms (R1-R11) and five balancing loops
(B1-B5) that shape system behavior across multiple dimen-
sions. These interconnected feedback mechanisms offer deep
insights into how communication technology choices influence
system evolution.
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Figure 3. Causal loop diagram of impact of using LoRa on system behavior.

The integration of LoRa technology influences system
efficiency through several interconnected pathways. At the
core, continuous monitoring of Distributed Energy Resources
creates a primary reinforcing loop (R6) that enhances system
performance. When energy consumption decreases through
LoRa’s low-power operation, devices maintain longer mon-
itoring periods without battery replacement. This benefit is
amplified by early fault detection capabilities, creating a posi-
tive feedback loop that partially offsets the maintenance burden
typically associated with large-scale deployments. However, as
system scale increases, maintenance requirements (B4) create
a counterbalancing effect, suggesting the need for predictive
maintenance strategies to optimize this trade-off.

Cost relationships in LoRa-enabled TES demonstrate par-
ticularly interesting cascading effects. The technology’s long-
range capabilities reduce infrastructure requirements through
a saving rate mechanism (R4) that interacts with adaptive
power control features (R3) to create compound cost benefits.
These benefits manifest through reduced operational expenses
and decreased infrastructure needs. LoRa also minimizes non-
essential data transmission through event-driven communica-
tion and scheduled messaging, ensuring data is transmitted
only when critical thresholds or specific events occur (e.g.,
changes in energy demand, supply, or price). This reduces the
energy consumption rate (R1) by lowering active transmission
time, as LoRa devices operate with low duty cycles, remaining
in sleep mode and only waking briefly to transmit or receive

data (R2). Adaptive power control further optimizes energy
use by dynamically adjusting transmission power and mini-
mizing airtime (R3). Consequently, this cumulative reduction
in energy consumption translates into lower operational costs,
reinforcing cost savings and enabling further system expan-
sion. However, our analysis reveals a sophisticated balancing
mechanism (B5) where implementation costs moderate these
advantages through multiple pathways involving infrastruc-
ture and manufacturing impacts. This interaction suggests
that implementation timing and scaling strategies significantly
influences overall cost effectiveness.

The security and reliability aspects of the system reveal
previously unexplored connections. LoRa’s encrypted commu-
nication and device-level authentication create strong initial
security benefits (B1, B2), ensuring that sensitive informa-
tion remains confidential and accessible only to authorized
devices. These security mechanisms interact with system
adoption dynamics, forming balancing loops (B1, B2), where
increased security reduces the marginal benefit of adding new
LoRa devices solely for security purposes, eventually slowing
down adoption rates. Meanwhile, Chirp Spread Spectrum
(CSS) modulation supports uninterrupted communication by
enhancing resistance to interference and multipath fading.
This ensures strong signal penetration (R10), which remains
unaffected even as device density increases, reinforcing sys-
tem reliability. However, increased device density introduces
potential interference, requiring careful network management.

72Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-242-5

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

ENERGY 2025 : The Fifteenth International Conference on Smart Grids, Green Communications and IT Energy-aware Technologies

                            80 / 82



Environmental feedback loops in LoRa-enabled TES
demonstrate more nuanced benefits than initially apparent, in-
fluencing both sustainability and system efficiency. The reduc-
tion in e-waste (R7) connects directly to extended battery lifes-
pan, as longer-lasting batteries reduce replacement frequency,
minimizing discarded electronic waste and its environmental
impact. System-wide communication improvements (R8) also
contribute by reducing the need for intermediate infrastructure,
thereby lowering the demand for raw materials and decreasing
manufacturing-related emissions. Perhaps most significantly,
LoRa’s long-range communication enables precise weather
forecasting (R9), enhancing renewable energy system utiliza-
tion. By integrating weather sensors across vast areas, LoRa
facilitates real-time, high-resolution data collection, allow-
ing smart grids to optimize energy distribution and storage
based on changing environmental conditions. This capability
strengthens the reliability of renewable energy sources, accel-
erating the transition toward a cleaner and more sustainable
energy ecosystem. These interconnected mechanisms suggest
that environmental benefits may accumulate more rapidly than
previously understood, with important implications for long-
term sustainability planning.

The multiple pathways affecting system costs and per-
formance indicate the need for careful phasing of technol-
ogy adoption. Critical intersection points emerge where non-
essential data transmission interacts with adaptive power con-
trol, suggesting opportunities for optimizing communication
strategies. Similarly, the relationship between frequency syn-
thesizer employment and system reliability reveals potential
bottlenecks that must be considered in scaling plans.

These interconnected feedback mechanisms suggest sev-
eral important considerations for LoRa integration in TES.
Implementation planning must account for both immediate
benefits and longer-term scaling effects, particularly where
security measures interact with system reliability. System
designers should anticipate and plan for transition points
where balancing loops begin to counteract initial benefits,
while recognizing that environmental benefits may continue
to accumulate through multiple reinforcing loops with fewer
balancing constraints.

This systems analysis provides valuable insights for future
TES development while highlighting areas requiring further
investigation. Particularly important is the need to understand
how these feedback mechanisms behave under different de-
ployment scales and environmental conditions, especially con-
sidering the complex interactions between security, reliability,
and system performance.

V. LIMITATIONS AND ASSUMPTIONS

This study’s system dynamics analysis is built on several
key assumptions and technical constraints that shape its find-
ings. The causal loop analysis presumes relatively stable re-
lationships between system components, allowing for system-
atic evaluation, though real-world interactions are often more
dynamic and nonlinear. It also assumes rational stakeholder
behavior, which may not always hold true in complex energy

markets. Additionally, the study considers LoRa technology
based on its current documented capabilities, though future
advancements could shift these parameters, potentially altering
the validity of identified feedback mechanisms.

From a technical standpoint, LoRa’s limited data rates,
ranging from 22 bps to 27 kbps, present significant challenges
for real-time data exchange in TES. This constraint becomes
particularly problematic during market fluctuations or grid
instability, where rapid data transmission is critical. While
LoRa’s strengths lie in its energy efficiency and long-range
capabilities, these benefits come at the cost of substantially
lower throughput compared to WiFi or cellular networks.
Moreover, LoRaWAN’s architecture inherently favors uplink
communication from devices to gateways, while downlink
capacity remains constrained. This asymmetry complicates
TES operations, which require bidirectional communication
for control signals, market updates, and system feedback. The
combination of low data rates and extended transmission times
further limits real-time responsiveness, posing challenges for
dynamic price signaling, grid stability management, coordi-
nated demand response, and emergency interventions. Given
these constraints, LoRa alone may not fully meet the commu-
nication demands of TES, but its advantages in efficiency and
coverage suggest that hybrid approaches—integrating LoRa
with higher-bandwidth solutions—could offer a more effective
path forward.

At a real-world scale, this systems dynamics analysis ap-
proach and proposed LoRa integration is applicable in small
to medium urban districts, particularly in microgrid networks
serving 1,000-5,000 users where phased deployment of TES
is planned. The framework is especially suitable for areas re-
quiring low-power, long-range communication coverage with
modest bandwidth requirements, and locations with mixed
energy generation sources. Smart cities represent another key
application area, especially communities developing new en-
ergy management systems and cities transitioning to renew-
able energy sources, where systematic analysis of stakeholder
interactions is important and cost-effective communication
infrastructure is required.

VI. CONCLUSION AND FUTURE DIRECTIONS

This systems dynamics analysis of LoRa technology inte-
gration in transactive energy systems reveals complex inter-
dependencies that shape system performance and evolution.
Through careful examination of feedback mechanisms, we
identify several key insights that inform both theoretical un-
derstanding and practical implementation of communication
infrastructure in modern energy systems.

The analysis demonstrates that communication technology
choices influence TES performance through multiple inter-
connected pathways. LoRa’s technical characteristics create
both reinforcing and balancing feedback loops across sys-
tem efficiency, cost, security, and environmental dimensions.
While initial benefits in areas, such as energy consumption
and infrastructure costs encourage adoption, counterbalancing
forces emerge as systems scale. This suggests the existence of
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optimal implementation scales that maximize benefits while
managing complexity.

These findings have important implications for TES devel-
opment. System architects must consider not only immediate
technical benefits but also longer-term scaling effects when
designing communication infrastructure. The emergence of
balancing loops at larger scales indicates the need for careful
planning and potentially hybrid approaches that combine mul-
tiple communication technologies to address different system
requirements.

Several areas warrant further investigation. First, the causal
loop generated in this work still needs rigorous validation.
To this end, quantitative modeling could provide more precise
understanding of the transition points where balancing loops
begin to dominate system behavior. Second, real-world case
studies could validate and refine our understanding of these
feedback mechanisms under various deployment conditions.
Third, investigation of hybrid communication architectures, as
recommended in this work, might reveal ways to maintain
benefits while mitigating scaling challenges.

Additionally, future research should examine how these
system dynamics might evolve under different regulatory
frameworks and market structures. The interaction between
technical feedback loops and institutional constraints could
reveal important considerations for policy development and
market design.

The transition to more sustainable and efficient energy
systems requires careful consideration of how individual
technologies influence overall system behavior. This analysis
demonstrates the value of systems thinking in understanding
these relationships while highlighting the importance of con-
sidering both immediate and longer-term effects of technology
choices in complex energy systems.
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