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ENERGY 2019

Forward

The Ninth International Conference on Smart Grids, Green Communications and IT Energy-
aware Technologies (ENERGY 2019), held between June 02, 2019 to June 06, 2019 - Athens,
Greece, continued the event considering Green approaches for Smart Grids and IT-aware
technologies. It addresses fundamentals, technologies, hardware and software needed support,
and applications and challenges.

There is a perceived need for a fundamental transformation in IP communications,
energy-aware technologies and the way all energy sources are integrated. This is accelerated by
the complexity of smart devices, the need for special interfaces for an easy and remote access,
and the new achievements in energy production. Smart Grid technologies promote ways to
enhance efficiency and reliability of the electric grid, while addressing increasing demand and
incorporating more renewable and distributed electricity generation. The adoption of data
centers, penetration of new energy resources, large dissemination of smart sensing and control
devices, including smart home, and new vehicular energy approaches demand a new position
for distributed communications, energy storage, and integration of varii sources of energy.

We welcomed academic, research and industry contributions. The conference had the
following tracks:

 Energy efficiency planning

 Smart Grids management and control

 Trends in energy fields

 Green communications
We take here the opportunity to warmly thank all the members of the ENERGY 2019

technical program committee, as well as all the reviewers. The creation of such a high quality
conference program would not have been possible without their involvement. We also kindly
thank all the authors who dedicated much of their time and effort to contribute to ENERGY
2019. We truly believe that, thanks to all these efforts, the final conference program consisted
of top quality contributions.

We also thank the members of the ENERGY 2019 organizing committee for their help in
handling the logistics and for their work that made this professional meeting a success.

We hope that ENERGY 2019 was a successful international forum for the exchange of ideas
and results between academia and industry and to promote further progress in the areas of
smart grids, green communications and IT energy-aware technologies. We also hope that
Athens, Greece provided a pleasant environment during the conference and everyone saved
some time to enjoy the historic charm of the city.
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Abstract— Reducing energy consumption within buildings has
been an active area of research. Energy usage both in
commercial and residential buildings represents a significant
portion of overall energy consumption. The viability of
Wireless Sensor Network (WSN) technologies can be
integrated with Building Energy Management Systems
(BEMS) in order to reduce energy consumption within
buildings. This paper targets the description of a generic
architecture and classification of WSN-based BEMS.

Keywords - Wireless Sensor Networks; Smart buildings;
Building Energy Management Systems.

I. INTRODUCTION

The use of electricity in commercial and residential
buildings represents a significant portion of overall energy
consumption. Effective energy conservation within buildings
will result in a significant decrease in energy demand. This
demands that customers be provided with accurate and
detailed information concerning their energy usage in real
time. Such information is a prerequisite for effective
feedback provision as well as for enabling the deployment of
remote intelligent autonomous energy control systems.
Recent advances in wireless communications, low-power
integrated circuits, sensor design, and energy storage
technologies have enabled the effective deployment of
Wireless Sensor networks (WSNs) in a range of real-world
application domains [1]-[3]. WSNs can be used by
environmental and event monitoring systems, such as
Building Energy Management Systems (BEMS). BEMS
harness WSNs to harvest detailed information concerning
energy consumption within buildings, as well as the
prevailing context under which such consumption occurs.
BEMS are an integral part of so-called intelligent or smart
buildings. In this article, a classification of the WSNs based
BEMS for smart buildings is presented. In this context, the
rest of this article is organized as follows: An overall
presentation of WSN technology is provided in Section II,
while Section III describes BEMS and a generic BEMS
architecture is provided in Section IV. Then, in Sections V-
VII, energy monitoring, energy feedback and control systems
are presented. Finally, Section VIII list some of BEMS
challenges and Section IX states the conclusions.

II. WSN TECHNOLOGY

A. Characteristic Features of WSNs

A WSN can be seen as a node network that gathers in-
formation from the surrounding environment, thus enabling
interactions in predefined cases. WSNs usually include
sensor nodes, actuator nodes, gateways and clients. A large
number of sensor nodes are deployed randomly inside of or
near the monitoring area (sensor field), form networks
through self-organization. During the transmission process,
the monitored data are processed and forwarded by multiple
nodes to finally reach the gateway node. The cost of WSN
equipment has dropped dramatically and WSN applications
are gradually expanding to industrial and commercial fields.

B. Sensor Nodes

The sensor node is one of the main parts of a WSN.
Hardware implementation of sensor nodes typically includes
four parts: the power and power management module, a
sensor, a microcontroller, and a wireless transceiver. The
power module is responsible for the provision of the
appropriate power (i.e., in terms of frequency and nominal
voltage value) for secure and reliable operation. The sensor
module is responsible for data acquisition from the
surrounding environment. A sensor is in charge of collecting
and transforming the signals, such as light, vibration and
chemical signals, into electrical signals and then transferring
them to the microcontroller. The latter receives data from
the sensor and processes them according to predefined
operations. The Wireless Transceiver module transmits data
to other wireless nodes, mobile devices, or control centers.
At this point, it should be noted that all parts of a WSN node
consider the WSN node features should be of tiny size and
limited power [4].

C. Topology

In general, a WSN consists of a number of sensor nodes
and a gateway for the connection to the Internet. The
general deployment process of a WSN can be described as
follows: first, the sensor network nodes broadcast their
status to the surroundings and receive the corresponding
status from other nodes to detect each other. Afterwards, the
sensor network nodes are organized into a connected
network, according to a predefined topology. After the

1Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-713-9
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establishment of the network topology, optimal paths are
computed for transmitting the sensing data. The power of
sensor network nodes is usually provided by batteries, in
order to keep transmission distance of WSN nodes in a short
range. The transmission distance can be up to 800-1000
meters in the open outdoor environment under line of sight.
However, in the case of indoor environments, this distance
can be significantly reduced. In such situations, the
coverage of a network can be extended by the use of multi-
hop transmission mode. In these cases, the sensor network
nodes act both as transmitters and receivers. The source
node sends data to its preferred node within its range (called
parent node) based on predefined metrics. The next node,
again, forwards the data to one of its nearby nodes along the
path towards the gateway. The forwarding is repeated until
the data arrives at the gateway, the destination. All protocols
and some implementation techniques of WSNs can be
adapted to the mature architecture and technologies of
wireless and wired computer networks.

D. Low-cost IP interconnection technology

The choice during the design of the first sensor networks
was to use private addresses to manage the sensor network
nodes. Due to its relatively short length, the address was
suitable for implementing in low-power embedded sensor
nodes. However, the management of private addresses
increased the difficulty of interaction between the sensor
network nodes and the traditional IP network nodes.
Therefore, there is a need to resolve the connectivity
problem of WSN and IP network. As it is known, IPv4
addresses have been gradually depleted, and the new IPv6
addressing scheme is suitable for a wide range of sensor
network deployment, providing each sensor node with its
unique, public IPv6 address. As a result, 6LoWPAN low-
power wireless technology based on IPv6 has emerged. The
6LoWPAN has generally implemented a simplified IPv6
protocol above the link layer of the IEEE 802.15.4 protocol
[5]. Header compression and packet fragmentation reloading
is implemented by adding an adaptation layer between the
IP layer and the link layer, which is a reliable method to
achieve protocol adaptation between the IPv6 network and
the sensor network.

III. BUILDING ENERGY MANAGEMENT SYSTEMS

The advent of Building Management Systems (BMS) is
sometimes also referred to as Building Automation Systems
(BAS). Though energy control systems were becoming
progressively more sophisticated, an increased awareness of
the importance of consumption feedback to consumers as an
instrument of affecting positive behavior change was
emerging. Initial studies, mainly conducted by
psychologists, demonstrated the potential of feedback to
reduce wasteful energy usage and save on energy cost.
Energy consumption feedback has been studied as a
mechanism for affecting behavior change in energy
conservation within residential buildings. In the 1990’s

thermostats, many with dead zones, were harnessed
extensively to control temperature within buildings; this
technology was subsequently improved by using
Proportional-Integral-Derivative (PID) controllers. The
potential of Artificial Intelligence (AI) techniques was also
considered. Environmental parameters served as input in the
control of Heating Ventilation and Air-Conditioning
(HVAC) systems. Due to the invisible nature of energy
consumption in residential and commercial buildings, a
major challenge faced by early researchers concerned the
collection of real-time and detailed information on energy
consumed by individual electrical devices within a building.
To enable energy disaggregation at the appliance level,
researchers formulated Nonintrusive Load Monitoring
(NILM) or Nonintrusive Appliance Load Monitoring
(NIALM). NILM enables per-appliance energy
consumption by identifying changes in energy usage data, as
recorded by a meter. A new generation of BEMS emerged
with the introduction of WSN technologies [6]. Acquiring
information on energy usage at different levels, such as
appliance, building, or circuit, was made possible through
the aid of WSNs. In recent years, wireless smart meters and
smart plugs have been developed that can be installed inside
the circuit-breaker box and on outlets close to individual
appliances. Such devices integrate traditional metering
systems with communication interfaces to deliver detailed
information on resource consumption in real time, as well as
to offer additional features, such as remote actuation. Thus,
smart meters are a fundamental component of the current
generation of BEMS. Ιn addition, the concept of Internet of 
Things (IoT) integration in BMS is a challenging research
field, as it allows the interconnection of various diverse
functions in the concept of smart cities (i.e., energy demand
and consumption of various components) to be integrated in
order to maximize energy efficiency [7].

IV. GENERIC BEMS ARCHITECTURE

A. Key components

A generic architecture for such a BEMS is presented in
Figure 1. Conceptually, it can be considered as comprising of
three key components, namely Sensor Layer, Computation
Layer, and Application Layer.

a) Sensor Layer

Buildings, and the electrical devices and appliances with-
in them, are monitored by a sensor configuration that collects
data on energy usage and temporal contextual environmental
parameters. This information is made available to the
computation layer for further data processing and analysis.
The sensor layer is a physical-level configuration composed
of a suite of sensor nodes deployed inside a building that
periodically measure relevant phenomena and forward
measurements to the computation layer for further analysis
and storage [8]. This component can be seen as comprising
three subcomponents:

2Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-713-9
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 energy sensing: consists of a smart meter (sensor)
deployment that monitors energy usage within and
throughout a building.

 environmental sensing: consists of an array of sensors
that collect information on prevailing environmental
factors, such as luminance level, temperature, relative
humidity, carbon dioxide level, and so on.

 human sensing: addresses the monitoring of occupant
presence and behavior and the development of behavior
models for a given environment.

Figure 1. Architecture of BEMS.

b) Computation Layer

The function of the computation layer is to analyse all
information collected by the sensor layer using algorithmic
calculations and statistical analysis. It compromises two
components:
 The computation software and
 The database that records all data, including real time

and event driven, such as energy usage comparisons, and
historical calculations.

c) Application Layer

What analysis occurs, and what tools to adopt, for ex-
ample, logical reasoning, data mining, and so on, will be
driven by the needs of the application layer. This layer can
be further categorized into two application subcategories:
appliance control and the provision of user feedback across a
range of modalities. Implicit within this layer is a
management component allowing for system testing. BEMS
functionality is realized in the application layer. Two
categories of functionality may be identified:
 Energy feedback systems provide building services, in

inhabitants, and any other interested party with
information concerning energy consumption. Such
systems can present both real-time and historical energy
usage information. Ambient displays, mobile devices, or
Web portals may be harnessed for visualisation purposes.

 Energy control systems control devices and appliances
within the building in accordance with policies and
preferences defined by consumers. Preferences may be
defined using intuitive user interfaces; likewise, control
can be exercised via a range of digital displays.

Computational intelligence techniques may be harnessed
for enabling autonomous behavior.

In each of the two categories, an interface and control
component for system management activities is necessary.

B. Cloud-enabled BEMS

Local computational capabilities may prove insufficient
to represent and manage data of BEMS using WSN. One
possible solution may involve the harnessing and integration
of cloud computing with BEMS [9]. They will initially be
realised as cloud services in the commercial context. A
service-oriented paradigm may evolve where a wide range of
services is hosted on the cloud, but consumers access them
on a subscription basis, as their needs dictate. For example,
domestic consumers may be driven by a simple need to save
money.

Figure 2. Classification of BEMS

In contrast, industrial and business users may
perceive cloud services as an appropriate solution for
legislative adherence, insurance provision, as well as
enabling contractual fulfilment. BEMS can be classified in
three categories, namely monitoring, feedback, and
control (see Figure 2) [6].

V. ENERGY MONITORING TOOLS AND TECHNIQUES

A. Approaches

Traditionally, meters installed in buildings between the
baseline and the external power line fail to provide
sufficiently detailed data on energy usage, nor do they offer a
communication interface by which one could obtain such
data in real time. Research has proposed WSN-based
solutions that include energy usage monitoring using smart
meters/outlets and distributed approaches for appliance
activity monitoring. These are advanced energy monitoring
systems that measure energy consumption and provide
communication interfaces by which to transmit data in real
time. There are two major approaches being harnessed to
monitor energy usage and in the literature are referred to as
single-point monitoring and distributed monitoring:

 single-point monitoring (NILM): they use a single
metering device installed at the fuse box to monitor the
entire building energy usage. To identify energy
consumption at the appliance level, the data is then
analyzed using estimation algorithms to identify the

3Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-713-9
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different load usage patterns generated by various
appliances when in use.

 distributed monitoring (ILM): this approach is used for
monitoring appliance-level energy consumption. It
harnesses either smart plugs/outlets or various types of
sensors for each individual appliance.

B. Single-Point Monitoring (NILM)

A smart clip-on meter is installed at the main electrical
panel outside the building and it meters the entire building
energy usage in real time and reports this to a PC via a
gateway. This data is sometimes referred to as the aggregated
energy usage measurement of a building. The next step is to
disaggregate appliance-specific information from this
measurement. Appliance signatures are created by turning
appliances on/off during the training phase and appropriately
annotating the dataset. These signatures are then used by
machine learning algorithms to disaggregate energy data.
Appliances that have different energy usage patterns (or
signatures) are easily identifiable but those with similar
patterns are harder to distinguish. Some examples of smart
metering and WSN-based systems are the following:

a) Direct Energy Monitoring

Direct energy monitoring systems require an in-line
installation of the metering component to measure energy
usage. Most of the systems surveyed provide broadly similar
functionality, however, each of them uses varying sensor
types and is designed using different hardware/software
techniques, such as circuit-panel meter and energy
consumption display.

b) Indirect Energy Monitoring.

Instead of an in-line installation of a clip-on meter, this
method uses a plugin sensor to capture electrical noise
generated on power lines by the running of appliances. This
approach is used to capture appliance activity information.
Electrical Noise Sensing is an approach to identifying
appliance status is pre-sented. The system uses a single
plugin sensor to detect electrical noise on power lines created
by electrical appliances when they are switched on. Different
appliances generate different electrical noise signals. This
technique computationally expensive and also requires a
complex and time-consuming training process compared to
other NILM techniques.

C. Distributed Monitoring (ILM)

In the case of distributed sensing, each appliance in a
monitored environment typically has one or more sensors
allocated to it. These sensors measure a range of activities
from energy usage to appliance state activity. Distributed
sensing can be considered as the most accurate approach for
appliance-level monitoring but it is very expensive. This type
of sensing consists of using either smart meters/outlets to
measure appliance level energy usage or various types of
sensors to infer appliance-specific activities [10].

a) Direct Energy Monitoring

The installation of smart metering systems usually occurs
inside the circuit breaker box and, due to safety concerns,

may require an electrician for installation. To ease
installation, a range of smart outlets have been developed
and used. Smart outlets are installed between AC plugs of
appliances and the standard wall power sockets. Using a
gateway, the data is acquired by a PC and is then visualized
on a variety of media. Such systems are straightforward,
provide accurate appliance-level metering, but provide
limited functionality regarding data aggregation, analysis,
and visualization.

b) Indirect Energy Monitoring

While smart power outlets and meters are appropriate for
appliances that provide standard AC plugs, they cannot be
easily installed to operate with major energy consuming
devices, such as HVAC systems, ceiling lights, and electric
boilers because these devices are typically connected directly
to the main power line. To address such issues, various types
of sensors for indirect energy usage monitoring have been
used. Most of these techniques are used to obtain fine-
grained appliance activity information within buildings and
differ from each other on the basis of the hardware (sensor
nodes) they have adopted and software implementation. The
main approaches follow:

 Electromagnetic Sensing.

It is an indirect and detailed power monitoring system in
which wireless sensors are used to report appliance state
information. The system provides detailed feedback on
appliance-level electricity consumption using a collaboration
between sensor nodes placed in close proximity to
appliances and the main power meter that reports overall
electricity usage. It uses three types of sensors: magnetic,
sound, and light sensors. Magnetic sensors, placed near an
appliance or a power line, can sense magnetic field variations
when the current flows in the power line.

 Environmental Sensing

It is an environmental sensing approach that harnesses
various types of sensors to infer appliance state activities
based on measured environmental parameters. A sound
sensor records the sounds produced by appliances and a light
sensor obtains information regarding light status when
switched on/off. All sensors transmit their data to a PC that
processes the data and visualizes power usage per appliance.
In order to automate the NILM training process, a temporary
deployment of wireless sensors to each appliance is done and
then appliance activity information is inferred based on the
data reported by these sensors. Systems have been developed
to reduce the energy consumption of meeting rooms by
identifying waste. Placing various types of sensors close to
appliances increases overall accuracy level but also increases
system complexity. Such approaches demand more time for
deployment while increasing installation and maintenance
cost as compared to other indirect sensing techniques [4].

 Thermal Sensing

Systems that disaggregate total power usage into
appliance-level consumption by observing the heat patterns
generated by appliances have been developed and used. A
power meter to obtain overall energy usage and one thermal
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camera to observe heat patterns on the appliance surface
have been also used.

D. Monitoring Subsystem

The monitoring subsystem, is composed of a number of
electricity sensors, measuring the power consumption of
each single electrical appliance in the building. In addition to
electricity sensors, the monitoring subsystem also includes
environmental sensors for monitoring parameters, such as
temperature, light intensity, human presence, and so on. Such
information will be used by the energy manager application
to minimize energy wastes, according to energy conservation
strategies defined by the user(s). Data collected by both
electricity and environmental sensors are communicated
wirelessly to a base station located on the same floor (there is
at least one base station per floor) and, then, conveyed to a
central server. The communication between base stations and
the central server typically occurs through a wired LAN
(e.g., Ethernet) [4]. The central server has the responsibility
to collect and process data. It provides users with real-time
and/or periodic reports on energy consumption and costs.
The server also sends alert messages to notify of specific
events (e.g., a device being in active mode when it is
supposed to be in inactive mode) suggesting possible actions
to save energy.

VI. ENERGY FEEDBACK SYSTEMS

The content of feedback given to users may contain
different reporting units, such as energy consumption and
cost, appliance-state information, or environmental impacts
(for example, carbon emissions). These units, when
displayed, have different impacts on motivating users to
reduce energy consumption. A classification of these
systems follows:

 Energy Consumption and Cost

Usually, feedback systems provide information on
energy consumptions and the cost of energy used to help
users make financial savings.

 Appliance-State Information

Some feedback systems provide information on
appliance state, whether active or otherwise. With this
information, consumers can understand where energy is
being wasted inside a building and, as a result, they can turn
appliances off if they are not needed. Systems with high
accuracy use either smart outlets or various types of wireless
sensors to obtain appliance-state information.

 Environmental Impacts

One of the motivational factors of energy conservation is
to lower carbon emissions to further the goal of a greener
environment.

 Feedback Disaggregation

Providing disaggregated feedback results in more energy
conservation. There are five major types of disaggregation
to help users understand their energy usage in detail: space-
specific, user-specific, appliance-specific, time-specific, and
service-specific. Space-specific disaggregation is achieved

by dividing a building into smaller areas. Division can be
based on rooms, circuit breakers, or appliance types.
Appliance-Specific disaggregated information is considered
as highly enriched feedback targeting energy estimation at
appliance level. Time-Specific Disaggregation, feedback on
different time-scales, past, present, and future is given to
help users know when and over what timescale energy was
consumed and wasted. User-Specific Disaggregation or
personalized feedback can help individuals in a building to
keep track of their own energy usage. Service-Specific
Disaggregation supports energy conservation based upon a
broader perspective through the possible reconfigurations of
services.

 Feedback Presentation

The information on energy consumption should be
displayed using a medium that can capture attention, such as
digital screens, smart TVs, mobile phones, and in written
form; it should also be delivered in a way that is inter-active
using graphs, figures, and easily understandable numerical
data is preferred.

 Motivational Factors

Apart from motivational factors described in the previous
sections, there are several other approaches to motivation,
such as using comparisons, goal settings, media campaigns,
and rewards has led to reduced energy usage.

VII. ENERGY CONTROL SYSTEMS

A. Architecture

A variety of building automation and control systems
use WSNs to conserve energy. These systems usually adopt
a three-tier architecture:

 a network of sensor nodes, that report energy usage,
occupant behaviour, and environmental conditions;

 a central control server; and

 a set of intelligent plugs and relays that control electric
appliances within a building.

The first layer provides information to the control server.
The control server performs computation on information
received from the sensors as well as information obtained
from other sources, such as weather conditions/forecast
using the Internet. The data is then harnessed by intelligent
algorithms to control energy by switching off electric
appliances, turning off lights, reducing HVAC parameters,
and so forth. Based on the techniques and implementation
details, the energy control systems consist of three major
categories: autonomous energy control systems, manual
energy control systems, and energy forecast/modelling
systems [10].

B. Autonomous Energy Control

Autonomous energy control systems, once configured,
can reduce energy consumption within a building by con-
trolling electrical appliances, such as HVAC and lights
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without requiring continuous user interaction. Such systems
primarily target HVAC and lighting systems that consume a
significant portion of overall energy consumption within
commercial buildings. A combination of different sensor
nodes, such as temperature, PIR (Passive Infrared for
occupancy detection), ambient light, and sound sensors
inform the control server about the monitored environment.
The control server can then make decisions and send signals
to actuators. The overall goal is to switch off (or lower)
HVAC, lights, and other loads in the building when not
needed.

C. Manual Energy Control

Manual energy control systems provide user
functionalities to monitor and control electric appliances
remotely. BEMS provide GUIs that visualize energy
consumption per appliance (mostly HVAC and lights) and
provides control options for these devices. Manual energy
control systems use smart outlets for plug-based appliances
and standard actuation devices for HVAC and ceiling-light
control.

D. Energy Modeling Systems

The use of software tools for energy management within
buildings has become quite popular. These tools enable
users to estimate the energy consumption of buildings as
well as provide energy control features. Energy modelling
tools offer a number of functionalities regarding energy
consumption auditing, prediction, and design and evaluation
of energy control systems. Such tools are helpful in
motivating users to improve building energy consumption
by enabling them to understand the spectrum of energy
usage within buildings, especially when there are limited
resources and many technical challenges to face.

VIII. CHALLENGES OF MANAGING BUILDING ENERGY

INFRASTRUCTURE

In building energy management, a number of challenges
can be identified:

 Installing resource monitoring can prove demanding in
terms of the required technical knowledge and
associated deployment time, both for single-sensor and
distributed approaches.

 Monitoring energy consumption demands sensing the
environment as to patterns of movement, potential
activities within, and occupancy levels.

 Engineering and sustaining behavior change is
fundamental and core to the success of building energy
management systems. User feedback is the instrument
through which behaviour change may be achieved.

 Building energy management systems is extremely
heterogeneous and there is a need for the development

tools to support the rapid prototyping of standards-
compliant BEMS.

IX. CONCLUSIONS AND FUTURE WORK

With increasing demand and costs in energy production
and limited supply of energy resources, energy conservation
has emerged as a critical environmental issue. Much of this
attention has been directed to the use of energy in the
buildings, as energy consumption in commercial and
residential buildings, and there is a need to examine ways in
which energy consumption may be reduced.

This article presents energy monitoring, feedback, and
control strategies aimed at energy conservation within the
built environment. Also, a generic architecture for BEMS
incorporating WSNs has been given to achieve such a
solution. Finally, a classification of BEMS has also been
presented.

Future work includes the implementation of the proposed
architecture and its extended testing and comparison with
existing architectures and approaches.
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Abstract— Nowadays, Energy Management Systems (EMS) are 

accessible for homes and buildings to optimize energy 

consumption especially when solar panels and batteries are 

installed. The intelligence of existing systems is often based on 

environmental or exogenous information like the weather, 

energy prices, and endogenous information like user 

consumption behavior and activity. The solutions aim to adapt 

a consumption profile to the produced energy in order to 

reduce costs. In the case of a perfect prediction of all variables, 

system performance can be controlled. In this article, we study 

the impact of generation prediction error on the daily energy 

cost. For this, we consider the energy management system as a 

black-box and we simulate multiple scenarios with different 

prediction errors using the quasi-random Monte Carlo 

method. We observe the global sensitivity of the system by 

measuring the Sobol indices in order to identify errors that 

impact more the daily energy cost. The analyses are based on 

French consumption data and on irradiance data for 

Carpentras, France. Results show that findings are aligned 
with battery charge and discharge strategies.  

Keywords-home energy optimization; renewable energies; 

irradiance prediction; sensitivity study; Sobol indices. 

I.  INTRODUCTION 

With the current environmental issues, several solar 
energy-based technologies have been proposed as a partial 
solution to reach environmental goals. In the context of smart 
homes, the benefit of using green energy can be both 
environmental and economic. However, due to the solar 
resource high variability and depending on the energy 
purchase and selling schemes, forecasting algorithms can be 
important to better plan with respect to incoming solar 
production. Using forecasting information, flexible energy 
devices functioning can be optimized with respect to local 
generation and by taking into consideration the wear of the 
equipment. So, a measure of performance is required. 
Indeed, a better understanding of uncertainty in the netload 
(consumption – generation) allows to better maintain grid 
stability and develop adequate real-time control mechanisms. 
This can have the positive effect of keeping down the costs. 

Furthermore, the topic of coping with uncertainty for 
complex systems is not new [1]. In addition, researchers 
have developed systems to simulate buildings thermal and 
energy behavior as black-box functions including many 
parameters. Due to the complexity of buildings energy 

model, only few important parameters are taken into 
account. 

 In this paper, we study the impact of forecasting errors 
on the total daily system cost.  For this, we analyze the 
sensitivity of irradiance prediction errors on this total cost.  

To perform a Sensitivity Analysis (SA), several 
approaches and categorization were proposed in the 
literature. According to [2], SA methods may be classified 
into three approaches: the mathematical approach, the 
statistical approach and graphical assessment. The major 
difference between these methods relates to the number of 
input parameters. For instance, in the statistical sensitivity 
analysis, a large enough number of inputs has to be 
(randomly) generated.  

Heiselberg et al. [3] proposed to group Sensitivity 
Analysis methods into three classes, which are: the local 
sensitivity methods, the global sensitivity methods, and the 
screening methods.  In the local sensitivity methods, one can 
study the variation of system output under the variation of 
one parameter. In global methods, the sensitivity to one input 
is computed by varying simultaneously many other inputs 
(i.e., input is represented by a vector). Screening methods 
compute the sensitivity indices as an average of derivative 
with respect to the different inputs.  In the context of the 
building energy models, the choice of the most suitable SA 
method depends on the assumptions one can make on the 
model output and mainly on the linearity of the function 
linking inputs to the output.  

A similar SA analysis has been conducted by authors in 
[4]. The authors present a performance comparison of 
sensitivity analysis methods for building energy model in 
terms of time and computation. However, the interpretability 
of the sensitivity indices is lacking. In addition, their analysis 
is solely related to physical endogenous variables of the 
house and does not take into account exogenous variables 
that may affect energy management system decisions.  

In this work, we focus on a global SA for the assessment 
of the Energy-Efficient Smart Home solutions. To conduct 
this analysis, we use a hybrid modular simulator separating 
the user input, optimization module and physical simulation 
module. The cited components are connected thanks to a 
loosely-coupled architecture that enables communication 
exchanges.  

For the SA analysis, we use the Sobol method [5] [6] for 
evaluating the system’s behavior by performing a functional 
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analysis of the variance (ANOVA).  To generate the 
scenarios to be evaluated, many strategies were proposed 
like Sobol sequence [6], Fast method [7], etc. It is also 
possible to generate a sequence of randomly distributed 
points of inputs using the Monte Carlo method. In practice, it 
is common to substitute random sequences with low 
discrepancy sequences to improve the efficiency of the 
estimators. This method is known as the quasi-Monte Carlo 
method. It is less expensive than Monte Carlo, but no 
evaluation of the error is made. The third one is quasi-Monte 
Carlo randomized (intermediate cost between the two 
previous methods and evaluation of the error). In this study, 
we use the Saltelli’s sampling scheme, which is based on 
quasi-random Monte Carlo [12]. 

The remainder of this paper is structured as follows: in 
Section II, we describe our system: the software system 
architecture and simulation modules. We also describe the 
home energy model with a specific highlight on the 
optimization and the sensitivity analysis procedure 
considered. In Section III, we present the sensitivity study 
results and analyze the correlation between the daily total 
cost and the forecast error. Finally, we conclude in Section 
IV. 

II. SYSTEM 

We aim at building a system capable of analyzing the 
impact of prediction errors on an energy management 
system. In particular, we are interested in studying the 
impact of irradiance prediction errors on household 
electricity bills. We focus on a residential house equipped 
with solar panels and a storage device (see Figure 1. ). This 
house can have varying buying and selling prices. 

 
Figure 1.  Smart Home with solar panels and a storage device 

A. Smart Home architecture 

To assess the impact on a realistic house, we build a user-
friendly Smart Home simulator. It is designed as a modular 
platform: each component of the platform represents a 
different function and can be replaced and/or developed 
independently. It contains three main components:  

1. The User Interface (UI) component: allows the user to 

enter all the required inputs and initiate the simulation. 

It helps to select the equipment of the Smart Home. 

Finally, the UI renders the results of the study in a 

summarized report.  

2. The Optimization component: calculates and finds the 

best planning for controllable devices in the Smart 

Home taking into account the constraints of electric 

equipment, buying and selling price and local 

generation of renewables. 

3. The Simulation component: simulates the physical 

response of the house taking into account the 

equipment used and the planning generated by the 

optimization component. Our model is built using 
Phisim library [8]. 

To ensure the communication, we implement messaging 
between each of the previously mentioned components. For 
this, we use the Websocket technology and nodejs language. 
In Figure 2. , we present the platform including all the 
components. Grey boxes represent different distant 
machines. In our analysis, the user is an automated script that 
launches scenarios corresponding to the conducted 
sensitivity analysis. 

 
Figure 2.  Smart Home simulator structure 

B. Context and assumptions  

We consider an energy management system that works as 
follows: each day, the system produces a charge and 
discharge planning for each hour of the next day. This case 
allows to decide energy trading decisions on day-ahead 
market coupled with having the possibility to sell at a feed-in 
tariffs. In this paper, we do not consider intra-day control 
mechanisms but we aim at understanding the uncertainty that 
can occur when we are planning ahead of time.   

The energy management system decides to auto-consume 
or sell the energy produced by the solar panels. This is done 
based on a house consumption and energy production 
forecast. The system does not change the house consumption 
habits (no demand management is considered for our 
analysis). In addition, the use of battery is restricted to 
fulfilling house consumption needs (i.e., the energy stored in 
the battery cannot be sold to the grid). 

C. Optimization model 

Based on solar irradiance forecasts, the system solves a 
cost minimization problem formalized as a Mixed Integer 
Linear Problem (MILP): 

 

min  h=1..24 (Qh Pbuy (h)-ph P(h)Psell(h))            (1a) 
 

Such that: 

   Qh = Y(h) + Bh  - (1- ph) P(h)  (1b) 

 ph    0, 1     (1c) 

         Qh  ≥ 0     (1d) 

         Bh  [-BmaxDischarge, B maxCharge]  (1e) 
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  where h is an hour of a day (h=1,..,24), Qh is the amount 

of energy bought at hour h at the price Pbuy (h), ph is the 
fraction of the power produced P(h) by solar panels at hour 
h. This power can be sold at the price Psell(h). Y(h) denotes 
the consumption forecast at hour h. The battery charge or 
discharge rate at hour h is denoted by Bh. It takes values 
between a maximum discharge rate -BmaxDischarge and a 
maximum charge rate B maxCharge. The evolution of the energy 
content of the battery Eh at hour h is given by: 

 

Eh= { 
Eh-1 + η Bh    if Bh ≥ 0 

(2) 
Eh-1 + Bh       Otherwise 

 
This energy content is a positive value smaller than the 
considered battery capacity. η represents the battery charging 
efficiency. 

The optimization system is linear. To make a realistic 
assessment of the house response, we run the optimized 
planning in a physical simulator, which tries to imitate the 
real energetic behavior using Phisim library [8]. 

D. Sensitivity analysis model 

There are many approaches to perform sensitivity 
analysis. Since we do not want any restriction on the energy 
management system model, we use a black-box method 
consisting in running simulations and observing the effect on 
the output.  

In addition to the nature of the analysis technique, the 
choice of the method also depends on the variables 
dependencies. We can study the impact of variables 
separately. This is called a local sensitivity analysis. Or, we 
can analyze the impact by varying variables simultaneously. 
This is called a global sensitivity analysis. In our case, since 
we are interested in analyzing the impact of solar generation 
on costs, variables are naturally related. Indeed, we can 
expect three main causes of differences between predicted 
and real irradiance, namely a shift with respect to prediction, 
a change in the amplitude on the whole irradiance curve or 
unexpected local (hourly) changes (e.g., caused by clouds). 
For this reason, we argue that a global analysis method is 
more appropriate. 

The global sensitivity is often measured by a numeric 
value called the global sensitivity index. This index can be of 
three orders (see Figure 3. for illustration): 

- First-order index: measures the contribution of a 
single model input (alone) to the output variance. 

- Second-order index: measures the contribution of 
the interaction of two model inputs to the output 
variance. 

- Total-order index: measures the contribution to the 
output variance of a model input, including both its 
first-order effects (the input varying alone) and all 
higher-order interactions. 

Suppose a model denoted by G and its d input variables 
denoted by X1, X2, …, Xd. The output Y can be described 

by: 

Y=G(X1, X2, …, Xd) (3) 

 
Figure 3.  Different orders of sensitivity indices 

To estimate the sensitivity indices, several methods exist 
in the literature. We compute sensitivity indices obtained 
through a variance decomposition of G (see [9] for details). 
They satisfy: 

1 = ∑i=1..d SIi + ∑i<j SIi,j + … + SI1,2, …, d 
(4) 

 
where SIi is the principal (First order) sensitivity index of 

variable Xi, SIi,j is the second order index of variables Xi and 
Xj. The total sensitivity indices are defined based on the first 
order indices with these equations: 

SIi = Var(E(Y/Xi))/Var(Y) (5) 

SIT
i = ∑I⸦{1, … , d}, i  I SII (6) 

where SIT
i  measures the contribution of Xi to the output 

variance including the variance caused by its interactions 
with the other input variables. Estimating these indices can 
be costly in time and computation [10] [11]. In this paper, we 
use the method described in [12]. It is based on the Saltelli’s 
sampling scheme, which is based on quasi-random Monte 
Carlo. 

III. APPLICATION 

In this section, we propose to conduct the sensitivity 
analysis on the proposed home energy management system. 
In our model, the intelligence of the smart home 
management relies on the optimization results. The 
performance of these results depends on the accuracy of 
solar irradiation prediction. However, there is always a 
difference between the predicted and the real irradiation.  

A. Objectives 

The aim of this work is to take advantage of the 
knowledge of the energy management system strategy in 
order to assess the interpretability of the sensitivity analysis 
results. For this, we assume that prediction error can occur 
at any of the 24 hours and we measure the impact of the 
prediction error on the total cost at the end of the day. Since, 
the optimization controls the battery charge and discharge, 
we include the electric storage capacity as an additional 
parameter that may impact sensitivity. Therefore, different 
sizes of the battery and prediction error have to be studied. 

B. Model simplification 

Simulator inputs can be grouped into three categories: 
- Installed equipment in the house, with their 

characteristics and limitations (electric power, 
flexibility, etc.). 
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- The forecasted environmental and market variables: 
temperature, irradiance, wind speed, electricity 
buying prices, electricity selling prices. 

- The occupation scenario of the different equipment 
based on user activity, or an expected behavior of 
consumption devices. 

Conducting sensitivity analysis of all these variables can 
be very costly in time and is not in the scope of the present 
paper. In order to reduce the complexity of our system, we 
fix the parameters representing hourly electricity prices and 
energy consumption profile. 

To select our model input for the house consumption, we 
use the results of the analysis in [13], which identifies four 
typical consumption profiles for houses in France 
represented by four periods: summer week, summer 
weekend, winter week and winter weekend. This is built 
based on consumption data collected from 149 houses and 36 
multiple-unit dwellings of different characteristics in 2010. 
Since we are interested in studying solar generation, we 
consider the summer profile of a weekday.  

To ease the interpretation of the sensitivity analysis 
results, we use simple pricing models for energy purchase 
and selling. Indeed, we consider a fixed buying price at 
0.2977€/kWh and a selling price at 0.1231€/kWh. This 
pricing scheme is very similar to the actual German pricing 
for feed-in-tariff and energy purchase (selling price lower 
than the buying price). It incentivizes to auto-consume 
PhotoVoltaic (PV) power. Average solar irradiance is 
calculated using data from Carpentras station (France) for 
2011 to 2013 during summer. We use average generation 
values of a solar panel with a performance ratio of 15%.  

The fixed daily scenario considered with respect to 
energy price, consumption and generation profiles, is 
represented in Figure 4.  

We consider four classes for battery capacity (kWh): 
- First class: ranges from 5 to 8,  
- Second class: ranges from 9 to 12, 
- Third class: ranges from 15 to 20, 
- Fourth class: ranges from 30 to 40. 
First and second class correspond to battery capacities 

that are lower than 12933Wh (the total consumption after 
4pm that cannot be satisfied by the mean predicted PV 
generation). Third and fourth classes correspond to batteries 
larger than the needed power storage. 

In this study, we use the Saltelli’s sampling scheme to 
generate the scenarios for irradiance variables and battery 
capacity. In order to validate our observations, we conduct 
the study also by shifting the generation curve to the left (i.e., 
the generation peak is earlier) and to the right (i.e., the 
generation peak is later). 

C. Results and interpretations 

To analyze the sensitivity of the model with respect to 
irradiance and battery capacity, a N(2d+2) sample matrix is 
generated where d is the number of parameters (related with 
hours and capacity) and N is a number of scenarios (i.e. each 
row of the matrix is a sample vector). Since irradiance is 
very close to zero during night hours, we only consider the 
irradiance parameters from 5am. 

 
Figure 4.  Power and prices profiles for each hour of the day 

7pm. This will make the number of parameters describing 
irradiance equal to 15. With the battery capacity, the total 
number of inputs for our sensitivity analysis will equal 16. If 
we choose to set N equal to 1000 and the number of model 
inputs d is 16, we need to run the model on a 34000 sample 
matrix. Then, we can estimate the sensitivity indices based 
on the outputs of all run scenarios.  

Results are shown in Tables I and II for first order and 
second order indices, respectively. Indices are highlighted 
with more intensified color when the value of the index is 
higher. The values in Table I are very similar to those of first 
order indices. This can be checked since first order indices 
sum to 1 for each row of the table. This observation suggests 
that there is little interaction between variables in this case. 
In Table I, in addition to testing for the different capacity 
classes, we also test cases where we shift left or right the 
generation curve for some hours with respect to Figure 4 
(a.k.a. “No change” case) in order to have an earlier or later 
generation peak respectively. Table II only shows results for 
the “No change” case and illustrates the effect of pure 
interaction between any pair of input variables. 

Looking at first order indices and for the different classes 
of battery capacities, we notice a change in the impact of 
battery capacity variable. Indeed, if we compute the positive 
netload at the end of the day (since we know the 
optimization strategy in this case), this will give us the 
battery capacity required and used to the fullest. These 
values are for each of the shifting cases: 

- Left shift of 2: 17479.5 Wh 

- Left shift of 1: 15479.5 Wh 

- No change: 12932.9 Wh 

- Right shift of 1: 9142.7 Wh 

- Right shift of 2: 5346.8 Wh 
We can see that, depending on the capacity range and 

how it compares to previously presented values, the impact 
of the capacity value changes drastically. This can be 
explained by the usage of the whole capacity when capacity 
is lower than the needed usage of a specific case: capacity 
variation has an important effect on the total cost since it 
reflects how much energy can be actually stored. 
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TABLE I.          TOTAL ORDER SENSITIVITY INDICES 

TABLE II.  SECOND ORDER SENSITIVITY INDICES 
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      When the capacity class becomes higher, the index will 
drop to zero. Hence, in this study, the sensitivity analysis can 
allow us to identify the “best” capacity class with respect to 
our energy management system. Indeed, the second class 
batteries seem to best fit storage needs based on the “No 
change” test case. 

When battery capacity has a significant sensitivity index, 
the earliest hours with the highest netload value are the most 
impacting (i.e., hours 7am-9am). This suggests that day-
ahead planning of charging is taking place during these 
hours. 

Looking at the hour for irradiance, we can see that the 
sensitivity index is proportional to the irradiance value. At 
10am and 11am, the prediction error has the highest impact 
on the estimated total cost and optimization results.  

For second order indices in Table II, we can observe a 
change in results depending on the capacity class. The first 
class of capacity presents a high sensitivity to irradiance at 
9pm, 11am and 12pm coupled with the subsequent hours of 
each as well as capacity. 9am represents the hour at which 
the battery will be fully charged. So, the state will be 
impacted in subsequent hours with respect to discharge 
possibilities. 11am and 12pm are hours during which the 
netload is very low. Then, variability of generation affects 
cost significantly.  

The second class of capacity has a sensitivity that is the 
most significant for hours 8am and 9am coupled with 
variables representing subsequent hours and capacity. This is 
unexpected since usually hours at which the battery is fully 
charged are the most impacting in combination with 
subsequent hours and the capacity (1pm for this capacity 
class). However, 8am and 9am are crucial hours for charging 
the battery and can affect decisions taken subsequently. 

For large batteries (the third capacity class), the most 
important sensitivity from coupling variables is that of hours 
9am and 12pm. In this case, 9am presents a peak in netload 
and 12pm represents the hour. In this study at which the 
battery might become the fullest (since charging is 
constrained by energy consumption in subsequent hours).  

As a final observation, we can notice that second order 
sensitivity indices become more significant when the 
capacity is larger. 

IV. CONCLUSION 

In this paper, we analyze the sensitivity of radiation 
forecast on the total cost incurred in a home equipped with a 
flexible device and an energy management system. We use a 
black-box technique to conduct the sensitivity analysis. The 
chosen technique takes into account requirements of 
minimizing the time and computation required through 
quasi-random sampling. For the proposed energy 
management system based on day-ahead scheduling, the 
analysis results reflect well the charging strategy. The 
analysis also allows us to validate the use (or not) of the full 
battery capacity. Although we consider a simple scenario, 
our system allows to analyze more complex energy 
management systems and can integrate their interaction with 
different pricing schemes. As a perspective, it is possible to 

study the impact of prediction error on a city. A 
decentralized and distributed solution can reduce the 
complexity of the sensitivity study such as proposed in [14] 
[15] to regularize the mismatches of supply and demand. 
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Abstract— This paper discusses some of the issues surrounding 
the interconnection of smart microgrids, with a focus on fractal 
structures, their implementation, management, operation, and 
potential effectiveness. It builds on a basic smart microgrid 
model which focuses on the property of localised energy balance, 
in order to mitigate the dependency on legacy-grid resources to 
accommodate short-term (hourly) and medium term (daily to 
monthly) imbalance. This model provides the basis for further 
development to allow connecting a group of such micro-grids 
into a network which externally presents identical structure and 
characteristics, so enabling the fractal-like interconnection of 
these micro-grids, or groups of microgrids. Such structures 
simplify the interconnection, management and operation of 
smart microgrids, and their connection to the legacy grid. They 
also intrinsically enable the notion of grid-edge trading. These 
characteristics have the potential not just to further enable and 
promote the effective utilisation of distributed generation and 
storage, but also to simplify and rationalise future backbone 
grid development. 

Keywords-fractal micro-grid; legacy grid; backbone grid; grid 
edge trading; localised temporal energy balance; autonomous 
microgrid. 

I.  INTRODUCTION  
The rapid development of new renewable energy sources, 

typically with non-deterministic patterns of generation, 
provides significant challenges for the traditional, or legacy, 
grid [1]–[3]. Coupled with similarly rapidly developing 
storage technologies [4][5], and automation systems which 
enable effective and tolerable load matching and shifting [6], 
these technologies can facilitate a significant degree of 
distribution. Concerns with long-distance hierarchal/radial 
energy transfer and real-time load following from centralized 
generating systems, grow less and less relevant and 
appropriate when microgrids, with their highly distributed 
generation, storage, and load management, become more 
prevalent [2][6]–[10].  

While the integration of centralized renewables into the 
legacy grid has been the subject of much research, discussion 
and debate [11][12], they typically require significant energy 
storage capacity for their contribution to be effective. 
Although a range of storage concepts have been explored, 
including V2G (Vehicle-to-grid) [13], when utilized with 
centralized renewable generation, the distributed nature of 

such storage in contrast to the generation, places increased 
energy transfer demands on the grid.  

In this paper the microgrid concept is extended into 
networks of hierarchically interconnected microgrids, 
ultimately connected to the backbone grid, in a fractal-type 
structure [15]. The term legacy grid is well established, 
describing the centralized generation and distribution models 
of the past. Here, the term backbone is used to describe its 
evolution/successor where the centralized functionality begins 
to take on a new role, delegating aspects of control, balance 
and generation outwards from the center, depending to some 
extent on, and exploiting, the growth of localized balance, 
although elsewhere the term has been used to describe new 
major national and international transmission systems [8][14]. 

The protocols for the interconnection of the microgrids to 
the backbone grid, including potential grid-edge trading, are 
discussed, with an emphasis on overall system and 
communication simplicity, although there is no constraint on 
individual complexity within a single node [16]–[18]. This 
concept is not unlike that of the Internet, where the protocols 
are essentially simple, with any complexity residing in the 
individual terminal devices, and simple devices not ruled out 
[19]. 

This paper does focus on relatively small-scale 
consumption/generation nodes, typically those found in 
individual residential installations. However, the concepts 
could be extended to to larger commercial or industrial nodes, 
although some aspects may not scale so well. 

The remainder of the paper is structured as follows. In 
Section II, a model to describe the characteristics of a smart 
microgrid is developed, and then in Section III, this is 
extended to enable multiple microgrids to be interconnected 
in fractal-type structures. Section IV then explores the way in 
which energy, and relevant information, might be exchanged 
within, and to and from, these structures, and the overall 
effectiveness of the approach. Section V summarizes the 
paper, and concludes that these techniques can lead to more 
effective utilisation of distributed generation, and simplify 
future backbone grid development. 

II. MODELLING SMART MICROGRIDS 
The notion of localised temporal energy balance within a 

microgrid, as a significant advancement of the Net-Zero 
Energy Balance concept [20][21], is well developed [22][23]. 
To minimize or completely remove grid dependency, balance 
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conditions need to be calculated on a much shorter time scale 
than the annual balance used in the Net-Zero model. A 
household-level smart microgrid model, which enables these 
calculations, has been developed and is shown in Figure 1 [22] 
[23]. While the inclusion of the battery flows in both the local 
consumption and local generation totals may appear to 
account for the stored energy twice, this is necessary in order 
to examine flows over short time scales [22][23]. Typically, 
and usefully, balance calculations can be performed at hourly 
intervals over the year (as shown later in Figure 2). 

For an example (New Zealand) household with an average 
daily consumption of 17.6 kWh, the energy balance plot of 
Figure 2 (taken from [22]) shows the actual hourly balance, 
based on the model of Figure 1, with solar PV chosen to 
exactly match the load over a year, and with 24 hours 
equivalent of battery storage (1.3 Tesla Powerwall 2s [5]). As 
can be seen, for this hourly energy balance plot, many of the 
8760 hours lie on the diagonal, showing perfect balance. 

However, a substantial number fall below the diagonal, 
representing a net grid load for that interval, and a significant 
number lie above, representing excess generation. It is 

interesting to note that the Net-Zero Energy Balance model 
for this configuration would describe it as in perfect balance, 
which it is only if you consider generated and consumed 
energy over a whole year. The vertical stack of points towards 
the left of the graph represents times of high solar generation, 
often with low day-time load, as is experienced in most 
residential installations. 

III. A FRACTAL MODEL FOR NETWORKS OF SMART 
MICROGRIDS 

The hourly balance plot of Figure 2 clearly shows the 
potential for networking such micro-grids, for example within 
a neighbourhood, to improve local energy balance. It is 
possible that when the example household of Figure 2 is in 
surplus, one of its neighbours may be in deficit, so providing 
the opportunity for local energy exchange, or grid-edge 
trading, and reducing the demand on the external backbone 
grid. Overall, this local exchange can only reduce the external 
demand, potentially reduce the network distribution capacity 
requirements, and make more effective local use of the 
distributed generation and storage, improving both the local 
and backbone efficiency. 

The microgrid illustrated in Figure 1 represents just a 
single household. Several households in the same 
neighbourhood could be interconnected in a higher level 
microgrid, as suggested in Figure 3. Here, a number of 
households are connected to a higher level node, which bears 
very close resemblance to the household nodes themselves, 
and presents a similar face to the backbone/grid as the 
individual households previously did. In this model, the 
neighborhood node includes potential neighborhood load 
(e.g., community street lighting, electric vehicle charging), 
neighborhood storage, and neighborhood generation (perhaps 
in a school or other public building or space). A multi-level 
self-similar structure, such as this, can be defined as a fractal 
structure [15], and its utility in modelling and describing 
networks of smart-microgrids has been discussed [24]. 

 
 

Figure 1.  Energy flows within the smart microgrid, and the 
contextual definitions of local generation and local consumption. 

 

 
 

Figure 2.  Energy balance at hourly intervals over a year for an 
example installation. 
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Figure 3.    A collection of households grouped together in a 
neighborhood, using a fractal-like construction technique. 
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To support this fractal approach, closer examination of the 
neighbourhood grid of Figure 3, and the household grid of 
Figure 1, leads to the single generic microgrid model of 
Figure 4, which could represent a node at any level in a tree of 
microgrids; a household (leaf) node, or a neighbourhood, a 
suburb, or a township node, if appropriate. A leaf node would 
not have any connection to a lower level grid, and at any level, 
any component other than the energy flow management unit, 
could be omitted. In other words, some units could have no 
storage, some could have no generation, and some no load, or 
any combination of these. 

IV. SIGNALS, PROTOCOLS, AND EFFECTIVENESS 
For the purposes of this discussion, and our desire, alluded 

to in the introduction, to maintain simplicity in the 
communication between nodes, it is suggested that the only 
signal transmitted between nodes is one of price/need. This 
leads to the simplified generic node representation of  
Figure 5, with bidirectional energy flow and downward 
propagation of pricing signals. As suggested earlier, this 
simplicity is consistent with the end-to-end principle of smart 
system communication, fundamental, for example, to the 
Internet [19]. 

This simple model enables a non-smart (passive) node to 
pass on the incoming price signal downwards, to use/buy any 
available or offered energy it needs from above, and to 
propagate any surplus energy that it has upwards, to the higher 
level grid, if there is a demand for it. The more detailed model 
of Figure 4 implies that the lower level grid simply contributes 
additional load or additional generation. 

Consider first a  passive node such as this which is a leaf 
node, effectively more like the node of Figure 1. It would 
normally be in one of three possible states:  

• deficit, when it is unable to meet its own demand from 
its own available generation and/or storage (i.e., when 
total node load exceeds total available node 
generation – Figure 1); 

• balance, when it is able to provide for its own demand 
from local generation and/or storage, without any 
wasted generation (i.e., when total node generation 
can be adjusted to exactly meet total node load); and 

• surplus, when it is unable to consume all of its 
available energy (i.e., when total node generation 
exceeds total node load, including battery charging – 
Figure 1)). 

For passive non-leaf nodes, consistent with the model of 
Figure 4, and for the purposes of the current discussion, the 
lower level grid is assumed to contribute to the node’s 
generation and load, as mentioned earlier and suggested in the 
figure.  

These three states just described are deterministic, and can 
be readily established, even for a passive node. However, as 
the “smart” nature of a node increases, the nature of these 
states may be modified by the energy flow management 
system, particularly in the balance state. For example, in this 
balance state, a smart node may decide, on the basis of history, 
current charging levels, future prediction, and price, to sell or 
buy energy from the upper grid. This is an attribute of the 
smart node alone, and has no impact on the topology and 
signals proposed in Figure 4 and Figure 5. 

An individual smart node could potentially have a quite 
complex policy, perhaps to always sell when the price offered 
is at least 10% above the norm, and the battery is more than 
80% charged. But it could also utilize factors such as expected 

 
Figure 4. A fractal microgrid energy flow model. 
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Figure 5. A simplified energy flow model for a fractal node. 
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Figure 6. The three states of a fractal node such as Figure 5, with the 
addition of optional and imperative sell and buy. 
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or predicted generation and load over the next period. The 
model here enables such policies to be implemented at the 
node level, and for smart nodes such as this to co-exist, and be 
networked, with  more passive nodes such as that previously 
described. Figure 6 shows the original 3 states with the 
addition of the buying and selling imperatives (deficit and 
surplus), and options (balance). In the balance state, the 
decision to buy or sell is totally dependent on the policy 
employed by the node, and the price signal. 

In general terms, we can represent the possible policy 
based decisions that could take place within a smart node to 
determine the “if it makes sense” modifier of Figure 6, with 
the decision tree shown in Figure 7. 

Figure 7 still hides specific detail, but enables it at varying 
levels of complexity. For example, decision 1 “is there enough 
to last until next charging” could exploit history of daily load, 
time of day and solar characteristics, weather conditions now, 
and for the remainder of the day, amongst other factors. 

Decision 2, “is selling price good over this period”, suggests 
the node should look for the optimum time to sell during the 
time between now and the next charging. Decision 3, “is 
buying price good…” is really asking is the buying price likely 
to get lower before the battery runs out. 

V. CONCLUSION 
A model characterising a smart microgrid has been 

proposed, which allows for fractal structured interconnection. 
Individual nodes can be of any level of “smartness”, and 
totally passive nodes can be included without compromising 
the autonomy of others. The model is based on very simple 
signalling, consistent with the end-to-end approach 

successfully utilised, for example, in the Internet, which 
totally supports these notions of autonomy and participatory 
variety [19]. Without attempting to provide any technical 
implementation detail, the paper has demonstrated the 
potential utility of the approach. 

Internally, the networked smart microgrid is no different 
in its configuration and operation when a part of a 
neighbourhood fractal network, than it is when it is a stand-
alone backbone-grid connected microgrid. It is totally 
autonomous in its operation. Non-leaf nodes still retain this 
autonomy, although obviously the load and generation of the 
lower level nodes passes through them. Network transparency 
simplifies and facilitates individual interconnection, 
management, and operation of these microgrids. 

Technically, grid-edge trading is implicit in the structure, 
although it is not explicitly represented. Contracting, 
accounting, charging for this at any level is not different from 
the situation on a regular grid with multiple generators and 
multiple consumers, but as described, it does fall short of 
enabling peer-to-peer contracting [17]. 

These features all potentially contribute to the notion that 
semi-self-reliant microgrids, can, without internal 
compromise, be connected into neighbourhood and local 
grids, which maximise the local consumption of local 
generation, and provide a basis for future backbone grid 
development, in terms of both generation and distribution 
capacity. 

The model presented here is based purely on energy flows, 
and does not take into consideration the practical physical 
details of electricity networks, including voltage transitions, 
security, stability, etc. However, with the growth in distributed 
renewable energy, electronic frequency control, and the 
gradual decline of rotating generators, many of these issues 
must be regarded as volatile, as we move from the legacy grid 
model to the backbone plus fractal smart microgrids discussed 
here. 

There are aspects of the model which may still subject to 
debate. For example: 

• Should non-leaf nodes be able to modify the pricing 
information they propagate downwards? 

• Should lower level nodes be able to signal their own 
selling price upwards? 

If not specifically answered by the analysis, it is suggested 
that these considerations have been shown to be of little 
consequence, and unnecessary for effective operation of 
autonomous microgrids, although the model used here is 
based on effective and efficient energy utilisation, rather than 
being motivated by business opportunity.  

Simulation studies of this model, utilising real household 
and neighbourhood consumption data, are currently 
underway. 
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Abstract—The U.S. electric power infrastructure is in urgent
need of renovation. Recent major power outages in California,
New York, Texas, and Florida have drawn attention to the
unreliability of the U.S. electric power system. The media
discussed America’s aging power infrastructure and the Public
Utilities Commission called for a comprehensive review of the
causes of recent power outages. This study explores geographic
information systems to identify a correlation between
population density and power outages in Georgia. Initial
investigation using ArcMap software as a visualization tool
revealed areas where this association emerged.

Keywords-Power Outages; Electric Power Infrastructure;
ArcMap; GIS.

I. INTRODUCTION & PROBLEM DEFINITION

In a short time, electrical power has become a necessity
of modern life. Our work, healthcare, leisure, economy, and
livelihood depend on the constant supply of electrical power.
Even a temporary power outage can lead to relative chaos,
financial setbacks, and possible loss of life. U.S. cities
dangle on electricity and without the constant supply from
the power grid, pandemonium would ensue. Power outages
can be especially tragic when they endanger life-support
systems in hospitals and nursing homes or systems in
synchronization facilities such as in airports, train stations,
and traffic control. In 2004, the economic cost of power
interruptions to U.S. electricity consumers was $79 billion
annually in damages and lost economic activity [1]. In 2017,
Lawrence Berkeley National Laboratory estimated power-
interruption costs had increased more than 68% per year
since their 2004 study [2].

Many reasons underlie current power failures. Among
these reasons are severe weather, damage to electric transmission
lines, shortage of circuits, and the aging of the power-grid
infrastructure. Severe weather is the leading cause of power
outages in the United States [3]. In 2018, weather events as
a whole cost U.S. utilities $306 billion: the highest figure
ever recorded by the federal government [4].

The aging of the grid infrastructure is another
noteworthy reason for power failures. In 2008, the
American Society of Civil Engineers gave the U.S. power-
grid infrastructure an unsatisfactory grade [5]. They stated
in a report that the power-transmission system in the United
States required immediate attention. Furthermore, the report
mentioned that the U.S. electric-power grid is similar to
those of third-world countries. According to the Electric
Power Research Institute, equipment such as transformers

controlling power transmission need to be replaced, as they
have exceeded their expected lifespan considering the
materials’ original design [6].

Electrical outages have three main causes: (1) hardware
and technical failures, (2) the environment, and (3) human
error [7]. Hardware and technical failures are due to equipment
overload, short circuits, brownouts, and blackouts, to name
a few [8]–[10]. These failures are often attributed to unmet
peak usage, outdated equipment, and malfunctioning back-
up power systems. Environment-related causes for power
outages comprise weather, wildlife, and trees that come into
contact with power lines. Lightning, high winds, and ice are
common weather-related power interruptions. Also, squirrels,
snakes, and birds that come in contact with equipment such
as transformers and fuses can cause equipment to
momentarily fail or shut down completely [8]. As for the
third main cause for electrical outages, human error, the
Uptime Institute estimated that human error causes roughly
70% of the problems that plague data centers. Hacking can
be included in the human-error category [11].

Analytics have been a popular topic in research and
practice, particularly in the energy field. The use of
analytics can help advance Smart Grid reliability by, for
example, elucidating a root cause of power failure, defining
a solution for a blackout through data, or implementing a
solution with continuous monitoring and management. In
this research paper, we aim to unveil the novel use of
location analytics to investigate power-failure events and
their association with population density. In this manuscript,
we use ArcMap software to investigate U.S. power concerns
and to answer the research question, “Is power outage
associated with population density?” The rest of this paper
is organized as follows. Section II presents the literature
review and the research importance. Section III describes
the process of data selection and acquisition. Section IV
addresses research tools and methodology. In Section V, we
discuss our findings.

II. LITERATURE REVIEW

The economic cost of power interruptions to U.S.
electricity is $79 billion annually [1]. The year 2018 was
particularly onerous for outages with wildfires in California
and a number of hurricanes that plagued Texas, the
Southeast, and Puerto Rico [12]. When Hurricane Harvey
struck the Gulf Coast in August 2017, about 280,000 people
were without electricity at one point [13]. The report
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specified that the storm took out six transmission lines, 91
circuits, and about 10,000 MW of generation.

When Hurricane Irma hit Florida in 2017, it impacted
about 5 million customers in districts where Florida Power
& Light operates [14]. Commenting on Hurricane Irma,
energy journalist Peter Maloney stated, “Miami-Dade
County was hit hardest. At one point, more than 815,000
people, or 80% of [Florida Power & Light] accounts in the
county, were without power” [15]. According to Maloney,
other jurisdictions in Florida, such as Palm Beach and
Broward County, also lost power in 68–70% of their
accounts due to the hurricane [15]. Figure 1 sketches the
yearly total number of outages in the United States and
people affected since February 16, 2008 [16, p. 3].

Figure 1. Total U.S. Annual Outages and People Affected 2008–2017

In addition, the report offered the pie chart shown in
Figure 2 to break down the 2017 reported power-outage
incidents by cause [16]. In the annual report, power-outage
incidents were grouped into one of eight possible causes.
The number next to each pie piece in Figure 2 is the number
of outages associated with that cause.

Figure 2. U.S. Reported Power Outages by Cause in 2017 [16]

Based on Eaton’s Blackout Tracker [16] and similar
reports that investigate power-outage incidents, key factors
behind these outages can be summarized as shown in Figure
3. In our framework (Figure 3), electrical outages have three
main causes: (1) hardware and technical failures, (2)
environment-related outages, and (3) operation-related failures.

Environment-related incidents comprise the largest
portion of power-outage causes. Environment-related
incidents can be classified into three distinct categories:
weather, wildlife, and trees. In 2017, Wisconsin Public
Service delineated the weather-related causes of power
outages; a 2005 study by Davies Consulting for the Edison
Electric Institute stated that 70% of power outages in the

United States are weather related [17][18]. In 2014,
Kenward and Raja analyzed power-outage data over a 28-
year period; between 2003 and 2012, 80% of all outages
were caused by weather [19]. Similarly, in 2012, Campbell
highlighted the damage to the electrical grid caused by
seasonal storms, rain, and high winds [20].

Severe weather is the leading cause of power outages in the
United States: “Between 2003 and 2012, an estimated 679
widespread power outages occurred due to severe weather” [3,
p. 3]. Likewise, researchers showed that annual costs changed
significantly and were increasingly greater due to major
storms such as Hurricane Ike in 2008. “Data from the U.S.
Energy Information Administration show that weather-related
outages have increased significantly since 1992” [14, p. 7].

In addition to weather, other external forces create
power outages. Falling tree branches, for example, are
another important cause of power disruption [21]. Animals
coming into contact with power lines, such as large birds,
are also important culprits in power outages in the United
States [16]. Furthermore, human-error incidents cause
power outages. Training is essential for technicians and staff
to battle outages with proper maintenance procedures [7].

Figure 3. Causes of Power Failure.

Interrupted power supply is no longer a mere
inconvenience. As the duration and spatial extent of
electricity-system outages increase, costs and inconvenience
grow. Critical social services—such as medical care, police
and other emergency services, and communications systems—
depend on electricity functioning at a minimum. Such
failures can bring about catastrophic outcomes; lives can be
lost. Grid reliability is an area of research that will help to
better explain the causes of outages and aid in prescribing
interventions to improve the reliability of the Smart Grid.
This report explores Geographic Information Systems (GIS)
to correlate population density and power outages in
Georgia. This study aims to address whether power outages
align with population density.

III. DATA SELECTION AND ACQUISITION

A. Power-Outage Data

The Electric Power Research Institute (EPRI) data
repository includes the primary datasets we used to conduct
this analysis [22]. The data sets include data from advanced
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metering systems, Supervisory Control and Data Acquisition
(SCADA) systems, GIS, Outage-Management Systems
(OMS), Distribution Management Systems (DMS), asset-
management systems, work-management systems,
customer-information systems, and intelligent electronic
device databases. Access to datasets was provided as part of
EPRI’s data-mining initiative, an initiative that provides a
test bed for data exploration and innovation and seeks to
solve major challenges faced by the utility industry [22].

When combined with clever analytic techniques, data
provide the potential to transition to a smarter world, where
the prevention of power outages may become a true reality,
not merely a prediction. The SCADA/OMS/DMS archives
at a power utility offer the required data to identify parts of
the system that contribute most to overall system downtime.
An OMS, for example, provides the data needed to calculate
measurements of system reliability. OMS also provides
historical data that can be mined to find common causes,
failures, and damage. Because OMS has become more
integrated with other operational systems such as GIS on the
utility side, analysis has become more feasible, allowing
researchers to aim to improve grid reliability.

B. Population Data

The U.S. Census Bureau’s 2010 Decennial Census data at
census-block geography is the population data source. The
Research and Analytics Division of the Atlanta Regional
Commission using U.S. Census Bureau Topology Integrated
Geographic Encoding and Referencing/Line files developed
this layer. Polygon features in Census_2010_Blocks_GA are
subsets of Census_Blockgroups and Census_Tracts. A link
to this data source is available here [23].

IV. TOOLS AND METHODOLOGY

We used the following tools to analyze and process data
and explore trends and patterns.

1. ArcGIS, a scalable and secure software-as-a-service program
hosted by the Environmental Systems Research Institute
(ESRI), can process data and visualize the results. The
ArcGIS Spatial Statistics toolbox provides predesigned
statistical tools to analyze spatial distributions and identify
patterns, processes, and relationships [24]. Specifically,
we used the following tools on the ArcGIS platform.
• ArcMap ModelBuilder: Provided by ArcGIS to create,

edit, and manage models. ModelBuilder (Figure 4) can be
viewed as a visual programming language for building
workflows that string together sequences of geoprocessing
tools [25]. We designed three models with ArcMap
ModelBuilder to spatially join the 48 map layers of
weather data from GaSDI and the Georgia GIS
Clearinghouse website with the outage map layer [26].

• Optimized Hot Spot Analysis Tool: Provided by ArcGIS,
the optimized hotspot analysis tool can be useful to
identify statistically significant hot and cold spots of
outages using the Getis-Ord Gi* statistic, which returns

a z-score for each feature in the dataset. For statistically
significant positive z-scores, a larger z-score implies
more intense clustering of high values (i.e., a hot spot).
For statistically significant negative z-scores, a smaller
z-score implies more intense clustering of low values
(i.e., a cold spot). The Hot Spot Analysis tool calculates
the Getis-Ord Gi* statistic for each feature in a dataset.
The resultant z-score tells where features with either
high or low values cluster spatially. This tool works by
looking at each feature in the context of neighboring
features. A feature with a high value is interesting, but
may not be a statistically significant hot spot. To be a
statistically significant hot spot, a feature has a high
value and is surrounded by other high-value features.
The local sum for a feature and its neighbors is
compared proportionally to the sum of all features; when
the local sum is much different from the expected local
sum, and that difference is too large to be the result of
random chance, a statistically significant z-score results
[27]. Because hot-spot areas are statistically significant,
the end visualization is less subjective [27] (Figure 5).

Figure 4. ArcMap ModelBuilder: Spatially Join Outages With Weather

2. GeoDa: a free software package that conducts spatial
data analysis, geovisualization, spatial autocorrelation,
and spatial modeling. GeoDa has powerful capabilities to
perform spatial analysis, multivariate exploratory data
analysis, and global and local spatial autocorrelation. It
also performs basic linear regression [28].

The project methodology can be divided into seven steps:
1. Load data files from EPRI’s Data Repository [22] to ArcGIS.

• Created a folder (geodata set) and set up local projection
to use Georgia’s projection system.

• Imported the data files from EPRI’s data repository
into the geodata set.

• Imported basemaps (layers, maps, counties, tracks,
roads, etc.) into the geodata set. Sources for Georgia
shapefiles follow:
– Roads shapefile https://catalog.data.gov/dataset/tiger

-line-shapefile-2013-state-georgia-primary-and
-secondary-roads-state-based-shapefile

– County shapefile https://www.census.gov/cgi-bin/geo
/shapefiles/index.php?year=2010&layergroup=Counties
+%28and+equivalent%29
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• Considering the enormous volume of data, a geodatabase
to run more efficiently.

Figure 5. Emerging Hot Spot Analysis Tool [29]

2. Changed the projection of all maps to the World
Geodetic System 1984 projection system. This step was
necessary to perform calculations using ESRI or Google
Earth tools.
• Used Arc toolbox project (data management tools:

Projection & Transformation) to change the projection.
3. Cleaned the outage-events map layer to exclude records

that do not have a location (longitude and latitude).
4. Defined and created a study area for the project. Study

areas are geographic boundaries to define the extent of
analysis. They are typically created when starting a
project to ensure the data are confined to a specified area.
Only layers in the study area are considered in an
analysis, so a study area can enhance processing time.
Researchers use two methods or tools to create a smaller
subset of data from a larger data set.
• One way is to select a portion of an existing shape file and

create a new layer file from it (or export that to a new
shape file) using the ArcGIS select-by-location tool.

• The other way is to clip an existing shape file using
another polygon-shaped file (like using a cookie cutter)
to create a new clipped version of the original shape
file—ArcGIS Clip (analysis) tool (Figures 6 and 7).

Figure 6. Clip Tool [30]

5. Selected data by block where population and power
outage events intersect. This step ensures elimination of
the impact of missing data.

6. Ran optimized hot-spot analysis to generate a map
(Figure 8) of statistically noteworthy hot and cold spots
of population using the Getis-Ord Gi* statistic.

Figure 7. Clip (Analysis) Tool Output Map Layer

Figure 8. Population 2010 Census Data—Optimized Hot Spot Analysis

7. The final step is to investigate where population hot
spots fall compared to the locations of optimized hot
spots of power outage (Figure 9) and draw a conclusion.
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Figure 9. Population Hot Spots Compared to the Power Outage Hot Spots

V. RESULTS & DISCUSSION

From a visual comparison of the two maps, the majority
of population hot spots fall in one big area of hot spots in
Clayton and Fulton Counties where power outages are
statistically significant. The only exception is the population
hot spot in Henry County and south Clayton County where
no statistically significant outages occurred (Figure 10).

Figure 10. Population Hot Spots Outside Statistically Significant Outage Areas

It appears that, due to the Underground (UG) structures
used there, these population hot spots do not show
statistically significant outages. UGs contributed to
lessening the number of power-outage events so this high-
population area is not an outage hot spot (Figure 11).

Figure 11. Underground Structures in Henry and South Clayton Counties

The GIS data has a field (CONSTRUCTION_TYPE)
that helps identify UG versus Overhead (OH) assets in the
DMI data. Also, the OMS of work-management data contains
a field (srv loc) that specifies if the location is OH or UG.

VI. CONCLUSION

This study aimed to address how location analytics enhance
understanding of power outages. To answer the research question,
we explored GIS and aimed to identify a correlation between
population density and power outages in Georgia. Initial
investigation, using ArcMap software as a visualization tool,
revealed areas where an association emerged between
power-outage events and population density.

The GIS model presented in this study can help advance
smart-grid reliability by, for example, revealing a root cause
of power failure, defining a solution for a blackout through
data, or implementing a solution with continuous monitoring
and management. In this study, we show the novel use of
location analytics to enhance power-outage understanding.

Future research should include analysis in ArcGIS Pro,
which is ESRI’s next-generation desktop GIS product that
provides professional 2D and 3D mapping and added tools
to advanced visualization, analytics, and imaging.

From this research, we conclude that GIS offers a
solution to analyze the electric-grid distribution system. Our
model provides evidence that GIS can perform the analysis
to investigate power-failure events and their causes. If
additional funds and data become available, researchers can
expand on this analysis, build on ArcMap source code, and
create a custom solution for the utility industry to control
and forecast power outages. GIS can be a main resource to
assist electronic inspection systems, to lower the duration of
customer outages, to improve crew-response time, and to
reduce labor and overtime costs.
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Abstract—Cyber-physical systems (CPSs) can be checked using
numerous approaches, ranging from algorithmic model checking
for a complete coverage of a finite-state system to extensive
simulation, after which the system’s state is compared with
defined invariants. However, modern CPSs are confronted with
an increased amount of stochastic inputs, from volatile energy
sources in power grids to broad user participation stemming
from markets. The search space for a complete cover of a CPS
becomes too large, while contracts cannot be formulated anymore
considering the potentially erratic behavior of a user, or even in
the face of a cyber attack. At the same time, the goal of resilience
critical infrastructure cannot be eschewed, but the integration
of user behavior and even non-checkable artificial intelligence
algorithms is mandated, even required to meet, e.g., the goal
to satisfy 80% of the gross power consumption from renewable
energy sources by 2050. The concept of Adversarial Resilience
Learning (ARL) formulates a new approach to CPS checking
and resilient operation. It defines two agent classes, attacker and
defender agents. The goal of the attacker is to de-stabilize the
CPS, whereas the defender works to maintain a stable operational
state. The quintessence of ARL lies in the attacker training the
defender on a model of the CPS; as such, it is not a zero-sum
game, but the learning of a resilient operation strategy for a
CPS. This paper introduces the concept and the nomenclature
of ARL, and, based on it, the description of experimental setups
and results of a preliminary implementation of ARL in simulated
power systems.

Keywords—agent systems; reinforcement learning; adversarial
control; resilience; power grid

I. INTRODUCTION

Current newspapers are full of horrific tales of “cyber-
attackers” threatening our energy systems; the December 2015
Ukraine power grid cyberattack is a particularly notable one
[1], [2], which has seen a continuation in 2017 [3]. And, if not
for the notorious “evil state” actor, it is the ongoing digitization
necessary to enable increasing renewable and volatile energy
generation that threatens our energy supply and thus the
stability of our society. While the main approach seems to be
to patch-up the detected vulnerabilities of protocols, software
and controller devices, our approach is to research and develop
the means to systematically design and test systems that are
structurally resilient against failures and attackers alike.

Security in cyber-systems mostly should be concerned with
establishing asymetric control in favour of the operator of
a system. In order to achieve this on a structural level at
design time, reproducible benchmark tests are required. This is
notoriously difficult for intelligent adversaries whose primary
abilities are adaption and creativity. Thus, testing methods

nowadays are either reproducible, but insufficiently model
an attacker; or they involve unreproducible human elements.
Reinforcement Learning (RL) may be useful to provide at least
some adaptability of reproducible attacker models.

This work takes its motivation and first practical imple-
mentation from the power system domain, but the work can
directly be applied to all highly complex, critical systems.
Systems that may benefit from Adversarial Resilience Learn-
ing (ARL) are too complex to be sufficiently described using
analytic methods, e.g., because the number of potential states
is too large and the behaviour is too complex with too many
non-trivial interdependencies. This also includes stochastic
external factors, such as the behavior of market actors.

This work introduces ARL, which provides a method to
analyze complex interdependent systems with respect to ad-
versarial actors. The foremost motivation is to provide a
method for analysis based only on an interface description
of an agent’s sensors and actuators in the cyber-physical
system (CPS). We expect ARL to identify potentially unknown
vulnerabilities. A key part of ARL is to identify the minimal
chain of actions required to reproduce a vulnerability; this
effectively entails both the ARL nomenclature introducted in
the paper as well as careful Design of Experiments (DoE).

The main contribution of this paper is the introduction of
a novel structure for training agents competing against each
other on a model of a CPS without explicitly perceiving
each other’s actions. By setting up RL-based agents in a
competitive situation, the learning-complexity is comprised not
only of a highly complex system, but also of competing agents,
whose changing state, manifested by modified behaviour of
the system under consideration, has to be included in the
trained model. We assume that this provides a very interesting
new problem class for RL, as it introduces a cyclic learning
competition.

The paper is structured as follows. First, a brief introduction
into related techniques in machine learning and related work
for complex system analysis is given in Section II. The paper
then defines the concept of ARL in Section III, and introduces
its application to adversary testing in power system control
in Section IV. The paper is completed by a presentation of
lessons learned and results from an early proof-of-concept
demonstrator in Section IV-B. It concludes with a discussion
and an outlook in Section V.
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Figure 1. Resilience Process for system performance

II. RELATED WORK

This work aims at exploring the feasibility of improving
resilience of complex systems using machine learning to train
adaptive agents. The term resilience is lacking a coherent
and precise definition across fields. Generally, it denotes the
ability of a system to withstand unforseen, rare and potentially
catastrophic events, recover from the damage and adapt by im-
proving itself in reaction to these events. Ideally, resilience is
increasing monotonously throughout system improvement. A
useful simplification is observation of the changing behaviour
of system performance as an artefact resulting from resilience
processes. Different formalization of resilience processes exist,
but most distinguish subprocesses for planning, absorption
of damage, recovery (or self-healing) and improvement (or
adaption) [4].

See Figure 1 for an expression of a hypothetical system’s
performance suffering twice from damaging events. Resilience
is modelled as a sequential process: plan, absorb, recover, and
adapt [5]. As consequence of the first event, the performance
of the system is pushed below a failure threshold, i.e., the
system fails to provide its service. Improvement of the system
is then achieved after recovery as the system is able to keep
the performance above the failure threshold during the second
event.

A. Analysis and Stochastic Modelling

The main distinction of our approach as compared to
game theoretic modelling and stochastic analysis is the use
of co-simulation and heuristic approaches instead of formal
abstraction of complete systems. The underlying assumption
is that a system-of-systems is too complex and malicious
adversaries are too unpredictable to be sufficiently analyzed.

Traditional analysis of CPSs has either checked for liveness
(“something good eventuall happens”) or safety requirements
(“nothing bad ever happens”) through mathematical modelling
and model checking, using temporal logic, decision trees, or
similar devices, or by employing discrete simulations over
k timesteps and checking against formulated invariants [6],

through which stochastic effects can be introduced. Complex-
ity has usually been abstracted away by contracts; combining
contracts and simulation is still a topic of research [7].

Compared to Attacker-Defender Models, described by, e.g.,
Brown et al. [8], that aim at analyzing an equilibrium between
attackers and defenders in dynamic systems, our work heuristi-
cally approaches an estimate of the asymmetry of attacker and
defender in these systems. The approach of ARL is structurally
similar to the concept of Stackleberg Competitions and related
applications of stochastic analysis, e.g., pursuit-evasion in
differential games [9]. These approaches seem to only be
applicable to scenarios that can be restricted to few degrees of
freedom. More realistic behaviours of opportunistically acting
threat agents within complex system-of-systems leads to an
explosion of states in analytic approaches.

Recent surveys seem to support this view. Referenced
approaches on power systems by Do et al. [10] provide no
details on the used game-theoretic model and use ambiguous
terminology of the researched threat scenarios. Approaches in
Machine Learning (ML) to tackle complex problems, on the
other hand, have been very successful in providing practical
solutions.

B. Machine Learning

Artificial Neural Networks (ANNs) are universal function
approximators, meaning that they can be used as a statistical
model of any Borel-measurable function Rn 7→ Rm with
desired non-zero error [11]–[13]. Already the standard Recur-
rent Neural Network (RNN) has the capacity to approximate
any non-linear dynamic system; Siegelmann and Sonntag have
shown that RNNs are turing-complete [14]–[16].

In practice, a typical problem for which RNNs, espe-
cially structures containing Long-Short Term Memory (LSTM)
cells [17] or Gated Recurrent Units (GRUs) [18], [19] are
used, is time series prediction. Predicting a time series with
an RNN constitutes the instantiation of a (non-linear) dynamic
system [20]–[22], i.e., the prediction is the result of the sys-
tem’s behavior, which is, in turn, modeled and approximated
by the RNN. Cessac has examined ANNs from the perspective
of dynamical systems theory, characterizing also the collective
dynamics of neural network models [23].

For ARL, we assume a common model that is used by two
distinct agents: while one probes the model for weaknesses
in order to find attack vectors, the other monitors the system
and, unbeknowing of the presence of the attacker or its actions,
works at keeping the system in its nominal state. Through this
structure, the notion of ARL assumes that the model—i. e.,
each agent’s environment—is not completely known to the
respective agent. Therefore, the usage of RL readily suggests
itself. In a setup such as ARL provides, RL is the natural
choice for learning algorithms [24]–[26].

Even though in theory, the notion of RL is not tied to
ANNs per se [27], the incremental training process makes
them suitable for RL in contrast to other structures, such as
decision trees, which usually need the full data set for effective
training. For training ANNs and RNNs supervisedly, which is
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a core task in RL, gradient-decent-based algorithms of the
Backpropagation-of-Error family are leading by far [28]–[32],
followed by evolutionary algorithms, such as CMA-ES [33]–
[35] or REvol [36], [37]. In theory, RNNs have the capacity
to simulate arbitrary procedures, given the proper set of
parameters; in practice, this training task has proven to be com-
plicated. Neural Turing Machines, such as the Differentiable
Neural Computer (DNC) introduced by Graves et al. [38], [39],
counter the complexity with a vastly increased addressable
memory space and have shown to be able to simulate simple,
but complete algorithms like sorting. In theory, DNCs at the
core of ARL would make the concept itself transferable to
similar CPSs once trained, as well as to allow a variable set
of sensors and actuators over time.

However, all optimization methods adapt the ANN to min-
imize a cost function and not directly to create a model of a
problem; this happens only indirectly. As a result, ANNs can
still be “foiled,” i.e., made to output widely wrong results in
the face of only minor modifications to the input. This effect
and how to counter it is the subject of Adversarial Learning
(AL) research. Even though seemingly similar by name, ARL
should not be confused with AL, as the core problem of ARL
is not the quality of sensory inputs, but the unknown CPS
being subject to ARL execution. The concept we propose in
this paper is related to AL only insofar, as both concepts use
two distinct ANNs with conflicting objectives [40].

A second concept that is potentially similar in the name
only is that of Generative Adversarial Networks (GANs):
With unsupervised learning, the ANN tries to detect patterns
in the input data that diverge from the background noise.
Unsupervised learning does not use the notion of expected
output [41]. In GANs, a modern application of unsupervised
learning has emerged. Here, one network, called the generator
network, creates solution candidates—i.e., maps a vector of
latent variables to the solution space—, which are then evalu-
ated by a second network, the discriminator [42]. Ideally, the
results of the training process are virtually indistinguishable
from the actual solution space, which is the reason GANs
are sometimes called “Turing learning.” The research focus of
ARL is not the generation of realistic solution candidates; this
is only a potential extension of the attackers and defenders
themselves. ARL, however, describes the general concept of
two agents influencing a common model but with different
sensors (inputs) and actuators (output) and without knowing
of each others presence or actions.

The abstract notion of a model can see multiple instan-
tiations; one such instantiation of ARL would be using a
power grid as the model considered by both agents. Ernst
et al. employ RL for stability control in power grids [43]. In
their paper, they design a dynamic brake controller to damp
large oscillations; however, since the reward function is easily
well-defined, there is no need for using an ANN for function
approximation.

III. ADVERSARIAL RESILIENCE LEARNING

ARL is distinguished from AL by the recurrent structure
in which adversary and defender are interacting. While GAN
directly connect a generating adversary with a detecting de-
fender, ARL adversary and defender interact only through the
system they are using for input and output. In this interaction
adversaries are identified as agents inserting disturbances into
the system, while defenders provide resilience control.

Definition 1 (Adversarial Resilience Learning (informal)).
ARL is an experimental structure comprised of two disjoint
groups of agents and a system or simulated system. The
agents are distinguished as attacker and defender by adhering
to conflicting optimization objectives. Both groups of agents
receive their input from a, potentially overlapping, set of
measurements from the system. They influence the system
through two disjunct sets of outputs connected to controls in
the simulated system.

A. Fundamental Notation and Model

The basic abstract scenario using ARL consists of two
competing agents and a system model. Each of the three
elements resembles a state transition. In order to establish a
sound formal base, a definition of notation and processes of
ARL is provided here. A summary of notations used is given
in Table I.

ARL consists of a set of agents, where each agent has a
model, denoted by A, and a model of a system,M. The agent
model A serves as a “blue-print” for the actual behavior of
a running system; similarly, M denotes a static model of a
world. An index identifies a particular agent model, e. g., AA

denotes the category of attacker models, AΩ serves to denote
the category of defender models. At run-time, the models are
instantiated. We denote instances of a model with lower-case
letters a, where the superscript denotes a particular state of
the model, such as a(t), with t commonly referring a point in
simulation time. In the same vein, m(t) denotes an instance
of a world model at t.

Each agent tries to maximize its rewards by approximating
the agent-specific performance function,

pa

(
m(t)

)
. (1)

For an agent, the performance function pa(·) is equal to
its reward function in RL terminology. However, the notion of
the performance function lets us decouple agent behavior from
the desired/intended or undesired performance of the world,
denoted by

p
(
m(t)

)
, (2)

as the difference between the world’s current performance to
its nominal performance, p∗.

Agents are categorized through their performance function,
an agent model is identified as attacker model AA if his reward
function pa behaves inverse to the systems performance. The
opposite is true for agents from AΩ. Thus, we can define:

26Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-713-9

ENERGY 2019 : The Ninth International Conference on Smart Grids, Green Communications and IT Energy-aware Technologies

                            34 / 58
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a(0) act a(1) act a(2)

x(1) x(2)Y (1)
Y (2)

Figure 2. ARL sequence of execution

Definition 2 (Attacker and Defender Classes). For all times
t and model instances m ∈ M, the following provides a
classification rule for attackers and defenders:

a ∈ AA ⇒ pa
(
m(t)

)
� p

(
m(t)

)
,

a ∈ AΩ ⇒ pa
(
m(t)

)
∼ p

(
m(t)

)
.

(3)

The performance of an agent is tightly coupled to an agent’s
view of its environment, which can change over time as an
agent gains control over more sensors (or looses it). Thus,
each pa(·) can only be defined in terms of the agent’s sensory
inputs. The portion of the state of a system instance an agent
a can observe is denoted by

x(t)
a = ψa

(
m(t)

)
. (4)

The agent can act by approximating its reward function
pa(·). This approximation is the agent’s activation of its
internal dynamic system approximator act(·); implemented
through, e.g., an RNN or DNC, expressed in a mapping such
that

acta :
(
at,x

(t)
a

)
7→
(
a(t+1),Y (t)

a

)
, (5)

where we assume that an agent can choose not to act, just as in
a classical RL approach, and where y denotes the probabilities
of an agent’s action policy, i.e., ∀y1, . . . , yi, . . . , yn, yi ∈ [0; 1]
denotes the probability that the agent uses its ith actuator. In
ARL, Y (t)

a denotes a matrix, in which the aforementioned y
constitutes the first column vector, and all other elements are
set points of the agent’s actuators. Each agent defines an action
policy for controlling its actuators.

However, this direct mapping of each yi to an actuator
constitutes only the simplest case. In general, an action policy
takes on a form that is suitable for the whole action search
space, such as a policy network steering a monte carlo
tree search as has been shown in [44]. Thus, an agent is
acting through the evaluation and application of its system
approximator. This happens for each agent individually. In
brief, the systems behavior is heavily influenced by the set of
all actuators that can be controlled by the respective agents.
Thus, an agent does not simply perceive a model (or a
part thereof), but the state of the model as the result of
all agents acting upon it. Thus, an agent does not simply
create an internal representation of a dynamic system, but of
a dynamical system-of-systems.

TABLE I. ARL NOTATION.

Symbol Description

m of M An instance of a system model
a of A An instance of an agent model
AA,AΩ Attacker model, defender model (Definition 2)
p(·) ∈ R+ Performance function
p∗, pf Reference performance of normal operation, of failure

threshold
p
(
m(t)

)
Overall performance of a system instance m at time
t, (2)

pa
(
m(t)

)
Performance with respect to the objectives of agent
instance a at t given the system instance m, (1)

ψa
(
m(t)

)
Observation function mapping a system model to the
inputs available to agent a, (4)

x
(t)
a Inputs to agent a at t, (4)

Y
(t)
a Actions y of a at t, (5)

Finally, the simulator evaluates the actions of all agents
applied to the world model at t, m(t). This is represented
by the evaluation mapping,

eval :
(
Y (t),m(t)

)
7→ m(t+1) . (6)

Note that if the activation vectors of the participating
agents consider a disjoint set of controllers, i.e., the actions
application is commutative, the transition of the world state
from m(t) to m(t+1) is the result of an aggregation of all
agents’ actions Y (t). Non-commutative application of actions
is out of scope of this work.

B. Formal Definition

Using the notation introduced here and summarized for
reference in Table I, we define the concept of ARL as model
and connection setup with transition process in the following
way.

A setup in ARL is comprised of agents a1, a2, . . . , an
instantiated from a models A ∈ {A ∪Ω} with |A| > 0 and
|Ω| > 0. Each agent is related to a set of inputs Xa and a set
of outputs Ya. Further, the setup requires a world model M
that provides a set of sensors Xm and controls Ym.

The central process of ARL is the dynamic system-of-
systems view of a set of agents a0, a1, . . . , an acting upon a
shared instance of a world model. Activation functions acta(·)
of agents and application eval(·) of agent agents to a world
model form a cyclic sequence of activation and application
that transforms the states of model and agents into a sequence
of states as shown in Figure 2.

An experiment of ARL is the execution of this se-
quence. The resulting data of an experiment is the se-
quence of states and outputs as well as the initial setup
m(0),a(0). The vector of evaluations, i.e., states and outputs,
[eval(1)

a , . . . , eval(t)a , . . . , eval(n)
a ] ∀a, contains the minimal

chain of actions necessary to exploit a CPS, iff this is the
final result of an ARL execution. Thus, we can finally strive
to formalize the idea by collecting all components in a single
scenario:
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Figure 3. Optimization Objectives

Definition 3 (Adversarial Resilience Learning Scenario). Any
experimental setup is comprised of agent instances a of A of
two opposing classes, A and Ω, and a system model M, as
well as, for each agent instance a, a reward function pa

(
m(t)

)
,

a mapping of observable states x
(t)
a and action matrices Y

(t)
a .

Thus, ARL is the application of RL, as introduced in Sec-
tion II-B, to iteratively improve the internal decision structure
that determines the behaviour of an agent’s acta(·). The output
of ARL then is, depending on the exerimenters objectives, an
observation of the performance of the system model M or a
set of agents trained towards the defined objectives.

C. Optimization Problem Statement

This section describes possible optimization problems that
provide the motivation for ARL.

ARL resembles a closed-loop control situation with (at
least) two conflicting controls. Herein are distinguished two
different optimization objectives that provide different uses of
ARL. The different uses, as depicted in Figure 3, improve
different elements to achieve either an improved threat test,
or a more resilient system. The primary distinction is between
evolving parameters of ANN in order to optimize individual
agents or step-wise advancing the structure of the system
model. Our concept itself is oblivious to the algorithms used
for optimization.

1) System Optimization: The primary objective is to find
the inherent control asymmetry of a given control system to
finally recommend system designs that favor the defender over
the attacker. In control theory this could be expressed as a
system, where, for all possible sequences of actions by the
attacker for a given system model M, there is at least one
corresponding sequence of actions for the defender, and the
resulting performance of the system will never drop below a
given failure threshold. This requirement can be relaxed by
defining a finite measure of failure that may be acceptable,
for example during an initiation phase.

The objectives of defender and attacker in control scenarios
are focused on system states measured by a model perfor-
mance function (2), as formally given in Definition 2. In
general, we call an agent defender if its objective is to keep the
performance at least above the failure threshold. We denote an
agent as attacker if it aims at pushing the performance below
a expression for a failure threshold, as seen in Figure 1.

We denote the objective of asymmetry—favouring defence
of a system—given a candidate system model instance m and
defender agent aΩ as:

pf < p
(
m(t)

)
for all t > t(0) . (7)

Hence, given any attacker, there exists an (optimal) defender
a∗Ω that ensures that the system performance never falls below
a failure threshold pf . To account for a learning period, we
allow for a finite initialization time until t(0). Note that this
potentially also excludes black starts. For fully initialized
agents competing in a black-start scenario, (7) must hold for
all t.

Improvement is achieved by evolutionary changes to the
system model M, improved defensive agent models A or
training of defensive agents aΩ, as discussed in the following
section.

2) Agent Training: Training of threat agents aims at im-
proving attack abilities, including the identification of previ-
ously unknown attack vectors, in order to provide testing capa-
bilities. Improved threat tests allow to define test requirements
for system designs that improve systems resilience against
security threats. One objective is to train threat agents that
can be used as benchmarks for future system designs.

An agent’s objective is implemented through a reward
function that is used within a RL process that successively
improves the agent’s behaviour towards that objective.

One particularly surprising success of RL algorithms has
been the identification of solutions unthought-of by experts,
especially if applied to zero-information initial states. A two-
agent, conflicting-objectives game only one potential learning
structure usable with ARL. But the concept allows potentially
for all combinations of one-or-many zero-information RL
agents and static or even human-controlled competition.

IV. APPLICATION TO POWER SYSTEMS

Applied to power systems, the performance function is
expressed as a diversion from a specified range of acceptable
state values. Such state values include voltage, but can also
be frequency response in dynamic simulation. The attacker’s
objective is to force the system to a state where one or more
values are outside allowed ranges; its success is measured
by the amount and duration of the deviation. The defender
has lost the competition if the attacker is able to divert
any of the system’s parameters beyond the acceptable range.
Specific objectives for attackers can vary widely as there are
many different parts of a power system that can be affected
in order to disrupt service and reduce system performance.
Attackers may aim at the demolition of connected machines
or components of the transmission and control system. Thus, to
strive for a more general specification of objectives, we better
consider the objectives of defenders and specify a deviation
from these objectives as success for the attackers.

Different specific requirements apply for different parts
of the power system, also depending on whether steady-
state or dynamic simulation is required. Common parameters

28Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-713-9

ENERGY 2019 : The Ninth International Conference on Smart Grids, Green Communications and IT Energy-aware Technologies

                            36 / 58



Figure 4. ENTSO-E Operational Phases

to consider are voltage, frequency and frequency response,
and real and reactive power. In general, phase synchronic-
ity is more important for high-voltage transmission grids,
as asynchronicity leads to harmonics in the power system,
with potentially disastrous large power flows between large
segments of the grid. For the European transmission grid, the
operation guidelines define conditions for four phases: normal,
alert, emergency, and blackout, as shown in Figure 4.

Similarly operational parameters exist for medium- and
low-voltage grids, power generation and connected loads.
DIN EN 50160 specifies parameters for the operation of
distribution grids: Acceptable voltages range from 0.9 pu to
1.0 pu. It is acceptable, by definition in EN 50160, that voltage
drops down to at least 0.85 pu for at most 5% of a week.
Frequency must only deviate from the nominal 50 Hz by at
most 4% above or 6% for not more than 0.5% of the year,
i.e., less than 2 days overall. Normal operation must deviate
no more than ±1 % [45]. Accordingly, an attacker is successful
if any of these values exceeds the defined limits.

Figure 5 shows the refinement of the generic ARL-structure
as described in Section III. Both agents interact only through
sensors and actuators that influence different controls in the
power grid.

In the remainder of this section, we introduce a proof-of-
concept implementation of ARL using pandapower [46] for
stationary grid simulation and the Keras-RL library [47] for
RL algorithms, specifically Deep Q-Learning. First, a brief
description of the control scenario is provided, followed by a
discussion of the preliminary results.

A. Static Control Scenario

The objective of this proof-of-concept is to show the general
feasibility of using (multiple) ANN-heuristics and train them
by RL to modify controls in a stationary power system
simulation towards their objectives.

The simulation uses a simple medium voltage power grid as
model from the grid simulation software pandapower [46]. The
grid contains four generators, six loads, and six transformers.
We chose to only use voltage as state-indicator and input to
the reward of the attacker. The initial configuration of the grid
comprises of a stable, healthy state of the grid that would be

Adversary Defender

Figure 5. ARL ANN structure

held up constantly if no control actions would be initiated.
Actuators in this scenario are: tap positions, reactive power
control, and loads and generation levels as represented by the
commonly deployed and future automated controls in power
systems.

The reward function for the attacker is shown in Figure 7a.
Initial trials pointed towards the inverse of a Poisson Density
Function centered on the nominal voltage unit. The reward
function thus resembles the objective for an attacker, providing
only positive rewards if the mean voltage deviates more than
5 % from the nominal voltage. The single agent in this demon-
stration had been assigned direct control of every transformer,
generator and load in this scenario.

In terms of optimization from Section III-C, the scenario
instantiates m with a single agent a ∈ AA with a parametrized
normal distribution,

pa

(
m(t)

)
= −1[a∈AA] exp

−
(
ψa

(
m(t)

)
− µ

)2

2σ2

−c , (8)

where c, µ and σ parametrize the reward curve, −1[a∈AA]

negates the reward if a is an attacker [48], and ψa(·) is the
arithmetic mean of all inputs. Note that this reward function
does not include any information specific to the energy do-
main. E.g., it treats the difference between 1.0 pu and 0.8 pu
similar to a reduction to 0.5 pu, even though this would mean
a tremendous success to the attacker compared to a reduction
to 0.8 pu. This simplification was done deliberately to verify
the general feasibility of the ARL concept without explicitly
tying it to the energy domain, but to remain useful to any CPS.

B. Demonstrator

In order to show the genearal feasibility of the concept,
we implemented a demonstrator for RL in power control
scenarios. The current implementation uses static simulation in
pandapower [46], supporting free configurability of controlled
sensors and actuators of multiple agents, selection of ANN-
algorithms and -parameters, as well as different logging and
output formats.
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In order to support documentation and reproducibility, each
experiment is specified within a single configuration file.
A experimental configuration defines three major simulation
components: a grid model, one or more agents, and a collection
of result logs that collect results. At the time of writing,
the whole demonstrator is refactored to use the mosaik co-
simulation framework [49], [50].

The interconnection between agents and grid simulation,
i.e., xa and Ya respectively, are separately defined for each
agent.

The execution of the simulation is round-based. The rounds
are advanced in steps according to a defined evaluation order
of agents. Agents are sequentially executed, a defined number
of steps each. The grid state is evaluated between each
consecutive pair of agent evaluation steps. After each step,
RL takes place for each agent individually according to its
configuration. Current result monitors output the grid states at
every node of the grid into a grid-state log. The results are
graphically evaluated as is discussed in Section IV-C below.

C. Results

To show the usability of our demonstrator, we pitched two
simple agents with inverse reward functions (Figure 7a and
Figure 7d) against each other, using the example grid shown
in Figure 6a as an arena. Both agents were assigned all voltage
sensors as input. The attacker was assigned control of all
tap changers, representing a scenario where a vulnerability
in one type of controller was exploited. The defender would
be granted access to all generators and loads in this scenario.
This was a deliberate choice in order to force the defender to
develop a strategy that involved all generators and loads; in
a reverse scenario, control of the tap changers would allow
the defender to act easily against a series of attacker actions
and would require a more sophisticated experiment setup
involving, e.g., a digital twin in the attacker code for decoupled
RL training for a devastating one-shot attack.

Figure 6 shows a late state of the simulation. Seemingly, the
attacker gained the upper hand and has been able to increase
voltage levels beyond 1.05 pu. The grid representation in
Figure 6a shows that especially two central sensors (numbered
4 and 3) are stuck with very high voltage levels, represented
by the length of the bars rooted at the nodes, most likely
sufficient for the connected loads to shut down or be damaged.
The mean voltage level of the system, depicted for steps 1900
to 2000 in Figure 6b, shows that even the lower voltages of
other nodes are not sufficient to lower the mean voltage to
acceptable levels. Thus, in this example, the attacker has been
able to destabilize the grid, despite the efforts of the defender.

Evaluating the two agents in Figure 7 provides no imme-
diately conclusive cause for the loss of the defender. The
cumulative number of positive rewards in Figure 7b for the
attacker and Figure 7e, show only small differences. These
asymmetries might be explained by the order of execution,
where the defender always acts in response to the attacker.
The current reward for the depicted step in the simulation,
depicted in Figure 7a and Figure 7d, shows that the defender

is evaluating a different mean voltage than the attacker. As
rewards are calculated after the actions of an agent, thus these
graphs show the results of two actions that both improved the
performance towards their own objectives.

The effect of the ARL structure of competing agents that
is beneficiary for RL algorithms becomes apparent in positive
learning curves for both agents (Figure 7b and Figure 7e).
In preliminary tests with a lone attacker, the learning process
first went through a lengthy phase where only little positive
rewards were achieved.

V. CONCLUSION AND FUTURE WORK

This work introduced Adversarial Resilience Learning
(ARL), a novel approach to analyze cyber-physical systems
(CPSs) through competitive situations in highly-complex sys-
tems using self-improving agents. This work is motivated by
the need to find better methods to evaluate the behaviour
of CPSs under threat of maliciously acting, intelligent threat
agents. The main idea is that groups of agents struggle to
enforce their objectives against agents with conflicting goals.

Pitching two—or more—Reinforcement Learning (RL)
agents with conflicting reward functions against each other
may allow to define more realistic tests for adversarial or
competitive situations. It harbours the promise of finding
novel strategies for both attack and defense, which both can
be used to strengthen the resilience of systems during the
design and testing phase of a power system or individual
components. ARL-based analysis should contribute to building
grid structures that are more resilient to attacks and train both
artificial and human operators in better handling of security
incidents.

Generally, the concept may allow to estimate threat-related
indices, for example the maximum amount of control that an
adversary may be allowed to gain over a system, which leads
to improved and more effective recommendations for security
directives and risk mitigations.

The concept of ARL and its ongoing implementation in the
ARL-Demonstrator only marks the starting point for in-depth
research on structural asymmetries of complex systems and
protection against learning threat agents. The demonstrator
provides the abilities to further research in a number of
interesting directions.

Foremost, this is the analysis of structural resilience of
complex systems, especially finding minimum control sets
of critical components that provide the most defensive capa-
bilities, or estimates of the structural strength of a system.
The integration into our co-simulation framework mosaik
opens up the possibility of extending the single system into a
whole composition into an interdependent system-of-systems.
In the energy domain, the introduction of communications
infrastructure (SCADA, CDMA450, etc.) is necessary.

Deeper extensions of the demonstrator itself will involve
capabilities of the defender to affect structural changes to the
system. This would allow to use RL to identify novel and more
resilient structures. The dual ability for threat agents would be
the extension of control, i.e., simulation of further compromise

30Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-713-9

ENERGY 2019 : The Ninth International Conference on Smart Grids, Green Communications and IT Energy-aware Technologies

                            38 / 58



(a) Grid Simulation (b) Grid performance (mean voltage) over time/evaluation steps

Figure 6. Proof-of-concept ARL grid results

(a) Attacker reward function, based on mean
voltage

(b) Cumulative number of positive rewards
over training steps

(c) Attacker performance pa(m
(t)) over time

(inverse mean voltage)

(d) Defender reward function, based on mean
voltage

(e) Cumulative number of positive rewards
over training steps

(f) Defender performance pa(t) over time
(mean voltage)

Figure 7. Proof-of-concept ARL agent results

from within a system. Both activities require the introduction
of a measure of cost to the demonstrator.

Further, this demonstrator allows to analyze simulated sys-
tems from the point of view of threat agents, by pitching the
agent against novel security measures, for example simulation
of distributed coordinated attacks. Combining this view with
multi-domain scenarios would enable analysis of sophisticated,
multi-level attack techniques that involve, for example in-
formation hiding or emission of misleading information by
attacker or defender. That means finding novel ways of attack
using a combination of illegal and legal operations and inter-
dependencies between different systems. Consequentially, all

these approaches would lead to the development of improved
designs and testing methods for highly complex systems.

We can only assume that this finally leads to more resilient
designs and defensive adaptable strategies—and, in the end,
to improvements for the security of supply, but at this stage
of the work, the first results are very satisfying.
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Abstract—Capturing and classifying Power Quality (PQ) phenom-
ena is important for the smooth functioning of electrical grids.
This paper presents methods for classifying the four types of
transients (impulsive, arcing, oscillatory, and periodic notching)
specified in the IEEE 1159 Power Quality standard. Our methods
implement a tractable algorithm, which applies well understood
signal processing methods and statistical inference for feature
extraction and decision making. We tested our methods on sim-
ulated PQ disturbances in order to demonstrate the capabilities
of the system. The results of this research include an operational
implementation of a transient classifier for Open Power Quality,
an open source distributed PQ network. Additional functionality
can be easily incorporated into the system to extend the utility
of our methods, such as a meta-analysis to capture higher level
network wide events.

Keywords–Power quality; power transients; open source; renew-
able energy.

I. INTRODUCTION

Introducing renewable energy generation to existing elec-
trical grid infrastructures has proven itself to be an engineering
challenge. The transition to cleaner energy generation methods
such as wind and solar, which are inherently unpredictable,
has increased the severity and frequency of problems related
to Power Quality (PQ) [1]. For example, sensitive instruments
connected to an unstable grid can be potentially de-calibrated
or damaged.

A first step to correcting PQ problems is understanding
the problem from top to bottom. Electricity supplied by the
grid should be continuously monitored to detect and log PQ
events. Classification of PQ phenomena can reveal problematic
patterns in the system and provide potential explanations for
failures that can be understood and resolved.

There is considerable research on classification of PQ
[2]–[6]. Current state of the art techniques commonly utilize
wavelet transforms for feature extraction and then run the data
through a trained neural network or decision tree algorithm.
Another approach by Manikandan, Samantaray, and Kamwa
[3] decomposes the signal using sparse signal decomposition
on an overcomplete hybrid dictionary matrix and then extracts
the power disturbance features of the decomposed signal
and classifies the transient waveforms using a decision tree
algorithm.

In this paper, we present a tractable implementation of a
transient classification system for our open source distributed
PQ network called Open Power Quality (OPQ). By includ-
ing this transient detection system in OPQ, we can gather
information on both local transients and global transients (i.e.,
transients from a single source that were detected on multiple,
distributed sensors). This information can be used to determine
how transients and other PQ signals propagate throughout a
power grid. Further, data metrics generated from intermittent
renewable sources, weather reports, and user reports can be
fused by OPQ with the transient detection results to provide
insights on how intermittent renewable energy sources affect
the quality of power on the grid.

This paper is structured as follows. Section II explains and
justifies the proposed methodology for classifying transients.
Section III describes the implementation of the methodology
on the OPQ system. Section IV reports the simulated results
of the transient detection system. Finally, Section V provides
the conclusions.

II. METHODOLOGY

The transients classified with the methodologies discussed
in this paper are defined in the IEEE 1159 Draft Recommended
Practice for Monitoring Electric Power Quality [7]. Table I
summarizes the definition and characteristics of each transient.

TABLE I. TRANSIENT CLASSES

Class Description
Impulsive Unidirectional change from the nominal waveform.
Arcing Bipolar random frequency noise.
Oscillatory Decaying oscillatory wave.
Periodic Notching Periodic and strictly negative in power.

We use a decision tree algorithm to classify signals with
potential transients. The benefit of this approach is that it min-
imizes necessary computation. As PQ features are extracted
from the signal, the potential classes that it could fall into are
narrowed. Computationally expensive analysis can be bypassed
if simple features can rule out a class early in the process.
Leveraging this idea, the potential transients are checked to
see if they fit the classes in the same order as listed in Table
I. Once the signal is classified, then additional meta data can
be computed that appropriately details the transient.

33Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-713-9

ENERGY 2019 : The Ninth International Conference on Smart Grids, Green Communications and IT Energy-aware Technologies

                            41 / 58



A. Signal Decomposition
The first task is to decompose the raw signal into the

fundamental waveform and the potential transient waveform.
In the context of this application, the fundamental waveform
is expected to have little to no variation from the standard,
which is 60 Hz and 120 Vrms in the U.S. [8]. There is the
potential for simultaneous waveform distortion and transient
PQ phenomena. However, waveform distortions for frequency
phenomena are typically found to only vary by ±0.1 Hz and
for voltage phenomena by 0.11.8 pu [7], whereas the transients
that the system is capturing typically have a spectral content
between 1 kHz5 MHz.

Thus, a simple digital implementation of a 4th order low
pass Butterworth filter with a cutoff frequency at 500 Hz
is justifiable and practical for this application to extract the
fundamental waveform from the raw digital signal. A different
filter could be used to achieve similar results. We decided to
use a Butterworth filter with these order and cutoff frequencies
due to the desirable property that the filter is monotonic in
both the passband and stopband, which results in a clean
decomposition. Once the fundamental waveform is retrieved,
the transient waveform is then obtained by subtracting out the
fundamental waveform from the raw signal.

B. Classifying Impulsive Transients
The first step in the decision tree algorithm is to determine

whether the transient could be impulsive. We test for impulsive
transients first since it is computationally cheapest to verify.
As defined by the IEEE 1159 standard, an impulsive transient
is a unidirectional change from the nominal condition of the
voltage [7]. Therefore, a simple check which ensures that the
excitation in the transient waveform is unipolar will qualify the
transient to be in the broad category of impulsive transients.

If the transient is impulsive, then arcing and oscillatory
transients can be ruled out. Additional cases do need to be
accounted for since there is a chance that the transient could
also be periodic notching. If the impulsive transient is positive
in power, then periodic notching can be ruled out, otherwise
it needs to be tested. At this point meta-data detailing the rise
and decay time, the peak amplitude, and whether or not the
transient causes additional zero crossings in the raw signal can
be calculated and recorded with the classification.

C. Classifying Arcing Transients
An arcing transient is a burst of relatively higher frequency

noise that is random in frequency content. The arcing transient
should have more than ten zero crossings and should not have
more than two cycles with same period [7].

Thus, the test for arcing transients can be a verification of
more than ten zero crossings and a threshold for randomness in
the frequency content. The defined threshold for randomness
is whether more than two zero crossings have the same period.

D. Classifying Oscillatory Transients
An oscillatory transient is a bipolar change that typically

lasts between a few milliseconds to a quarter cycle of the
nominal waveform. It is characterized by its frequency content
and decay rate [7].

To determine whether the potential transient fits the os-
cillatory classification, the system implements an incremental

F-test. The F-test gives a numerical value of the significance
of additional variables added to the regression function. The
null hypothesis of the test is H0 : β3 = β4 = β5 = 0.

We implement this by first computing a least squares curve
fitting of the potential transient waveform and an exponentially
decaying sinusoid using gradient descent. The complete model
is shown in (1).

ŷ = β0 + β1e
−β2tcos(β3 · 2πt+ β4) (1)

Then, a reduced model is fit using the same least square
fitting methods. The reduced model equation is shown in (2).

ŷ = β0 + β1e
−β2t (2)

Large values of F result in rejection of the null hypothesis
and the classification of the transient as oscillatory. The
threshold value that F must pass is a design decision and
will determine the expected type 1 and type 2 errors of the
classification.

We record additional meta-data upon this classification
including the decay rate, frequency content, dc offset, and peak
amplitude, all of which follow from the results of the curve
fitting.

E. Classifying Periodic Notching Transients
A periodic notching transient is a periodic and strictly

negative power disruption of the nominal waveform. Therefore,
the signal is first verified to be strictly negative in power
before further analysis is made. If so, the system moves on to
determine whether the potential transient waveform is periodic.

To test for periodicity the auto-correlation of the signal is
computed. Auto-correlation highlights the similarity between
the signal and its previous values. Our method convolves the
first half the transient signal with the original transient. The
convolution is only calculated for points where the signals
completely overlap. If the potential transient is indeed periodic,
then the resulting signal from the convolution will have the
same periodicity with peaks that highlight where the signal
had the highest correlation.

Our method determines the peaks of the auto-correlation
signal by setting a height threshold. Then, it finds the standard
deviation of the distance between the peaks, and if this value is
less than a defined threshold, the signal is classified as periodic.
If so, the period is easily calculated from the auto-correlation
signal along with additional meta-data to characterize the
transient.

III. IMPLEMENTATION

We implemented and tested these methods using our OPQ
system. The OPQ project began in 2012 with the goal of devel-
oping and evaluating PQ technology to support improvements
to electrical grids, in particular the incorporation of distributed
intermittent renewable energy sources.

In general, the OPQ system architecture consists of OPQ
Boxes, which are plugged into standard residential outlets to
monitor PQ as it is experienced at the point of consumption.
These results are communicated over the Internet to OPQ
Cloud, a set of cloud-based services that provide end-to-end
support for the capture, triggering, analysis, and reporting of
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local and global level PQ phenomena. A major design goal of
OPQ is to not just report PQ locally for each device, but to
look at PQ in an aggregate manner. This is possible because
the OPQ cloud services provide a global view of all PQ sensors
(OPQ Boxes). Thus, OPQ is able to detect distributed PQ
incidents (where multiple distributed sensors sense the same
incident) and also observe how PQ incidents propagate through
the electrical grid.

The two principle cloud services in OPQ are called Makai
and Mauka. The Makai service is responsible for aggregating
and processing the measurements generated by the OPQ boxes.
Inside Makai, a triggering broker creates a PQ event when it
detects a deviation from the nominal waveform in a low fidelity
data stream and sends a message to the Mauka system to
analyze the event further. The Mauka service performs analysis
of high fidelity data and is thus where our transient detection
system is located.

Our implementation proceeds as follows.
First, the raw signal is decomposed into its fundamental

and potential transient waveform. The fundamental waveform
is extracted using a digital implementation of a 4th order low
pass Butterworth filter with a cutoff frequency of 500 Hz.
The digital filter used is an implementation in the scientific
Python library SciPy [9]. The transient waveform is then the
raw waveform minus the fundamental waveform.

Our method does not assume that only a single transient
exists in a PQ event triggered by the Mauka system. There-
fore, before classification, the complete transient waveform is
separated into potential windows with individual transients.
This is achieved through a sliding window technique with
a predefined threshold for a maximum lull. The maximum
lull between transients is a design decision that is made with
domain knowledge. The transients that are being classified with
the system are expected to have a duration on the order of
milliseconds.

The sliding window method works by first scanning the
transient waveform and finding the first measurement which
is above the configuration noise floor. It is common practice
to account for potential instrumentation error by defining a
noise floor. Measurement deviating from the nominal wave-
form more than the defined noise floor are considered to
be significant and can reasonably be considered to be PQ
phenomena and not a faulty measurement. The noise floor in
the implementation is defined to be 5% of the nominal voltage.

The first measurement above the noise floor is considered
to be the starting point of the transient. Then, the scanning
continues until there is a lull in measurements above the noise
floor longer than the defined maximum, or the scanning has
reached the end of the transient signal. At which point the last
significant measurement is defined to be the endpoint of the
potential transient. This process is repeated until the end of
the transient signal is reached.

Once the start and end points of all of the potential
transients are determined, then the classification analysis can
begin. Feature extraction and the decision tree structure is de-
scribed in detail in Section II. Only important implementation
notes will be mentioned in the rest of this section.

The multiple non-linear least squares regression required
for classification of the oscillatory transient is provided in
the SciPy library [9]. The solution to the regression is an

approximation obtained by a gradient descent method. Since
the expected characteristics of oscillatory transients are known,
the gradient descent method can be seeded to increase the rate
at which a local optimum is found.

To classify periodic notching transients, a convolution oper-
ation is necessary. The code used to implement this calculation
is found in the NumPy library [10].

IV. RESULTS

To test the performance of the proposed methodology,
simulated transients were constructed and run through the
system. The configuration of the system at the time of these
reported results has the sampling rate at 12000 Hz.

First, we created a simulated waveform with an impulsive
transient by superimposing an exponentially decaying excita-
tion onto a portion of 6 cycles of a fundamental waveform.
This simulated transient has a peak amplitude of 18 volts and
decays to the noise floor in 1

32 cycles. The raw signal is shown
in Figure 1.

Figure 1. Simulated 60 Hz 120 Vrms sine wave with an impulsive transient.
The decomposed fundamental and transient signal are shown in the bottom

left and right subfigures, respectively.

Second, we created a simulated waveform with an oscil-
latory transient by superimposing an exponentially decaying
sinusoidal wave with 960 Hz frequency with starting amplitude
of 72 volts onto a portion of 6 cycles of a fundamental
waveform. The raw signal is shown in Figure 2.

Third, we created a simulated arcing transient by drawing
7 random samples from a uniform random distribution over
the support (61, 2401). We then used the random samples to
define the frequencies for single cycles of an arcing transient
wave. The raw signal is shown in Figure 3.

We simulated a multiple zero crossing transient by su-
perimposing three single sawtooth cycles in positions of the
fundamental waveform near a zero crossing. The single saw-
tooth cycle has an amplitude of a 72 volts and a period of 10
samples. The raw signal is shown in Figure 4.

Finally, we created a simulated waveform with a periodic
notching transient by superimposing a sawtooth waveform with
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Figure 2. Simulated 60 Hz 120 Vrms sine wave with an oscillatory
transient. The decomposed fundamental and transient signal are shown in the

bottom left and right subfigures, respectively.

Figure 3. Simulated 60 Hz 120 Vrms sine wave with an arcing transient.
The decomposed fundamental and transient signal are shown in the bottom

left and right subfigures, respectively.

a frequency of 1440 Hz and amplitude of 18 volts for a single
fundamental cycle, i.e., 24 notches per cycle for one cycle.
We determined the polarity of the notching transient by the
fundamental signal since notching is defined to be strictly
negative in power. The raw signal is shown in Figure 5.

Figures 1, 2, 3, 5 show the raw simulated waveforms with
impulsive, oscillatory, arcing, and periodic notching transients,
respectively, all starting near the 600th measurement. The
two subfigures show the extracted fundamental waveform and
transient waveform detected by the system. These simulated
waveforms were all correctly classified by the system using
our methods.

Figure 4. Simulated 60 Hz 120 Vrms sine wave with multiple impulsive
transients which cause additional zero crossings in the raw waveform. The
first decomposed fundamental and transient signal are shown in the bottom

left and right subfigures, respectively.

Figure 5. Simulated 60 Hz 120 Vrms sine wave with a periodic notching
transient. The decomposed fundamental and transient signal are shown in the

bottom left and right subfigures, respectively.

V. CONCLUSION AND FUTURE WORK

This paper presents an implementation of a transient de-
tection system using OPQ, an open source distributed PQ net-
work, which can successfully classify four types of transients
as defined in the IEEE 1159 standard. Our method shows
promise based upon its ability to correctly classify simulated
versions of all four transients.

The most immediate future work is to monitor an electrical
grid in real-time to determine how well the methods work on
real world transients.

We also hope to add functionality to OPQ that would

36Copyright (c) IARIA, 2019.     ISBN:  978-1-61208-713-9

ENERGY 2019 : The Ninth International Conference on Smart Grids, Green Communications and IT Energy-aware Technologies

                            44 / 58



enable us to search our historical data for the occurrence
of transients and classify them. From this, a meta-analysis
for higher level network wide events could lead to clues
regarding the sources of these phenomena. This data could
provide new insight into our understanding of how intermittent
renewable energy sources affect PQ on the grid, helping us to
better modernize our grids with larger amounts of distributed
renewable energy.
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Abstract—Data centers are energy-hungry facilities. Emerging
studies have proposed energy-aware solutions for reducing the
power consumption of data centers. Power consumption charac-
terization of servers is an essential part to realize power-aware
adaption strategies. Traditional methods adopt accuracy and
secure direct measurements by using physical instruments such
as wattmeters. Recently, watt-meter free solutions are adopted
widely as an economical replacement. These solutions provide
power consumption information by making use of self-resources
without additional instruments. There are two commonly adopted
solutions: 1) standard specifications that provide interface with
integrated sensors, such as Intelligent Platform Management
Interface (IPMI) and Redfish; 2) Power models based on system
activity related indicators. The energy-aware scheduling decisions
are made based on the power values obtained, but few works
give information about the correctness of the power values while
discussing the results or drawing conclusions. In this study, we
try to fill up this missing part by evaluating some commonly
used, economical ways in obtaining power values. We compare
and discuss the reliability, advantages and limitations for the
CPU-utilization based power models. The findings highlight the
challenges in realizing accurate and reliable power models. We
also evaluate the reliability of IPMI and RedFish, in order to
give references in choosing appropriate power characterization
solutions.

Keywords–Server power model; Inlet temperature; IPMI; Red-
Fish.

I. INTRODUCTION

Cloud data centers are computer facilities formed by hun-
dreds or even thousands of servers. With the increasing demand
of cloud services, energy efficiency of servers in data center
has become a significant issue. Reliable power characterization
approaches are essential for supporting energy-aware solutions.
High accuracy power analyses are capable of providing accu-
rate power consumption data. However, limitations like high
cost, weak support of integration with Unix systems (which
are widely adopted among server platforms) make it unreal-
istic by using power analyzers in a data center environment.
Therefore, some alternative economical solutions that make
use of available resources without extra investment are widely
adopted. The reliability of these solutions need to be evaluated
thoughtfully before applying to different real situations. In this
paper, we investigate experimentally two kinds of alternative
solutions: 1) Power models based on system activity indicators,
such as usage of physical components and Performance Mon-
itoring Counters (PMC); 2) Industrial standard specifications
based on integrated sensors, such as: IPMI, Redfish.

The paper is organized as follows: In Section II, we present
some previous studies about building power models for PC
or server systems. In Section III, we evaluate empirically the
power models based on CPU utilization. The server is stressed

with an industrial test tool. Principal components like CPU,
memory and storage are stressed at different load levels. Then,
in Section IV we evaluate the precision of Redfish and IPMI
applied in a new series of IBM servers. The measures of power
consumption recorded by Redfish and IPMI are compared with
a high-accuracy power analyzer. Conclusions and perspectives
are given in Section V.

The major contributions of this paper are:

• We evaluate power models based on CPU-utilization.
Thermal influence of inlet temperature is especially
discussed.

• We give some suggestions in building accuracy power
models according to experiments.

• We discuss the reliability of power data provided by
IPMI and Redfish based APIs.

II. POWER MODELS: BACKGROUND AND RELATED WORK

Modeling power consumption of servers is an active area
of research. Power models takes advantages of indirect mea-
surements to predict the power consumption of the elements
in an IT system, from single components like processors, to
the entire machine. Comparing to physical power analyzers,
power models have several advantages. In general, it provides
an economical way via making use of self-resources. In deeper
insight, power models are capable of linking the energy usage
data with system activities. That makes it possible to isolate
the energy consumed by single process or Virtual Machine
(VM). In this case, performance bottlenecks, inefficiency of
algorithm are possible to be identified and optimized in a
more dedicated way. In practical, power models are easy to
integrated with server system, they can be used to help with
some power management strategies, such as VM Migration,
shut down technologies, etc. Therefore, it is not surprising that
there has been a considerable amount of work in the area of
power modeling.

A. CPU-Utilization based method
In early stage, power models adopt the utilization of

CPU as the only input. One of the most notable study is
conducted by Fan et al. [1], whose study has shown that the
power consumption of servers can be accurately represented
by CPU utilization by using simple linear relationship. The
error is validated less than 5% for dynamic system activities.
Economou et al. [2] introduced a method called Mantis to
model full-system power consumption. The model is built with
linear regression based on component utilization metrics: CPU
Utilization, off-chip memory accesses, disk and network I/O
rates. The model achieves an overall error range from 0% to
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15% for two different server systems. Especially, the blade
model has errors less than 5% for all cases. After that, with the
evolution of manufacturing, server architecture becomes more
complex, the accuracy of models based on CPU utilization has
been questioned in many ways. Orgerie et al. [3] argued that
the relationship between the CPU consumption and its load is
not linear. The results of their experiments showed that even
applying the same CPU load, they observed three different
power consumption values. Hence, they concluded that it is
indeed not possible to get a linear function between CPU
utilization and power consumption. Zhang et al. [4] validated
the linear model for 392 published results, which composed
of different kind of servers. They use R-squared values to
evaluate their model. R-squared is also known as coefficient
of determination. The value of R-squared ranges from 0 to
1, describes the goodness of prediction, the higher the better.
The authors show that, among 395 published results, 6.5%
(25 kinds of servers) have the R-squared values less than
0.95, which means the CPU utilization is not always correlated
significantly with server power usage.

B. PMC based method
Furthermore, researchers try to build power estimation

models with performance monitoring counters. PMCs record
and store the counts of system-related activities. The principal
of models based on PMCs is the selection of several PMCs,
which have good correlation with power. The models can be
then illustrated by linear, non-linear regression formula, or
even by neural network. PMCs based power models usually
have better accuracy in comparing with single indicators based
model.

Da Costa et al [5] evaluate the power consumption of a
PC by using performance counters, then extend the concep-
tion to predict the power consumption of single applications.
Training data is collected by running several applications and
synthetic benchmarks. A small number of optimal variables
combinations within 165 different counters are selected for
each synthetic benchmark, which has the best regression result
with the real power consumption measurements. Then, a global
model for the entire PC is derived by including and analyzing
the possible candidate variables. The global model has R-
squared values greater than 0.94 for all the cases when applied
respectively to each benchmark. Even though they did not
evaluate the global model with some real applications, their
results confirm the feasibility by using PMC to predict the
power consumption of the IT systems.

Bircher et al. [6] propose a method to create power models
for six subsystems (CPU, memory, chipset, I/O, disk and GPU)
by using performance counters within processors. They chose
several performance events which are highly correlated to
power consumption in subsystem including memory, chipset,
IO, disk and processor. Resistors are connected in series with
power source to capture the power consumption for each
subsystem. Their models are validated by a wide range of
workloads and achieved an average error less than 9% for each
subsystem. However, they did not mention the model accuracy
for the entire system.

Witkowski et al. [7] present a practical approach to estima-
tion power consumption of applications in High Performance
Computing (HPC) environment. Their models are represented
as regression functions by using only a few variables related

to CPU, motherboard and memory. Variables will be included
in the model once the coefficient of determination increases.
Some of the original variables are transformed to increase
model accuracy. When validated with the same synthetic work-
loads during training phase, their model reports an average
error between 1% and 4% comparing to real measurements.
However, the average error is increased to a range of 3% -7%
when tested with a real HPC application.

Some state-of-the-art power models provide platform-
specific solutions [8] [9], which makes the model more ac-
curate and adaptive in current situation. However, the method
used to build the model is also less general and portable,
limited to specific conditions. Some other researchers suggest
advanced machine learning techniques to improve accuracy of
PMC-based models for general use. Some of them point that,
the accuracy of model can be greatly increased by removing
some irregular outliers of measurements [7] [5].

Cupertino et al. [10] propose to use Artificial Neural
Network (ANN), one of the computational intelligence tech-
nologies to improve the model accuracy. They compare the
Mean Absolut Percentage Error (MAPE) between an ANN
model and a traditional capacitive model, and show that the
ANN can decrease the MAPE from 5.45% to 1.86%.

Wang et al. [11] point out that for a given processor, the
usage of PMCs is limited by the available event counters
and the maximum number of PMCs that can be read simul-
taneously. Even more, power models with less PMC can be
more flexible and applicable. Based on this fact, the authors
have then proposed a power model with only Instruction Per
Cycle (IPC) and frequency as inputs. In order to improve the
accuracy, running benchmarks will be divided into different
categories based on IPC values, then they build the models
separately for each category. The authors also develop a tool
SPAN to realize run-time power profiling and correlate power
dissipation to source code functions. Their power model is
validated by using two benchmarks from SPEC2008Cjvm, and
achieve absolute error rate of 5.17% and 4.46% respectively.
Tool ”SPAN” achieve accuracy as high as 97% on average by
running FT benchmark from NAS Parallel benchmark suite
and synthetic workloads.

Mair et al. [12] present their power estimation model called
W-Classifier. The model classifies different workloads into 5
categories by using some power-dominant PMCs: INT, FPU,
FPU/cache mixed, INT/cache mixed and memory/idle. They
validate W-Classifier with OpenMP multi-threaded bench-
marks from NAS Parallel Benchmark suite on all 16 cores.
They find that W-Classifier has an average MAE of 6.95%
for all benchmarks, while traditional multi-variable model
achieves an average MAPE of 40.74%. However, authors admit
that W-classifier has difficulty to estimate the power consump-
tion of benchmarks with large range of power variation. They
have then proposed to improve the model by adding more kinds
of classification categories as further work.

C. Challenges
Obtaining accurate results of consumption behavior at

the whole system level or individual component level is not
straightforward. The difficulties include but are not limited to
the following raisons: 1) Diversity. Physical architecture of
server differs very much between manufactures and becomes
more complicated from generation to generation, with the
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emerging of new features. The availability of PMCs differs
among different machines [7]. The problem of the diversity
makes the power models less portable between heterogeneous
servers in Data centers. 2) Evolution. Evolution of system is
somehow rapid and random. Some indicators used to build the
original model would be no longer exist with the evolution of
computing system. For example, four years after the introduce
of Mantis [2] (mentioned in 2.1), John C et al [13] have noticed
that, some of the original indicators used by Mantis on longer
exist in current systems. 3) Hidden system behaviors. Some
component incorporates make optimization without exposing
to any of the existing counters, which makes some device be-
haviors invisible to OS [13]. High precision will be difficult to
achieve without being aware of these changes that affect power
draw. 4) Variability. Previous studies have given quantitative
evidences about the significant variability between identical
designed CPU and servers [14]–[17]. Parameter variation, also
known as Process, Voltage and Temperature (PVT) variation
[18], is responsible for most of the variations. Among them,
process and voltage variations are caused by imperfections
from fabrication process. Temperature variation comes from
fluctuating environments. These variations are inevitable and
influential to power consumption. One of our previous study
has demonstrated the power consumption variation between
identical servers leads from thermal effects [19]. These obser-
vations bound the potential accuracy achievable concerning all
kinds of power modeling approaches.

All the evidences listed here highlights the challenges in
building reliable power models for servers, especially for the
modern ones.

III. POWER MODELS BASED ON CPU-UTILIZATION

In this section, we evaluate experimentally the effectiveness
of using CPU-utilization as the indicator for building power
models. Influence of inlet temperature variation has also been
demonstrated by using a test use case.

A. CPU-Utilization based models
The model is built for a Gigabyte mw50-sv0 server,

equipped with one Xeon E5-2609v3 processor. Several work-
loads from Server Efficiency Rating Tool (SERT) [20] are cho-
sen as the test suite. SERT is an industrial standard rating tool
for evaluating energy-efficiency for server systems, developed
by SPEC committee. It contains a number of micro-workloads,
called worklets that exercise different components of the
Server Under Test (SUT) at different target load levels. (see
Table I for details). In this experiment, ten worklets composed
of both CPU and memory intensive types are chosen to
stress the server. The test suit includes six CPU-intensive tests
(Compress, CryptoAES, LU, SOR, Sort and SHA256),
one CPU and memory hybrid test (SSJ), and two memory-
intensive tests (Flood3 and Capacity3). Consumption at
idle state is also measured. Details about the worklets used can
be found in Table I [21].

The power consumption data is collected by Yokogawa
WT330, a high-accuracy power analyzer, with maximum mea-
surement error less than 1%. CPU utilization is collected by
redirecting the information from directory /proc/cpuinfo. Data
collection frequency is set at 1Hz. At the end of test, box plot
from matplotlib [22] is used to interpreted the dispersion
of power for a given CPU utilization. Box plot is widely

used for displaying statistic distribution, a simplified manner
in comparison to a histogram or density plot. For a normal
distribution, 50% of the data is within the box. Two short
lines beyond the box represent for the minimum and maximum
values within 99.3% of the data. Outliers represent for the
remaining 0.7% data. The test result is shown in Figure 1.
We can see from the figure that the models built from CPU-
utilization are not reliable enough. For a fixed CPU-utilization,
the server power spreads out between a considerable range,
especially for the utilization at 100%. Outliers are caused by
the quick changes of system loads. The power ranges are
relatively lower at 10%, 50%, 70% and 90%, because of a
lack of experimental data at these load levels.

We illustrate then the relationship between CPU-utilization
and server power for each worklet by marking with different
colors. The result in Figure 2 shows that, for each worklet,
server power has a narrow distribution for a specific CPU
utilization, which means power consumption can be precisely
modeled by CPU utilization during a single workload ex-
ecution. Moreover, for the worklets from the same ”CPU
intensive” category, power is proportional to CPU utilization
with different parameters. For instance, worklet LU has an
obvious different way in increasing power comparing with the
other CPU intensive worklets. As further work, we will try to
improve the accuracy for CPU utilization based power models
by classifying the workloads into different groups with PMCs.

Figure 1. Distribution of power under different CPU-utilization.

B. Influence of ambient temperature: a test use case
Furthermore, we evaluate the influence of inlet temperature

to the power consumption of server. The server is placed in a
climatic cabin, where we can control the ambient temperature
precisely. Inlet temperature is measured by a thermocouple
of type K. Test suite SERT is executed three times to the
server at 22◦C, 35◦C and 45◦C inlet temperatures respectively.
The results of the power consumption of server under different
ambient temperatures can be seen in Figure 3. Server power
increases with the rise of inlet temperatures. The increment
of power is contributed mainly by fans and leakage current
of CPU [19]. Unlike power consumption, CPU utilization
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TABLE I. TEST SUITE INFORMATION

Worklet Components Description Load Levels

Compress CPU Compress and decompress data 100%, 75%, 50%, 25%
CryptoAES CPU Encrypts and decrypts data 100%, 75%, 50%, 25%
LU CPU LU factorization of dense matrix operations 100%, 75%, 50%, 25%
SOR CPU Jacobi Successive Over-relaxation workload 100%, 75%, 50%, 25%
Sort CPU Sorts randomized 64-bit integer array 100%, 75%, 50%, 25%
SHA256 CPU SHA256 hashing transformation and encryption/decryption 100%, 75%, 50%, 25%
SSJ CPU/Cache/Memory simulates Online Transaction Processing (OLTP) operations 100%, 87.5%, 75%, 62.5%, 50%, 37.5%, 25%, 12.5%
Flood Memory Measures memory bandwidth across four common and important array operations Full, Half
Capacity Memory Exercises Java’s XML Validation Base, Max
Idle System No load on SUT None

Figure 2. Relationships between CPU-utilization and server power of
different worklets.

remains the same under different inlet temperatures as shown
by Figure 4. Therefore, as demonstrated by the experiments,
there is a risk of losing accuracy without considering variation
of ambient temperature in the models.

Figure 3. Server power under three different ambient temperatures.

Taking the data sets of worklet SSL as a use case. Function
(1) describes a baseline model proposed by [1]. Data set is

Figure 4. CPU utilization under different inlet temperatures.

collected at 22◦C inlet temperature. Estimated power is simply
represented by a linear function by using the power values at
idle and full load. Beyond the baseline model, Delta(T ) is
derived by analyzing the relationship between inlet temperature
and power increment for the whole data sets. Delta(T ) can
be interpreted by a quadratic equation as shown in function
(2). Finally new power model is built by adding Delta(T ) to
the baseline model, as shown by (3).

Pestimated = Pidle + Ucpu%(P100% − Pidle) (1)

Delta(T ) = a0 + a1T + a2T
2 (2)

Pestimated = Pidle +Ucpu%(P100% − Pidle) +Delta(T ) (3)

Within the formulas, Ucpu% represents CPU utilization
in percentage and T is inlet temperature. Pidle and P100%

are the average powers (Watt) when server running at idle
(Ucpu% = 0) and full load (Ucpu% = 100). The models are
trained and validated with the same data set by using cross
validation from function cross_val_score from scikit-
learn [23], cross validation (cv) generator is set to 4 to
realize a 4-fold cross validation. The average MAPEs after
CV for model (1) and (3) shown in Table II demonstrate the
effectiveness of the updated model (3). The MAPE of baseline
model (1) increases dramatically with the inlet temperature
rises from 22◦C to 45◦C.
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TABLE II. MAPE OF MODELS AT DIFFERENT INLET
TEMPERATURE.

TInlet (◦C) 22 30 45
Model without Delta (T◦) 5.6 % 9.2 % 16.8 %
Model with Delta (T◦) 4.6 % 4 % 3.2 %

IV. INDUSTRIAL STANDARD SPECIFICATIONS
EVALUATIONS: IPMI & REDFISH

IPMI and Redfish are usually available in modern high
performance servers. They can be used to monitor system
state information such as power consumption, inlet and exhaust
temperatures through specific interfaces. IPMI represents for
Intelligent Platform Management Interface, created by Intel,
Dell, HP and NEC in 1998. It is a standardized hardware
management interface and has been widely implemented on
more 200 server vendors nowadays [24]. IPMI is designed
to realize system-management independently without passing
through OS. Administrators are allowed using IPMI to manage
the machine locally or remotely regardless of its state (on
or off). Monitoring system status is one of the functionality
of IPMI. IPMI can communicate with Baseboard Manage-
ment Controller (BMC) to retrieve data of certain hardware
components (temperature probe, Fans, power supplies, etc.).
BMC is a specialized micro controller embedded on the
motherboard by the vendors. There are several open source
tools supporting IPMI protocol, such as ipmitool, freeipmi,
OpenIPMI, etc. Then, with the massive growth in size and
complex of Data centers, traditional IPMI is not sufficient to
manage the modern scalable data centers anymore. Hence, In
2010, Distributed Management Task Force (DMTF) proposed
Redfish to overcome the limitations of IPMI in terms of
scalability, performance, simplicity and interoperability [25].
In comparison with IPMI, Redfish is a standard API adopts
HTTPS protocol, which is considered more secure than UDP
protocol (adopted by IPMI). In addition, Redfish use human
readable technologies like JSON and OData, which makes the
operations such as request and response more user friendly.
However, the work for Redfish hasn’t finished and is still a
Work in Progress on the website of DMTF [26].

A. IPMI or Redfish: Which is more accurate?
The difference between IPMI and Redfish makes us curious

about their actual capabilities of power characterizations.
Before implementing specific tool into energy-aware projects,
it is better to well aware of the accuracy and limitations of
the tool. Therefore, we design and conduct an experiment
to evaluate accuracy of power consumption readings from
IPMI and Redfish. Their readings are recorded and compared
in real time with a high accuracy power analyzer. The
experiment is conducted in a prototype modular server from
Lenovo Skylake series. Both IPMI and RedFish interfaces
are supported. The server equipped with two Xeon Gold
6142@2.6GHz processors, 390GB RAM and 500G SSD.
Server is stressed with the same test suite SERT as mentioned
in previous experiments, with a total execution time of about
2 hours. The power usage data from IPMI are retrieved by an
open source API tool freeipmi [27]. And readings of Redfish
are provided by Redfish REST API, through the integrated
XClarity Controller introduced by Lenovo. High accuracy
power analyzer Yokogawa WT330 is place between server

power supply unit and wall plug to measure and record power
consumption data as reference (with maximum measurement
error less than 1%). A docker container is developed to
redirect and synchronize the readings from three channels
to local database by using Network Time Protocol (NTP).
Sampling frequency is set to 2 Hz.

We calculate MAPEs for both IPMI and Redfish within
three power ranges. The results shown in Table III show that,
sensors integrated in servers seem to have different precisions
across different power ranges. Otherwise, power readings re-
trieved from Redfish have better results comparing to IPMI for
each ranges. Power consumption has denser variations during
lower ranges. After several experiments, we find that, the data
collected from Redfish and IPMI is not refreshed instantly. A
latency of about 200 ms is observed, which means the power
value recorded may come from 200ms ago. The accuracy can
be questioned when power varies quickly.

The work presented in this paper give references in
choosing power consumption characterization solutions. We
suggest that, before applying available economical solutions
in an energy-aware scheduling or distribution task, check the
precision of the solution and make sure that accuracy is enough
for supporting the decision making.

TABLE III. MAPE OF REDFISH & IPMI BETWEEN DIFFERENT
POWER RANGES.

Power Ranges (Watt) Redfish MAPEs (%) IPMI MAPEs (%)
From 0 to 199 4.1 5.5
From 200 to 399 4.0 4.4
From 400 to 600 1.8 2.3
From 0 to 600 2.9 3.7

V. CONCLUSION

In this paper, we present a deep evaluation about the
power models based on CPU utilization. The influence of
inlet temperature on models has been especially discussed.
According to the analysis, one regression formula by using
CPU utilization as the only indicator is not adequate for
building reliable power models. First of all, Workloads have
different behaviors by using CPU and other hardware resources
in server platforms. Therefore, power is observed to have high
dispersion for a fixed CPU utilization, especially at full work-
load (CPU utilization = 100%). At the same time, we also find
that, power is well proportional to CPU utilization within the
execution of one single workload. Hence, applying workload
classifications could be an effective way to improve model
accuracy. Moreover, inlet temperature can cause surprising
influence on model accuracy. The model reliability can be
questioned without including inlet temperature data. In a use
case, after including inlet temperature data, we have greatly
improved the precision of model outputs while stressing server
under three different ambient temperatures.
Using industrial specifications, such as IPMI and Redfish is
another popular way to get power consumption data for some
modern HPC servers. The experiment results show that, the
precision of both IPMI and Redfish differs from different
power ranges, the higher the better. We blame the loss of
precision to the latency during request. Comparing to IPMI,
Redfish is observed to have less latency in our experiments.
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Abstract—Utility systems have come under attack from storms, 
trees, squirrels, fires, and firearms. 2018 was particularly bad 
for outages from wildfires in California. Fallen trees or tree 
limbs caused approximately 50% of the total minutes of service 
interruptions in 2017. In 2018, wildfires burned millions of 
acres. Regulators have struck back against utility companies, 
imposing tens of millions of dollars in fines related to wildfires. 
One issue is that the grid has many poles and wires that are 
vulnerable to falling trees and flying debris. To reduce the risk 
of wildfire and keep customers safe, electric utilities need to 
accelerate their vegetation-management work. The idea is to 
reduce vegetation below and near power lines that could act as 
fuel in a wildfire, as an added layer of protection, and to 
enhance defensible space. This study aimed to address the 
question, “Where should a utility improve tree cutting and 
trimming initiatives to foster operational excellence and reduce 
the risk of vegetation coming into contact with power lines?” 
To answer the research question, Insights for ArcGIS (a 
Geographic Information System) was used to build worksheets 
using a geographic information-systems-based application 
aimed at resolving current challenges faced by utilities to 
reduce the risk of power outages. A case study was developed 
to demonstrate the risk scenario that entails a utility company 
taking action and preparing for the unexpected. An artifact in 
Insights for ArcGIS was created using a design-science-
research methodology. This research proposes an elegant, 
interesting, and novel solution to aid in vegetation management. 
The artifact demonstrates that GIS can play an integral role in 
the problem resolution. 

Keywords—power failure; GIS model; Design-Science-
Research; vegetation management. 

I. INTRODUCTION AND PROBLEM DEFINITION 

The placement of a new automated distribution switch 
has long-term impacts on the reliability of the circuit in 
which it is installed [1]. Common placement strategies rely 
on manual processes and the inherited knowledge of the 
planning engineer regarding the configuration, past 
reliability performance, future load growth, planned 
distributed energy resources, and other protection-related 
schemes of the circuit being analyzed in order to select a 
new switch location [2]. Without optimization algorithms to 
account for the many operating parameters and outage 
scenarios, the planning engineer may select a less than 
optimal location. According to Jim Horstman, a utility-
industry consultant, a less than optimal placement may lead 
to less-than-optimal reliability performance and adversely 
affect customer satisfaction. 

The objective of this study was to provide instantiation 
of a Geographic Information Systems (GIS) model and an 
analysis framework developed in previous research by the 
authors of this manuscript. To instantiate is to create a real 
instance or a particular realization of an abstraction or a 
process [3]. Therefore, the solution offered in this paper 
could lead us to a GIS-based application prototype that 
identifies optimal grid location(s) that need inspection or 
infrastructure work, as well as detect regions where new 
components such as distribution switches may provide net 
benefits to the grid, considering the many operating 
parameters and outage scenarios. 

The Environmental Systems Research Institute [4] 
defined GIS as a class of tools for seizing, storing, analyzing, 
and demonstrating data in relation to their positions on the 
Earth’s surface. Analysts use GIS to view different objects’ 
locations and study their relationships. Satellite and tabular 
data can be entered into GIS for a single map display. GIS 
applications include recognizing site locations, mapping 
topographies, and developing analytical models to forecast 
events [4]. 

Though predictive modeling has existed since the 
inception of statistics, the penetration of GIS fostered a new 
approach to forecasting and data analytics. Predictive 
modeling is a process to determine a mathematical 
relationship between two or more variables [5]. Future 
dependent variables can derive if their relationships to 
independent variables become known. Predictive modeling 
with GIS has been applied in various sectors such as public 
health [6] and public-works asset management [7]. GIS is 
not limited to any specific field; it is only restricted by the 
availability of geospatial data. 

GIS is a catalyst for improving multiple facets of smart 
grids. For instance, Resch et al. [8] integrated GIS-based 
modeling into the energy system to address renewable-
energy-infrastructure planning. Sultan and Bitar [9] used 
GIS to optimize the locations of a distributed energy 
resource such as solar panels. Similarly, Sultan et al. [10] 
investigated power-grid reliability incidents/power outages 
and their correlation with infrastructure age by using GIS-
based modeling. Therefore, GIS enhances research inquiries 
in the smart-grid domain. Based on our previous research 
[9]-[10] we posit GIS can highlight the optimal locations for 
different components of the electric-power network 
including the new automated distribution switches. For this 
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research study, we designed an artifact: a GIS-based 
solution that resolves current challenges faced by utilities to 
improve tree cutting and foster operational excellence. 
Section II presents the study design and methodology. 
Section III illustrates the design principle. Section IV 
describes deployment. In Section V, we discuss research 
evaluation. In Section VI, we offer conclusions. 

II. STUDY DESIGN AND METHODOLOGY 

The artifact/solution uses a Design-Science-Research 
(DSR) methodology. Walls, Widmeyer, and El Sawy [11] 
conceived DSR and laid the foundations and arguments for 
DSR in behavior-centric information-systems research. 
March and Smith [12] elucidated DSR further by separating 
natural science from design science. A decade later, DSR 
was integrated into the fabric of information-systems 
research through several seminal publications [3][13]–[16]. 

Every DSR needs a design principle as guidance. Hence, 
for this study, we used the principle outlined in Peffers et al. 
[16]. The principle, collectively called DSR, was also used 
as a basis for another study [13]. Figure 1 depicts the DSR 
method. 

III. DESIGN PRINCIPLE 

The DSR method contains six activities. These 
activities interact sequentially. In addition, iteration through 
one or more activities is likely. The DSR method includes 
four possible entry points that indicate how a DSR project 
would start. 

A. Possible Entry Points 

Even though Peffers et al. [16] did not elucidate the 
four entry points—(1) problem-centered initiation, (2) 
objective-centered solution initiation, (3) design and 
development center initiation, and (4) client/context 
initiation—they did provide four case studies to demonstrate 

how each entry point works. Conceptually, researchers 
could start their research endeavors using any of the entry 
points, as long as the researchers defined all activities in the 
design science research method in their entirety. 

This research entry point is classified as an objective-
centered solution initiation. As noted above, our objective in 
this research was to reduce the risk of power outages by 
advancing tree cutting and trimming initiatives. Due to the 
rapidly changing nature of energy generation, new 
developments in the electric-power network, the 
incorporation of distributed energy resources into the grid, 
and circuit and equipment overloads, grid reliability 
research has been unable to keep pace. Power outages can 
be especially tragic in life-support systems in hospitals and 
nursing homes or systems in synchronization facilities such 
as airports, train stations, and traffic control. The economic 
cost of power interruptions to U.S. electricity consumers 
was $79 billion annually in damages and lost economic 
activity [17]. These facts highlight the need to investigate 
grid reliability, which is the objective of this research and 
the entry point to initiating an objective-centered solution. 

B. Process Guiding Design 

In conjunction with the design principle elucidated in 
the previous section, the research entailed using the process 
steps in Takeda, Veerkamp, and Yoshikawa’s [18] design 
cycle to create an artifact/solution. This cycle has five 
simple steps: awareness of the problem, suggestion, 
development, evaluation, and conclusion. The Takeda et al. 
design cycle demonstrates how DSR was embraced as a 
research paradigm for information-systems research projects 
[13]. We used the three DSR cycles of relevance, design, 
and rigor [14] to perform each of the Takeda et al. process 
steps leading to the final prototype in this paper. 

This study aimed to address the following question: 
“Where should a utility improve tree cutting and trimming-
related initiatives to foster operational excellence and reduce 

Figure 1. Design science research method [16]. 
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the risk of vegetation coming into contact with power lines?” 
To answer the research question, we propose a GIS-based 
application that would be an elegant, interesting, and novel 
solution to aid in vegetation management. This study 
illustrates how utilities can address current challenges to 
improve grid reliability. The artifact demonstrates that GIS 
can play an integral role in the problem resolution. 

We used a scenario-based methodology to evaluate the 
proposed solution. We extracted case episodes of actual site 
use by users (described as scenarios) to define the objectives 
of the target application. The key strength of the scenario-
based methodology is its ability to support investigation of 
phenomena such as power failures that are hard to research 
by more conventional means. Sugimura and Ishigaki [19] 
highlighted its potential, for example, to break down an 
extracted scenario into steps of actions and answer questions 
about the actions given as check items. To complete the 
evaluation, we elicited opinions from industry experts 
regarding the viability of the model. Getting expert feedback 
is helpful at this phase to see if the instantiation 
demonstrated the overall usefulness of the intervention. 

IV. DEPLOYMENT 

One of the newest technologies is Insights for ArcGIS, 
which is part of the new ArcGIS Enterprise family from the 
Environmental Systems Research Institute. Insights for 
ArcGIS can open doors for utilities to expand the use of 
asset-management data, for example, to support business-
related decisions. Insights for ArcGIS has transformed how 
researchers traditionally performed spatial analysis [20]. It 
is a web-based, data-analytics application with the 

capability to work with interactive maps and charts at the 
same time. 

In this research, we developed a case study to 
demonstrate the risk scenario/challenge that entails a utility 
company taking action and preparing for the unexpected. 

A. Utilities Case Study/Vegetation Scenario 

Utility systems have come under attack from storms, 
trees, squirrels, fires and firearms and 2018 was particularly 
bad for outages from wildfires in California. Regulators 
imposed tens of millions of dollars in fines against utility 
companies associated with wildfires, including $37 million 
for the 2007 Malibu fire; $14.4 million for the Witch, Rice 
and Guejito fires in the same year; and $8.3 million for the 
2015 Butte Fire [21]. Many poles and wires in the grid are 
vulnerable to falling trees and flying debris. 

Half of the total minutes of service interruptions in 
2017 accrued from fallen trees or tree limbs [22, p. 14]. 
According to the National Interagency Fire Center, in 2018 
more than 48,347 wildfires burned more than 7.3 million 
acres, as of late September [23]. Figure 2 shows some 
overall data on the total number of outages caused by 
weather/falling trees [24]. 

To reduce the risk of wildfire and keep customers safe, 
electric utilities need to accelerate their vegetation-
management work. Utilities are already working to meet 
new state vegetation and fire-safety standards. In California, 
for instance, the new standards require a minimum clearance 
of 4 feet around power lines in high fire-threat areas with 
clearances of 12 feet or more at the time of trim to ensure 
compliance year round [25]. However, accelerated wildfire 

Figure 2. Eaton’s Blackout Tracker [24]. 
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vegetation-management work is still needed to address 
overhanging branches or limbs. The idea is to reduce 
vegetation below and near power lines that could act as fuel 
in a wildfire, as an added layer of protection and to enhance 
defensible space. Thus, the challenge for an electric utility 
in this case is, “Where should a utility improve tree cutting 
and trimming-related initiatives to foster operational 
excellence and reduce the risk of vegetation coming into 
contact with power lines?” 

B. Insights for ArcGIS Solution 
We created an artifact in Insights for ArcGIS using 

DSR methodology. Insights for ArcGIS workbooks were 
developed to explore and discover trends and details in a 
utility company’s data. The workbooks are templates that 
can be imported from a utility company’s analytics models 
built in Insights for ArcGIS. Having the data in Insights for 
ArcGIS provides powerful analysis that can be shared. 

In this research, we propose an elegant, interesting, and 
novel solution to aid in vegetation management, identifying 
optimal grid location(s) that need inspection or 
infrastructure work, and detecting regions where new 
components, such as distribution switches, may provide net 
benefits, considering the many operating parameters and 
outage scenarios. Because Insights is so easy to use, 
everyone at the electric utility, from personnel in the field to 
the chairman of the board, can take advantage of its 
capabilities. The following section describes one Insights 

worksheet we developed to demonstrate how the proposed 
solution might address the risk scenario/challenge examined 
in the previous section. 

V. SOLUTION: ARCGIS INSIGHTS VEGETATION 
SCENARIO INVESTIGATION WORKSHEET 

We selected the ArcGIS Insights tool to identify critical 
locations where a utility company needs to prune trees as an 
added layer of protection and to enhance defensible space. 
All relevant data were imported from the supervisory 
control and data acquisition/Outage-Management 
System/distribution-management system at a power utility 
into Insights for ArcGIS. 

Page 1: Developed to investigate trees-related outages 
and the reported right-of-way events shown in Figure 3. 
This page allows utility personnel to answer the following 
questions. 

1. What is the reported right-of-way event category 
contributing to the largest count of outage events? 

2. What is the reported right-of-way event category 
contributing to the longest duration of outages? 

3. What is the reported tree-related cause contributing 
to the largest count of customers’ calls? 

Page 2: Developed to investigate the relationship 
between tree-pruning time and outage events shown in 
Figure 4. This page allows utility personnel to answer the 
following questions. 

1. How many expected pruning staff hours are needed 
to eliminate vines-caused power outages? 

Figure 3. ArcGIS Insights Vegetation scenario investigation Worksheet Page 1 
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2.  How many pruning staff hours are needed to 
eliminate which category of right-of-way events? 

3. Based on actual pruning staff hours, which 
category of right-of-way events needs the greatest 
number of pruning staff hours, on average, to be 
eliminated? 

4. In which counties do you see the consecutive 
emerging power outage hot spots associated with 
trees? 

Page 3: Developed to investigate tree-related outages 
optimized and emerging hot spots shown in Figure 5. This 
page allows utility personnel to answer the following 
questions. 

1. In which counties do you mainly see tree-related 
outages optimized hot spots? 

2. In which counties do you mainly see tree-related 
outages sporadic emerging hot spots? 

3. How many sporadic emerging hot spots do you 
see? 

4. What pattern type of emerging hot spots do you 
mainly see in the optimized hot spots locations of 
outages? 

5. How many consecutive emerging power-outage hot 
spots are associated with trees? 

6. If you were to send crews (a limited resource) to 
prune trees, does this map guide you with respect 
to where you need vegetation management most? 

VI. EVALUATION 

The proposed solution in this paper brings forth an 
important contribution to help practitioners identify the 

optimal location(s) for the placement of smart-grid 
interventions while considering many operating parameters, 
outage scenarios, and potential benefits. The GIS model 
presented in this study can advance smart-grid reliability by, 
for example, elucidating the root cause of power failure, 
defining a solution for a blackout through data, or 
implementing the solution with continuous monitoring and 
management. 

This study illustrated how Insights for ArcGIS, a GIS-
based solution, can be used to perform quick analysis, 
produce illustrative maps and charts, and share that 
information with managerial staff on the utility side. 
Because Insights for ArcGIS is able to record workflows, 
utility personnel will be able to rerun analysis monthly, 
whenever inspection budgets become available or whenever 
a storm is expected to hit the service area. 

According to utility industry consultant Horstman, the 
solution offered here provides useful insights. However, 
Horstman pointed out that it still needs work because the 
terms used to describe hot spots, for example, are 
statistician’s terms, not layperson’s terms. Horstman 
commented that utilities are becoming more “analytical” 
and beginning to understand the value of this research. 

Doug Dorr, a research program manager at Electric 
Power Research Institute, confirmed the potential of this 
application offered by the prototype. According to the 
program manager, 

“ArcGIS Insights worksheets are very easy to use and 
understand. Other layers like where the lines run and 
where the customers are located would be an additional 
useful integration consideration. Utilities would need to 
do some customization in order to make it truly 

Figure 4. ArcGIS Insights Vegetation scenario investigation Worksheet Pages 2 
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actionable. Visual analytics and the ability to look at 
data over time is critically important. I really like the 
hot spots concepts.” 

 VII. CONCLUSION 

This study aimed to answer the question, “Where 
should a utility improve tree cutting and trimming-related 
initiatives to foster operational excellence and reduce the 
risk of vegetation coming into contact with power lines?” 
To answer the research question, we used Insights for 
ArcGIS to build worksheets using a GIS-based application 
aimed at resolving current challenges faced by utilities to 
reduce the risk of power outages. We developed a case 
study to demonstrate the risk scenario that entails a utility 
company taking action and preparing for the unexpected. 
We created an artifact in Insights for ArcGIS using a DSR 
methodology. This research proposes an elegant, interesting, 
and novel solution to aid in vegetation management. The 
artifact demonstrates that GIS can play an integral role in 
problem resolution. 
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