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Data Sharing Services in a Space Information Network

Anders Fongen
Norwegian Defence University College (FHS)

Lillehammer, Norway
email: anders@fongen.no

Abstract—For collaboration services in a Space Information
Network, services and data structures for sharing are essential.
The organization and placement of resources for that purpose
must consider the semantics of the sharing operations, like
discovery, transactional properties, update ordering, and update
notification. These aspects are analyzed and discussed in the
manuscript, and the more realistic sharing mechanisms are also
evaluated through simulation experiments.

Keywords—LEO satellites; space information networks; data
sharing; mobile computing.

I. INTRODUCTION

The term Space Information Network (SIN) describes a set
of satellites that cooperatively offer services for information
processing and sharing, as well as traditional communication
services. SIN is regarded as a natural evolution of satellite
services, from radio mirrors in geostationary orbit to Low
Earth Orbit (LEO) constellation for communication services
(e.g., Iridium) [1][2].

In a series of previous publications, different aspects of
SIN operation (architecture [3], security [4], cache manage-
ment [5], routing [6], and state management [7]) have been
addressed. This article will focus on the design of data
sharing mechanisms, their semantics, resource placement and
optimization.

For the sake of successful collaboration services in a SIN,
data sharing mechanisms are strictly necessary, and should
not be left to ground-based services. An important advantage
of a SIN is the potential for very low latency, which is best
maintained by a sharing service offered by the satellite network
itself.

Application clients on the surface, denoted Ca, will connect
to any satellite overhead, which serves as an application
server, Sa. When in need for access to shared data, Sa will
communicate with the sharing instance Ss. Three tiers are
thus involved, and Ca will never make direct contact with
Ss. Please observe that while the Ca to Sa connection is a
link, the Sa to Ss connection can have multiple hops. These
relations are illustrated in Figure 1.

Data sharing in a SIN will benefit from the predictable
properties of a satellite network. The position of every satellite
can be computed by anyone at any time, as well as inter-
satellite link availability and the population density inside a
satellite’s footprint. These properties alleviate the need for
a discovery service and allow the resource management to
anticipate the periods of high and low traffic intensity from
surface clients.

Ss Sₐ

Cₐ Cₐ

Sₐ

Figure 1. The relation between the application clients (Ca), application
servers (Sa) and shared data servers (Ss).
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Figure 2. The population number inside the footprint of a satellite during
three subsequent orbits.

The population distribution of the planet is highly uneven.
A satellite (serving the Sa role) in orbit will expect great
variations in the workload offered by Ca: short-termed peaks
of high traffic intensity between longer periods of little activity.
Figure 2 shows the population density variations during three
orbits at 500 km altitude. This property represents a scalabil-
ity problem on one hand, and an opportunity for improved
resource planning on the other.

Another property of any LEO network is the need for
frequent handover of Ca to Sa link, including migration
of those resources on which Ca depends. Session state and
service endpoints need to shift to other Sa in order to maintain
the communication to the Ca [7].

The perspective of the presented analysis is that from
Distributed Computing. Technical and physical properties of
satellites related to energy management, antenna design, mod-
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ulation, coding, jamming resistance etc., are not taken into
consideration.

In the analysis following in this paper, the assumption is
made that the access operation from Sa to the data elements in
Ss is not uniformly distributed. The access frequency follows
a Scale Free Distribution model (SFD), in which the access
frequency of an element is inversely proportional to it rank.

The remainder of the paper is organized as follows: Section
II will discuss typical and essential properties of a sharing
service, and Section III will briefly present the software
simulation model used in the experiments. Alternative methods
for migration of shared data during handover operations are
discussed in Section IV, while an optimization experiment
for placement of a shared service is presented in Section V.
Experimental results regarding path cost for connections are
presented in Section VI. Finally, the paper lists its conclusions
in Section VII.

II. DATA SHARING SEMANTICS

Operations on data elements in Ss involve critical regions
which must be protected to avoid race conditions and update
conflicts. Furthermore, there are semantic properties related to
access and update operations which should be considered for
implementation:

a) Transactional atomicity and isolation: Assumed im-
plemented in the traditional ACID way. If used correctly, it
protects the data element against update conflicts. It requires
a network-wide mutex mechanism, which is a dangerous thing
to use since Sa can crash and restart any time.

b) Ordering semantics: Guarantees the observed order-
ing of updates received from other shared data collections.
This is a well studied problem, discussed, e.g., in [8]. The
so-called causal ordering semantics strikes a good balance
between implementation complexity and usefulness to a range
of communication patterns (through the use of, e.g., Lamport
clocks [9]). Other ordering models, like the FIFO ordering and
the less formal “eventual consistency” are easier to implement
but also less useful.

c) Update notification: An event notification system
whereby Sa can listen for notifications from update operations
on the Ss allows for interesting application patterns. The
observer/observable and the model-view-controller patterns
are well known to any programmer, they allow multiple Sa

to obtain an (eventually) consistent view of the shared data
without the need for continuous polling of its state.

d) Relational data base: A well known and mature
organization of a data set expressed through relational algebra,
with excellent support for transactional properties, security and
redundancy. May well serve as a service endpoint in Ss, but
does not lend itself well to frequent migration.

The sharing models listed above have different semantic
properties, and varying ability to operate under the circum-
stances found in a SIN. An analysis of how well they may
adapt to the mobility properties, Sa group dynamics, etc., is
presented in Sections II-A and II-B.

A. Mobility properties

For a Ca, an Sa will stay within line of sight for approx-
imately 15 minutes (assuming a LEO satellite constellation)
after which a handover operation needs to take place. A
handover implies that all the resources necessary to uphold
a continuous service must be migrated to the new satellite.
In addition, resources referenced in other satellites will also
move in the same fashion, and a handover of these resources
may be necessary in order to maintain a short communication
path.

The mobility pattern of satellites is completely predictable,
which means that any two identified satellites can predict if
they are within radio range of each other. Link discovery is not
necessary, but the connecting part will need to learn the ID of
the other satellite for this calculation to take place [6]. Once
the initial connection has been established, it can be used to
notify the peer of upcoming handover operations.

The handover operation for a Ss may find it unnecessary
to migrate all shared data elements to the next satellite, but
will need to establish the service endpoint in the new satellite
and notify all client Sa about the new endpoints. Shared data
elements may be left behind and fetched on-demand, which
will be described in Section IV.

B. Client group dynamics

Associated with an Ss is a group of Sa instances. The
membership of this group is constantly changing as the Sa’s
need for shared data access emerges and ends.

An Sa will need to know where the needed Ss is, also
during and after a handover operation. If the Ss need to send
update notifications to the Sa, some form of group membership
protocol must be in operation which will consume a portion of
the communication capacity. A better arrangement for group
membership handling will be presented in Section VI.

C. Shared memory or service interface

Two possible methods for Sa access to Ss are (1) shared
memory or (2) service interface. Method (1) allows Sa to ac-
cess shared data like memory cells in the computer, for either
write or read. In order to protect read-test-write sequences
from race conditions, distributed mutexes must be in place.
A distributed mutex carries the risk for deadlocks in the case
where Sa crash with acquired mutexes. Also, the method is
unable to offer any consistency, event notification or ordering
guarantees.

The list of properties in this section strongly suggests a
service oriented interface for the shared data in Ss. A service
implementation allows both simple and composite operations
to take place in a threadsafe, synchronized, protected and
reliable manner. Event notifications can also be offered from a
service interface, although long-termed (asynchronous) service
invocations need to consider handovers and change of IP
addresses during the invocation.

For the rest of this manuscript, Ss access is assumed to be
implemented through a service interface, not as direct access
to memory cells.

2Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-110-7
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Figure 3. Screenshot from the satellite constellation model.

D. Shared data access pattern

The shared data elements in Ss are not likely to be accessed
in a uniform manner, i.e., with the same access frequency,
but more likely to be accessed according to a Scale Free
Distribution model (SFD). The SFD predicts usage and access
patterns for a range of human activities and natural phenomena
[10]. In this particular use case, the data elements are ranked
according to their access frequency. Assuming SFD, the rela-
tive frequency (f) of accesses to an element is expected to be
inversely proportional to the rank (r) of that element. Applied
to this use case, SFD predicts that the most frequently used
element will be accessed twice as often as the second most
frequently used element, three times more often than the third
most frequently access element, and so on. Mathematically,
this may be expressed as

f =
a

r
(1)

where a is given a value so that∑
r

a

r
= 1 (2)

III. THE SOFTWARE MODEL

The results presented in this article are based on a software
simulation of a satellite constellation. A screenshot from the
model is shown in Figure 3. The constellation consists of 150
satellites at 500 km altitude. The colored backdrop in the figure
indicates the population density inside the satellite footprint at
a given location, based on gridded population data from NASA
[11]. This data set has also been used to calculate the graph
in Figure 2.

IV. MIGRATION PATTERN FOR SHARED DATA

The actual location for Ss needs to be established, and
the most obvious method would be to store the shared data
elements inside the satellite which offers the Ss service
interface. In this case, the entire data set will be migrated
during a handover of the service interface.

The assumption was made in Section II-D that the pattern
of access operations follows a Scale Free Distribution [10]
which allows for a more scalable design: After a handover
operation of the Ss service interface, the shared data elements
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Figure 4. The distribution of shared data elements after 5 handover operations.

are not migrated until they are referenced by a call from
a Sa. The elements which are never referenced during the
following service period are then left behind by two hops at
the next handover operation, etc. The elements that are never
again referenced will therefore not consume any link capacity.
Although applied for a different use case, the results obtained
in [7] use similar mathematics and will be presented here as
a simulated result for on-demand migration of shared data
elements.

The distribution of shared data elements has been simulated
with these parameters:

• 5 handover operations, involving 6 Ss satellites
• 1000 Ss accesses from Sa to each satellite
• There are 1000 shared data elements in total
• Shared data elements are accessed according to SFD

The resulting distribution is shown in Figure 4. The sum
of all numbers (806) shows that far from every shared data
element were ever accessed, and existing elements remaining
in storage of previous satellites indicate that they were never
accessed since that satellite’s time of service.

The number of link traversals used for migration of data
elements during the course of the simulation is chosen as
an indicator of the scalability properties of the arrangement.
Therefore, the number of single hop movements of elements
will be analysed under the scenario described in this section.
The resulting numbers from the proactive and the on-demand
migration method are compared and reported.

The distribution of the shared data elements across the
current and past Ss satellites was measured just before a
handover operation, after 1000 access operations. The numbers
are shown in Table I. From these numbers, it is possible to
calculate the total number of element movements across inter-
satellite links during the scenario of 5 handover operations
with 1000 access operation between each.

For the proactive element migration method, the total num-
ber of link traversals is 2910 (the sum of the 5 first numbers
in the “total” column). For the on-demand method, the total
number is 1162. This means that the on-demand method
consumes only 40 % of the communication capacity required
by the proactive method.

3Copyright (c) IARIA, 2023.     ISBN:  978-1-68558-110-7

EMERGING 2023 : The Fifteenth International Conference on Emerging Networks and Systems Intelligence

                             9 / 27



TABLE I
DISTRIBUTION OF SHARED ELEMENTS ACROSS Ss SATELLITES BEFORE

EACH HANDOVER.

satellite 0 1 2 3 4 5
total
336 336
499 172 327
608 118 168 322
704 91 113 157 343
763 67 94 108 164 330
806 54 73 86 110 173 310

Figure 5. The distribution of total path cost and its variance for 5 Sa inside
a grid of 100x100 possible locations for the Ss.

V. BEST PLACE FOR THE SHARING SERVICE

Given that there is a number of Sa satellites in need of
cooperation over a Ss service, there is an optimal position for
Ss based on one or more criteria.

For client satellite p, the access frequency to the shared
service is fp and the path length to the service is dp. The
chosen criteria are:

1) The total number of link traversals, i.e.,
∑

di · fi, should
be minimized.

2) The network load offered by the clients should be evenly
distributed, i.e., Var(di · fi) should be minimized.

A quick look into these criteria is shown in Figure 5 as
a heat map. The black color represents the lowest number,
white color the highest. The Sa nodes are placed in each
corner with access frequencies (fp) 1,2,4 and 8, and a fifth
client in position (30,40) and fp = 15. Each pixel in the heat
map represents a candidate placement for Ss and the color the
corresponding sum and variance for the path cost for Sa to Ss

communication.
As shown in the heat map, the lowest total path cost is

obtained with the Ss located near the Sa with highest fp, in
this case the client in position (30,40). The heat map also
shows that this position does not give the lowest variation,
which is found a little to the “south” of it.

VI. CONNECTIVITY AND PATH LENGTH

Beside migration of shared data elements and optimal
placement of the Ss, the conditions for the communication
between the Sa and the Ss should be investigated.

Possible strategies for routing inside the satellite grid in a
SIN have been studied in [6], where the hypothesis was that the
forwarding path should aim to involve less busy satellites. Also
important, the study showed that the grid is never partitioned,
so one Sa will always be able to communicate with a Ss,
regardless of their positions. This property is also shown in
Figure 3. The path cost for general routing shows a significant
improvement with that approach, but also large fluctuations.
There is consequently no need for a separate routing mech-
anism for shared data access, but a discovery service for Sa

to find the Ss at the beginning of a session is needed. During
a Ss handover, the server can leave a “breadcrumb” which
points to the new location, for the subsequent redirection of
the Sa.

VII. CONCLUSION

Any collaboration between a group of Ca will require
coordinated access to a body of shared data. This paper has
investigated four aspects of a sharing mechanism: Service
semantics, migration of shared data elements, placement of
the shared service endpoint, and routing methods for commu-
nication between Sa and Ss.

The optimization methods suggested during the course of
the paper are based on the special properties of a SIN
operation: Predictability and uneven population density.

This is a part of an ongoing feasibility study and there are
still many details in need for a detailed study, which will be the
focus for further research effort in the field of SIN operation.
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Abstract—Virtual Reality (VR) has several uses in business, 

entertainment, and training. A simulation sickness known as 

‘cybersickness’ is experienced when using VR. Cybersickness 

(CS) poses a severe obstacle to VR systems’ usability. To fully 

utilize VR as a medium, it is essential to reduce the 

uncomfortable sensation of CS. Technology, software, and user 

attributes all play a role in creating a pleasant VR experience. 

There is no comprehensive information on what causes 

cybersickness, how the severity of cybersickness can be 

assessed, and what factors contribute to CS in a VR 

environment. Because of this gap, this research aims to unpack 

the causes of cybersickness, how to assess it, and to identify and 

describe the factors. A systematic literature review identified 

21 factors contributing to VR CS. In addition, a conceptual 

model was developed to allow researchers and VR developers 

to evaluate these factors. 

Keywords-virtual reality; simulation sickness; cybersickness; 

factors; head-mounted display; systematic review. 

I. INTRODUCTION 

VR has recently become part of everyday vocabulary, 
which can be partly ascribed to the recent media coverage it 
has received [1]. Simply put, VR offers a Virtual 
Environment (VE) that enables users to engage with a highly 
realistic artificial world made mostly of three-dimensional 
computer-generated images, audio, and haptic input. VR has 
been used in various fields, such as healthcare, construction, 
and architecture. Still, video games have drawn consumers' 
attention more than other VR applications [2]. The leading 
technology for virtual worlds is visual devices known as 
Head Mounted Displays (HMDs), which are very different 
from standard screens since they completely immerse the 
user in the VE by obstructing outside visual inputs that can 
interfere with the experience. A negative side effect known 
as Cybersickness (CS) has also been identified with such 
immersive experiences [2]. 

An unpleasant collection of symptoms called 
‘cybersickness’ is brought on by being in a VE and can 
linger for a short while or even for days [3]. Examples of 
such symptoms include headache, nausea, and even vomiting 
[4]. According to estimates, CS affects 20% to 80% of the 
population in some way [3]. CS claims have been rising 
along with the popularity of VR gadgets, despite the fact that 
the ailment has long been understood and researched [2]. 

In the worst situations, the symptoms are so severe that 
people cannot utilize VR equipment. In one instance, game 
makers were forced to remove VR components from their 
creations because users complained of feeling unwell [2]. 
The symptoms of CS may interfere with medical therapy and 
have unfavourable repercussions on the patient. Even minor 
symptoms might be unpleasant and bother the user. 

A. Problem Statement 

VR gives people a chance to imagine a modified three-
dimensional world. However, for optimal efficiency, it 
necessitates total sensory awareness. Interactions and visual 
signals in the VE must be effectively developed to be as 
realistic as possible before VR is adequately adapted and 
understood [4]. Its effectiveness can be measured by how 
much the user feels immersed in the surroundings [5]. 
Usability problems, such as the symptoms related to CS, will 
reduce the feeling of presence in a VE. If users have trouble 
using the environment, they won't be able to experience the 
reality of a VE. 

Numerous factors lead to CS, and the knowledge base 
needs a comprehensive view of all that can lead to it. 
Because of this research gap, this study aims first to identify 
the factors contributing to CS during VR technology use. 
Secondly, a conceptual model will be created incorporating 
these identified factors. 

B. Research Objectives 

The following are the objectives of this study: 

1) To determine the causes of Cybersickness in the 

Virtual Reality environment. 

2) To determine the severity of cybersickness 

experienced, or susceptibility to it, before, during, or 

following a Virtual Reality session? 

3) To determine the factors that contribute to Virtual 

Reality Cybersickness 

C. Research Questions 

This research will address the following research 
questions: 

1) What are the causes of cybersickness in the Virtual 

Reality environment? 

2) How can the severity of cybersickness experienced, 

or susceptibility to it be assessed before, during, or 

following a VR session? 

3) Which factors contribute to Cybersickness during the 

application of Virtual Reality technologies? 

D. Significance of the Study 

This study aims to present a holistic view of all the 
factors that are posited to cause CS in a VR environment. It 
seeks to provide current and forthcoming VR developers 
with helpful guidance on reducing CS symptoms to facilitate 
a good VR experience. It will also act as a source of 
information for researchers delving into CS in VR. This will 
serve as a roadmap for expanding the study and making the 
link to the variables employed. Additionally, it is believed 
that this research can aid users who experience CS in VR 
settings by enhancing their user experience. 
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The rest of this paper is organized as follows. Section II 
provides literature on cybersickness causes and theories, and 
the measurement methods deployed. Section III presents the 
research methodology to conduct the Systematic Literature 
Review (SLR). The results of the SLR are presented in 
Section IV and a discussion of the research findings are 
provided in Section V. Section VI concludes the paper and 
provides recommendations for future research. 

II. LITERATURE REVIEW 

A. Cybersickness Causes and Theories 

1) Sensory Conflict Theory 
CS is a disorder that is difficult to categorize since there 

are a variety of symptoms, the illness's effects differ from 
person to person, and there are many theories as to how it 
began [3][33]. The hypothesis discussed the most in 
literature is the Sensory Conflict Theory (SCT). It contends 
that CS results from a conflict between the information 
provided by several senses. It has been demonstrated that 
common motion sickness signs and physiological 
modifications, such as car or seasickness, are relatively 
similar to CS [34]. Additionally, sensory conflict seems to 
have an impact on both. But the sensory conflict in a car and 
VR are very different. 

When travelling by car, one might perceive acceleration, 
but their visual surroundings, the vehicle's interior, remain 
still. This causes motion sickness. According to the SCT, 
you can lessen the conflict by gazing out the window, 
bringing the vestibular and visual information back into 
alignment. In VR, the conflict is going in the opposite 
direction. While the vestibular sense either detects no 
motion or is out of sync with the visuals, VR users perceive 
motion and accelerations through visual cues. This affects 
how CS is treated differently from traditional motion 
sickness. 

2) Vection 
Vection, which refers to the perception of motion 

through visual stimuli, has frequently been linked to 
Visually Induced Motion Sickness (VIMS) or CS [35][36]. 
However, according to other research, vection can happen 
even when no sickness is present [35]. This shows there is 
more to the relationship between vection and CS than just a 
straightforward causal one. In their study, [36], who 
intended to further explore this connection, discovered that 
sickness is caused by a shift in vection [36]. From the 
standpoint of sensory conflict, it does make sense that CS is 
more often caused by apparent visual acceleration than by 
continuous visual motion. Conflict happens when one 
reason detects acceleration while the other does not since 
the vestibular system can only detect accelerations. 

However, the findings of [37] are at odds with those of 
the study by [36] VIMS was not significantly impacted by 
the vection's strength or fluctuation. It is posited that [37] 
may have yet to be able to successfully create a high level of 
motion sickness, which might account for these conflicting 
results. Therefore, any potential difference in the ability to 
generate motion sickness between constant and variable 
vection may have yet to be able to achieve statistical 
significance. Humans acquire information about body 
motion through their vestibular system, which detects the 
rotational and translational accelerations of the head, in 
addition to visual data. Therefore, combined with the visual 
system, the vestibular system is a crucial tool for humans to 
notice when our body is moving and distinguish between 

object motion and self-motion [38][39]. When you start 
moving in VR with a joystick, something other than this 
multisensory integration may work better. There is a sensory 
conflict since you can feel vection. Still, the vestibular 
system doesn't send any signals of self-motion. 

3) Postural Instability 
Postural instability, a notion that [41] first proposed, is 

another theory that is frequently brought up. They suggested 
that symptoms happen when you have not learned how to 
maintain yourself in that particular situation and are 
experiencing postural instability. When riding a roller 
coaster in VR while standing, you might be familiar with 
this sensation of instability.  Various studies appear to 
contradict one another, with some offering evidence for the 
theory [42][43], while others either only discovered postural 
instability as a result of CS or found no causal relationship 
at all [44]. It still needs to be determined what the exact 
relationship with CS is. However, this idea offers a 
foundation for measuring CS objectively. 

4) Rest-Frame Hypothesis 
The Rest-Frame Hypothesis is another theory that has 

influenced a typical CS mitigation technique [45]. 
According to this theory, CS results from the inability to 
identify or select a stable reference frame, also known as the 
rest-frame, from which to interpret relative movements, 
locations, and orientations. The nervous system chooses the 
rest-frame from among the various reference frames and 
gives it spatial-perceptual data [45]. According to the 
theory, the cognitive conflict that results from being unable 
to identify a single rest-frame compatible with a person's 
inertial and visual motion signals, rather than the sensory 
conflict, causes CS [40]. In other words, illness is more 
likely to be affected by how the user interprets what is 
moving and what is not based on the degree of competing 
cues. 

B. Cybersickness Measurement Methods 

As covered in the section above, there are only a few 
well-established theories on CS. Similar to this, subjective 
and objective approaches to assessing CS exist, categorized 
into physiological state, postural sway, and questionnaires. 

1) Questionnaires 
The Simulator Sickness Questionnaire (SSQ) is used in 

most articles. Even though this questionnaire was first 
developed for military simulators (like flight simulators), it 
is still the most well-known for CS in VR research. From 
none to severe, participants assess the severity of 16 
symptoms on a 4-point scale. The results are divided into 
four scores: overall score, nausea, oculomotor, and 
disorientation. Several researchers have suggested 
alternatives because the SSQ's primary intent was not VR 
and was evaluated on highly skilled professionals [46][47]. 
Both the Cyber Sickness Questionnaire (CSQ) and the 
Virtual Reality Sickness Questionnaire (VRSQ) published 
by [46] and [48] can be seen as subgroups of the SSQ. Only 
nine symptoms remain when the nausea-related symptoms 
are excluded from the VRSQ. 

The Fast Motion Sickness Measure (FMS) is a one-
dimensional scale that ranges from zero to 20. This scale 
which indicates no motion sickness (zero) to severe motion 
sickness (20), was developed by [49]. It is feasible to gauge 
the time of the motion sickness since participants vocally 
rate each minute. The FMS and the SSQ score and its sub 
scores also show a substantial correlation in other research 
[49][50]. The Misery Scale (MISC) was developed by 
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Wertheim et al. as an alternative to the FMS. The scale 
extends from zero (no symptoms), to ten (vomiting). In 
addition to verbal responses, a physical dial may also be 
used to record answers on a one-dimensional illness scale, 
as [51] study showed. 

It might be essential to know a participant's vulnerability 
to motion sickness in addition to measuring CS during or 
after a VR session. Participants' susceptibilities to CS can 
vary. Thus [52] updated Motion Sickness Susceptibility 
Questionnaire (MSSQ) was developed to gauge this. The 
participant's history of motion sickness is examined using 
the MSSQ. The Visually Induced Motion Sickness 
Susceptibility Questionnaire (VIMSSQ), which looks at 
prior encounters with symptoms rather than motion sickness 
in general, was created by [49] since this questionnaire was 
not designed for CS (or VIMS). [53] also suggested and 
examined a condensed version of the VIMSSQ in another 
research study due to its length. 

2) Physiological State 
Although questionnaires are the most popular way to 

detect CS, they have certain drawbacks. First, surveys 
interfere with the user's experience, making it impossible to 
track their illness in real-time [54]. The fact that surveys are 
inherently subjective is another disadvantage. As a result, 
they only sometimes accurately gauge what they are 
attempting to perform. Researchers can assess the 
physiological status of the consumers to get past these 
issues. This is doable in real time and may offer a source of 
unbiased data. 

The user's present status might be assessed by sensors, 
which would subsequently apply the appropriate CS 
mitigation techniques. A method that can evaluate CS in 
real-time using physiological data was developed by many 
researchers using machine learning [44][55]. Based on 
physiological data, such as heart rate, breath rate, heart rate 
variability, and galvanic skin reaction, [55] created an 
entirely closed-loop system. Based on the determined 
amount of sickness, it applied Field of View (FOV) 
reduction or Gaussian blurring, which might lower the level 
of nausea. The degree of CS was determined by periodically 
evaluating the user's physiological data. The system's 
capacity to lessen CS was not put to the test. 

Despite being objective, physiological evidence has not 
been able to displace the SSQ as the gold standard for 
assessing CS. Physiological outcomes have often been 
employed in research to support their conclusions rather 
than as the primary measurement technique. Additionally, 
the SSQ or other questionnaires frequently validate 
physiological measures. Therefore, their validity is 
dependent on arbitrary information. 

3) Posturial Sway 
Postural sway, which is a type of body movement, has 

yet to be included in several investigations as an impartial 
evaluation technique, even if the relationship between 
postural instability and CS still needs to be fully understood 
[56]. [57] showed that gait metrics may also be measured to 
determine CS. They recorded the necessary data using an 
inertial measurement unit on each foot. They then used a 
support vector machine which is a machine learning model 
to create a classifier for CS. 

Using a balancing board to measure movements around 
the center of gravity is one method of documenting postural 
instability [42][58][60]. After analyzing their data, [58] 
identified the precise postural sway characteristics that 
might predict VIMS. According to the findings, those who 

reported feeling worse had postures that were more circular 
in form (as opposed to elliptical) and had a higher frequency 
of forward/backward oscillations. According to each 
participant's postural sway, [60] trained a deep, short-term 
memory model that may forecast their likelihood of 
experiencing CS. 

However, there are also sensors in users' Head Mounted 
Displays (HMD) that may capture postural sway. Head 
dispersion, or the change in roll and pitch, was put to the test 
by [59] and shown to be significantly connected to changes 
on the x- and y-axis around the center of gravity. 
Participants had to hold their heads motionless or stare 
straight ahead to assess head dispersion. The relationship 
between the location information from the HMD and CS 
was also examined by [61]. They found strong correlations 
between a few location factors and the SSQ scores, even 
though the data was pretty noisy. These findings imply that 
it may be feasible to design a system that collects the 
HMD's location data, calculates the user's level of CS in 
real-time, and utilizes that information to modify the 
methods for reducing sickness. 

III. METHODOLOGY 

A. Introduction 

This research is conducted using a SLR, defined as “a 
means of identifying, evaluating and interpreting all 
available research to a particular research question, or topic 
area, or phenomenon of interest” [6]. Simply put, an SLR is 
a review of primary studies. This study follows the SLR 
guidelines by [6], which are: identifying sources, study 
selection, data extraction, data synthesis and writing up the 
study as a report. 

B. Search Terms used in selected databases 

"Virtual Reality" AND ("cybersickness" OR "motion 
sickness" OR "simulator sickness") AND ("factors" OR 
"fail" OR "break down" OR "flounder" OR "blunder" OR 
"flop" OR "deteriorate" OR "challenge" OR "issue" OR 
"problem" OR "obstacle*" OR "success" OR "accomplish" 
OR "achieve" OR "advance" OR "progress*" OR 
"realisation" OR "triumph" OR "victory" OR "fruition" OR 
"attainment" OR "model" OR "method" OR "framework"). 

1) Source Selection 
The following data sources were selected to perform the 

search: 

• IEEE Xplore Digital Library 

• Scopus 

• ACM Digital Library 

• Google Scholar 
All of these databases are well-known research 

repositories in the field of information technology. In 
addition, Google Scholar was employed to help locate 
sources via backward and forward citation searches. 

2) Selection Criteria 
The selection of research material for inclusion in this 

systematic review was based on this section's inclusion and 
exclusion criteria. 

For a source to be included in the research, it had to 
meet the following criteria: 

• Papers describing the factors that, in a VR setting, 
lead to cybersickness. 

• Papers containing at least three keywords in the 
title, abstract, or keywords were chosen. 
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• Journal articles, conference papers, book chapters, 
dissertations and theses were considered. 

• No limitations on publication date. 
A source is excluded from the research for the following 

reasons: 

• Papers that don't discuss the factors that contribute 
to cybersickness in a virtual reality setting. 

• Non-English language academic papers. 

• If the full text of the publication is not available. 

• Duplicate papers meaning the same paper retrieved 
from different databases. 

3) Prisma Flowchart 
The search string above was performed on the selected 

databases, returning 1231 articles. The Google Scholar 
citation search found an additional ten records. After that, 
219 duplicate papers were removed. Screening by the title 
and abstract was conducted, leaving 213 full-text articles. 
These full-text articles were further assessed for eligibility 
resulting in 28 remaining articles used for data extraction 
and synthesis (see Figure 1). The search was completed in 
August 2022. 

4) Quality Assessment 
The included papers were assessed using four quality 

assessment questions. The questions aimed to evaluate the 
quality aspects mentioned by [6]. These aspects are 
characterized as objectivity - if the research is free of bias; 
reliability - the accuracy and reliability of the research 
instruments used; internal validity - whether the research 
was well structured, so data was collected from suitable 
sources, and external validity - determines if the findings 
can be predicted for subsequent occasions. 

Therefore, the following questions were devised to 
assess the quality of the selected literature: 

Q1. Is Virtual Reality and Cybersickness factors the 
center of the discussion? 

Q2. Does the research have a clear goal in mind? 
Q3. Does the article clearly follow a research process 

and describe the data analysis techniques used? 
Q4. Does the article report its findings based on 

evidence and argument? 
These questions had three possible answers: Yes and No. 

Each response is given the following weighting: Yes = 1 
and No = 0. The final score was noted and utilized as a scale 
from 0 to 4 to represent the overall quality of the chosen 
literature. The articles' outcomes and quality rating are 
displayed in the results section. 

C. Data Extraction 

The data extraction was carried out on 28 papers 
included in the SLR. Thereafter, a qualitative thematic 
analysis was conducted to synthesize the extracted data. 
Some of the article's content was highlighted in the paper 
while it was being read. These ideas/concepts, usually 
referred to as codes, were carefully investigated to group 
them into common themes. All the pertinent information 
that helped in answering the research question was 
extracted, including the citation, the journal article or 
conference title, the source database, year published and 
study type, article sub-concepts, and the main concept. 
Google Sheets were used to extract data for the thematic 
analysis. 

 

 

Figure 1. Prisma Flowchart. 

IV. RESULTS 

A. Search Results 

The articles listed in the source selection section were 
looked at in four databases, which includes Google Scholar. 
Figure 2 displays the percentage distribution. Most of the 
articles came from IEEE Explore (41.8%). Scopus accounted 
for 40.3% and ACM digital library 12.9%. Ten articles (5%) 
derived from the Google Scholar citation searches. 

Most papers included many factors, while some focused 
on one specific factor. Table I lists these 21 factors and their 
sources. 

B. Quality Evaluation of Articles 

Four questions were used to assess the quality of the 
selected literature, as mentioned earlier. Most papers were of 
good quality, with an average score of 3.75 out of 4. No 
paper scored below 3. 

 

Figure 2. Database articles percentage distribution. 
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TABLE I.  VIRTUAL REALITY CYBERSICKNESS FACTORS WITH 

SOURCES 

Factor Sources 

Habituation [7][8][9][10] 

Duration [4][7][8][9][11][12][13] 

Environmental 
conditions 

[14] 

Physical Health [4][8][15][16][17] 

Posture [4][13][18] 

Gender [4][7][9][12][14][15][19][20][21] 

Age [4][7][12][15][21][22] 

Field of View [7][8][11][12][23] 

Flicker [4][12][21][24] 

Screen size [7][24] 

Head mounted 

displays 
[1][5][9][12][14][24][25][26][27] 

Lag and Frame 

Rate 
[11][28] 

Method of 
movement 

[24][29] 

Calibration [4] 

Position Tracking 
error 

[21] 

Head motion [13] 

Playing position [7] 

Locomotion [7][11][12][30] 

Immersion [7][12][31] 

Sensory support [31] 

Graphic Realism [12] 

C. Synthesis of Identified Factors 

A thematic analysis was conducted to identify the core 
themes and subthemes within the selected literature. The 
factors were categorized under subthemes and grouped under 
a theme. Initially, 42 factors were identified as contributing 
to CS in a VR environment. Upon examination of the 
definitions of each of these factors and the references made 
to them by the authors of the selected literature, 21 factors 
were merged into others resulting in 21 final factors. The 
remaining 21 factors were further analysed to identify any 
additional relationships to help categorize them. Categorizing 
the factors helps to understand the more significant themes 
and gives deeper insight. The synthesis using a thematic 
analysis went through 5 iterations resulting in three themes, 
eight subthemes, and 21 factors. These three common themes 
were identified as User, Hardware, and Software. Table II 
lists the synthesized themes, subthemes and the contributing 
CS factors. A conceptual model depicting these concepts are 
shown in Figure 3. 

TABLE II.  SYNTHESIZED THEMES, SUBTHEMES AND FACTORS 

Themes Subthemes Factors 

User Experience 

Habituation 

Duration 

Environmental 

Conditions 

 Physical attributes 
Physical Health 
Posture 

 Demographics 
Gender 

Age 

Hardware Device 

Field of View 

Screen Size 

Flicker 
Head Mounted Displays 

Lag and Frame Rate 

 Tracking 

Method of Movement 
Calibration 

Position Tracking Error 

Head Motion 

Software Stabilizing information Playing Position 

 Environment Locomotion 

 Design 

Immersion 

Sensory Support 

Graphic Realism 

V. DISCUSSION 

This section of the research aims to answer the three 
research questions. The core SLR themes identified are 1) 
User, 2) Hardware, and 3) Software. Each of these themes 
has sub-themes that translate into factors. The factors under 
each theme and subtheme are discussed next followed by the 
addressing the research questions. 

A. Factors Contributing to CS 

1) User: There are differences in CS susceptibility at the 

user level. These factors include Age, Gender, Habituation, 

Duration, Environmental Conditions, Physical Health and 

Posture. Each of these factors are discussed below. These 

factors are grouped in the subthemes of Demographics, 

Experience and Physical Attributes. 
a) Demographics: The Demographics subtheme 

consists of factors Age and Gender. 

Age. According to the literature, younger persons are 
more resistant to simulation sickness [12]. After the age of 
40, people's vestibular perception threshold, or the lowest 
signal recognized, decreases, rendering them more 
susceptible to simulation sickness [15]. [22], discovered 
changes in the postural balance between young and middle-
aged test participants. Furthermore, postural balance 
deteriorates when people become older, which can contribute 
to illness. 
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Figure 3. Virtual Reality Cybersickness Conceptual Model. 

Gender. Females have consistently been found to be 
more susceptible than males to CS. With the usage of HMDs, 
CS may differ depending on gender. [20] investigated the 
influence of gender and technology and their possible 
contributions to simulation sickness. Using data from 223 
people (108 men and 115 women), they investigated the 
degrees of simulation sickness concerning gender, sensory 
conflict, and advancements in VR technology. They 
concluded that women had a greater level of simulation 
sickness than males. [14] conducted many trials. They 
discovered that females were equally susceptible to motion 
sickness caused by an improper fit of the VR headgear to the 
inter-pupillary distance (the distance between the centre of 
one's eyes). They also propose that VR headsets be 
redesigned with adjustable interpupillary distance to decrease 
CS in women. 

b) Experience: The Experience subtheme consists of 
factors Habituation, Environmental Conditions and 
Duration. 

Habituation. According to [9], an increase in exposure 
time was directly related to the degree of unpleasant 
symptoms. Compared to non-susceptible individuals, those 
prone to motion sickness might suffer nearly double the 
severity. Users who feel nausea when riding carnival rides 
might expect to endure unpleasant sensations. Exposing a 
person to virtual surroundings briefly, halting the encounter 
before or during illness, and retrying in a day or two will 

assist the user in acclimatizing to the virtual world. Exposure 
to virtual settings regularly may reduce or eliminate 
simulation sickness. 

Environmental conditions. CS symptoms worsen in 
environments with high temperatures and inadequate 
ventilation. Good airflow and ventilation can help reduce 
nausea and aid recovery after dizziness [14]. 

Duration. Several studies have found that more than 10 
minutes of VR exposure can cause nausea, and the longer the 
exposure period, the more severe the VR sickness [7][8] 
[11][12]. According to these studies, the application should 
allow users to pause the experience for a rest and then 
resume it later. In contrast, an application might advise users 
to take breaks regularly to avoid unpleasant sensations [11]. 

c) Physical Attributes: The Physical Attributes 
subtheme consists of factors Physical Health and 
Posture. 

Physical Health. The user's senses must be at their peak 
to attain a heightened presence level. For the optimum VR 
experience, users should be physically fit and have a strong 
sense of balance. If a user has a hangover, cold, headache, is 
tired, or is sleep deprived, it is best to avoid a virtual 
environment since their symptoms may aggravate [11]. 

Posture. Postural instability is a well-documented 
consequence of exposure to a Virtual Environment (VE). 
Postural stability is frequently assessed before and after VE 
exposure to detect changes in stability caused by the 
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exposure. Less posturally stable individuals are more likely 
to get CS or suffer from more severe illness when compared 
to more posturally stable individuals [4][13][18]. 

2) Hardware 
Some factors associated with hardware used in a VE can 

induce CS. These include HMDs, Flicker, Field of View 
(FOV), Lag and Frame Rate, Screen Size, Method of 
Movement, Calibration, Position Tracking Error, and Head 
Motion. These factors are grouped in the subthemes of 
Device and Tracking. 

a) Device: The Device subtheme consists of factors 

HMDs, Flicker, FOV, Lag and Frame Rate, and 

Screen Size. 
Head-Mounted Displays (HMDs). When using HMDs, 

settings, such as contrast, light, exposure length, and 
operating distance all contribute to straining the visual 
system. When utilizing a stereoscopic HMD, such as 
EyePhone LX, in an immersive virtual world for 10 
minutes, around 60% of respondents exhibited symptoms, 
such as eye strain, nausea, and headache, while 20% 
reported a loss in binocular visual perception [27]. Similar 
symptoms were reported by 61% of participants following 
twenty minutes of exposure to immersive virtual material 
using a DVisor HMD [26]. 

Technical developments in VR display technology, such 
as Oculus VR DK1 and Oculus VR DK2, did not 
significantly reduce CS [20]. Sensory conflict, however, 
plays a vital role in developing nausea and other symptoms. 
Body movement, confusion caused by head movement, and 
poor optical design led to strain-induced ocular pain. [1] 
recently observed that using HMDs caused more motion 
sickness than stereoscopic desktop displays. Some users 
stated that they felt more immersed in an HMD. However, 
they could only sustain the experience for a short period. 

Flicker. Flicker has been extensively researched. The 
literature [4][12][21][24] suggests that flicker should be 
avoided at all costs. In a VR scenario, flicker is the 
brightness fluctuation on video screens that can cause 
nausea. This oscillation is visually disturbing and affects the 
user's eye health. When using larger displays, the user is 
likely to see flicker around the screen's edges. Avoiding 
flicker is crucial for HMDs with brighter panels and a high 
refresh rate [12]. Several components of the visual 
presentation influence flicker perception. The most relevant 
to visual displays or VR systems are the refresh rate, 
brightness level, and field of vision [4]. To reduce flicker, 
the refresh rate must increase as the brightness level 
increases [21]. 

Field of view (FOV). The display's horizontal and 
vertical angular dimensions are known as the FOV [23]. CS 
is more common in VE situations with a wide FOV than in 
those with a narrow FOV [7]. This is likely due to enhanced 
vection caused by higher peripheral retina stimulation from 
a broad FOV display [8]. A wide FOV also enhances the 
probability of detecting flicker [11]. This is because the 
peripheral visual system is more sensitive to flicker. To 
eliminate flicker, a broader FOV requires a quicker refresh 
rate [11]. 

Lag and Frame Rate. Latency is the time elapsed 
between the user's input and the visible response in a VE 
display. Frame rate measures how rapidly frames flow 
through the rendering process. A dip in frame rate might 
occur in a VR application with sophisticated visuals. 
Suppose the delay between user input and virtual content 
production is significant. In that case, there is a considerable 

risk of developing simulation sickness [11]. A suggested 
delay is 20 milliseconds; anything greater than 46 
milliseconds might cause motion nausea. Companies, such 
as Oculus, Sony, and Steam stress the significance of virtual 
content with low latency, responsiveness, and fast frame 
rates for greater virtual content quality [28]. 

Screen size. Vection is highest in peripherally moving 
visual flow fields [7]. As a result, huge displays pose an 
increased risk of motion sickness. With full flow fields, 
virtually everyone will feel intense vection. As a general 
rule, the smaller the visual picture (or display), the lower the 
likelihood of CS [24]. Laboratory investigations have shown 
that the danger of vection is limited, with pictures reaching a 
viewing angle of fewer than 300 degrees [7]. A typical 17-
inch computer screen, seen from a distance of 50 cm, 
contains 340 pixels and will not readily cause vection [7]. 

b) Tracking: The Tracking subtheme consists of the 

factor’s Method of Movement, Calibration, 

Position Tracking Error and Head Motion. These 

are discussed below. 
Method of Movement. The VR user does not always 

have control over the character's motions. This lack of 
mobility can lead to significant problems. To satisfy sensory 
expectations, movement in a virtual world should be 
realistic. Inappropriate motions, such as quick tilting, 
rolling, and waveform motions, should be avoided. Gun 
sway, head bob, and moving up and down stairs are 
incorrect movements. According to [11], incorporating 
motions centered on leaps rather than continuous walks may 
help to reduce nausea. Uncontrolled user movement outputs 
should be restricted, such as flipping, falling, or zoom 
transitions [29]. 

Calibration. Because of variances in human physical 
traits, poor calibration exacerbates CS symptoms. 
Interpupillary distance, for example, the distance between 
the pupils' centers in both eyes, differs among persons [4]. 
Because stereoscopic displays require each eye to get a 
slightly offset image of the virtual world, this offset must be 
as near to the user's individual interpupillary distance as 
feasible. Calibration failure might result in greater spatial 
and temporal distortions, setting the scene for CS due to 
distorted graphics [4]. As a result, each individual requires 
suitable calibration. [4] believe that the right size, 
appropriate focus, and perfect alignment will aid in treating 
CS. 

Position Tracking Error. The VR system's position-
tracking error informs the computer about the location of the 
user's head and, presumably, limbs in the VE [21]. The 
system uses this data to create a graphical depiction of the 
user within the VE. If this information needs to be corrected, 
tracked items may appear in locations where they are not. If 
the tracked items are part of the user's body, the mismatch 
between where the graphical representation of the objects 
appears in the visual display and where the user believes 
they should appear may bother the user [21]. As a result, the 
illusion of the simulation may be broken, resulting in 
sickness-related symptoms, such as dizziness and loss of 
focus. Finally, location tracking mistakes might generate 
jitter or oscillations of portrayed body parts, which can be 
disturbing for users [21]. 

Head motion. According to [13], adopting a supine 
posture results in a considerable reduction in CS. They 
ascribed this to limited head mobility. Head movements are 
known to be related to CS via Coriolis and pseudo-Coriolis 
stimulation pathways [13]. When the head is tilted away 
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from the axis of rotation during actual body rotation, Coriolis 
stimulation occurs [13]. When the head is inclined, apparent 
self-rotation is caused by visual cues, resulting in pseudo-
Coriolis stimulation [13]. 

3) Software 
    The characteristics of the software in a VE may impact 

the probability of CS. The theme is divided into three 
subthemes: Stabilizing Information, Environment, and 
Design. Playing Position, Locomotion, Immersion, Sensory 
Support, and Graphic Realism are contributing factors. 

a) Stabilizing Information: The stabilizing 

information subtheme consists of the Playing 

Position factor. 
Playing Position. [13] revealed that a significant 

reduction in CS occurs when individuals assume a supine 
position, probably due to limited head mobility. Subjects are 
expected to be seated or standing in most circumstances 
within a VE [7]. Because of the lower demands on postural 
control, sitting patients would experience less illness, 
according to [7]. 

b) Environment: The Environment subtheme consists 

of the factor Locomotion. 
    Locomotion. A vital factor in VE discomfort is 

accelerated movement or speed. Sensory conflicts that can 
cause discrepancies occur due to sudden increased or 
decreased acceleration. Therefore, increasing or decreasing 
acceleration slowly would result in a pleasant user 
experience [11]. Rapidly zoomed movements should also be 
avoided, such as when the visual cones move faster than 
expected when a user’s view is zoomed in [30]. 

c) Design: The Design subtheme consists of factors 

Immersion, Sensory Support and Graphic Realism. 
Immersion. [5] studied the impact of virtual content type 

on simulation sickness. They noticed that the type of video 
content, immersive vs. non-immersive, is a critical factor for 
VE usability. Video content type influenced the 
contributor’s sensitivity to simulation sickness and 
physiology. Their conclusion was based on the results of a 
Simulation Sickness Questionnaire (SSQ) and other 
physiological measures. The lowest SSQ score was recorded 
for non-immersive virtual content displayed on a television 
screen, while the highest scores were reported on an HMD 
with immersive content [5]. 

Sensory Support. A user might experience higher VR 
immersion and expect relevant vestibular information after 
exposure to strong illusions. The system can cause motion 
sickness if the VR system cannot provide suitable sensory 
input [31]. Therefore, designing a logical environment in 
which the players can focus and bind is essential. The user 
interface elements should be fixed rather than floating, 
creating an environment with a clear, steady horizon and 
reference points that users can focus on to minimize 
sickness. A world with imbalanced or changing 
backgrounds should be avoided. Designing a virtual world 
that supports human sensory systems is ideal [31]. 

Graphic Realism. [12] investigated the results of 
rendering realistic scenes. Participants who experienced 
realistic graphic content were prone to a higher level of 
simulation sickness. The authors also suspect that a sensory 
discrepancy between the vestibular and visual systems may 
cause a higher level of discomfort. 

B. Answering the research questions 

1) What are the causes of cybersickness in the Virtual 

Reality environment? 
A literature review was done in an attempt to understand 

the reasons why individuals become cyber sick in a VR 
environment. The Sensory Conflict Hypothesis was the CS 
theory discovered to be the most often discussed in the 
literature. According to the hypothesis, illness results from 
an imbalance between two sensory systems, the vestibular 
and visual systems. Other research identifies postural 
instability or the absence of a rest-frame, a fixed reference 
frame, contributing to CS [41]. However, experiencing 
motion sickness in VR can potentially lead to postural 
instability. 

2) How can the severity of cybersickness experienced, 

or susceptibility to it be assessed before, during, or 

following a session? 
To provide an answer to this question, a literature review 

was conducted. According to the literature there are several 
objective and subjective techniques to gauge one's 
vulnerability to or degree of CS. Although the CSQ and 
VRSQ have shown superior validity for VR, according to 
the study of [47], the SSQ is still the most often used 
assessment technique. Examples of one-dimensional scales 
that let researchers quantify CS while participants are in VR 
are the FMS and MISC [49]. The MSSQ assesses prior 
experiences with motion sickness generally, whereas the 
VIMSSQ assesses susceptibility to CS [49]. 

In addition to surveys, the physiological condition also 
reveals how much CS individuals feel. The advantage of 
physiological data collection is that it can be done 
throughout the VR experience and is a reliable source of 
factual information. Measuring the characteristics of gait or 
postural sway is another technique to obtain objective data. 
CS was shown to be connected with specific VR headset 
positional and rotational features by [67]. 

3) Which factors contribute to Cybersickness during the 

application of Virtual Reality technologies? 
A systematic review was conducted to answer this 

question. Systematic reviews deliver an orderly, clear means 
for gathering, synthesizing and evaluating the results of 
studies on a specific topic or question [32]. The purpose of a 
systematic review is to minimize the bias linked with 
solitary studies and non-systematic reviews [32]. A thematic 
analysis was used to identify the core themes and factors 
within the selected literature. 

Twenty-eight publications were included in the 
systematic review based on four carefully chosen databases. 
Twenty-one factors were found to contribute to CS during 
the application of VR technologies. These factors are Age, 
Calibration, Duration, Environmental Conditions, Field of 
View, Flicker, Gender, Graphic Realism, Habituation, Head 
Motion, Head Mounted Displays, Immersion, Lag and 
Frame Rate, Locomotion, Method of Movement, Physical 
Health, Playing Position, Position Tracking Error, Posture, 
Screen Size, and Sensory Support. As a result, a conceptual 
model of the factors that lead to CS has been developed. 

VI. CONCLUSION 

     The primary goal of this study was to identify and 
describe the factors that contribute to CyberSickness (CS) in 
a Virtual Reality (VR) environment. This was achieved 
through a SLR and thematic analysis. A model of the factors 
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that lead to CS has been developed to aid in the study of CS 
in VR. 

     After conducting this study, it became clear that CS is 
a multifaceted issue. At present, there is no silver bullet 
solution. Fortunately, many solutions have been thought of 
already. Some are more effective than others. We can get 
closer to a VR experience potentially free of CS by testing 
and further investigating CS and its underlying mechanisms. 
One-by-one CS-inducing factors could be reduced if not 
eliminated. 

     Limitations of this study are, firstly, only English-
language publications were considered. Therefore, data that 
might be pertinent to the research question but was written 
in a different language is excluded from this study. Second, 
just four data sources were utilized to do the SLR; as a 
result, it's possible that relevant material from other 
databases was missed. Third, there is a chance that the 
SLR's search string is not rigorous enough, which might 
have left out essential themes and factors. 

     Future researchers and practitioners can evaluate the 
factors that lead to CS in a VR environment using the model 
developed. Similar research should also be conducted to 
support or refute this study's factors and themes. 
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Abstract— Robot swarms, consisting of large numbers of 

individual robots collectively working towards a common goal, 

must be autonomous in order to carry out their task without 

regular human input. Further, there is a requirement that such 

swarms be autonomic, capable of self-management to enable 

operation in distant, complex or changing environments. 

Underpinning the ability of the swarm to cooperate and adapt 

is the communication between individual robots. Wireless 

communication relying on a fixed transmission range may be 

subject to connectivity loss, restrain robot motion, or be an 

inefficient use of energy. This research makes use of robot 

swarm simulation to develop Autonomic Pulse Communication 

as a means of adaptively selecting a transmission range, based 

on the existing concept of Pulse Monitoring to allow 

individuals within the swarm to estimate the local swarm 

density. The system is able to successfully share data 

originating in a single robot with the rest of the swarm within 

an allotted time period. It is also found to be extremely robust 

to communications loss, completing the task when the chance 

of a successful message receipt is as low as 5%. 

Keywords- Swarm robotics; Self-adaptation; Autonomic 

Computing; Swarm communication; Simulation. 

 

I.  INTRODUCTION 

Swarm robotics, the study of how individual behaviours 
within a group of robots may combine through local 
interactions to create a more complex set of behaviours [1], 
has potential applications in fields such as space exploration 
[2], precision agriculture [3], and disaster response [4], 
where many small, simple robots can cover a much larger 
area than a single monolithic craft. 

The size of the swarm, its decentralised nature, and the 
conditions in which it may potentially operate mean that a 
swarm should be able to act on its own, adjusting its 
behaviour according to a changing situation without the need 
for any external guidance [5]. Autonomic Computing 
concepts [6][7] can assist in achieving swarm self-
adaptation, making use of a Monitor, Analyse, Plan and 
Execute loop, with a shared Knowledge base, known as 
MAPE-K, as described in [6] to assess the situation, identify 
any changes necessary, and implement them. 

As swarms are decentralised, their ability to adapt 
depends on their cooperation through sharing information on 
which to base decisions and come to an agreement on actions 
to be taken. When the swarms are reliant on local 
communication with neighbouring robots, the effective range 

of that communication matters. Too small, and robot 
behaviour may need to be constrained to maintain 
communication links with other members of the swarm. Too 
large, and it may be an inefficient use of battery power, lead 
to communication interference, or even be detrimental to 
overall performance. 

In previous work, a decentralised swarm made use of an 
autonomic system to help adjust a range over which robots 
would broadcast for help in a foraging task [8]. This worked 
by using a fixed range pulse message between robots to help 
estimate the density, but it was found that the range of this 
pulse message needed to be set for differing swarm densities. 
If this is not initially known, performance would be 
degraded. 

The objective of this work is to implement an adaptive 
system for setting the range over which a robot broadcasts 
information, according to the local density of the swarm, 
detected at run-time. 

The rest of this paper is structured as follows. Section II 
discusses related work in swarm self-adaptation and 
autonomic systems used to develop the Autonomic Pulse 
Communication (APC) system presented. Section III 
discusses the design of the APC system and how it estimates 
local density. Section IV describes the data sharing task 
used, Section V describes the test scenarios used to evaluate 
the system, and Section VI presents the results of those tests. 
Section VII discusses the results, and Section VIII concludes 
the paper with a summary and directions for future research. 

II. RELATED WORK 

In the context of a robot swarm, a distinction can be made 

between the adaptation of individual robots, and that of the 

swarm as a whole. This can be related to the idea of self-

expression [9][10], in which the swarm at large can be 

reconfigured. Such swarm-level adaptation can then take 

advantage of wider knowledge to make changes to swarm 

composition [11], or cooperative strategies [12]. 

To achieve swarm-level adaptation, however, cooperation 

and communication becomes essential. Individuals must 

share data in order to collectively recognize the need to 

adapt, and then to decide on the new course of action. 

Consensus problems, typified in swarm research as the best-

of-n problem [13], in turn require some means of 

communicating the currently held opinion of any one robot 

to neighbours. 

Direct communication between neighbours requires a 

degree of connectivity between the robots in the swarm. All-
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time connectivity uses approaches such as control laws to 

balance both the task at hand and the need for connectivity 

[14][15]. Such approaches necessarily restrict the movement 

of individual robots, and may be detrimental to performance 

[16]. Relay approaches may help with this, by delegating the 

job of providing connectivity to only some portion of the 

swarm [17][18]. 

Relaxing the need for all-time connectivity, path planning 

approaches [16] or ferries [19] may allow for an intermittent 

approach, but add complexity to swarm behaviour and 

require some or all robots to halt their task periodically. 

The absence of explicit attempts to maintain 

communications link may be described as opportunistic, 

with robots transferring data to others in range when their 

paths happen to cross. This is the least restrictive approach 

and does not require dedicated roles or periodic rendezvous, 

but at the expense of guaranteed connectivity. 

A crucial factor, regardless of the approach taken, is the 

communication range. The further apart any two robots may 

be when maintaining a communication link between them, 

the freer the robots are to move, and the fewer the number 

of robots that may be critical to network connectivity. As 

higher ranges may require more power and result in network 

interference [20], and lower ranges may decrease 

connectivity, finding a suitable broadcast range becomes 

desirable. 

The mechanism for achieving this, described in the next 

section, is based on the existing concept of Pulse 

Monitoring (abbreviated to PBM due to its extension of 

Heart Beat Monitoring, HBM) [21], in which a periodic 

heartbeat message has a pulse encoded within it, allowing a 

component in a system to indicate its current health status. 

The concept has been explored in applications such as 

personal computers [22], telecommunications [23], and 

cluster management [24]. In order to support a reflexive 

reaction by minimising the processing required by a 

recipient, health-related data may be included in the 

message [23]. 

Pulse monitoring may be applied to a robot swarm, such 

as in [25], where it may be a means for a ruler craft during 

the Prospecting Asteroid Mission to monitor the health of 

workers under their control. However, another perspective 

may be used. In a dynamic swarm, where there is a need for 

scalability, it may be undesirable for one robot to track 

another’s health over a significant period of time, and it 

cannot be expected that any one robot would rely upon 

another specific robot to assist in a task. Instead, pulses 

received during a small interval may represent the health of 

the local neighbourhood, allowing a robot to determine if its 

own status is abnormal, or provide early-warning of danger 

by noting problems developing in neighbouring robots. 

Pulse monitoring is typically concerned with reporting on 

the health of whatever aspect is being monitored, as a form 

of failure management. In this paper, the concept is adapted 

to allow an individual robot to measure the local density of 

the swarm through the receipt of pulse messages from 

neighbouring robots that contain information about the 

source robots’ positions. In this way, the “I am healthy” 

signal is replaced with one saying “I am here”. The design 

of the APC system is described in the next section. 

III. AUTONOMIC PULSE COMMUNICATIONS 

The goal of the APC system described in this paper is to 

provide a mechanism for the adaptive adjustment of the 

transmission range used for inter-robot communication, in 

order to avoid the pitfalls that come with needing to set the 

range used at the start of the mission. 

To achieve this, the concept of PBM described in the 

previous section is adapted to repurpose the regular signal 

sent by each robot. In the Decentralised Autonomic 

Manager described in [8], robots used periodic pulses to 

determine the local density of the swarm, but the pulse 

required a fixed transmission range used by each robot. If 

different transmission ranges were to be used, the density 

could not be easily calculated. 

This problem is resolved by having each pulse also 

contain the position of the sending robot, allowing the 

distance from the pulse origin to the receiving robot to be 

calculated. Alternatively, situated communication [26] may 

be used to derive distance information from the received 

signal. Whichever approach is taken, the distance may be 

used to estimate the local density. 

Fig. 1 (a) shows a case in which Robot A has a number of 

neighbours, all broadcasting pulse messages at different 

ranges, each of which is transmitted far enough to reach the 

robot. To simplify the example, all robots are shown to be 

sending their messages simultaneously, but the same 

process applies as long as all messages are received within 

the same short period of time. Each pulse contains the 

position of its sending robot. 

By totalling the measured ranges of the received pulses, 

the APC system is able to calculate the average distance of 

pulse messages received. The local density, ρ, is then 

calculated as: 
 ρ = n / πd̅2, (1) 

where n is the number of received pulses in the time period, 

and d̅ is their mean distance. 

Given a density, the APC system may then use a density-

pulse range relationship provided in its knowledge base, 

 
 

(a) (b) 

Figure 1.  A robot receives pulse messages from neighbours, and uses 

them to calculate a suitable range for its own pulse. 
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calculated based on the needs of the task. In Fig. 1 (b), 

Robot A sends out its own pulse, with the range determined 

by that relationship, enabling its pulse message to reach its 

neighbours. 

The APC system is only able to calculate a suitable local 

density if it receives pulse messages during the period 

between sending its own pulses. If none are received, the 

robot is considered to be isolated from the rest of its swarm, 

and so it gradually increases its broadcast range on 

subsequent pulses. This increases the chance that the robot 

will later reconnect with the other robots, in turn influencing 

future selections of the transmission range. 

In addition to the distance information required by the 

APC system, pulse messages may also share arbitrary data, 

sent on each broadcast, for the purpose of spreading 

information throughout the swarm. In this work, the data 

packet is small and does not grow with size, so a simple 

strategy of sharing data with neighbouring robots is used, in 

which no individual robot needs to care about which robots 

receive a broadcast. This approach scales with the swarm 

size, as the underlying behaviour of the robots does not need 

to change for larger swarms. 

IV. DATA SHARING TASK 

This research employs a time-stepped simulation of a 

homogeneous swarm of agents tasked with sharing a piece 

of data throughout the swarm. The purpose of this task is to 

determine how well a swarm of robots may share a single 

piece of information, initially held by only one robot in the 

swarm, with the rest of the members. The swarm of robots, 

each using an APC system configured with a pulse period of 

10 simulation ticks, and a fixed pulse range of 10 units, is 

placed in a circular map. 

Each robot stores a Boolean flag, initially set to false. At 

the start of each run, a robot is selected at random from the 

swarm and their flag is set to true. Any robot whose flag is 

true will share this data via the APC system. Receipt of the 

flag will cause a robot to set its own flag to true, and 

commence its own sharing. 

During the test, the robots may wander freely throughout 

the map. Each tick of the simulation, a robot picks a random 

direction in two dimensions. If the robot is able to move 

forward one unit distance without leaving the map, the robot 

moves to that location, otherwise it will not move in this 

simulation update. 

The test is left to run for 250 simulation ticks, and at the 

end, the success of the swarm in sharing the data is scored 

by the percentage of robots with their flag set to true. The 

test duration used will impact the density-range calculation, 

as the ideal range data used will be that which enables the 

swarm to reliably share the data with all members within 

250 ticks. 

All tests were run with the APC system set to stagger 

pulse times, rather than having all robots pulse 

simultaneously. This removes any requirement of the APC 

system to synchronise robot behaviour, while also avoiding 

flooding the available bandwidth with messages sent 

simultaneously. 

V. TEST SCENARIOS 

The following subsections describe the particular test 

scenarios run. Each test was run 50 times, and the results 

averaged across all runs. 

A. Density-Pulse Range Relationship 

To determine the relationship between the swarm 

density and the ideal pulse range to use, a set of simulations 

was run, for swarm sizes of 50, 100, 200, 500 and 1,000 

robots, and maps with radii of 25, 50, 75 and 100 units. 

The ideal pulse range for a given combination was 

determined by taking the lowest pulse range for which over 

99.5% of the swarm, on average, received the data. 

B. Pulse Period 

This test explores how the APC pulse period affects the 

ability of the swarm to share the data. A map with a radius 

of 100 units was used, with the pulse range fixed at 10 units. 

The test was repeated with the five swarm sizes from the 

previous test, and pulse periods of 2, 5, 10, 15, 20 and 25 

ticks. Each combination of swarm size and pulse period was 

tested, and the scores from each scenario are compared to 

evaluate the effects. 

C. Adaptive Pulse Range 

The equation relating density and pulse range derived 

from the previous test is now used in the APC system to 

adaptively adjust the pulse range, based on the local swarm 

density. This test looks at the ability of this adaptive APC 

system to set an appropriate pulse range, and therefore share 

the data throughout the swarm. 

The maps and robot counts are the same as those listed 

from the Density – Pulse Range tests. Each APC system 

starts with a pulse range of one unit, and uses a period of 10 

ticks. The score for each combination of map and swarm 

size is measured, and compared against the best performing 

fixed range communication established in the previous test. 

D. Communications Loss 

To explore the impact of communications no longer 

being guaranteed to arrive, a swarm of 200 robots is tested 

in a map with a radius of 100 units. The simulation is 

configured with a probability of any robot receiving a 

broadcast range, and the test is run with probabilities of 

20%, 15%, 10%, 5%, 4%, 3%, 2% and 1%, together with a 

test of the fixed range communications with a probability of 

communication success set to 5%. Every 10 ticks, the 

number of robots that have the flag set to true are recorded, 

and the results compared. 

VI. RESULTS 

The following subsections discuss the results of the tests 

described above. 
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A. Density-Pulse Range Relationship 

Table I shows the best performing ranges and their 

respective scores for each combination of map radius and 

swarm size, while Fig. 2 shows the relationship between 

swarm density and best performing pulse range. 

 

Fitting a trend line to the plot leads to an equation for 

determining the pulse range to use, given the density of the 

swarm: 
 r = 0.5884 × ρ-0.652, (2) 

where r is the pulse range, and ρ is the swarm density. 

B. Pulse Period 

Fig. 3 shows the performance for each size of swarm, as 

the pulse period is increased. Increasing the period results in 

a drop in the score achieved, which is less prominent in the 

largest swarms, and is most clearly seen with a swarm of 

200 robots. 

 

C. Adaptive Pulse Range 

Table II shows the performance of the swarm, and 

average pulse range used, for each combination of map 

radius and swarm size. All scenarios achieved greater than 

the 99.5% score used as a benchmark in the fixed range 

tests, and all but three of the scenarios received a perfect 

score. The average pulse range used by the swarm can be 

compared against the ideal fixed ranges shown in Table I, 

and shows that higher density swarms make use of shorter 

range pulses on average. 

D. Communications Loss 

Fig. 4 shows the performance of the swarm of 200 

robots on a map with a 100-unit radius, in scenarios where 

the probability of a communications broadcast being 

received by a robot was 20% or lower. In addition, the chart 

shows the performance of the APC system running with a 

fixed pulse range, where communications have a 5% 

probability of succeeding. 

 

Figure 3.  Score achieved by the swarm for each pulse period tested. 

TABLE I.  IDEAL PULSE RANGES FOR EACH MAP AND SWARM SIZE 

Swarm Size 
Map Radius 

25 50 75 100 

 Range Score Range Score Range Score Range Score 

50 5 99.84% 15 99.72% 25 99.67% 38 99.88% 

100 3 99.82% 10 99.62% 17 99.54% 24 99.60% 

200 2 99.97% 7 99.94% 11 99.57% 17 99.53% 

500 1 99.96% 4 99.94% 7 99.90% 10 99.74% 

1,000 1 100% 3 100% 5 99.95% 7 99.87% 

TABLE II.  PULSE RANGES AND SCORES WHEN USING APC 

Swarm Size 
Map Radius 

25 50 75 100 

 Range Score Range Score Range Score Range Score 

50 7.28 ± 0.32 100% 16.27 ± 0.33 100% 23.34 ± 0.47 99.96% 29.42 ± 0.51 99.64% 

100 4.61 ± 0.14 100% 10.68 ± 0.21 100% 16.50 ± 0.18 100% 21.63 ± 0.26 99.98% 

200 3.04 ± 0.07 100% 7.14 ± 0.13 100% 11.06 ± 0.17 100% 14.87 ± 0.19 100% 

500 1.89 ± 0.02 100% 4.02 ± 0.08 100% 6.35 ± 0.07 100% 8.98 ± 0.11 100% 

1,000 1.38 ± 0.00 100% 2.65 ± 0.03 100% 4.18 × 0.05 100% 5.82 ± 0.06 100% 

 

 

Figure 2.  Plot of ideal pulse range against swarm density. 
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VII. DISCUSSION 

The results show that a relationship may be established 

between the performance of the swarm and the pulse range 

used for transmitting the data, as seen in Fig. 2. This 

relationship is specific to the task employed, in this case the 

sharing of data to at least 99.5% of the swarm within 250 

ticks. Different tasks, with different requirements for 

success, will necessarily result in a different relationship 

being established. 

Increasing the pulse period has a detrimental effect on 

swarm performance, although it would reduce the energy 

used as fewer pulses would be sent. Balancing the 

performance needs of the swarm with the energy cost is an 

important factor, so a pulse period of 10 ticks was chosen 

for the adaptive APC and communications loss tests. 

Halving the period to 5 ticks would double the expected 

energy usage for only a small gain in performance, as seen 

in Fig. 3. Any performance decrease from using a longer 

period can be balanced through pulse range selection in the 

adaptive APC system. 

The results in Table II show that the adaptive APC 

system, when starting with an initial pulse range of just one 

unit, is able to determine an appropriate range for a robot to 

broadcast at and enable the sharing of the data throughout 

the swarm within the allotted 250 ticks. 

When comparing the average pulse range in Table II to 

the best fixed ranges in Table I, the adaptive APC system is 

found to have a slightly higher range on average in lower 

density swarms, but in higher density swarms it can reduce 

the average pulse range, allowing the swarm to expend less 

energy. In the more dense swarms, not every robot will 

detect the same local density, so the APC system enables the 

robots to reduce their pulse range while in higher density 

areas. 

The APC system was also found to be extremely robust 

to communications loss, being able to successfully share the 

data within 250 ticks even when the probability of a 

successful message is as low as 5%, and it performs much 

better than the fixed pulse range at that level. A lower 

number of pulses being successfully received will result in a 

lower density estimate being made by the APC system, and 

a corresponding increase in the pulse range to reach more 

robots. While this system balances, increasing pulse ranges 

will increase energy usage. 

It may be preferable for the swarm in cases of extremely 

high message loss to recognise the problem and find an 

alternative solution, perhaps contracting the swarm or 

temporarily increasing the period between pulses. Adaptive 

adjustment of the pulse period may help reduce energy 

usage overall, and this may be a topic for future work. 

VIII. CONCLUSION AND FUTURE WORK 

This research presented a system for adaptively adjusting 
the range of communications between robots based on the 
density of the swarm, by adapting the existing concept of 
Pulse Monitoring. By replacing the “I am healthy” message 
with one saying “I am here”, a receiving robot can use the 
aggregate data presented by multiple received pulses to 
estimate the local density of the swarm. 

In a task to share a piece of data with the rest of the 
swarm, the Autonomic Pulse Communications system was 
able to adaptively determine the pulse range to use to achieve 
excellent results, ensuring that 100% of the swarm received 
the data within the allotted time in all but three scenarios. 
The results show the system selecting shorter pulse ranges 
when the swarms are denser, and compare favourably with 
the best performing fixed pulse ranges used to establish the 
relationship between density and pulse range that the system 
uses. Further, the APC system was shown to be extremely 
robust to communications loss, as the system adapts to a 
decrease in the number of received messages by increasing 
the pulse range, thus increasing the chances of the message 
being received by some robots. 

The APC system therefore shows promise, allowing a 
swarm to maintain communication links between its 
members while imposing fewer restrictions on the behaviour 
of the robots. Should the swarm suffer loss of robots over the 
course of the mission, the resulting lower density of the 
swarm may be compensated for automatically by the system. 

Individual pulse messages used in this work were 
simplified, by considering them to be atomic actions. Larger 
amounts of data may take longer to broadcast than small 
packets, and this will impact the ability of a robot to 
successfully receive all of the data in a single broadcast. The 
motion of the robots may result in a recipient moving out of 
range before the transmission is completed. Additionally, 

 
(a) up to 20% 

 

(b) up to 5%, with fixed pulse range 

Figure 4.  Performance of swarm under communication loss. 
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communications failure was simply modelled as a random 
chance of failure, not taking into account the operating 
conditions or physical obstructions in the path. 

Future work may investigate the impact of those aspects 
on the system, as well as applying the APC system in a more 
complex task, such as the foraging scenarios used in [8], or a 
collective decision-making task, where the data being 
transferred has a specific use that impacts performance of the 
wider task. Another avenue of interest may be the 
mechanism by which data is shared. As information grows in 
complexity, it may be desirable to selectively share only a 
portion of data in order to minimise the time and energy 
costs of data transfer, keeping the pulse messages short. 

Further work may also investigate the impact of other 
factors in the ability of the swarm to share data. In this work, 
the data to be shared was fixed, so a changing data set that 
requires frequent reporting should be investigated. Also of 
note is the movement of the swarm, which supports data 
sharing through changing the set of neighbours receiving a 
robot’s pulse. Different robot speeds, more limited mixing, 
and the absence of motion altogether may impact the 
performance of the system. 
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