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Forward

The Advances on Societal Digital Transformation 2025 (DIGITAL 2025), held between July 6th -10th,

2025, continued a series of international events covering a large spectrum of topics related to digital

transformation of our society.

The society is continuously changing at a rapid pace under digital transformation. Taking advantage

of a solid transformation of digital communication and infrastructures, and with great progress in AI

(Artificial Intelligence), IoT (Internet of Thinks), ML (Machine Learning), Deep Learning, Big Data,

Knowledge acquisition and Cognitive technologies, almost all societal areas are redefined.

Transportation, Buildings, Factories, and Agriculture are now a combination of traditional and

advanced technological features. Digital citizen-centric services, including health, well-being, community

participation, learning and culture are now well-established and set to advance further on.

As counter-effects of digital transformation, notably fake news, digital identity risks and digital

divide are also progressing in a dangerous rhythm, there is a major need for digital education, fake news

awareness, and legal aspects mitigating sensitive cases.

We take here the opportunity to warmly thank all the members of the DIGITAL 2025 technical

program committee, as well as all the reviewers. The creation of such a high-quality conference program

would not have been possible without their involvement. We also kindly thank all the authors who

dedicated much of their time and effort to contribute to DIGITAL 2025 We truly believe that, thanks to

all these efforts, the final conference program consisted of top-quality contributions. We also thank the

members of the DIGITAL 2025 organizing committee for their help in handling the logistics of this event.

We hope that DIGITAL 2025 was a successful international forum for the exchange of ideas and

results between academia and industry and for the promotion of progress in the field of societal digital

transformation. We also hope that Venice provided a pleasant environment during the conference and

everyone saved some time to enjoy the historic charm of the city.
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Artifical Intelligence – Myth or Measurable?  

A systematic framework to determine AI-induced productivity gains 

Sibylle Kunz, Claudia Hess 
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Abstract—Many companies using Analytical and 

Generative Artifical Intelligence (AI) are proclaiming 

productivity gains, but there is still no structured 

approach how to calculate the real values. This article 

shows a set of dimensions to classify use cases with regard 

to savings in time/ cost or rises in quality and suggests a 

way of calculating results based on the relationship 

between productivity and profitability. To estimate the 

costs, a Total-Cost-of-Ownership (TCO) approach for AI 

systems is introduced, covering the whole system lifecycle. 

Comparing both structures, estimations of AI benefits 

can be calculated more efficiently. A set of AI projects 

from different branches is used to demonstrate the 

appropriateness of the framework. 
 

Keywords-artificial intelligence; productivity; profitability; 

cost of ownership. 

I.  INTRODUCTION 

Productivity gains resulting from analytical Artificial 
Intelligence (AI), such as in medical diagnosis or fraud 
detection, have been discussed for several years now. AI can 
solve complex problems that would otherwise need much 
more time, resources or would be intractable due to the sheer 
volume of data involved. Since the introduction of Open AI’s 
Large Language Model (LLM) GPT3.5 to the general public 
in November 2022 and the emergence of many competing 
models, the number of news articles and publications that 
postulate even higher expectations concerning the use of 
Generative AI (GenAI) in the form of LLMs has multiplied. 

For example, a McKinsey study conducted in 2023 [1] 
proclaimed an estimated world-wide productivity gain 
induced by GenAI of 2.6 to 4.4 billion dollars and a rise in 
working productivity of 0.1% to 0.6% per year. According to 
this study, branches benefitting the most from GenAI will be 
finance, high-tech, media and bioscience. 75% of this 
potential can be found in the field of customer service, sales 
and distribution, software development and research & 
development. The study evaluated 850 different jobs and 
2.100 different job tasks. The study also distinguished 
between three clusters of task types: Physical work 
(foreseeable or unforeseeable) with productivity gains of 70% 
rsp. 34% (slightly more than using analytic AI only), data 
collection (79%, 65% by analytical AI only) and data 

management (92%, 75% by analytical AI only) and decision 
making and collaboration (management, stakeholder 
communication and interaction, knowledge application) with 
an increase of 50-55% in productivity – almost three times as 
much as with analytical AI only. That the amount of 
productivity gains seems correlated with the level of education 
comes as a surprise – employees with lower qualifications saw 
less possibilities to raise their productivity. 

There are further national and international studies that 
aim to quantify the economic effects of AI and its impact on 
functions and job profiles. In 2024, a study conducted by ifo 
among German companies [2] revealed that almost 84% of 
them expected productivity gains for the national economy 
within five years, estimating an average increase of 12%. But 
70% of all managers predicted productivity gains of averagely 
8% for their own company, thereby estimating lower values 
for their company than nationwide. 

Hammermann et al. [3] report that 45% of all employees 
in the 815 companies included in their study, who have used 
AI in their daily work between 2022 and 2024, claim 
productivity gains in their own job. On the other hand, 15% of 
the employees using AI stated the opposite. 

Demary et al. [4] arrive at a moderate assessment: their 
study conducted for the Institute of the German Economy 
(IW) estimates a rise of the gross domestic product by 0.9% 
that can be derived from AI-usage between 2025 and 2030, so 
it does not act as a strong growth driver. For the decade 
starting in 2030, an increase of 1.2% is predicted. Demary et 
al. see AI as complementary to human work. They also raise 
the question whether rises in productivity can be 
accomplished by AI alone or only if AI is flanked by other 
digitalization technologies like robotics, software, internet 
access etc. 

The saving of processing time is often cited as a reason for 
productivity gains. Looking at these ambitious expectations, 
AI seems to be a must-have for companies to stay competitive. 
However, AI solutions and their integration in a company’s 
way of working often come with considerable costs and 
sometimes ethical implications. Before making decisions on 
investment, organizations must be able to assess the expected 
productivity gains and construct a fact-based calculation to 
make sure that AI-investments will be amortized and do not 
cause any uncontrollable risks, especially with regard to 
reductions in the workforce as a consequence of productivity 
gains. It seems insufficient to just ask employees about their 

1Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-285-2

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org
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general personal impression of the extent to which 
productivity has increased when using (generative) AI, 
especially when it is unclear whether this can be attributed to 
the use of AI alone. The research question is: what kind of 
values can be measured and in which dimensions? 

This article compares measurement dimensions and 
reference values for different use cases and develops a 
systematic framework for calculating realistic economic 
effects of AI usage. Instead of calculating each new AI 
business case from scratch, it might be helpful to have 
standard categories, benchmarks and a set of indicators that 
can be measured. 

To provide a solid foundation, the concepts of productivity 
and profitability are clarified and differentiated in Section II. 
Section III shows the dimensions for measuring AI-induced 
productivity and profitability gains related to time, cost and 
quality. In Section IV, some examples and case study projects 
are presented to illustrate which productivity gains have 
already been proven and how they have been calculated. 
Section V describes a Total Cost of Ownership (TCO)-based 
approach to calculate investments needed to plan, train, 
implement and run an AI system. Section VI sums up both 
sides of the equation: cost structure versus profitability to 
sketch a framework showing how to develop benchmarks in 
the future. Finally, Section VII draws a conclusion and offers 
suggestions for future work. 

II. PRODUCTIVITY AND PROFITABILITY 

Due to Thommen et al. [5], productivity is defined as the 
quantitative relationship ratio between output and input of the 
production process (1): 

𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑣𝑖𝑡𝑦 =  
𝑊𝑜𝑟𝑘 𝑂𝑢𝑡𝑐𝑜𝑚𝑒

𝐼𝑛𝑝𝑢𝑡 𝑄𝑢𝑎𝑛𝑡𝑖𝑡𝑖𝑦 𝑜𝑓 𝑝𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑜𝑛 𝑓𝑎𝑐𝑡𝑜𝑟𝑠
  (1) 

 
Since it is impossible to measure productivity for a whole 

enterprise at once, partial productivities are calculated related 
to work hours, machine running times or area sizes. For 
example, an accountant could execute 20 bookings per hour, 
a punching machine could produce 1.000 parts per hour, or a 
toy shop could achieve a turnover of 1.000 € per square meter. 
If the usage of AI is somehow beneficial to the company, these 
partial productivities can be expected to rise. 

This effect can be direct or indirect: An increase in 
productivity per area means better utilization of limited 
resources and thus a direct increase in sales. Conceivable areas 
of application include stationary retail or agricultural 
production. Conversely more output from a machine or 
worker per unit of time means - assuming investment or labor 
costs remain the same (considered here as fixed costs) - that 
less machine running time or labor is now required for the 
same result, indirectly reducing costs. 

Productivity is an output-oriented concept measured in 
physical units like pieces or amounts. Since productivity 
figures can usually also be expressed in monetary units, the 
concept of profitability (or economic viability) can be used as 
a substitute for productivity in the planned framework. 

Profitability can be defined in different ways. The 
following equation assumes a direct relationship to 
productivity via (2): 

 

𝑃𝑟𝑜𝑓𝑖𝑡𝑎𝑏𝑖𝑙𝑖𝑡𝑦 =
𝑃𝑟𝑜𝑑𝑢𝑐𝑡𝑖𝑣𝑖𝑡𝑦×𝑅𝑒𝑣𝑒𝑛𝑢𝑒 𝑝𝑒𝑟 𝑈𝑛𝑖𝑡−𝑇𝑜𝑡𝑎𝑙 𝐸𝑥𝑝𝑒𝑛𝑑𝑖𝑡𝑢𝑟𝑒𝑠

𝑅𝑒𝑣𝑒𝑛𝑢𝑒
∗ 100% (2) 

 
Alternatively, the concepts of the net profit ratio (after 

deduction of all taxes) (3) 

 Net Profit Ratio (%) =  
𝑁𝑒𝑡 𝐼𝑛𝑐𝑜𝑚𝑒

𝑅𝑒𝑣𝑒𝑛𝑢𝑒
 (3) 

 
or the gross margin ratio (after deduction of all direct 

costs) (4) 

 

 Gross Margin Ratio (%) =  
𝐺𝑟𝑜𝑠𝑠 𝑃𝑟𝑜𝑓𝑖𝑡

𝑁𝑒𝑡 𝑅𝑒𝑣𝑒𝑛𝑢𝑒
 (4) 

 

can be used. 

The central question is: to what extent can the use of AI 

reliably contribute to the productivity gains predicted by 

recent studies, and which investments in AI technologies are 

necessary to leverage this potential? Although there are 

currently many studies that attempt to quantify the 

expectations of AI use in this regard, it is difficult to verify 

whether these expectations will actually materialize. There is 

a lack of clear assignability and classification of 

measurement methods. The following section will therefore 

examine which dimensions and characteristics are suitable 

for operationalization. 

III. DIMENSIONS FOR MEASURING AI-INDUCED 

PRODUCTIVITY AND PROFITABILITY GAINS 

AI can be classified into different fields based on its 

purpose, underlying methodologies, and applications. For our 

framework, we will distinguish between Analytical AI, 

Generative AI, and Reactive AI. 

 

• Analytical AI focuses on data-driven decision-
making, pattern recognition, and predictive analytics. 
It processes structured and unstructured data, extracts 
insights, and assists in optimization and forecasting 
without autonomously generating new creative 
content. It can be used in the fields of medical 
diagnosis, fraud detection, predictive maintenance or 
algorithmic trading as well as for natural language 
recognition, sentiment analysis, etc. 

• Generative AI is designed to create new, synthetic 
content, such as text, images, music, or videos, by 
learning patterns from existing data. It uses advanced 
models like Generative Adversarial Networks 
(GANs) that allow the creation of videos and 
Transformer-based architectures like GPT4.x and 
other Large Language Models for natural language 
generation. 

• Reactive AI operates based on real-time inputs and 
predefined rules, without memory or learning from 
past experiences at runtime. It was mainly used for 
fast-response, rule-based systems like chess-playing 
systems like “Deep Blue”, or older AI-powered, but 
rule-based chatbots. 

 

2Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-285-2
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Today, especially the methods in Analytical and 
Generative AI can be used to leverage potentials for 
productivity - and therefore - profitability gains. There are 
three dimensions to be improved: time, cost and quality. Table 
1 shows the relation between these dimensions and whether 
Analytical (A) or Generative (G) AI is used. It lists examples 
for measures that can be used to calculate AI-related 
profitability increases.  

 
TABLE I. MEASURING DIMENSIONS FOR AI PRODUCTIVITY 

Dimen-

sion 

Context/Scenarios AI 

class 

Time Planning time 

Project planning, Product planning, Logistic 
optimization (e.g., airports, freight forwarders, 

harbors, railways) 

A+G 

Design time 

Product design, Service design, Individualization 

of consumer goods, Developing protein 

structures for pharmaceutical or chemical 
applications (e.g., AlphaFold), Developing 

recipes 

A+G 

Production time of physical goods 

(time needed to produce one piece or unit) 

A 

Production time of immaterial artefacts 

Creation of text, audio, video, e.g., in journalism, 

marketing, consulting, arts,  
Creation of program code 

G 

Testing time 

Creation of test cases (e.g., software testing),  
Automatic test execution and evaluation 

A+G 

Delivery time 

Demand forecasting, Route optimization 

A 

Support time 
Analyze service requests by natural language 

recognition, Speech-to-Text, 

Answer customer requests, 
Analyze customer feedback  

G 

Cost Material usage: production factors like raw 

materials, supplies and energy 

A 

 

Waste, Offcut: raw materials A 

Required space: inventory optimization A 

Quality Quality inspection 

Automatic anomaly detection in production 

processes, 
Medical diagnosis (e.g., skin cancer, tumor 

detection in X-Rays or MRTs, 

Proofreading, Stylistic improvement of texts, 
Translation 

A+G 

 

With regard to GenAI, it needs to be pointed out that time 

and cost might tend in a different direction than quality, i.e., 

gains in the first two dimensions might cause reductions in 

the third. Consider this example: It is often stated that GenAI 

helps save a lot of time in producing text and illustrations. 

Employees working with text, such as journalists or 

marketers, can produce results in a shorter time or reduce the 

effort necessary to check translations or edit articles. And this 

means that one person can create a larger amount of output 

(i.e., text or graphic elements) in a given time, therefore 

getting more things done for the same salary. But in this case, 

productivity gains are more difficult to estimate, since the 

quality or originality of results is also important for the 

artefacts. Just speeding things up might lead to 

counterproductive effects in the long run. 

IV. CASE STUDY EXAMPLES FOR SUCCESSFULLY 

MEASURING PRODUCTIVITY GAINS 

The two following tables show some examples for case 
studies in the fields of Analytical and Generative AI that 
documented concrete absolute or relative values for 
productivity gains. In most cases, percentages or absolute 
values for savings were mentioned, but none of them listed 
any data on the cost side as described in Section IV. Table 2 
lists projects using mainly analytical AI. 
 

TABLE II. CASE STUDIES USING ANALYTICAL AI TO INCREASE 

PROFITABILITY OR SAVE COSTS. 

Company 

and branch 

What was 

measured? 

Scope Relative or 

absolute 

change in 

productivity 

/ reported 

savings 

Salling Group, 

Energy 

consulting [6] 
 

Cost: Energy 

consumption in 

supermarket 
buildings via 

smart meters or 

data from energy 
providers 

AI system 

analyses 

weather data 
and energy 

consumption 

and optimizes 
usage of device 

during closing 

hours 

700 

supermarkets 

were 
evaluated, 

savings in 

the millions 
are reported 

Municipality 

of Holstebro, 

Denmark [7] 

Cost: Energy 

consumption in 

community 
buildings 

AI system 

analyses 

weather data 
and energy 

consumption 

and optimizes 
usage of device 

during closing 

hours 

Savings: 

1 million 

DKK =  
ca. 146.000 $ 

SWMS 
Systemtechnik 

Ingenieur-

gesellschaft 
mbH  

[8] 

Cost: Automated 
production of 

composite 

materials using a 
printing robot 

arm: usage of 3D 
printing 

materials 

Reduction of 
printing errors 

through AI-

supported 
monitoring: 

image-based 
object 

recognition and 

segmentation. 

Material 
savings of 

1/3 

(estimated), 
Savings in 

energy for 
robot and 

cooling of 

printed 
artefacts 

Orthopedical 

insoles  

[9] 

Cost: Material 

usage in 3D 

printing instead 
of insole 

construction 

using blanks 

AI system 

calculates ideal 

form to realize 
material saving 

Material 

savings: 

>70% in 
plastic 

materials, up 

to 60% in 
energy 

FRAPORT 

AG, Aviation 
[10] 

Time: staff are 

assigned to 
ground handling 

based on 

qualification and 
availability 

AI system IDA 

simulates and 
optimizes staff 

planning  

(no data yet, 

project in 
beta-status) 

Table 3 shows some examples of projects using GenAI. 
Productivity gains here often mean that standard tasks can be 
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automated, so that the employee gets more time for more 
difficult tasks. 

TABLE III. CASE STUDIES USING GENERATIVE AI TO INCREASE 

PROFITABILITY OR QUALITY OR SAVE COSTS. 

Company 

& Branch 

Scope What was 

measured? 

Change in 

productivity / 

reported 

savings 

heise  

(IT 
magazine 

publisher, 

online 
portal 

provider) 

[11], [12] 

System 

heiseIO  
(based on 

LLM and a 

process-
oriented 

approach with 

predefined 
prompts) 

a) Time: 

Annotation time 
of 14.000 pictures 

in a CMS 

 
 

b) Time: 

Production time of 
a newsletter 

a) 5-15min 

human-based 
annotation time 

saved per 

picture, total 
cost of 300 € 

 

Daily “Botti” 
newsletter can 

be produced 12 

minutes faster, 
saving a total of 

1,5 person days 

per moth  

Fieldcode 

GmbH 

[13] 

System 

Fieldcode 

(based on 
LLM) 

planning of 

field service 
assignments 

Time: Ticket 

diagnosis: 

analysis of field 
service requests to 

solve service 

problems 
remotely instead 

of sending a 

service technician, 
optimize “first fix 

rate” 

 
Cost: avoid 

unnecessary order 

of spare parts 
avoid unnecessary 

travel cost, fuel 

etc. 

Up to 50% of 

spare parts could 

be saved, 
Rise of First fix 

rate (no exact 

number given) 

Klarna 

[14] 

System Kiki 

(based on 

LLM) used 
for internal 

knowledge 

management 

Time, Quality: 

The system 

answers up to 
2.000 questions of 

employees per day 

and is used by 
85% of all staff 

 

Contracts can be 

generated in 10 

minutes instead 
of 1 hour 

 

Chatbot 
performs 2,3 

million chats 

with customers 
(equals work of 

700 employees) 

 
Estimated profit 

increase:  

40 million $ 

Boston 
Consulting 

Group 

[15] 

General usage 
of AI 

Time, Quality 
 

12% more tasks 
accomplished, 

25% savings in 

time 
40% increase in 

quality 

The two tables show that the case studies can easily be 

categorized in terms of the dimensions mentioned in Section 

III. Table 4 shows an overview of all case studies mapped to 

these dimensions. 

TABLE IV. ASSIGNMENT OF CASE STUDIES TO MEASURING DIMENSIONS 

AND AI CLASS 

Case Study Dimension AI class 

Salling Group Cost A 

Municipality of Holstebro Cost A 

SWMS Systemtechnik 
Ingenieur-gesellschaft mbH 

Cost A 

Orthopedical insoles Cost A 

Fraport Time A 

Heise Time G 

Fieldcode GmbH Time, Cost G 

Klarna Time, Quality G 

Consulting Time, Quality G 

The next section discusses how different AI-system 

investments can be made comparable using a lifecycle 

V. COST OF AI-USAGE: A TOTAL COST OF OWNERSHIP-

APPROACH FOR AI-SYSTEMS 

Before productivity gains can be realized, AI-based 

systems need to be developed, trained and fine-tuned. To get 

an overall picture of the total cost of ownership (TCO) of an 

AI system, the following cost components need to be 

considered. They can be organized along the life cycle of an 

AI system, using a TCO-like approach with lifecycle phases 

and corresponding tasks as follows. 

A. System Design and Development  

All AI systems need to be modelled and trained. This can 

either be done using supervised or unsupervised learning, 

reinforced and/or deep learning. Developing these systems 

requires a large amount of storage and compute resources like 

GPUs or other AI-chips. Training data needs to be collected 

or artificially generated, and the data needs to be cleaned and 

consolidated. Interfaces to control and monitor the settings 

are needed and the system may have to be integrated into 

existing processes. This results in a significant fix-cost block 

before installing the final system. In the case of prefabricated 

AI models, this cost block will be covered by later 

subscription fees. 

The cost determinants in this phase are especially the 

programming time, data engineering time (calculated via 

salary), on-premises hardware or cloud cost for CPU/GPU 

time, and energy cost. 

B. Customizing  

Especially in the case of GenAI, the resulting models need 

to be finetuned to perform specific tasks or to improve their 

performance in a particular domain. Guard rails need to be 

developed to ensure responsible and ethical AI use.  
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The cost determinants are salary (programmers and 

domain experts), acquisition of domain-specific data sets, 

and computing resources. 

C. Integration into Controlling  

Key Performance Indicators (KPIs) and performance 

metrics need to be developed in order to monitor the system 

and to assess its performance. This is a prerequisite to ensure 

that the AI system meets the desired outcomes 

The main cost determinant is the time required to choose 

and to agree upon KPIs and appropriate metrics with AI 

engineers, domain experts and executives being involved. 

D. Deployment and Documentation  

The AI system needs to be deployed within the existing 

infrastructure, which involves technical setup, integration 

with systems and platforms already in use, and testing. 

Documentation facilitates maintenance, troubleshooting and 

further development. 

The cost determinant is the time spent by the technical 

team. 

E. User training  

Users need to be initially trained in how to use the AI 

systems (e.g., required by the EU AI act). The training 

ensures employees understand AI opportunities, risks, and 

legal compliance requirements. The curriculum also depends 

on what tasks the employees are assigned to, e.g., whether 

they work in the IT department, in a dedicated AI team, 

human resources etc.  

The cost determinants are salary, course fees, course 

material, travelling and accommodation costs. 

F. Operation  

Each request to the running system causes a certain 

amount of costs for inferencing, i.e., producing a solution or 

an answer. These costs are often covered using subscription 

fees like user licenses for LLMs on a monthly or per-token 

basis. For critical systems, human workers need to be kept in 

the loop to meet ethical requirements. 

The cost determinants are subscription fees (fix costs on 

monthly/annual basis), token consumption (variable cost), 

salary. 

G. User Training Cycle  

After certain intervals, these training courses need to be 

repeated to keep users up-to-date and refresh their 

knowledge.  

The cost determinants are salary, course fees, course 

material costs, travel and accommodation costs. 

H. Risk Management  

Installing AI systems in certain processes might also 

require additional insurance, e.g., to protect against potential 

damage caused by AI system failures, or monitoring 

frameworks to assess and mitigate associated risks.  

The cost determinants are salary and insurance premiums. 

I. Certification for Compliance  

Certifications might be required regarding compliance 

with legal and regulatory standards, which can vary by 

industry and region (e.g., the AI Act by the European Union). 

They must be renewed in prescribed intervals. Renewal 

processes typically involve reassessment and auditing of 

systems to confirm that they still meet the necessary 

requirements.  

The cost determinants are certification fees on an annual 

or long-term basis and salaries for the internal and external 

experts involved in the certification. 

 

This structure can be used to calculate a concrete AI 

project, resulting in the estimated total costs of the system. It 

can further be used to calculate the time needed to amortize.  

VI. THE INTEGRATED FRAMEWORK FOR COMPARING 

COSTS AND PRODUCTIVITY/PROFITABILITY GAINS 

To be able to reliably quantify productivity and 

profitability gains, the two concepts explained in Sections III 

and V must now be combined as illustrated in Figure 1. The 

sum of all profitability increases can be calculated by 

measuring the difference (∆) between time, material cost or 

quality level and multiplying it with the proper computing 

unit like salary/hour or price/unit. Predicting the benefit of a 

rise in quality is more difficult to calculate. In a medical 

environment for example, it could be measured by the follow-

up costs of the treatment of a patient who was not correctly 

diagnosed but would have been using AI-techniques – or by 

future purchases of a customer who is more satisfied than 

before. 

 
Figure 1. Comparing the benefits of productivity/profitability gains and AI 

system costs 

To calculate a value for an AI-system TCO, more data is 

needed, for example resulting from past projects and 

continuous controlling. Companies might search for 

benchmarks and share experiences. As AI system 

components become more standardized and included in 

“software off the shelf”, this will become much easier to 

accomplish. 

Finally, the two sums or at least their order of magnitude 

can be compared arriving at a first judgment whether the 
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benefits outweigh the costs and if so, by what amount. This 

can prevent companies from running blindly into AI projects 

that will not be paying off because too many aspects remain 

unnoticed before the start. 

VII. CONCLUSION AND FUTURE WORK 

Although many companies claim remarkable benefits of 

AI usage concerning productivity, it is still difficult to find 

exact numerical proof or compare use cases across branches. 

Each use case is evaluated on its own, and often only savings, 

but no cost dimensions are reported. In addition, AI systems 

are rarely looked at from a TCO-based angle with regard to 

the whole lifecycle.  

Therefore, in this article a framework for measuring and 

evaluating productivity and profitability gains induced by 

using analytical or generative AI systems was developed. A 

volume structure was developed for the beneficial effects, 

considering time, cost and quality. In addition, AI system cost 

is structured alongside a TCO approach. Finally, both sides 

are compared to gain a clearer view on quantitative aspects, 

which has to be enriched with qualitative aspects like human-

AI-cooperation or ethical implications. Integrating these 

perspectives, the framework can help foster a cautious 

judgement whether the proclaimed benefits stand on real 

ground. 

Future work should include the following: 

• A systematic literature review should be conducted 
focusing on collecting and categorizing case studies 
in different industries to gather as much real data as 
possible. Categorization should include branches, 
company size, geographical region, type of AI used 
and governance limitations in force. 

• A database with benchmark data should be compiled 
using the results of the literature review. Data 
donations from interested companies should be 
integrated. 

• A questionnaire for measuring the single components 
of the framework should be developed, resulting in a 
form where companies can enter their specific data to 
get a first estimation of benefits and cost. 

• Institutions like chambers of commerce, industry 
associations and practical research institutions like 
universities of applied sciences can help with 
gathering this data and transferring it into practice. 
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Abstract - Artificial Intelligence (AI) is gaining ground in 

everyday life and administrative data analysis at universities. 

Therefore, applying machine learning and other methods in 

modeling academic success at universities, for example, is 

becoming increasingly important. Our case study from a large 

Austrian university demonstrates how questions related to 

academic success, with a focus on diversity indicators, can be 

investigated at universities using various methods, including AI 

and administrative data of N = 2532 students from Science, 

Technology, Engineering, and Mathematics disciplines (STEM). 

This article discusses implications for the impact of applying 

such models on institutional decision-making at universities 

regarding academic success. Although it is yet difficult to grasp 

efficiency within the context of student success, the potential 

impact of the influence of applying such models, together with 

possible unwanted effects, is discussed. 

Keywords - Academic analytics; study success; machine learning; 

diversity indicators 

I.  INTRODUCTION  

Students leave a wealth of data at universities: for 
example, data provided during admission or examination data. 
This data can be used by the university for evaluation and 
quality assurance purposes and processed accordingly to 
further develop study programs in an evidence-based manner. 
Well-prepared analyses embedded in processes thus represent, 
on the one hand, a source of information for decision-makers, 
and, on the other hand, the interpretation and derivation of 
measures can improve the quality of offered programs and 
may help to identify stumbling blocks for study success for 
certain student groups. 

Research on AI-based approaches to student success and 
on digital study assistance systems using rule-based AI is still 
manageable [1]. Possible implications of using AI models for 
university development on academic success are not yet 
discussed. This gap in research motivates the current study, 
which presents adaptable models for application across 
universities to increase the efficiency and quality of study 
programmes. The efficiency of a study programme within this 
context refers to the extent to which a programme achieves its 
intended objectives while optimizing the use of available 
resources, such as time, funding, and institutional support. It 
encompasses factors such as the timely completion of degrees 
(e.g., within the standard duration), high graduation rates, 

effective resource allocation, alignment with labour market 
demands, and the overall satisfaction and success of students. 
According to experience and studies, predictive, AI-based, 
models seem to be well suited to using empirical data and 
results of empirical analyses for student success and teaching 
development, as it also makes it possible to formulate 
narratives from quantitative results and to involve 
stakeholders [2][3]. However, it is by no means easy to govern 
universities (especially in state universities in German-
speaking countries).  Similarly, this applies to identifying 
suitable starting points for measures to increase the efficiency 
and quality of degree programmes, as the reasons for higher 
or lower academic success can be manifold. They can lie in 
the characteristics of the students or teachers as well as in the 
characteristics of the study programmes or the organisation, 
as we will explain in the following section. Within this article 
we focus on analyses of the prediction of academic success 
within the first year of studying and identifying the influence 
of diversity indicators impacting (or not impacting) academic 
success based on a selected criterion.  Our case study that is 
making use of data of N = 2532 students from Science, 
Technology, Engineering, and Mathematics programmes at a 
large public Austrian university. The case originates from a 
working group composed of university leadership, 
administrative staff, and study programme directors from 
STEM disciplines. The objective of this working group was to 
analyse study programmes with a focus on the entry phase and 
to identify potential barriers for non-traditional students and 
students from diverse backgrounds. Therefore, institutional 
research questions were first defined and answered making 
use of different analysis approaches, depending on the 
complexity of the questions.  

Our paper is organized as follows. Section II provides a 
brief theoretical overview of student success and factors 
influencing student success at Higher Education Institutions 
(HEIs). Section III demonstrates the methodology of our case 
study including our institutional research questions. In Section 
IV our results are described. Our conclusion, discussion and 
ideas for further investigation close the article.  

II. STUDENT SUCCESS AND FACTORS INFLUENCING IT 

Student success can be measured in various ways [4][5]. 
Objective success criteria such as student success rates, passed 
exams, grades or credit points and graduates within the 
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standard period of study are often used. We evaluate student 
success in terms of successfully passing the student entrance 
phase after one year. Since the 2011/2012 academic year, the 
majority of degree programs in Austria have included a legally 
mandated introductory and orientation phase during the first 
semester. This phase comprises initial examinations that must 
be successfully completed before students are permitted to 
continue their studies (see UG 2002, §66). When considering 
the impact diversity indicators have on success, this entrance 
phase is of relevance, since it is well-known that onboarding 
of students with diverse backgrounds plays a crucial role for 
belonging and continuing their studies [6]. Attempts at 
steering within the framework of the Performance Based 
Funding (PBF) pursued with the new steering model also try 
to achieve this using such or similar criteria. In PBF models, 
in addition to student success rates, the study duration or the 
proportion of graduates within the standard period of study 
(plus 2 semesters in some cases) are also used [7] – albeit with 
only mixed success [10][16][17][18].  

When considering the factors that contribute to academic 
success, it is useful to distinguish between institutional and 
individual factors [7]. Individual factors are usually included 
in models at universities to explain and predict study success. 
Individual factors can be divided into entry conditions (e.g., 
diversity factors, such as social background, but also previous 
school education and knowledge or grades in school), context 
factors (e.g., such as employment or caring responsibilities) 
and factors of the individual study process (e.g., performance 
factors, learning behaviour and motivation [7][8]. Although 
research on the factors influencing academic success varies, 
all levels significantly impact outcomes. However, 
performance data (academic or prior school achievements) 
consistently show the strongest effects in multivariate models. 

Empirical analyses in German-speaking universities 
indicate that student employment significantly affects success 
[6][10]. Additionally, entry requirements and higher 
education entrance qualifications, which include diversity 
factors like age, social, and educational background, also play 
crucial roles [7][12]. However, a desired steering effect on 
efficiency and quality can only be achieved if at least all the 
central influencing factors on the target variable to be steered 
are recorded [9]. In addition, a change in the central factors 
must be within the sphere of influence of those responsible at 
the university. Otherwise, they must be modelled as context 
factors to be considered, as in performance or quality 
evaluations, so that corresponding steering attempts can 
achieve the desired effects [10].  

 

III. METHODOLOGY 

In this section we describe our institutional research 

questions of our case, and the methods used to answer them 

and to validate the results. Furthermore we describe the 

sample used.  

A. Institutional research questions  

The case study we present in the following aims to better 
understand academic success at the beginning of studies and 
especially focuses on developing measures specifically 

designed for STEM programs. Regarding STEM, Austrian 
universities must increase the number of students and more 
specifically the number of women in those fields belonging to 
STEM disciplines. Therefore, the investigation of the 
influence of diversity indicators on student success is of 
increasing importance. The transition from school to 
university, the start of studies and academic performance in 
the first semester, i.e., arrival at the university, are central to 
the students' commitment to the university. The target 
audience are decision-makers at universities and, indirectly, 
students who are expected to benefit from the measures 
derived. The following questions are addressed:  

 

1) What is the proportion of students enrolled in a given 

semester who, after one academic year,… 

a) …have successfully completed all courses suggested? 

b) have not taken any courses? 

c) have partially completed courses? 

2) To what extent can differences be identified between 

different student groups? Characteristics include: gender, age 

at entry, university entrance qualification (school type), 

foreign language, immigrant background and parents' 

educational background. 

3) Which characteristics are most relevant in predicting 

success in the HEI? 

4) What role do interaction effects between combinations 

of characteristics play? 

 

For investigating questions 1) and 2), common 

descriptive analysis may be used, whereas question 3) and 4) 

can only be investigated by using model-based approaches 

like classical frequentist analysis or AI-based approaches like 

machine learning models. Within this paper we focus on 

demonstrating how algorithm-based approaches may help in 

analysing more complex institutional research questions and 

therefore help to enhance the efficiency and quality of study 

programmes.  

B. AI Methods modelling student success 

We used a variety of Machine-Learning methods to 
predict student success: A General Linear Model (GLM) with 
a logistic link function (logistic regression), Random Forests 
(RF), Boosted Logistic Regression (LogitBoost), Support 
Vector Machine (SVM) and Gradient Boosting Machine 
(GBM). Advantages of these models are that they often have 
more predictive power in comparison to classical frequentist 
approaches like classical regression analysis. 

As questions 1) and 2) are primarily descriptive and serve 
as preliminary analysis, followed by more advanced, AI-based 
investigations. To investigate question 3) and 4) we 
operationalized success by a dichotomous outcome variable 
(all courses in the entrance phase passed vs. at least one course 
failed). Logistic regression analysis or a method from the field 
of machine learning such as random forest can be used to 
compare the strength of the factors and model interaction 
effects. Experience has shown that these analyses require 
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more explanation and moderation of interpretation to 
stakeholders (what do the results mean and what do they not 
mean) than purely descriptive analyses. That is why we 
developed graphical visualizations which are easy to interpret. 
The better interpretation of Odds-Ratio in comparison to 
importance values led us to report the influence of the 
variables in terms of odds ratio [13]. All variables related to 
diversity collected at the university were included in the 
model as predictors. Which variables should be included 
depends on the research questions to be answered, theoretical 
considerations, and the data availability of the respective 
university. The definition and categorization of the variable 
values should also be justified by their content. In our case 
study, we were investigating STEM programs, which is why 
it is of particular interest to determine whether a science-
oriented school type has a positive impact on academic 
success and, subsequently, whether this positive effect differs 
between genders. In addition to gender and school type, other 
variables included in the model were parents' educational 
background (university vs. no university), foreign language 
background (yes vs. no), and age. 

C. Data 

Administrative and exam data of students from eight 

different study programs (N = 2532) belonging to STEM 

disciplines at a large Austrian university were used. This 

analysis was carried out within a working group specifically 

set up to identify potential adverse conditions for specific 

student groups and to develop measures to support students. 

D. Model Training and Validation Procedure 

To evaluate the predictive performance of various 

classification algorithms, the dataset was first randomly split 

into a training set (70%) and a validation set (30%), using a 

non-replacement sampling approach. Cases containing 

missing values were subsequently removed from both subsets 

to ensure complete-case analysis. A repeated 10-fold cross-

validation procedure with three repetitions was employed to 

tune and evaluate model performance. For internal 

resampling during training, 25 resamples were generated 

based on the outcome variable using stratified sampling. 

Class probabilities were computed, and all model predictions 

from resampling iterations were saved to allow for further 

ensemble and performance analysis. 

Model training was performed using the caretList function 

from the caret Ensemble package [15]. The outcome variable 

was modeled as a function of all available predictors. Prior to 

model fitting, features were standardized (i.e., centered and 

scaled). The following classification algorithms were 

included in the model list: Logistic regression with a binomial 

link function (glm), Random forest (rf), LogitBoost 

(LogitBoost), Support vector machine with linear kernel 

(SVM) and Gradient boosting machine (GBM).  The reasons 

for selecting these models, in addition to the availability 

within the respective R package, were a mix of linear and 

non-linear and simple and complex methods, as well as 

different ensemble techniques  allowing for a comparison of 

methods with different strengths and assumptions, This 

ensemble approach allowed for a fair comparison of different 

learners under the same resampling strategy, enabling both 

individual model assessment and potential ensemble 

modelling in subsequent steps.  

IV. RESULTS  

Research questions 1) and 2) are purely descriptive 
questions and can be answered without making use of 
machine learning models. For demonstration reasons, we are 
inserting a descriptive plot that was used in the 
communication with stakeholders for each programme 
separately. Here, we are displaying all programs together.  

 

 

Figure 1.  Descriptive differences: Gender 

 
Descriptively speaking, only 35 percent of males and 23 

percent of females have passed all entry courses within one 
year (Figure 1). Students of diverse genders were not 
represented in the graphic because there were too few 
observations to include them. Furthermore, it can be 
demonstrated, that female students more often have negative 
attempts only, but are attempting exams at the beginning 
equally often. By looking at the relative differences a gender 
gap exists in the eight programs analysed together.  
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Figure 2.  ROC curves  

To investigate the predictive power of diversity factors fit 
indices of the mentioned machine learning models were 
compared and the ROC-curves were compared (Figure 2: 
ROC curves). ROC curves are often used to compare the 
performance of multiple models. The model with the curve 
closest to the top-left corner (or the highest AUC) is preferred. 
The visualisation shows that (boosted) logistic regression 
models (LogitBoost) were performing best in our specific 
case. A comparison between different models and their fit 
indices is displayed in Table 1. All the models have a poor to 
medium fit. The glm with the logistic link function (logistic 
regression) and the Gradient boosting machine (GBM) fitted 
best, since their AUC and Kappa values were larger.  

TABLE I.  MODEL FIT INDICES OF FULL MODELS 

Fit of full 

models 

Fit-Indices 

AUC Mean accuracy Mean Kappa 

glm 0.72 0.72 0.14 

rf 0.63 0.72 0.03 

LogitBoost 0.58 0.70 0.05 

SVM 0.55 0.72 0.01 

GBM 0.71 0.72 0.14 

To investigate the influence of specific diversity 

indicators the results of the logistic regression (glm) were 

further analysed: McFadden’s R2 of the full model of the 

logistic regression was 0.11, indicating that the model 

explains approximately 10.5% of the variance in the outcome 

compared to the null model.  

 

Figure 3.  Odds-Ratio Logistic Regression – Full Model 

The likelihood-ratio based measure R2
MLwas 0.118, and 

the Cragg-Uhler (Nagelkerke) R2 was 0.169, suggesting 

modest explanatory power. To answer research question 2) 

and 3) Odds Ratio of the full model revealed differences 

between the study programmes on the probability to 

successfully complete the first courses (Figure 3). These 

effects were larger than the effects of the diversity indicators. 

Nevertheless, older students, female students and students 

attending schools with no science or mathematical 

background had a lower probability of successfully 

completing the entrance phase. Students with parents holding 

a university degree (First in Family: FiF: No) and students 

with no migration background had better odds to pass all 

courses. The interaction effect between school type and 

gender (research question 4) was not significant in the logistic 

regression model and was therefore not visualized. When 

modelling a specific study programme (programme 6) only, 

for this specific programme only age was a significant 

predictor with a small and positive effect: In this programme 

older students were having larger probabilities to 

successfully complete their first year (Figure 4). 

 

Figure 4.  Odds-Ratio Logistic Regression – Full Model programme 6 
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V. CONCLUSION AND FUTURE WORK 

Using the example of passing the first entrance phase, our 
results show that it is possible to predict study success with AI 
approaches, especially machine learning. Our models 
including diversity factors as predictors had a relatively small 
but measurable impact on student success. On the other hand, 
models without diversity indicators do have often less 
explanatory power than models including diversity indicators. 
This aligns with existing literature that performance-based 
indicators have strong predictive power but does not mean that 
the usage of diversity indicators is not relevant for HEIs, 
because it increases the area under the receiver operating 
curve and therefore the sensitivity and specificity of the 
model. 

Which diversity indicators impact student success, seem to 

depend on the study programme and the diversity of the 

students in the sample, as we assumed based on former 

analyses [14]. Although data from study programmes 

belonging to STEM fields were used, findings were different 

in the respective programmes and diversity indicators were 

having different impacts on success. This highlights that such 

an analysis must be carried out individually and 

consequences and measures must be developed carefully for 

each individual study programme. AI models can help in 

analysing and interpreting the data, but which measures are 

derived are programme and context specific. Furthermore, 

and especially by comparing the descriptive analysis to the 

outcomes from models, relevant differences between 

different student groups exist. If those are not considered, 

biases by analysing the data and especially when deriving 

measures to support students or using the analyses for quality 

insurance processes may result. The analysis of the specific 

programme (Figure 4) revealed that older students have lower 

chances to pass the entry phase. A measure derived could be 

offering a bridging course in which relevant content can be 

repeated. Another measure that could be derived is the 

introduction of a mentoring program for older students, 

which might involve positive discrimination and would need 

to be carefully considered by experts with knowledge in 

higher education (research). At this point, the use of AI 

reaches its limits, and additional human resources are 

required to derive and implement measures from the results. 
Since similar results are now evident in a relatively large 

number of such analyses, it can be assumed that ineffective 
forecasts and the measures derived from them to promote 
student success can only be reliably avoided if diversity 
indicators are systematically taken into account in AI 
approaches; and if influencing factors are examined 
specifically for each study programme. This is therefore a 
necessary prerequisite for improving the quality and 
efficiency of study programmes with the help of empirical 
analyses and AI-supported study success predictions. In 
addition to predicting student success and dropout, HEIs are 
also interested in developing study programmes which allow 
a diverse student body to successfully master their programs. 
If universities are aiming especially for the entrance phase to 
let a diverse student body successfully complete, the use of 

diversity indicators to predict and model study success may be 
of particularly high relevance. Therefore, investigating the 
specific effect of these factors, when controlling performance-
based indicators is important. This can also help prevent such 
forecasts from being misused to attract students who are more 
likely to succeed in their studies from the outset, without the 
university having to contribute much to this - as is sometimes 
reported as an unintended effect of student success analyses in 
other countries [16]. However, a possible prioritisation of 
study programmes for analyses with limited resources can be 
derived from the experience that with greater heterogeneity or 
diversity of students, greater effects of diversity indicators can 
potentially be expected. Nevertheless, some limitations must 
be noted here, that are in the same time desiderata for future 
analyses: Contextual factors, data availability, and the choice 
of variables play an important role. In the social sciences, it is 
difficult to find perfectly uncorrelated variables and to create 
complete models. Therefore, it is important to interpret one's 
own results with caution and to consider blind spots. 
Furthermore, predictive performance and the identified 
importance of the predictors may vary depending on the 
operationalisation of student success. That is why this study 
may be repeated with other operationalisations, e.g., ECTS 
points [13]. In addition, further analyses would be useful to 
investigate the inner workings of the models, e.g., structural 
equation modelling (SEM) and hierarchical models; and 
consideration of other variables known to influence academic 
success (such psychological constructs as self-concept). 
Furthermore, the proposed analysis should be extended to 
further different types of degree programmes and further HEI 
in order to answer the question of the extent to which the 
results presented here can be generalised university-, state- or 
nationwide if necessary. Third, and finally, it would make 
sense not only to analyse the effects of diversity on academic 
success, but also to develop a monitoring system for diversity 
factors to observe them professionally and, if necessary, to 
prioritise (more or less automatically) degree programmes 
with significant changes for analysis.  

In the longer term, such models could also provide 
systemic benefits beyond their concrete benefits for individual 
study programs and universities: They are good examples of 
linkage possibilities with empirically informed teaching 
development at universities, which could contribute overall to 
a culture of stronger evidence orientation in decision-making 
at universities and thus to an even more systematic promotion 
of academic success. This can increase not only the quality but 
also the efficiency of study programmes. Future work 
therefore should deal with the (more) systematic derivation 
and development of possible recommendations for action. For 
example, this could apply to the fact that we have identified a 
gender difference and have communicated this to the study 
programme and responsible stakeholder. The following 
questions arise for the next steps: What decisions can be taken, 
and under what conditions and contexts? [3] Which 
departments do the ‘translation work’ here, which are (only) 
responsible for the analysis and how does this interact within 
the university? How can this be organized as a systematic 
process? AI models can, therefore, help to increase the 
efficiency and quality of study programmes, but must be 
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applied systematically and indicators should not only be 
chosen by their predictive power, but also in terms of theory 
and goals defined by stakeholders. Measures must be derived 
and implemented by humans with experience in higher 
education. In addition, such models could not only provide 
more targeted support for certain student groups if goals and 
corresponding measures are adequately formulated. Rather, 
this could also be done for universities that (must) deal with 
their promotion in a special way due to their profile, their 
geographical location or their recruitment potential, for 
example.  

ACKNOWLEDGMENT 

We would like to thank our colleague Ingrid Purner for 
creating the opportunity to analyse the data and Robin 
Gleeson for the useful comments and ideas on our work.  

This paper benefited from language refinement assistance 
provided by ChatGPT (April 2025 version), an AI language 
model developed by OpenAI. The AI was used solely for 
language improvement, and the authors reviewed and 
confirmed the final content. 

REFERENCES 

[1] M. Lübcke, M., J. Schrumpf, K. Schurz, F. Seyfeli-Özhizalan, 
T. Thelen, K. Wannemacher, & F. Weber, (eds.)“Mit digitalen 
Studienassistenzsystemen durchs Studium. Zeitschrift für 
Hochschulentwicklung”,  ZFHE, vol. 19, no. 4, pp. 9-13, 2024. 

[2] K. R. Isett & Hicks,,. “Pathways From Research Into Public 
Decision Making: Intermediaries as the Third Community”, 
Perspectives on Public Management and Governance, vol. 3, 
no. 1, pp. 45-58, 2020. 

[3] A. Wegner, R. Krempkow, and C. Thiedig, “From evidence to 
impact? Practices of evidence use for quality management at 
German Higher Education Institutions,” in 46th Annual EAIR 
Forum 2024, University College Cork, Cork (Ireland), Aug. 
2024. 

[4] S. Falk, J. Kercher, and J. Zimmermann, “Internationale 
Studierende in Deutschland: Ein Überblick zu 
Studiensituation, spezifischen Problemlagen & Studienerfolg,” 
Beiträge zur Hochschulforschung, vol. 44, no. 2-3, 2022. 

[5] R. Krempkow, O. Vettori, and I. Buß, Eds., Studierbarkeit und 
Studienerfolg, Zeitschrift für Hochschulentwicklung – ZFHE, 
vol. 17, no. 4, 2021. 

[6] V. Tinto, Leaving College: Rethinking the Causes and Cures 
of Student Attrition, 2nd ed. Chicago, IL: University of Chicago 
Press, 1993. 

[7] R. Krempkow, “Determinanten der Studiendauer. individuelle 
oder institutionelle Faktoren? Sekundärdaten-analyse einer 
bundesweiten Absolvent(inn)enbefragung,” Zeitschrift für 
Evaluation, vol. 19, no. 1, pp. 37–63, 2020. 

[8] U. Heublein, J. Ebert, C. Hutzsch, S. Isleib, R. König, J. 
Richter, and A. Woisch, Zwischen Studienerwartungen und 
Studienwirklichkeit. Ursachen des Studienabbruchs, 

beruflicher Verbleib der Studienabbrecherinnen und 
Studienabbrecher und Entwicklung der Studienabbruchquote 
an deutschen Hochschulen. Hannover: Deutsches Zentrum für 
Hochschul- und Wissenschaftsforschung, 2017. 

[9] E. Grande, D. Jansen, O. Jarren, A. Rip, U. Schimank, and P. 
Weingart, Eds., Neue Governance der Wissenschaft: 
Reorganisation, Externe Anforderungen, Medialisierung. 
Bielefeld: transcript, 2013. 

[10] R. Krempkow, “Can Performance-based Funding enhance 
Diversity of Higher Education Institutions?” in Diversity and 
Excellence in Higher Education: Can the Challenges be 
Reconciled?, R. Pritchard, M. Klumpp, and U. Teichler, Eds. 
Amsterdam: Sense, 2015, pp. 231–244. 

[11] R. Krempkow and R. Kamm, “Leistungsbewertung unter 
Berücksichtigung institutioneller Diversität deutscher 
Hochschulen: Ein Weg zur Förderung von Vielfalt?” in 
Diversity und Hochschule. Teilhabebarrieren und Strategien 
zur Gestaltung von Vielfalt, U. Klein and D. Heitzmann, Eds. 
Weinheim: Juventa, 2012, pp. 164–181. 

[12] B. Thaler, N. Schubert, A. Kulhanek, N. Haag, and M. Unger, 
Prüfungsinaktivität in Bachelor- und Diplomstudien an 
Universitäten. Vienna: Institut für Höhere Studien – Institute 
for Advanced Studies, 2021. 

[13] L. Bartok, J. Spörk, R. Gleeson, M. Krakovsky, and K. 
Ledermüller, “Anwendung statistischer und Machine-
Learning-Methoden für Fragestellungen zu Studienerfolg - 
Erfahrungen in den Projekten ‚Learning Analytics - 
Studierende im Fokus‘ und ‚PASSt - Predictive Analytics 
Services für Studienerfolgsmanagement‘,” Waxmann Verlag, 
2024. 

[14] M. Krakovsky, R. Krempkow, L. Bartok, K. Ledermüller, and 
J. Spörk, “Breaking bias: Measurements, potentials and 
limitations for modelling study success by performance and 
diversity factors,” ResearchGate, Apr. 2024. [Online]. 
Available: www.researchgate.net/publication/385905974 

[15] Z. Deane-Mayer and J. W. Knowles, caretEnsemble: 
Ensembles of caret models, R package version 2.0.1, 2023. 
[Online]. Available: https://CRAN.R-
project.org/package=caretEnsemble 

[16] A. Matveeva, “Performance-based funding in higher 
education: a meta-narrative review and renewed research 
agenda proposal,” Tertiary Education and Management, 
[Online first], 2025. Available: 
https://doi.org/10.1007/s11233-025-09151-y  

[17] J. Castro Galvao, F. Tucker, and P. Attewell, “Bending the 
Curve: Institutional Factors Associated with Graduation 
Rates,” Higher Education Policy, vol. 37, pp. 278–302, 2024. 

[18] K. J. Dougherty, S. M. Jones, H. Lahr, R. S. Natow, L. Pheatt, 
and V. Reddy, “Looking inside the black box of performance 
funding for higher education: Policy instruments, 
organizational obstacles, and intended and unintended 
impacts,” The Russell Sage Foundation Journal of the Social 
Sciences, vol. 2, no. 1, pp. 147–173, 2016, 
doi:10.1353/rus.2016.0007 

 

 

12Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-285-2

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

DIGITAL 2025 : Advances on Societal Digital Transformation - 2025

                            20 / 90



Implementing a Generative AI Workflow Platform in a Media Company 

A Work-in-Progress Case Study of 'heise I/O' 
 

Benjamin Danneberg 

CEO Deep Content by heise GmbH 

heise group 

Leipzig, Germany 

e-mail: ben@deep-content.io 

Matthias Bastian 

CEO Deep Content by heise GmbH 

heise group 

Frankfurt am Main, Germany 

e-mail: matthias@deep-content.io

 

 
Abstract—This paper presents a case study on the 

development and implementation of "heise I/O", a proprietary 

Generative Artificial Intelligence (GenAI) workflow platform 

within heise group, a major German media company. We 

outline the strategic approach based on principles of quality, 

source-based generation, transparency, and human 

responsibility. Focusing on practical outcomes, we detail initial 

results and quantifiable impacts across different departments, 

demonstrating significant resource savings, enhanced content 

production efficiency, and new operational possibilities. The 

paper shares key lessons learned from this real-world 

implementation, highlighting how a structured platform 

facilitates effective GenAI integration for tangible digital 

transformation outcomes in a media environment. 

Keywords-Generative AI; Digital Transformation; Media 

Industry; Organisational Implementation. 

I.  INTRODUCTION 

The transformative potential of generative AI (GenAI) 
necessitates strategic integration within organisations, 
particularly for content-intensive businesses like media 
companies. Recent statistics highlight the adoption of AI 
technologies in Germany, with only 20% of companies 
utilising AI according to the Federal Statistical Office [1]. A 
Cisco study further reveals that merely 6% of German 
companies consider themselves optimally prepared for AI 
implementation—a decline from the previous year [2]. This 
hesitancy stems from various barriers, including knowledge 
gaps (cited by 71% of companies), legal uncertainties (58%), 
and data protection concerns (53%) [1]. 

Recognising both the opportunities and challenges 
presented by GenAI, the heise group, a leading German media 
publisher, developed "heise I/O" (Input/Output) [4], a 
dedicated platform designed to manage and scale GenAI 
applications effectively and responsibly. This approach 
addresses a fundamental limitation of generic AI chat 
interfaces: while tools like ChatGPT offer impressive 
capabilities, they lack the structure, consistency, and 
collaborative features required for professional content 
production environments. 

This paper provides a case study on the initial phase of 
heise I/O's implementation, focusing on the practical results 
and impacts achieved across different departments. We 
examine how the platform's structured workflow approach 
enables teams to leverage LLMs and other AI tools through 

standardised, reusable prompt processes. By sharing concrete 
examples and quantifiable outcomes, we aim to contribute 
practical insights to the growing body of knowledge on 
organisational AI adoption, particularly in content-intensive 
industries facing digital transformation challenges. 

The remainder of this paper is organised as follows: 
Section II describes the heise I/O platform, its guiding 
principles, and implementation approach. Section III presents 
concrete results and quantifiable impacts across different use 
cases. Section IV discusses key lessons learned and outlines 
future development directions. Finally, Section V concludes 
with implications for digital transformation in media 
organisations. 

II. HEISE I/O: PLATFORM, PRINCIPLES, AND 

IMPLEMENTATION OVERVIEW 

In this section we will discuss the overall platform 

architecture and our philosophy behind heise I/O: 

A. Platform Architecture and Functionality 

heise I/O functions as a structured workflow engine, 
enabling teams to leverage Large Language Models (LLMs) 
and other AI tools through standardised, reusable prompt 
processes. This controlled approach contrasts with ad-hoc, 
chat-based AI usage that characterises many early-stage 
organisational AI implementations. 

The platform integrates multiple AI models and 
capabilities into a unified interface, allowing users to: 

• Create, store, and share reusable prompt templates 

• Process various input formats (text, audio, images) 

• Chain multiple AI operations into coherent 
workflows 

• Maintain version control of prompts and outputs 

• Track usage patterns and efficiency metrics 

Unlike generic AI chat interfaces, heise I/O is designed 

specifically for team-based content production, with features 

enabling collaborative development and quality assurance of 

AI-assisted workflows. While the platform allows for the 

creation of new prompt templates and workflows by anyone, 

typically a core group of trained 'AI ambassadors' or 'power 

users' initially develops and refines these processes before 

they are shared more broadly. Standard users primarily 

utilize existing, tested workflows, though opportunities for 

proposing new ones exist through collaborative channels. 
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The heise I/O platform itself provides the environment 

for modeling these workflows. This involves defining 

sequences of prompt-based operations, selecting appropriate 

AI models for each step, and configuring input/output 

parameters within the platform's interface. Use cases are 

typically identified through departmental needs analysis and 

then iteratively translated into these structured prompt 

chains. 

B. Guiding Principles 

The implementation of heise I/O is guided by four core 
principles: 

1. Quality and Reliability: Prompts are designed to 
consistently deliver outputs that meet professional 
standards. This requires careful engineering and 
testing to ensure that the same prompt produces 
reliably similar quality results across multiple uses. 

2. Source-Based Generation: AI outputs are grounded 
in user-provided, trusted sources, rather than relying 
on the model’s internal knowledge or on online 
research, which can be difficult to control. This 
approach treats AI as a kind of ‘text calculator’—
similar to a pocket calculator used in mathematics—
that processes specified inputs into desired outputs 
by following explicit instructions. 

3. Transparency and Control: All AI processes are 
documented and visible within the organisation. 
Instead of individual, unmonitored chat interactions, 
the platform maintains centralised management of 
approved prompt processes. 

4. Human Responsibility: The platform emphasises 
that humans remain accountable for all final outputs. 
AI is positioned as a tool that augments rather than 
replaces human judgment and creativity. 

C. Implementation Approach 

The roll-out of heise I/O began with a three-month testing 
phase followed by broader deployment across the 
organisation. Key implementation steps included 
comprehensive preparation and training activities. The 
organisation conducted two dedicated "AI Weeks" featuring 
over 35 training sessions with more than 1000 participants, 
with the keynote session alone attracting over 250 attendees. 
These events covered a wide range of AI topics from basic 
ChatGPT usage to specialised applications of heise I/O, 
generating significant interest among staff. 

Following these initial awareness-building activities, the 
company developed standardised onboarding workshops to 
establish a common understanding of AI capabilities and 
limitations. These workshops focused on practical 
applications, allowing participants to create their own prompts 
and explore potential use cases specific to their roles. The 
training emphasised responsible AI usage and effective 
prompt engineering techniques that could be learned within a 
relatively short timeframe. 

To sustain momentum, the organisation created initial 
prompt libraries for common tasks across different 
departments and appointed "AI ambassadors" within teams to 
champion adoption and share successful use cases. These 

ambassadors were tasked with regularly bringing AI topics 
into team discussions and identifying repetitive production 
tasks that could benefit from AI assistance. The company also 
established guidelines for appropriate AI use, including 
prohibitions against using AI-generated photorealistic images 
in journalistic contexts to maintain editorial integrity. 

This structured approach to implementation allowed the 
organisation to move beyond experimental, individual AI 
usage toward systematic integration of GenAI into production 
workflows. Using AI vision capabilities via API and an 
optimized workflow in heise I/O, we automatically generated 
relevant descriptions for 14,000 images at a total cost of only 
€300.  Until today, the company deployed 36 instances of 
heise I/O, serving over 940 users (including the users from the 
heise group) with access to more than 250 regularly used 
prompt processes, demonstrating the scale and depth of the 
implementation effort. 

III. PRACTICAL RESULTS AND QUANTIFIABLE IMPACT 

Since its introduction in September 2023, heise I/O has 
seen rapid adoption at heise group, with over 590 employees 
now actively using the platform across various departments. 
Through the automation and optimisation of numerous 
repetitive tasks, a conservative internal estimate indicates 
resource savings equivalent to over two full-time person-years 
within the first year of broad usage [5]. Several concrete cases 
illustrate the platform's impact: 

A. Automated Newsletter Generation  

For the heise online "Botti" newsletter, delivered twice 
daily to over 50,000 subscribers via multiple channels, a 
structured workflow reduced the average creation time from 
approximately 15 minutes to just 2 minutes per issue. The 
workflow incorporates: 

• Automatic selection and formatting of current news 
links 

• Generation of contextually appropriate introductions 
and conclusions 

• Maintenance of a consistent, unique brand voice 
through carefully designed prompts 

This efficiency gain saves the editorial team over 1.5 
workdays per month while maintaining quality and 
personality in the content. It also illustrates how a process 
previously handled by a single person can now be distributed 
across several team members—without any loss in editorial 
quality. 

B. Podcast Production Efficiency 

The production of the daily "kurz informiert" podcast was 
significantly streamlined through an integrated AI workflow 
that includes: 

• AI-assisted summarisation of text sources into 
concise script formats 

• Generation of audio narration using a cloned voice of 
the presenter 

• Automated post-processing of audio content 
This process efficiency enabled the doubling of daily 
broadcasts of the full podcast episodes from one to two, 
directly contributing to an 88% increase in podcast 
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listenership since the beginning of the year, with over 1.4 
million listens per month as of today. This highlights AI's role 
in increasing output frequency and reach without 
compromising quality. 

C. Image Metadata Automation 

Generating metadata (alt-text, captions) for large image 
archives is a time-consuming but necessary task for 
accessibility and Search Engine Optimization (SEO). Using 
AI’s vision capabilities via an API and a finetuned process via 
heise I/O, a mass process automatically generated relevant 
texts for 14,000 images for approximately €300. This task 
would have required weeks or months of manual work, 
showcasing AI's scalability and cost-effectiveness for routine 
content enrichment. The implementation is particularly timely 
given upcoming accessibility regulations in Germany 
requiring alt-text for images by mid-2025, demonstrating how 
AI can help organisations meet compliance requirements 
efficiently. 

D. Content Repurposing 

Transforming audio content (like podcast transcripts) into 
multiple formats (blog posts, show notes, social media 
teasers) was previously highly manual. With AI workflows in 
heise I/O: 

• Audio files  can be automatically transcribed 

• Transcripts are processed through customised 
workflows to extract quotes and create derivative 
content 

• Various output formats are generated simultaneously, 
maintaining consistent messaging across channels 

 
This process can save up to 4+ hours per podcast, freeing up 
human resources for more complex, creative tasks and 
demonstrating the power of chaining AI-assisted steps in a 
workflow. 

E. Marketing and Sales Content 

In marketing and sales, heise I/O is used for generating ad 
copy, email drafts, and product descriptions. For heise 
regioconcept, implementing AI-assisted text production led 
to: 

• Over €60,000 in saved external costs for content 
creation 

• A 30% increase in order volume within a year 

• Improved text quality as rated by both internal 
reviewers and clients 

 
This illustrates the direct business impact on revenue-
generating activities, where AI  reduces costs and enables 
capacity expansion without additional staffing. These results 
indicate that a structured platform approach, guided by clear 
principles, enables the successful integration of GenAI into 
diverse media production workflows, leading to measurable 
efficiency gains and resource savings. 

IV. KEY LESSONS AND FURTHER OUTLOOK 

The implementation of heise I/O has yielded several 
important insights for organisations seeking to integrate 
GenAI effectively: 

A. Platform Structure is Essential 

A structured platform approach proves significantly more 
effective than allowing individual, ad-hoc AI tool usage. This 
structure provides: 

• Quality control through tested, standardised prompt 
templates 

• Knowledge sharing across teams and departments 

• Consistency in AI-assisted outputs 

• Measurability of impact and efficiency gains 
 

The contrast between chat-based interactions and workflow-
based processes is particularly evident in professional content 
production, where reliability and consistency are paramount. 
Still, the platform makes use of standard chat support, which 
is well-suited for background tasks, more creative or 
individual workflows, brainstorming, and ad hoc assistance. 

B. Clear Principles Guide Responsible Implementation 

Defining clear principles (source-based generation, human 
responsibility, transparency) has been vital for establishing 
trust and ensuring ethical AI application. These principles 
help address common concerns about AI quality and 
reliability while providing guardrails for appropriate use. 

C. Adoption Requires Ongoing Support and Expectation 

Management 

While initial results are promising, successful user 
adoption requires: 

• Continuous training and support beyond initial 
onboarding 

• Addressing potential resistance by demonstrating 
tangible benefits 

• Managing expectations about AI capabilities and 
limitations 

• Providing time for experimentation and process 
development 

 
The metacognitive effort [6] required to develop effective 

AI workflows initially deters some users, but those who invest 
in this process often discover significant long-term efficiency 
gains. 

D. Future Development Directions 

As a work in progress, development continues, focusing 
on: 

• Expanding heise I/O's multimodal capabilities (text-
to-video, improved image generation) 

• Integrating advanced research tools and improved 
Retrieval-Augmented Generation (RAG) systems 

• Developing "Context on Demand" features that 
allow readers to explore content at varying levels of 
depth—based on the same trusted sources used by 
the editorial team to draft articles. 
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• Enhancing direct integration with content 
management and distribution systems 

 
The aim goes beyond simply accelerating the act of 

"writing things down"—although this shift towards a "direct 
to draft" approach is a key efficiency gain. More broadly, the 
goal is to unlock new potential by allowing human experts to 
focus on higher-value tasks, while AI supports routine content 
processing. At the same time, it enables improvements in both 
the quantity and quality of content across departments and 
among individuals—regardless of their varying levels of AI or 
digital expertise. In doing so, it actively contributes to shaping 
the future of digital content creation within the heise group.  

V. CONCLUSION AND FUTURE WORK 

This case study demonstrates that a structured platform 
approach to GenAI implementation can yield significant, 
measurable benefits in media organisations. The heise I/O 
implementation shows how principles-guided AI integration 
can enhance productivity while maintaining quality and 
human oversight in content production. 

The results challenge the notion that AI adoption 
necessarily leads to workforce reduction, instead showing 
how it can enable capacity expansion, new product 
development, and higher-value work. This aligns with 
emerging research suggesting that successful AI 
implementation often involves augmenting rather than 
replacing human capabilities [3]. 

For media organisations specifically, the case highlights 
how GenAI can address industry-specific challenges, such as 
content repurposing across channels, metadata generation at 
scale, and efficient newsletter production—all areas where 
manual processes have traditionally created bottlenecks. 

Future research should examine the long-term 
sustainability of these efficiency gains and explore how 
structured AI platforms might evolve to address emerging 
challenges in content authenticity, personalisation, and cross-

modal generation. Additionally, comparative studies across 
different media organisations could help identify industry-
specific best practices for GenAI implementation. 

As media continues to digitise, platforms like heise I/O 
show how AI can be practically integrated into editorial 
workflows—speeding up routine tasks, improving 
consistency, and making expert knowledge more scalable, 
without replacing human judgement or creativity.  
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Abstract—With recent advances in the development and usage
of Artificial Intelligence (AI), we experienced a surge among the
student body to take advantage of its many benefits. Despite the
advantages, with AI taking over the major part of the work, we
often face the dilemma of having students unwilling to engage
cognitively in the learning process. This is especially true for
works such as seminars, projects, and theses. In this idea paper,
we present an expert interview conducted among six university
professors to explore how AI adoption has led to negative student
productivity outcomes. Based on this, we explore the question,
"Are AI tools helping the students too much?" and provide a list
of suggestions to quantify learning productivity and performance
when using AI tools.

Keywords-AI, Framework, Education

I. INTRODUCTION

In recent years, various technologies have gained popularity
such as virtual reality [1], augmented reality [2] and Artificial
Intelligence (AI). Among these mentioned, the popularity of
AI technologies has pierced into our daily lives and we now
knowingly or unknowingly embraced AI adoption in all sectors
of our lives [3]. One such is the education sector, where both
teachers and students use AI tools to assist in their work [4].
Although we have not fully grasped the magnanimous extent
to which AI will change our lives, we acknowledge that AI
is changing the world and will continue to do so. This forces
us to ask, are all metrics associated with AI for good? Or do
we also need to consider performance paradoxes: situations
where AI adoption can lead to neutral or negative productivity
outcomes? This idea paper explores the performance paradox
in the education sector. We investigate how often students and
teachers use AI tools for assistance and attempt to answer the
question Are AI tools helping the students too much?

We present a qualitative interview with six experts (university
professors) to understand their perspective. Their experiences
tell us that the scenario of teaching and learning is constantly
changing with AI tools, and we need to reform our metrics to
use AI adoption effectively. Currently, in many cases, AI tools
are a hindrance to critical thinking and creative development
of students. We present the need for a refined framework to
quantify learning productivity and performance using AI tools.

In section II, we present a brief literature review on AI tools
and its impact on the education sector. Section III presents the
methodology used to design and conduct our expert interview.
The results are presented and discussed in section IV. We end
our work in section V with the conclusion and future work.

II. RELATED WORK

AI is now having an impact everywhere, from machines,
robots, and cars to mobile voice assistance and many more
applications. This technology is influencing the future of
every industry and changing the lives of all humans. With
its numerous positives, there are also severe dangers ahead of
us.

Ng et al. [5] present a review article showcasing how
AI literacy has evolved from 2000 to 2020. Zhu et al. [6]
introduce a research framework for smart education. The
authors argue that there are numerous benefits to adapting
to the latest technologies, such as AI, to assist a smart learning
environment. Smart education empowers students, educators,
and administrators in many ways [7].

Basha acknowledges the balance between positives and
negatives in the education sector [8]. The author offers
suggestions such as greater parental control over students to
ensure proper and ethical usage of AI. However, as mentioned,
there needs to be a deeper understanding of AI usage to uplift
student performance and ensure that AI is not a hindrance to
learning.

In this literature review, we find that industry and academic
professionals all agree that AI is here to stay, and it comes
with many positives. But we must also assess the dangers
associated with it and work to mitigate them. One such context
is the education sector, where students are becoming highly
dependent on AI tools to complete their coursework, and we
now contribute to this area with a framework to reduce the
drawbacks.

III. METHODOLOGY

We now present our qualitative interview to understand
how AI adoption in learning affects student productivity. The
interview was conducted with six university professors aged
between 35-65 years. We consider the participants to be experts
in their fields with varying years of professional experience
(5-15 years). The interview focused on questions targeted at
understanding the current use of AI tools among students, how
this is affecting students’ performance, and whether there is a
need to reform the usage of AI in learning and education.

The interviews were conducted online and with voluntary
participation. Interviews and discussions revolved primarily
around the following questions:
1. Do you witness your students using AI tools for assignments
or projects?
2. Are there negative sides to using AI, if so, what are they?
3. Should there be metrics to evaluate the effectiveness of
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using AI by students?
4. What kind of framework do you propose to restrict the use
of AI?
5. In what area are students most affected and what can we
propose to mitigate it?

IV. RESULTS & DISCUSSION

All professors unanimously agree that all students use AI
tools to varying degrees and it negatively impacts their abilities.
There is no denying that there are numerous benefits to using
AI tools, for example, any auto-correction tools are now widely
used by students to check for spelling and grammar mistakes,
and even suggest better formation of sentences. These are
frequently used by students to write their project reports or
other assignments. But we believe these affect students and
using AI tools to a large extent would negatively impact their
learning skills and their ability to independently perform any
assignment. According to the experts, these tools always limit
creativity and make students dependent on external sources.
One professor (expert P4) mentioned that students now are so
dependent on AI tools to generate assignments, reports, and
papers that they are unable to understand the concepts, and
they pass a course at only a superficial level. Blind trust in such
technology can also result in a loss of analytical and critical
thinking. Ubiquitous technologies are designed and intended
for people for use in their daily lives, and the education sector
is no exception.

All professors discussed the use case scenario where students
are doing their master’s or bachelor’s level thesis writing. A
majority of the students turn in their reports where AI is doing
the writing, as a result, different theses from different students
look the same, read the same, using the same vocabulary. While
we acknowledge that AI tools are here to stay and will assist
the students, we believe there is an urgent need to understand
both the positive and negative impacts on students. This will
help teachers understand the students better and allow teachers
to evaluate students and teach them concepts better, because
the eventual goal is for the students to learn the concepts and
apply them independently.

The discussion around a possible framework opened up
various aspects that needs to be looked into. P1 says, "I would
not say to restrict AI usage but rather open it to a certain limit.
At the end of the day, it is a tool that could benefit them".
Similar to this, expert P2 also agrees that AI tools should not
be restricted, but we need to understand how students should
be using them so that it is not used in a counterproductive
manner. Based on our interviews, we believe there is a need
to impose a ethical AI usage framework and ensure that the
students are still able to complete the tasks themselves. We
suggest the following steps as a first draft to a framework

1. Make it compulsory for students to perform certain
sections of the work without assistance.

2. Record sections of the activities.
3. Classify different aspects of coursework and limit the usage
of AI tools in restricted sections.
4. Implementation of oral evaluations of students instead of
only written coursework.

V. CONCLUSION AND FUTURE WORK

In this idea paper, we presented an open-ended interview
with six university professors and discussed how positively or
negatively AI tools impact the students. One limitation of our
study is that it was only with a limited number of experts. As
part of future work, we aim to have a higher sample population
to represent our target community better. In addition, we would
also like to understand the students’ perspective on how AI
makes an impact on their learning curve.

Our discussions indicate that all students do use AI tools for
assistance, and more often than not, this leads to students losing
their creativity or critical analysis skills. AI tools are beneficial
in many contexts, but we need to limit their capabilities for
the betterment of the students. But this may also entail a
higher workload for the teachers. There is a need to establish a
framework to measure effectiveness, critical analysis, creativity,
and writing assessment, and a scale to ensure that AI tools are
being used ethically, and the extent to which AI tools can be
used for assistance. For future works, we plan to conduct a
survey among students to better understand the use of AI for
their university assignments to refine our proposed framework.
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Abstract—Digital transformation reshapes workplaces, 
requiring individuals to develop digital competencies. This 
study examines how self-determined motivation and innovation 
adoption influence digital competence and sustained learning. 
Based on the theories of Self-determination (SDT) and Diffusion 
of Innovation (DOI), we analysed survey data from 152 
participants via PLS-SEM modelling. The findings show that 
innovation adoption significantly drives digital competence, 
while motivation alone has a limited direct effect. However, 
digital competence mediates the relationship between 
motivation, innovation adoption and learning. These insights 
highlight continuous learning as a core capability for digital 
transformation. Organisations should prioritise upskilling, and 
policymakers should foster frameworks supporting innovation 
adoption. Future research should explore additional factors 
influencing digital adaptation. 

Keywords- Digital transformation; digital competences; 
learning; innovation adoption; self-determination; knowledge 
management. 

I.  INTRODUCTION  
Digital transformation reshapes workplaces, jobs, and 

tasks [1], requiring employees to develop digital 
competencies to adapt to evolving job demands. Governments 
expect that new technologies and digital offerings will benefit 
companies and citizens. Therefore, the current restrained 
acceptance of digital technologies needs to be investigated. 
Research indicates that the benefits can only be achieved 
when individuals are ready to adopt it [2]. Factors, like 
motivation, self-efficacy, innovation adoption, leadership 
support and organisational learning, are highlighted as critical 
enablers in previous literature [3]. Deci & Ryan’s Self-
Determination Theory emphasises the role of autonomy, 
competence, and relatedness in fostering intrinsic motivation 
[4]. Meanwhile, Rogers’ Diffusion of Innovation Theory 
focuses on the attributes influencing how innovations spread 
among individuals [5]. By combining Self-Determination 
Theory and Diffusion of Innovation Theory, we link 
the motivation to engage with the perception and adoption of 
innovations, as previous studies show that motivation affects 
adoption. However, the whole pathway (including 
competence and learning outcomes) is still not sufficiently 
explored. New competence profiles have been developed and 
adapted to the changed work requirements. Hartmann, et al. 
[6] identified and categorised so-called “future skills”, which 

are defined as competencies to solve challenges in an 
uncertain and changing environment. However, there is still 
insufficient knowledge about new competencies for “learning 
4.0” in workplaces [7]. Existing research on digital 
transformation often investigates individual motivation and 
innovation adoption independently and lacks integrated 
models showing how they affect digital competence and 
learning. There is a lack of empirical evidence better to 
understand digital learning triggers and scalable competency 
development. To fill the existing knowledge gap on 
prerequisites of individual digital competencies, we combine 
the research streams of innovation adoption and motivation 
with studies investigating education and learning, developing 
“future” competencies for transformation [8]. These new 
insights will contribute to digital transformation by 
empirically testing how motivation and innovation adoption 
contribute to digital competence and learning using an 
integrated framework, as the rapid pace of technological 
change makes this interplay more urgent. The rest of this 
paper is organised as follows. Section II describes the 
theoretical background and the derived hypothesis. Section III 
describes the methodology. Section IV displays the results; 
Section V addresses the ongoing scientific discussion. Section 
VI concludes with the contributions of this paper and the 
future research agenda.  

II. THEORETICAL BACKGROUND AND HYPOTHESIS 
DEVELOPMENT 

Since there is no common definition of digital 
transformation, this paper adopts the summarizing postulated 
by Vial [9] and defines digital transformation as “a process 
aiming to improve services, processes, or treatments by 
triggering significant changes through combinations of 
information (documentations, data), computing (AI), 
communication (networking, virtual treatments), and 
connectivity technologies (interoperability)”. To succeed in 
digital transformation and sustain this never-ending process of 
learning, organisations need to develop dynamic capabilities. 
Dynamic capabilities are defined as the “…firm’s ability to 
integrate, build, and reconfigure internal and external 
competences to address rapidly changing environments” [10]. 
Developing digital competencies, knowledge management, 
and deployment is a new challenge [11]. Learning and 
knowledge are the dynamic capabilities for continuous 
innovation to enable digital transformation [12]. We assume 
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sustained learning in this context as a new essential dynamic 
capability and digital competencies, therefore, as the first 
building block to be developed for this desired outcome. This 
paper investigates the relationship between motivation, 
innovation adoption, and digital competencies & learning on 
an individual level.  

A. Dependent variable: Learning 
Current literature displays learning as a basic factor in 

performing in digital environments through knowledge and 
competence. However, there is no common concept of 
learning in digital transformation. Crossan et al. [13] highlight 
the complexity and different viewpoints on individual, group, 
and organisational levels, as well as cognitive and behavioural 
factors. Learning enables individuals and organisations to 
perform and innovate under rapidly changing conditions. Fiol 
et al. [14] define organisational learning as “…the process of 
improving actions through better knowledge and 
understanding”. Argyris et al. highlight individuals’ needs and 
the effect on their well-being and motivation to improve 
learning [15]. This adaptability and continuous learning must 
be established to perform in changing environments under 
uncertain conditions [16]. Previous research implies the 
positive influence of organisational learning as a contextual 
factor on innovation adaptation and digital competencies [17]. 
Individual learning, in contrast, is an intrinsic factor that is 
assumed to have a reinforcing effect on the presumed positive 
influence of self-determined motivation on digital 
competencies. This paper measured and tested learning on 
organisational and individual levels to better understand the 
mechanisms impacting the targeted transformation process 
[18]. 

B. Independent variable: Self-determined motivation 
Self-determination theory was developed to understand 

intrinsic motivation and why people do things out of interest 
for their own sake. Deci et al. postulated that all employees 
have basic needs for autonomy, competence and relatedness; 
their satisfaction and motivation cause this effect [4]. 
Applying this theory to digitally transformed workplaces, it 
explains motivation as a basic mechanism for employees to 
withstand changing situations. Interacting with the 
environment and adapting leads to learning over time [19]. 
Based on this, we assume that employees are more motivated 
to acquire digital competencies when their basic needs are 
satisfied by empowering, strengthening, and connecting them 
[20]. 

Hypothesis 1 (H1): An individual`s self-determined 
motivation has a positive effect on digital competences in the 
context of digital transformation. 

C. Independent variable: Innovation adaption 
Diffusion of Innovation theory (DOI) as social science 

theory explains the spreading of innovation over time as a 
process [5], individuals and their perceptions of technology 
and processes are decisive. According to DOI, the stages of 
adoption depend on five perceived attributes (relative 
advantage, compatibility, complexity, trialability and 
observability). 

DOI was developed to describe the stages of how an 
innovation spreads over time, diffusing as a process. These 
aspects are antecedents to categorising users and their 
tendency to adopt innovation. The categorised groups 
(innovators, early adopters, early majority, late majority and 
laggards) are important to differentiate for organisations to 
develop strategies on how these personalities can be targeted 
[21]. We assume that the perceived attributes of innovation 
are relevant antecedents for the willingness of individuals to 
acquire digital competencies to work with new technologies 
and digital processes. 

Hypothesis 2 (H2): Individual innovation adoption 
positively affects digital competencies in the context of digital 
transformation. 

D. Mediating variable: Digital competence 
Knowledge and competence affect employees´ confidence 

in digital technology [22]. As digital competencies enable 
employees to participate actively in a digitalised environment 
[23], organisations need to identify their employees' existing 
and required competencies and develop solutions to transform 
their human capital, adapting to changing technologies [24].  

There are recommendations and initiatives from the 
European Union that emphasize the scope and importance of 
key competencies for all citizens in the private sphere, in the 
labour market and for the economy. In their council 
recommendations, the EU suggests their member states foster 
these key competencies, defined as “a combination of 
knowledge, skills and attitudes” for lifelong learning [25]. 
Based on this, the European Commission developed a digital 
competence framework for citizens (DigComp), including the 
competence areas of communication, networking, digital 
literacy, security and content development [26] with 
knowledge, skills and attitudes illustrating each competence.  

This research paper wants to shed light on the antecedents 
to transform human capital on the individual level. Therefore, 
it focuses on digital competencies by adopting the DigComp 
framework. We assume digital competencies are fundamental 
for learning in digital transformation.  

Hypothesis 3 (H3): Digital competencies mediate the 
effect of motivation and innovation adoption on learning. 

According to this theoretical framework, we developed 
and quantitatively tested the constructed model as displayed 
in Figure 1. 

Figure 1.  Constructed model 
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III.  METHODOLOGY 
Five variables were defined based on existing research and 

theories, and a conceptual model was developed. A 
questionnaire was designed to test this model, asking for 
personal and organisational information in addition to items 
and measurements applied in previous studies [27] . The 
hypothesis and measures were tested using a questionnaire on 
LinkedIn and Prolific platforms. Those platforms allow 
directly access working professionals across industries in 
digitally impacted roles, offering controlled diversity and 
reducing selection bias. Since different scales were used to 
avoid common method bias (5-point Likert scale for digital 
competencies, 7-point Likert scale for other items), the 
statistical analysis in the software Smart PLS were calculated 
with standardized data. 
 

Variables 
Items to measure organisational learning are adopted by 

Arranz et al. [28], measuring knowledge resources as the main 
input for innovation. Items for individual learning were 
adapted from Lee et al. [29], measuring students’ behavioural 
and cognitive learning factors. These items adequately 
measure the desired outcome, as organisational and individual 
learning result from individual behaviours and their ability to 
explore, detect, and solve problems, and the organisation's 
ability to change established routines and perform in new 
digital environments [30].  

The independent variables are based on established scales. 
Self-determination motivation items were developed based on 
the Basic Needs Scale [4], which was adopted in previous 
studies [31]. This scale measures the dimensions of autonomy, 
competence and relatedness. To measure innovation adoption, 
the items were developed based on Roger´s Diffusion of 
Innovation theory [5], which was widely applied in this 
research field to test innovation adoption [32].  

The items in the survey measure the five perceived 
attributes of relative advantage, complexity, compatibility, 
trialability, and observability, which are accepted in research 
as technological antecedents for innovation adoption on the 
individual level [33]. The possible mediator, digital 
competence, is composed of the level and importance of the 
dimensions, since the European Commission emphasises both 
[34]. Items measuring the level of competencies are based on 
the competence areas developed by the DigComp framework, 
in combination with attitudes towards learning as an 
appropriate measurement in the human-centred approach [35]. 
In addition, the importance of digital competencies is 
measured based on the O*net program [36], which aims to 
investigate and provide information about the competencies in 
the labour market that impact the U.S. economy. This 
database and its measures are established and widely applied 
to investigate the needs of organisations and employees [37].  

Survey Design 
The questionnaire comprised 52 questions in English and 

was translated into German (can be provided with a separate 
Appendix). It was distributed as a survey in both languages 
via “LinkedIn” to reach an appropriate sample of employees 

with basic digital capabilities and extended with participants 
completing the questionnaire in English by a collector using 
the online platform Survey Monkey. Participants were asked 
to pass on the survey link by sharing it on social networks or 
directly. This purposive sampling is a commonly used 
approach in research [38]. The survey was also placed via the 
platform “Prolific” to expand the range of responses. Prolific 
is a marketplace for online survey research, which is applied 
in other research on digital transformation in healthcare [39]. 
The tools SmartPLS 4 and Jamovi were used to analyse the 
gathered data. 

IV. RESULTS 
The survey received responses from 152 participants: 126 

in English and 26 in German. Fifty-two per cent of the 
respondents are female, 47 per cent are male, and 1 per cent 
are diverse. Most participants are employees (25%) or seniors 
/ experts (27%); 23 per cent hold management positions. Forty 
per cent are aged 41 and above, while the majority of 
participants (47%) are aged between 25 and 40. To analyse 
the data, the software Jamovi and Smart-PLS was used. First, 
the variance was tested with principal component analysis in 
Jamovi. The resulting 25% variance is below the threshold of 
50%, indicating that the item characteristics differ [40]. Based 
on this result, common method bias is not prevalent in this 
study. PLS-SEM is an appropriate tool for multivariate 
analysis and is widely used in business research [41]. Since all 
items are based on constructs applied in other contexts, 
Exploratory Factor Analysis and Confirmatory Factor 
Analysis were performed in Jamovi as a first step in 
constructing the model. 

Outer Model results 
Confirmatory factor analysis was applied in Jamovi based 

on the created subdimensions to investigate the model fit 
(Table 1).  

RSMEA < .05 indicates a good, < .08 a reasonable and 
over 0.1 a poor model fit, chi-square represents the difference 
between the expected and observed data (chi-square 0 = 
expected and actual data are equal), a lower chi-square 
represents a good model fit. The results are presented in Table 
1, the chi-square test indicates no exact fit, RSMEA indicates 
a reasonable model fit. 

Cronbach´s alpha for all variables is > 0.7, for convergent 
validity, average variance extracted (AVE) should be > 50%, 
which is also reached, so internal consistency and item 
reliability are given [42]. The results are displayed in Table 2. 

TABLE I.  CONFIRMATORY FACTOR ANALYSIS 

a. Indicators analysed in Jamovi 
b.  

 
 

Fit measure Test for exact fit 

RMSEA X2 df p 

0.0782 1700 881 <.001 
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TABLE II.  OUTER MODEL INDICATORS 

c. Indicators analysed in Jamovi 
 

TABLE III.  INNER MODEL RESULTS 

d. Indicators analysed in Jamovi 
 

Inner Model results 
R2 measures the extent to which the dependent variable is 

predicted by the independent variables, with values above 
0.75 described as substantial, 0.5 as moderate, and 0.25 as 
weak [41]. The inner model results are displayed in Table 2. 

The moderating variable digital competencies can be 
predicted to be 53% by both independent variables: 
motivation and innovation adoption. The constructed model 
demonstrates good predictive power for the outcome variable 
learning (51%). The path coefficient of 0.601 supports the 
hypothesised relationship between innovation adoption and 
digital competencies (H2) and is statistically significant with 
a p-value of 0.000. The relationship between motivation and 
digital competencies (H1) is weaker (0.156) and not 
statistically significant (p-value of 0.088). The hypothesised 
positive effect, moderated by digital competencies on learning 
(H3), is also supported (path coefficient of 0.718 / p-value of 
0.000).  

V.  DISCUSSION 
Digital transformation massively impacts the labour 

market. Previous research focuses on the benefits of 
increasing the efficiency of processes and cost-containment 
measures, emphasising potential barriers to successful 

implementation [39]. Dynamic capabilities theory is widely 
used as a theoretical framework for digital transformation. 
However, building advantages and withstanding in rapidly 
changing digital environments requires individual 
participation. Knowledge, skills and competencies are often 
mentioned synonymously in recent papers [43]without a clear 
definition or distinction. Competence and learning are 
emphasised as inevitable digital transformation prerequisites, 
but concrete concepts and measurements are rare.  

In this study, we aimed to provide clear definitions, 
examine the assumed effects of motivation and innovation 
adoption on individual-level digital competencies, and 
investigate the impact of organisational learning and the 
significance of digital competencies as contextual factors. The 
developed measures are internally consistent and reliable, as 
demonstrated by the analysis of the outer model.  

The inner model analysis highlights the assumed 
relationship between motivation, innovation adoption, digital 
competencies, and learning. The results align with other 
studies. Talwar et al. [44] display the importance of engaging 
and motivating all stakeholders since digitalisation strategies 
may fail due to reluctance to adopt innovation. Companies 
need to reconfigure and encourage employees to be 
innovative [45].  

The insignificant relationship between self-determined 
motivation and digital competence contradicts our 
assumption that intrinsic motivation is a key driver for 
learning and skill acquisition. Other factors, such as external 
requirements for using technology, are more relevant to 
developing digital skills than one's own motivation. External 
triggers, like mandatory use and exposure to technology 
might override internal drivers. Motivation types should be 
investigated more deeply to explore interactions with 
contextual enablers, such	 as training availability or 
technological pressure.  

The variable of digital competence significantly impacts 
learning. Overall, the developed construct provides evidence 
for the hypothesised mechanisms. According to the 
Exploratory Factor Analysis results and the rejected 
relationship between motivation and the development of 
digital competencies, a need for deeper investigation into 
these relationships and improvement of the constructs arises. 
These results are a building block for further in-depth 
research, reworking the questionnaire to enhance 
comprehensibility. Future studies could explore the potential 
moderation of factors like age or ease of use on the willingness 
to adopt new technology. 

VI. CONCLUSION 
Digital transformation disrupts workplaces, and 

employees must be prepared to use digital technology 
confidently and be open to innovation. We investigated the 
effects and relationships of motivation, innovation adoption, 
digital competencies, and learning as relevant factors in digital 
transformation and showed that digital competencies are 
gaining more importance in legislation to enable citizens to 
participate in the change. For organisations, it is indispensable 
to adopt and transfer these efforts. Transforming their current 
human capital towards new knowledge and mindsets with 

Construct 

Construct 

Digital Competence Learning 
Path co-
efficient P-Value Path co-

efficient P-Value 

R2 0.534  0.515  

Motivation 0.156 0.088   

Innovation 0.601 0.000   

Digital 
Competence   0.781 0.000 

 

Variables 

Outer Model Indicators 

Cronbach
´s alpha 

Average 
variance 
extracted 

(AVE) 

Composite 
reliability 
(rho_a) 

Composite 
reliability 
(rho_a) 

Motivation 0.800 0.458 0.811 0.854 

Innovation 
Adoption 0.870 0.404 0.887 0.894 

Digital 
Competence 0.900 0.420 0.907 0.915 

Learning 0.788 0.476 0.820 0.842 
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sustained learning is the most relevant dynamic capability in 
digital transformation.  

The study makes several contributions. First, it enhances 
knowledge by testing the Self-Determination Theory in digital 
work environments. Contrary to theoretical assumptions, the 
findings indicate that motivation alone is insufficient to foster 
the development of digital competence. External factors, such 
as organisational requirements and environmental conditions, 
appear to be more influential. Second, the study extends the 
Diffusion of Innovation Theory by introducing digital 
competencies as a mediating variable, emphasising that 
competence acquisition is critical for successful digital 
transformation. Third, it proposes that sustained learning 
should be regarded as a dynamic capability; organisations 
must navigate digital transformation effectively as a 
significant aspect of organisational adaptability. This finding 
expands dynamic capabilities theory by recognising learning 
as an ongoing capability that enables organisations to 
integrate, build, and reconfigure their competencies in 
response to evolving digital environments.  

It has practical implications and advises managers on 
integrating employees and designing training methods, 
allowing for independent content development along with 
straightforward access and testing options. 

This study has its limitations. Since the aim was to test the 
developed measures and the construct, it was placed on social 
media for convenient access. The sample size of 152 does not 
allow generalisation of results, but it is suitable for obtaining 
feedback and improving the questionnaire. The result might 
be biased due to the author's social network, which mainly 
comprises individuals working in educational contexts or 
healthcare. Further research should investigate the learning 
factor as a new concept, develop adequate measurements, and 
raise the	 question of whether digital competence is an 
outcome of deliberate learning or functional adaptation. 
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Abstract—The healthcare system faces a critical challenge
with extended wait times for medical procedures, significantly
impacting both patients and healthcare professionals. While
increasing funding and hiring more doctors may seem like
effective solutions, these approaches are often impractical due to
various constraints. This research examines the factors driving
medical procedure wait times in Canada, specifically in British
Columbia, Nova Scotia, and Quebec, highlighting the urgent need
to address delays caused by resource limitations. By leveraging
machine learning techniques—including random forest methods,
k-means clustering, and linear regression—alongside statistical
models such as bar graphs, correlation matrices, and z-score
normalization, the study, conducted in both Python and R
Studio, identifies key contributors to these delays. Based on the
findings, a strategic approach to physician hiring is proposed,
emphasizing the optimization of seniority levels. Specifically, the
study recommends capping the hiring of entry-level doctors at
18% and senior-level doctors at 5%, while increasing the absolute
population of entry-level physicians by 27% and reducing the
physician-to-100,000 population ratio by 2%, which could lead
to a 15% reduction in wait times. By addressing the complexities
of medical procedure delays, this research aims to enhance the
efficiency and fairness of surgical care delivery.

Index Terms—Canadian medical system; clustering; medical
wait times; decision trees; medical care analysis

I. INTRODUCTION

The duration patients wait for surgical procedures is a key
measure for assessing the effectiveness and availability of
healthcare systems. In Canada, there is often more demand for
timely surgeries than resources available, resulting in extended
wait times that can substantially impact patient well-being and
public health in general. It is crucial for policymakers, health-
care professionals, and patients to comprehend the factors that
lead to these wait times.

Despite concerted efforts to enhance operational efficiency
within the healthcare sector, significant disparities in wait
times for surgical procedures continue to exist among various
provinces and territories in Canada. These variations stem
from a complex interplay of factors such as differences in
healthcare infrastructure, the distribution of medical personnel,
patient demographics, and the allocation of resources. Rectify-
ing these discrepancies necessitates thoroughly examining the
root causes and adopting tailored interventions to streamline
the provision of surgical services.

The main goal of this research project is to examine
the waiting periods for a range of surgical procedures in
diverse Canadian provinces, including British Columbia,

Nova Scotia, and Quebec. The aim was to pinpoint the pri-
mary elements impacting these wait times using an extensive
dataset encompassing patient characteristics, surgery types,
and healthcare resource metrics. This analysis sought to reveal
important patterns and fluctuations that can provide valuable
insights for policymakers and contribute to enhancements in
surgical wait times on a national scale.

This research seeks to answer several critical questions:
1) What are the average wait times for different types of

surgeries across the 3 Canadian provinces, and what
practices contribute to these differences?

2) How do factors such as the ratio of medical profes-
sionals to the population, healthcare infrastructure, and
patient demographics influence surgical wait times?

3) What is the ratio of seniority levels for physicians that
achieve the lowest wait times?

Machine learning tools—including the random forest
method, k-means clustering, and linear regression—were em-
ployed alongside statistical models such as bar graphs, corre-
lation matrices, and z-score normalization. Data analysis and
insight extraction were conducted in Python and R Studio. The
findings will highlight the current state of surgical wait times
across Canadian provinces and provide actionable recommen-
dations for healthcare policymakers and administrators who
aim to reduce wait times and enhance patient care.

The paper contains an overview of existing literature on
surgical wait times, detailed descriptions of the datasets used
and methodology, presenting the findings, and discussing their
implications for healthcare policy and practice. This com-
prehensive analysis aims to contribute to ongoing efforts to
enhance the efficiency and equity of surgical care in Canada.

The remainder of this paper is organized as follows: the next
section discusses Related Work and the Methods employed.
This is followed by the Data section, which addresses the
relevance of the data. In the Analysis section, we present the
preliminary findings from the data. The Discussion section re-
views these findings. Finally, we conclude with the Conclusion
and Future Work sections.

II. RELATED WORK | METHODS

Marshall et al. [1] conducted a unique study that focused on
the increase in long wait times for physicians and the impact
these wait times have on healthcare workers. The researchers
analyzed surveys sent to Nova Scotia physicians in which
physicians were asked about the challenges experienced due to
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these long wait times and whether they had any suggestions
for improving the wait times. This study saw that 22% of
the responses mentioned that they had to work outside their
expertise because of the long wait times, resulting in longer
treatment times and potentially lower quality treatments. The
participants suggested that more trained physicians are needed
to reduce Canada’s long wait times issue, highlighting the
importance of changes to the way physicians are hired in
Canada.

Expanding on this issue Liddy et al. [2] analyzed wait times
from primary care clinics across Canada, focusing on the wait
times between referral and appointment. The study took wait
time information from 22 primary care clinics across seven
provinces. They were able to conclude the median national
wait time of 78 days. They also found that Saskatchewan
and British Columbia maintained the shortest waits while
New Brunswick and Quebec had the longest. Reinforcing the
disparities in healthcare access across Canada and the need for
region specific changes.

Similar issues were found Cole et al. [3] focused on
urological surgery patients to try and identify bottlenecks and
find factors for identifying wait times. The researchers looked
at 322 charts of patients undergoing surgery and studied certain
data points to find predictors for wait times. Through this
data, the researchers determined an average wait time of 75
days. Their analysis also showed that 47% of the wait time
is accounted for in the time from referral to decision. The
study strongly emphasized this factor because, generally, this
period is not recorded or considered when looking at wait time
reduction policies. Emphasizing the inefficiencies within the
referral process and how it should be considered when looking
to improve wait times.

Taking a broader approach, Naiker et al. [4] examined
articles from significant health databases in search of patterns
or similarities between the articles to find a more effective
means of combating long wait times in Australia. The 152
articles that were investigated showed three significant factors
contributing to wait times: resource alignment, operational
efficiency, and process improvement. This research suggests
that focusing on these three areas would result in the most
considerable improvement in wait times.

Jaakkimainen et al. [5] researched the wait times from refer-
ral to appointment with a physician. The study focused on data
from the Electronic Medical Record Administrative Data Link
Database and included wait times and the personal character-
istics of each patient, such as age and socioeconomic status.
According to the study, patients’ personal characteristics have
no relationship with wait times. They were able to find the
median wait times for both medical and surgical specialists and
concluded that their findings showed much longer wait times
than those presented by governmental sources. According to
the researchers, this discrepancy is most likely due to the
exclusion of waiting after a referral for an appointment.

Finally, Stanfinski et al. [6] thoroughly investigated the
methods that positively improve wait times from decision
to treatment. The study examined interviews, studies, and

documents from 17 countries to identify consistent factors for
improving wait times. Multiple reviewers properly vetted the
records, with duplicates and non-eligible records removed. The
analysis revealed eight approaches that displayed strong evi-
dence for positive wait time improvement, with the strongest
approach being targeted funding.

This research focuses primarily on the impact of the senior-
ity level of physicians on wait times, with additional analysis
of population ratios, cases, and physicians. These factors are
often not considered when studying medical wait times, so
little research has been conducted on these relationships. As a
result, this analysis provides a unique insight into the factors
that potentially impact medical wait times.

III. DATA

This section looks into the data that was used for this
analysis. It covers how the original datasets were cleaned and
manipulated to create the final datasets. Finally, it covers the
overall structure of the cleaned datasets.

A. Original Datasets

Two datasets were used for this analysis of surgical wait
times across Canada. The first evaluated surgical wait times
from 2008 to 2022 across British Columbia, Quebec, and Nova
Scotia are based on comprehensive data from provincial health
databases and hospital records. Data was taken from Canada
Expenditure Data (1975-2023) [7], Canada Physician Data and
Population (1971-2022) [8], and Canada Priority Procedure
Wait Time Data (2008-2023) [9]. Additionally, detailed reports
on BC Surgical Wait Times (2009-2023) [10], along with
practitioner services and expenditures by local health authori-
ties and specialties [11], provide an in-depth understanding of
healthcare resources and expenditures impacting surgical wait
times.

The second data set used more recent data, Canada’s expen-
diture data (1975-2024) [12], Canada’s physician data and pop-
ulation (1971-2023) [13], and wait times priority procedures in
Canada (2013-2023) [14]. This second data set evaluated wait
times across all provinces, with added expenditure columns
for each province. This allowed for further evaluation of the
factors affecting surgical wait times across Canada.

B. Data Structure

In this analysis, 17 dimensions were utilized, each playing a
crucial role in shaping the findings and conclusions, as shown
in Table I. These dimensions encompass key factors such as
physician seniority and wait times for essential surgeries across
the three provinces.

For the second data set, 24 dimensions were used and
evaluated. This data set is similar to the original, with a few
new notable columns. The population ratio is the number
of physicians over 100,000 in each province. Various types
of spending include drug, public health, administration, other
institutions, and professional and additional health spending,
seen in Table II.
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TABLE I: DESCRIPTION OF VARIABLES USED IN DATASET 1

Code Definition
Year Fiscal year of data recording (2008-

2022).

Province Province where data was recorded
(British Columbia, Quebec, Nova Sco-
tia).

Health Region Specific regions within each province.

Surgery Type Types of surgeries recorded.

Wait Times (50th Percentile) Median wait times for surgeries.

Wait Times (90th Percentile) 90th percentile wait times for surgeries.

Number of Cases Total number of cases for each surgery
type.

Number of Physicians Total number of physicians for each
surgery type.

New Graduates (0-5 years) Number of physicians with 0-5 years
of experience.

Graduates (6-20 years) Number of physicians with 6-20 years
of experience.

Graduates (21-35 years) Number of physicians with 21-35 years
of experience.

Graduates (>36 years) Number of physicians with more than
36 years of experience.

Population Total population served in each health
region.

Total Expenditure Total spending on all specialist cate-
gories from the Surgery Type column
across the three provinces for different
fiscal years.

Hospital Expenditure Total spending on all specialists by
health region in the three provinces for
different fiscal years.

Physician Expenditure Total spending on physicians in all
specialist categories across the three
provinces for different fiscal years.

C. Data Cleaning and Integration

Initial examinations of the dataset involved identifying miss-
ing values, resolving inconsistencies, and correcting formatting
errors that obscured the integrity of the information. Once
each dataset was cleaned, they were linked to their respective
dataset. This involved merging records from diverse datasets
using shared identifiers, such as year, province, health region,
and type of surgery. This resulted in the two datasets necessary
for the analysis.

D. Creation of Final Dataset

Two new columns were created using binning.

1) Graduates: Physicians were categorized according to
their experience level.

2) Wait Time: The waiting times were sorted into two
groups: the 50th percentile and the 90th percentile. The
50th percentile is the average wait time for all the
data that 50% of the data fit into. The 90th percentile
represents the average wait time below which 90% of
the data points fall to better analyze the outliers.

TABLE II: DESCRIPTION OF VARIABLES USED IN DATASET 2

Code Definition
Province Province the data was recorded.

Health Region Specific region within each province.

Year Fiscal year of data recording (2008-
2023).

Surgery Type The type of surgery recorded.

Wait Times (50th Percentile) Median wait times for surgeries.

Wait Times (90th Percentile) 90th percentile wait time for surgeries.

Number of Cases Total number of cases for each type of
surgery.

Specialty Specialty of Physicians.

Number of Physicians Total number of Physicians for each
type of surgery.

New Graduates (0-5 years) Number of graduates with 0-5 years of
experience.

Graduates (6-20 years) Number of graduates with 6-20 years
of experience.

Graduates (21-35 years) Number of graduates with 21-35 years
of experience.

Graduates (>36 years) Number of graduates with more than
36 years of experience.

Population Population within each province of that
year.

Population Ratio The ratio of physicians to the 100,000
population within each province.

Hospital Spending Yearly hospital spending within each
province.

Other Institution Spending Yearly spending on other institutions
within each province.

Physician Spending Yearly spending on physicians within
each province.

Other Professionals Yearly spending on other healthcare-
related professionals.

Drug Spending Yearly spending on drugs within each
province.

Public Health Spending Yearly public health spending within
each province.

Administration Spending Yearly administration spending within
each province.

Other Health Spending Yearly spending outside of other spend-
ing columns.

Total Spending Yearly total spending within each
province.

E. Binning Process:

Wait times were grouped into different categories based on
their frequency. Each category represented a particular range
of wait times, improving analysis of the frequency of different
wait times in different areas.

Categorizing graduates based on their experience levels
using binning highlighted the impact of experience on surgical
wait times. Each category represented a cohort of graduates
with a five-year range of experience, enabling examination into
how these varying levels of experience affect the attainment
of shorter surgical wait times.
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F. Final Dataset Description

The first dataset comprises records of over 10,000 surgical
procedures performed in three Canadian provinces. The second
dataset contained over 6,000 records of wait times across
all provinces and health regions. These are a comprehensive
collection of crucial information, including the year of the
surgery, the province where it was carried out, the specific type
of surgery, and the corresponding wait times. Initial analysis
extracted summary statistics illustrating the distribution of key
variables and the disparities observed across various regions.

IV. ANALYSIS AND METHODOLOGY

This section discusses the methodologies used to evaluate
each research question outlined in the Introduction.

A. Question 1. Wait times across provinces

All surgical procedures were compared during the exami-
nation rather than focused on specific operations. Bar graphs
were used to present the average wait times in the 90th
percentile for all surgeries across the three provinces, as shown
in Figure 1. This figure shows that Quebec has the highest
average wait times, followed by Nova Scotia and British
Columbia.

In the second dataset, another bar graph was used to
visualize the mean wait time between the provinces depicted
in Figure 2. The study focused on British Columbia, Quebec,
and Nova Scotia to gain more accurate insight. This graph
shows that Nova Scotia has the highest average wait times of
the 90th percentile. Quebec is the second highest, and British
Columbia has the lowest, similar to Figure 1. A correlation
matrix was constructed on all features to better understand
the relationships within the data visualized in Figure 3. This
data set only compared the average wait times between the
three provinces.

Fig. 1. Average Wait Time by Province Across All Surgery Types Dataset 1

B. Question 2. The effect of external factors

The Random Forest method was used as a regression tool to
determine the factors most influential when predicting waiting
times for all surgeries. The random forest method creates
multiple decision trees and uses the average of the results
to make the final decision tree. This is a more robust tool
than decision trees because it is less likely to overfit the data
[15]. An essential step in this analysis was determining the
five regions with the longest and shortest wait time. This was

Fig. 2. Average Wait Time by Province Across All Surgery Types Dataset 2.

Fig. 3. Surgical Wait Time Correlation Matrix for BC, Quebec, and Nova
Scotia Abbreviated for Formatting

done to narrow the focus on the regions of significance. Data
from those key regions was used for the rest of the analysis.

Key factors analyzed included population, number of cases,
number of physicians, and how many of each type of Doctor
was employed in that region. Before running the algorithm,
data was split into training and testing data with a 0.7 ratio
for training data and a random seed. Feature importance
was determined using importance scores for each feature. To
predict wait times based on the features present in the dataset.

In the second dataset, z-score normalization was used on
the data given by:

Z =
X − µ

σ
(1)

where:
• Z: The Z-score, which represents the number of standard

deviations a value X is from the mean.
• X: The value for which the Z-score is being calculated.
• µ: The mean of the dataset.
• σ: The standard deviation of the dataset.
This equation is used to bound the values in each column

between -1 and 1. This prevents scale from affecting future
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predictions. To predict values of wait times in the 50th per-
centile, Linear regression with backward elimination was used.
The three provinces were analyzed to predict wait time data for
the 50th percentile. Linear regression is a statistical analysis
tool used to predict the value of the dependent variable.
Backward elimination is a variable selection procedure that
considers all independent variables and removes each variable
that does not meet the criterion for elimination. The criterion
for elimination in this analysis was having a p-value more
significant than the 5% threshold. Z-score normalization is
where the original value has the mean subtracted from it and
then divided by the standard deviation to put it between 1
and -1 so that all values will have equal scaling [16]. After
creating a model, the predicted changes to reduce the wait
times using minimizing calculations and inverse transforms
were performed.

C. Question 3. Seniority level of physicians

The analysis conducted for question 2 found that the wait
time for medical services was significantly influenced by the
ratio of the experience level of doctors to the total number
of doctors in each region. For example, the ratio of entry-
level doctors to the total number of doctors in an area was
particularly influential. K-means clustering was employed to
visually represent the dataset’s variations to better understand
these differences. K-means clustering allows the grouping of
the data so that data points within each group are more similar
than data points in other groups. This process involves the
initial random placement of cluster centers, followed by the
random assignment of each data point to a specific cluster.
Subsequently, the algorithm iterates to minimize the distance
between the data points and the cluster centers by reassigning
points and adjusting the center positions [17].

After analyzing the importance scores using the random for-
est method, it was identified that the abundance of each doctor
category in the area was the most crucial factor, as depicted
in Figure 4. Subsequently, clustering was conducted based on
the proportion of different types of doctors (e.g., entry-level,
intermediate-level, mid-level, and senior level) relative to wait
times for all surgical procedures. Establishing the decision
boundary and cluster centers aimed to determine the optimal
number of each type of doctor required to minimize wait times
in different health regions.

Fig. 4. Six Most Important Features in Determining Wait Times

Similarly, in the second dataset, the ratio and experience
of physicians were an influential factor when predicting wait
times of the 50th percentile. Specifically, entry-level and senior
physicians were the most influential factors when predicting
wait time. The physician-to-population ratio was also found
to be a very important factor.

The coefficient values were taken to calculate the percentage
change of the independent variables, found in Table III. The
normalized values of the average value were calculated in each
column of the independent variables using 1. The minimize
function in the Scipy library was used to determine the changes
necessary to find a specific value from the linear regression
equation. The target value was determined as 75 days because
of the average wait time in Sweden for hip surgeries since
it has a very low average wait time with a similar system
to Canada [18]. The results gave normalized values of the
independent variables necessary to reach this number, which
was converted using 1. Equation 1 was adjusted to revert the
data back to its original scale.

These results found the percentage change based on the
original means of the new values. Showing that the linear
regression equation could be used to predict necessary changes
to lower wait times.

V. DISCUSSION | EVALUTION

This section will analyze and discuss the results for each
research question using advanced analytical tools and method-
ologies. Each question is addressed separately in the following
sections..

A. Question 1. Wait times across provinces
This initial analysis from Figure 1 suggests that the short-

est wait times may predominantly originate from B.C. This
prompts further exploration into what unique factors in B.C.
may differentiate it from the other provinces. The results from
the second dataset appeared to confound these findings as well.

The findings from the correlation matrix created from
the second dataset in Figure 3, show results with negative
correlations of -0.33 and -0.53 for entry-level physicians with
wait times of the 50th and 90th percentile, respectively. The
physician population ratio has a high positive correlation of
0.7, with hospitals at 0.63, other institutions at 0.81, drugs at
0.6, and other health spending at 0.53. This provides evidence
that the ratio of physicians to population and these areas of
spending have strong relationships with wait times in both the
50th and 90th percentiles. These findings indicate potential
predicting factors of wait times. Overall, the second dataset
positively correlated with the overall physician population
ratio, spending on hospitals, drugs, other institutions, and other
health spending. With negative correlations with entry-level
physicians. These findings show that certain age groups could
have an effect on lowering wait times across provinces, while
spending in certain areas may not lower wait times.

B. Question 2. Effect of external factors
After comprehensively analyzing the chosen features and

their impact on wait times, the random forest method was
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TABLE III. LINEAR REGRESSION RESULTS

Dependent Variable: Wait Times (50th Percentile)
R-squared: 0.756

Adjusted R-squared: 0.738
F-statistic: 42.36

Prob (F-statistic): 1.25e-12
coef std err t P>|t| [0.025 0.975]

Constant 96.6855 2.751 35.149 0.000 91.130 102.241
New Graduates (0-5 years) -32.9924 4.909 -6.720 0.000 -42.907 -23.078

Graduates (>36 years) 29.2295 4.887 5.982 0.000 19.361 39.098
Physician-Population Ratio 23.0773 2.776 8.314 0.000 17.471 28.683

used for prediction. This method proved to be effective and
relatively accurate in forecasting wait times. The performance
metrics evaluated included Mean Absolute Error (MAE), Mean
Squared Error (MSE), and R-squared value (RSQ). MAE
represents the average difference between the predicted and
actual wait times. MSE is similar to MAE but squares the
differences, giving more weight to larger disparities. RSQ
serves as a measure of how well the regression line can predict
the actual data values [19]

TABLE IV. PERFORMANCE METRICS OF RANDOM FOREST
REGRESSION CLASSIFIER

Metric Combined (C) Shortest (S) Longest (L)
Wait Time (WT) 12.76 3.16 49.47

MAE 4.23 2.24 17.88
MSE 47.77 16.54 413.26
RSQ 0.87 -0.10 0.25

The analysis was initially conducted separately for the five
regions with the shortest wait times, the five regions with the
longest wait times, and the combined dataset for the shortest
and longest wait time regions. The results are in Table IV.

We analyzed the wait times in the combined dataset and
obtained the following results:

The average wait time for the combined dataset was 12.76
days. The average for the shortest wait times was 3.16 days;
it was 49.47 days for the longest. The MAE values were low
across all columns, indicating minimal error in the predictions.

The MSE for the combined data was 47.77, which is
relatively high compared to the mean value. For the shortest
wait times, the MSE was 16.54, suggesting good accuracy.
However, the MSE was significantly high for the most ex-
tended wait times at 413.26, indicating substantial error for
the most significant values.

The RSQ value for the combined dataset was 0.87, meaning
the predictions accounted for 87% of the variance. For the
shortest wait times, the RSQ value was -0.1, indicating a
poor fit. For the longest wait times, the RSQ value was 0.25,
showing that the model explained 25% of the variance but did
not represent the data well.

After analyzing the data, it was found that the combined
dataset produced the most accurate results and the highest
RSQ. As a result, it was decided to concentrate on the com-
bined model and dataset for further analysis. The MAE value
was favorable, representing a low percentage of the average
wait time for the combined dataset (33%). This indicates that
the error is acceptable and the model’s predictions are reliable.

While the MSE is relative to the values in the dataset, the
calculations revealed that it is only 27% of the squared average
wait time. This suggests there may be some more significant
errors, but overall, the model’s performance is satisfactory.
Furthermore, the high RSQ value demonstrates that the re-
gression model effectively captures underlying patterns in the
data and serves as a strong predictor of wait times.

During the study, it was crucial to thoroughly evaluate
this method. The data derived from this method played a
critical role in the third part of the analysis. Fine-tuning
was performed to enhance the precision of this method and
guarantee the utilization of the most precise information.

It was found that linear regression produced the best results
for the second dataset. After normalization on the dataset, a
regression equation was run using backward elimination to
produce the results in Table III With an RSQ of 0.756 and
an adjusted RSQ of 0.738, this model accounts for 74% of
the variance in the dependent variable in the dataset, with the
independent variables suggesting this model is a good fit. The
model is statistically significant with a high F-statistic of 42.36
and a low p-value of 1.25 e-12. This data shows that this model
is significant, and the findings are relevant.

C. Question 3. Seniority levels of physicians

In this analysis, the random forest model was used to deter-
mine the importance scores for each variable when predicting
wait times. The results showed that there were four distinct
features within the dataset. Specifically, the seniority level
ratio among physicians employed in the healthcare region
was a significant factor. Among these four features related
to the ratio of doctor types to the total number of doctors,
the top 7 features were observed, ranked by importance, and
included the ratios of various doctor types. Interestingly, the
intermediate and mid-level doctor ratios were essential in
predicting wait times.

To expand on the analysis, k-means clustering was con-
ducted on the ratio of doctors within each experience level.
The clustering was performed on entry-level, intermediate-
level, mid-level, and senior-level doctors and wait times. The
resulting clusters are visually represented in figures 5a, 5b, 5c,
and 5d.

The clustering analysis grouped healthcare regions into long
and short wait time clusters based on physician ratios, with
centroids calculated to determine the optimal proportion of
doctors at each experience level. Figure 6 visualizes these
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(a) Entry-Level Doctors (b) Intermediate-Level Doctors

(c) Mid-Level Doctors (d) Senior-Level Doctors

Fig. 5. K-Means Clustering of Doctors and Wait Times Across Different Levels.

Fig. 6. K-means clustering of senior level doctors and wait times.

proportions within the short wait time cluster, highlighting the
importance of recruiting doctors in strategic ratios rather than
simply increasing overall numbers.

This insight supports the concept of a ”magic ratio”, where
healthcare regions with shorter wait times maintain a specific
balance of physician experience levels. Adhering to this ratio
is expected to reduce wait times, while deviations significantly
increase delays for critical procedures. To optimize workforce
planning, healthcare facilities should limit the combined hiring
of entry-level and senior-level doctors to 25% of total staff

capacity, ensuring a balanced distribution that enhances ac-
cessibility and efficiency

Using the model created by the second dataset in Table
III, it can be seen that three columns are the most significant
in predicting wait times in the 50th percentile. Entry-level
graduates have a negative correlation coefficient of -32, senior
physicians have a positive correlation coefficient of 29, and the
physician-population ratio is 23. This information shows that
as the number of entry-level graduates increases, the wait times
decrease within the provinces. While the senior physicians
and physician-population ratio increases, the wait times across
the provinces also increase. From this, an increase in entry-
level graduates with a freeze on senior-level physicians could
help reduce the physician-population ratio and thus decrease
the wait times across the provinces. The next step in the
analysis was to evaluate the optimal percentage change in
the independent variables to reach optimal wait times. Using
the median wait time of hip surgeries in Sweden gathered
from the OECD [18] of 75 days, this was used as a target to
determine the percentage change needed to reach this value.
After minimizing the model with the constraint that senior-
level doctors cannot be lowered, the inverse transform of the
results is performed, and the percentage change is calculated.
It was found that for entry-level graduates, a 27.22% increase
and a -2.7% decrease in the physician-population ratio would
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reduce the predicted wait times to the target 75 days. Upon
examination, it is essential to consider the factors contributing
to this phenomenon. This analysis suggests that physicians just
starting their careers or nearing the end of their professional
journey may exhibit decreased efficiency in patient care.
However, the abundance of new physicians could help reduce
wait times due to external factors such as their ability to
develop new skills to accommodate new issues within the
healthcare system. It is reasonable to expect new doctors to
be less efficient, as they are still in the learning phase and
refining their skills. On the other hand, doctors with 35 or
more years of experience would have developed the expertise
and protocols necessary to care for many patients efficiently.
While they may outperform new doctors, they do not appear
as effective as mid-career and seasoned doctors. This indicates
that these more experienced doctors may be operating at a
reduced level due to additional factors. With continued worries
about a straining healthcare system, maintaining a manageable
physician-population ratio may be critical to prevent further
issues arising from the ever-increasing wait times for surgeries
across the provinces.

It is crucial to emphasize the significance of hiring expe-
rienced doctors with less than 35 years of experience since
graduation. Most of the workforce should comprise middle-
and intermediate-age groups to ensure patients receive timely
and efficient care.

VI. CONCLUSION AND FUTURE WORK

This paper focuses on the factors influencing wait times
for medical procedures in Canada, specifically analyzing data
from British Columbia, Nova Scotia, and Quebec over several
years. The research identified a significant link between wait
times and the seniority levels of physicians. To address this, the
paper suggests strategic hiring practices in healthcare facilities:
limit entry-level doctors to 18% and senior-level doctors
to 5%. Additionally, increasing the number of entry-level
physicians by 27% and reducing the physician-to-100,000
population ratio by 2% could potentially decrease wait times
by 15%. The study aims to improve the efficiency and fairness
of surgical care in Canada by thoroughly examining wait times
and their contributing factors.

This research provides a limited look at the relationship
between physicians’ seniority, physician-population ratios, and
wait times for medical procedures, based on a small sample
from three provinces. To better understand how physician
seniority affects wait times, the study should include data from
more provinces and territories across Canada. More specific
details on surgeries and their wait times are necessary. By
expanding the data, we can analyze wait times for specific
procedures and identify ways to reduce delays, particularly for
high-priority or high-volume cases. Linking types of surgeries
to relevant physicians can highlight areas in Canadian health-
care that need improvement. Additionally, applying advanced
machine learning and statistical methods can enhance the
findings and lead to stronger conclusions.
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Abstract— Given the high demand for qualified computer 

scientists, understanding young adults' career decisions in this 

field is crucial to ensuring an adequate talent supply. Despite 

the high demand, women remain underrepresented. This 

paper examines one particular influencing factor: technology 

exposure. Based on quantitative data from over 800 young 

people in Germany, it analyzes how the availability of 

information and communication technology affects young 

adults’ perception of their skills, abilities, and competence in 

the field of computer science. Special emphasis is placed on 

gender differences within this context of digitization adoption.  

Keywords-technology exposure; impact of ICT usage; young 

adults; computer science self-concept. 

I.  INTRODUCTION 

In recent decades, there has been a high demand for well-
trained specialists in the field of Information and 
Communication Technology (ICT), and industry has 
complained about a shortage of skilled workers. Although 
advances in Artificial Intelligence (AI) raise questions about 
the extent to which ICT jobs will be impacted by automation 
and whether there will still be a need for ICT professionals, 
recent studies [1] predict a continued strong demand for ICT 
professionals, as well as specialists skilled in working 
efficiently with ICT and AI systems. The required extensive 
re- and upskilling will only be successful if people are 
interested in Computer Science (CS). A large gender gap can 
be seen here. Despite the importance of ICT roles, women 
continue to be significantly underrepresented. In 2023, only 
19.4% of ICT specialists in the EU were women, compared 
to 80.6% men [2]. This gender disparity poses several 
problems, including the loss of diverse perspectives that are 
vital for innovation and a reduced talent pool that makes it 
more challenging for companies to fill critical roles. 

In light of these challenges, it is important to explore the 
factors that influence young men’s and women’s decisions 
regarding a career in CS. A critical driving factor is a 
person’s perception and beliefs about their abilities, skills, 
and competence in this field. Past experiences, feedback, the 
immediate environment, and comparison with others 
influence this self-concept. One particular factor is exposure 
to technology, which is the focus of this paper. While many 
studies, particularly within school contexts, examine how 
ICT availability and use affect students' confidence and 
competence in using technology or its impact on math and 

science achievement, this study takes it a step further. It 
investigates whether exposure to technology can inspire 
interest in CS by making young people more comfortable 
with the basic concepts and applications of technology. To 
this end, data from a study on more than 800 young adults 
conducted in Germany in 2024 is analyzed. Understanding 
these dynamics will help educators, policymakers, and 
industry leaders encourage a diverse range of young people, 
especially women, to pursue careers in CS. 

This paper is structured as follows. Section II presents 
the theoretical background on technology exposure and its 
effects. Section III explains the methodology used in the 
presented study, introduces the sample as well as limitations. 
Then, Section IV presents the data analysis. Section V 
includes the discussion of the findings. Finally, Section VI 
concludes the paper and outlines areas for future research. 

II. THEORETICAL BACKGROUND 

A. Technology Exposure of Young Adults 

Exploring the aspect of technology exposure requires 
understanding that it encompasses a wide array of 
experiences and opportunities through which individuals 
interact with information and communication technologies. 
Salanova and Llorens extracted in their literature review 
different indicators connected with technology exposure, 
especially “the amount of time using technology, times used 
before feeling comfortable, frequency of technology use, 
participation in technology training, use of technology at 
work and at home, personal computer ownership, computer 
usage frequency and computer usage level” [3]. Apart from 
the term “technology exposure”, the terms “technology 
experience” and “technology use” are also commonly used 
[3], as well as “ICT use” [4]. The impact of young adults' 
exposure to technology has been particularly studied. Figure 
1 shows the four different perspectives taken: 

1) Availability and use of ICT devices at home: Access 

to digital devices, such as computers, tablets, smartphones, 

game consoles and even VR glasses at home allows young 

people to explore technology on their own. The presence of 

ICT devices can encourage experimentation and the 

development of digital literacy from an early age [5]. In 

addition to availability, the type of usage can be 

differentiated according to whether it is used for leisure, 

such as social media or gaming, or for schoolwork [4]. 
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Figure 1.  Technology exposure of young adults, Source: own depiction. 

2) Availability and use of ICT in school: In many 

countries, and especially since COVID-19, ICT has become 

available in schools. Students of all ages are learning basic 

ICT skills, such as creating presentations, using 

spreadsheets or ten-finger typing. Sometimes, technology is 

integrated into different subjects, which helps students 

recognize the relevance of ICT across diverse fields. The 

extent to which ICT is used as a tool for learning—such as 

engaging in interactive learning experiences via websites 

and mobile apps—can have a significant impact on students' 

familiarity with technology [6]. 

3) Computer science lessons in school: In recent years, 

many countries have introduced in-school offerings of CS 

education, though lesson frequency and depth often vary 

[7]. In Germany, the annual “computer science monitor” 

published by the German Informatics Society reveals 

significant differences between federal states, ranging from 

minimal voluntary classes to compulsory CS lessons for all 

school types [8]. Formal CS education, which includes 

hands-on experiences, such as programming or robotics, can 

foster students’ interest in the field [9]. Such lessons provide 

foundational knowledge and boost students' confidence in 

pursuing studies or careers in the field. 

4) Extracurricular computer science activities: 

Participation in technology-related extracurricular activities, 

such as coding clubs, robotics teams, or competitions allows 

students to explore technology in creative and applied ways 

[9]. Students may also be exposed to online tech 

communities where people discuss technology trends, share 

projects, and exchange knowledge. These interactions not 

only provide informal learning opportunities, but also help 

build a sense of belonging to the broader tech community. 

B. Impacts of Young Adult Technology Exposure 

The effects of technology exposure on young adults have 

been analyzed from different perspectives.  

1) Impact on students’ performance in science and 

math: In the last fifteen years, many studies have used the 

data from OECD's Programme for International Student 

Assessment (PISA), which evaluates how well 15-year-olds 

can apply their knowledge and skills in reading, 

mathematics and science to real-world tasks. In particular, 

the effects of ICT use in classrooms for teaching and 

learning purposes as well as ICT availability at home on 

students’ performance in math and science were analyzed 

for various countries [4][10]. None of these studies 

specifically examined the impact on CS achievement, as CS 

was traditionally not in the focus of PISA. 

The review of a large number of studies in [4] shows 

mixed results on how ICT availability, use, and engagement 

affect students' math and science scores. To provide clarity, 

they compared the results of the four PISA surveys from 

2009, 2012, 2015 and 2018. They found no meaningful 

positive link between math or science performance and ICT 

use, whether that use occurred in or out of school, and 

whether it was tied to specific academic subjects or not [4]. 

Similarly, [11] examined the relationship, noting mixed 

effects of ICT availability on academic achievement, with a 

negative direct effect for males, neutral for females, and 

positive indirect effects via ICT mastery and autonomy—

topics explored further in the next paragraph. 

2) Impact on digital literacy: Exposure to ICT also 

influences comfort and competence with ICT. Starting in 

2025, PISA will include a new assessment, the “Learning in 

the Digital World” test, which will evaluate how well 

students can use computational tools to engage in an 

iterative process of building knowledge and tackling real-

world problems [12]. Pre-tests indicate that students who 

regularly use ICT across various subjects tend to perform 

better [6]. Moreover, students who feel confident in their 

ICT skills and show interest in ICT perform at higher levels. 

Further studies investigate more specific aspects of students' 

ability to use ICT tools effectively. For instance, [13] 

examines how the usage of educational technology affects 

students’ internet self-efficacy. While these studies focus on 

digital literacy, CS self-concept is about how confident 

students feel when it comes to engaging with CS tasks.  

3) Impact on career decisions in STEM: Research has 

examined whether and how technology exposure increases 

the sense of familiarity, confidence and interest in pursuing 

STEM subjects and, consequently, influences an informed 

career decision regarding STEM. Among the different 

perspectives of technology exposure, these empirical studies 

often focus on STEM school lessons or STEM programs. 

An example is the impact analysis of a program for students 

about robotics design and production in the USA, which 

increased participants’ career choice in STEM [14]. While 

many studies have examined the effects of various variables 

on young adults’ STEM career choices (e.g., interest, self-

efficacy, influence by family) [18], less attention has been 

given to the role of ICT availability and use at home or 

during leisure time in career choice specifically in CS. 

34Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-285-2

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

DIGITAL 2025 : Advances on Societal Digital Transformation - 2025

                            42 / 90



C. Ability Self-Concept 

The expectancy-value theory by Eccles and Wiegfield 

[15] posits that a person's motivation to engage in a 

particular task is determined on the one hand by their 

expectation of success in that task, and on the other hand, on 

the value they place on it. It helps explain motivational 

factors that translate into behavioral outcomes, such as 

selecting a particular study program or career path [16]. The 

ability self-concept refers to a person’s perception of their 

own competence in a particular domain, e.g., to perform 

tasks or succeed in activities. An example that is extensively 

studied is the self-concept of math ability, or short math self-

concept. It is influenced by previous experiences regarding 

math, feedback from significant others, such as parents, 

teachers, and peers, the immediate social environment, and 

social comparisons, e.g., to classmates in math tasks [16].  

1) Computer Science Self-Concept 

Just as with math self-concept, the idea of self-concept 

can be applied to CS, referring to the question “How do I 

assess my own skills in CS?”. While some studies address 

the self-concept of computer ability [16], these usually focus 

on general computer usage skills, such as using software, or 

internet navigation. In contrast, CS self-concept is concerned 

with perceiving CS as an academic and professional field, 

including for instance programming, understanding 

algorithms, or problem-solving. It reflects confidence in 

handling tasks central to the field, such as coding or 

designing computational solutions. Unlike math and science 

self-concept, the CS self-concept seems not well covered. 

2) Gender differences in STEM-related self-concepts 

 Past research often revealed gender differences in STEM-

related self-concepts, being already apparent at school. 

Typically, boys express greater confidence in their success 

and skills in areas traditionally considered male-dominated, 

such as mathematics, physical sciences, and sports [16]. 

Conversely, girls tend to have a higher self-concept of their 

verbal abilities compared to boys.  

III. METHODOLOGY 

A. Study Design  

The data analyzed in this paper come from a German-
wide study on young adults’ CS career choices. Ethical 
clearance was obtained from the ethics committee of the 
authors’ institution. In June 2024, an online survey was 
conducted with a reputable market research organization 
using their market panel of young adults in all German 
federal states. This form of collaboration was chosen because 
regulations on whether and how students can be contacted 
via schools differ among Germany’s federal states. The study 
was funded by the authors’ higher education institution. 

The online questionnaire contained closed and open-
ended questions, taking a total of about 15 minutes to 
complete. It asked for the determinants of students’ career 
decisions and their perceptions of CS as a viable professional 
path. One set of questions was about technology exposure. 

B. Sample Composition 

The survey targeted 15- to 20-year-olds who are deciding 
on a career or have recently done so. As the aim of the study 
is to analyze the factors influencing career choice, it was 
crucial that participants were in this decision phase, hence 
excluding those outside this age group. Those under 15 often 
have not yet chosen a profession, while those over 20 usually 
have. A total of 822 respondents participated in the survey. 
The sample comprised 315 (38.3%) young men, 506 (61.6%) 
young women, and one person who identified as non-binary 
(0.1%). Table I summarizes the sample characteristics. 

TABLE I.  SAMPLE CHARACTERISTICS 

Age 

Results 

Female  

N (%) 

Male 

N (%) 

Non-binary  

N (%) 

Total 

N (%) 

15 37 (7.3%) 44 (14.0%) 0 81 (9.9%) 

16 60 (11.9%) 53 (16.8%) 0 113 (13.8%) 

17 84 (16.6 %) 58 (18.4%) 0 142 (17.3%) 

18 133 (26.3%) 75 (23.8%) 0 208 (25.3%) 

19 99 (19.6%) 37 (11.7%) 1 (100%) 136 (16.6%) 

20 93 (18.4%) 48 (15.2%) 0 141 (17.2%) 

Total 506 (100%) 315 (100%) 1 (100%) 822 

C. Research Questions 

The studies in Section II analyzed technology exposure 
effects on various aspects but, to our knowledge, did not 
examine its impact on CS self-concept. Building on the 
Expectancy-Value Theory, we hypothesize that as students 
become more familiar with ICT, they will develop a greater 
appreciation for the underlying principles of these 
technologies, thereby increasing their interest and belief of 
success in promising and well-paid technical careers. 
Analyzing a particular subset of the study should help fill 
this research gap by examining whether technology exposure 
at home has a positive impact on young adults’ CS self-
concept. Special emphasis is placed on gender differences, as 
studies in STEM often report significant gender disparities. 

D. Limitations 

There are some limitations based on the study design and 

the data obtained. Although the participants were drawn 

from all federal states, the data are not fully representative 

of all German students and should not be generalized. 

Regarding the respondents’ age, the young men were 

slightly younger than the young women. The data set 

contains only one non-binary person, who was excluded 

from all gender-specific analyses as no meaningful 

statistical conclusions can be drawn from a single 

participant. Moreover, the assessment of technology 

exposure has certain limitations, notably that it did not 

quantify the frequency of use of each device in terms of 

hours per week, nor did it assess the purpose of use like it 

was done for instance by [10].  
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IV. DATA ANALYSIS 

A. Young Adults’ Technology Exposure at Home 

The survey asked about the use of ICT devices at home, 

especially a computer/laptop or tablet, the constant 

availability of Internet access, and the availability of a game 

console or Virtual Reality (VR) glasses. A 5-point Likert 

scale was used [1-strongly disagree to 5-strongly agree].  

1) Overview 
Table II shows the extent of technology exposure of the 

young adults surveyed. The vast majority of the young 
adults, 83.4% (sum of the top-2 boxes “agree” and “strongly 
agree”), have consistent internet access, underscoring 
prevalence of connectivity. Only 7.2% report limited internet 
access, indicating a minority facing potential barriers to ICT.  

About two-thirds, 66.3% (top-2 boxes), regularly use a 
computer or laptop at home, indicating widespread access. A 
small percentage, 13.9% (top-2 boxes), do not engage in 
regular use, which may reflect either a lack of necessity or 
access. Tablets are also common (61.5%, top-2 boxes). A 
higher percentage (19.9%) report not using tablets regularly 
compared to computers/laptops (13.9%). Game consoles are 
popular, with 66.1% reporting access and 17.8% without. 
VR glasses have the least exposure, with only 19.6% 
reporting access and 67.2% lacking or not using them at 
home. These low figures reflect either the novelty, cost 
barrier, or niche market status of VR technology compared 
to more established devices like computers and tablets. 

2) Gender Differences 
The next step was analyzing gender differences.  Figure 2 

shows the technology availability and accessibility reported 
by young women and men for all five statements. Using an 
independent samples t-test, statistically significant gender 
differences could be identified.  

Regarding the regular use of a computer or laptop, young 
men have a higher mean score (Mm=4.04, SDm=1.108) 
compared to young women (Mf=3.75, SDf=1.164). The 
difference is statistically significant (t(691)=-3.164, p<.001) 
with a small effect size (Cohen's d= -0.256), suggesting a 
slight gender preference towards computers among males. 
The opposite is the case for tablets, which are used more by 
young women (Mf=3.79, SDf=1.204) than young men 
(Mm=3.46, SDm=1.369). This difference is also statistically 
significant (t(602)=-3.518, p<.001) with a small effect size 
(Cohen's d= -0.260). 

  

 
t-test, N female: 506, N male: 315, *. p < .001 

Figure 2.  Gender Differences in Technology Exposure. 

Young men (Mm=3.98, SDm=1.182) reported higher 
values with regard to the ownership and use of games 
consoles than young women (Mf=3.61, SDf=1.311). This 
difference is statistically significant (t(717)=-4.219, p<.001) 
with a small effect size (Cohen's d=-0.296), indicating a 
more noticeable gender disparity.  

With respect to the ownership or use of VR glasses, 
young men have a substantially higher mean (Mm=2.52, 
SDm=1.408) compared to young women (Mf=1.93, 
SDf=1.191), indicating greater access or usage among males. 
This disparity is statistically significant (t(584)=-6.175, 
p<.001) with a medium effect size (Cohen's d= -0.461). 

Regarding the availability of internet access, there is no 
statistically significant difference between the genders 
(Mf=4.35 / Mm=4.23, SDf=0.915 / SDm=1.078). 

B. Young Adults’ Computer Science Self-Concept 

To assess CS self-concept, an established scale based on 

the expectancy-value theory was used, adapting items from 

[17] originally measuring expectations of math success. For 

instance, the item “I am talented at math” was changed to “I 

am talented at computer science”. While this approach uses 

an established scale, it carries the risk that essential CS-

specific attitudes or experiences may be overlooked, 

potentially leading to an incomplete or less valid assessment 

of CS self-concept. The same 5-point Likert scale as for 

technology exposure was used.   

TABLE II.  RESULTS ON TECHNOLOGY EXPOSURE 

Technology exposure at home 

Answers: Total number = 822 (100%) 

Strongly 

disagree N (%) 

Disagree  

N (%) 

Neutral  

N (%) 

Agree  

N (%) 

Strongly agree  

N (%) 

I regularly use a computer or laptop at home. 35 (4.3%) 79 (9.6%) 163 (19.8%) 236 (28.7%) 309 (37.6%) 

I regularly use a tablet. 70 (8.5%) 94 (11.4%) 153 (18.6%) 229 (27.9%) 276 (33.6%) 

I can use internet access at any time. 18 (2.2%) 41 (5.0%) 77 (9.4%) 223 (27.1%) 463 (56.3%) 

I own a games console or can use it at home. 74 (9.0%) 72 (8.8%) 133 (16.2%) 245 (29.8%) 298 (36.3%) 

I own virtual reality glasses or can use them 
at home. 

362 (44.0%) 191 (23.2%) 108 (13.1%) 98 (11.9%) 63 (7.7%) 
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For the independent samples t-test, these items are 

aggregated for each participant to a single score “CS self-

concept”. The average CS self-concept in the sample was 

M=2.96 (SD=0.950). The results show some caution in self-

assessing one's competence, with many values falling in the 

moderate range. Comparing genders, young men have a 

higher average CS self-concept (Mm=3.35, SD=0.891) than 

young women (Mf=2.72, SD=0.906). The difference is 

statistically significant (t(819)=-9.735, p<.001) with a 

medium to large effect size (Cohen’s d = 0.699).  

C. Impact of Technology Exposure On CS Self-Concept 

Having analyzed technology exposure and CS self-concept 

separately, the relationship between these two concepts is 

explored. Like the CS self-concept, the overall technology 

exposure scale score for each participant is calculated based 

on the mean score of the above presented five items 

measuring various aspects of technology exposure.  

1) Correlation  

First, it is explored whether there is a positive correlation 

between technology exposure and CS self-concept. The 

hypothesis is: The higher a young adult’s overall exposure 

to technology, the higher their CS self-concept. Pearson's 

Correlation Coefficient was calculated. According to [18], 

there was a moderate to strong positive correlation between 

technology exposure and CS self-concept, r(820)=.403, 

p<.001. Looking only at young men, a strong positive 

correlation can be seen with rm(313)=.542, p<.001, while 

there is a moderate positive correlation (rf(504)=.292, 

p<.001) for young women.  

2) Regression Analysis: Technology Exposure as 

Predictor of Computer Science Self-Concept 

The next step was to examine whether technology exposure 

predicts the CS self-concept. Overall, the regression analysis 

showed a moderate effect with R2 = .163, F(1,820) = 

159.297, p < .001. For young women, the analysis indicated 

a small effect, with R2 = .084, F(1,504) = 47.134, p < .001. 

Conversely, for young men, a strong effect was observed, 

with R2 = .294, F(1,313) = 130.110, p < .001. These results 

suggest that technology exposure has varying predictive 

power on the CS self-concept based on gender. For young 

women, the small effect size highlights that technology 

exposure is a minor predictor of their CS self-concept. In 

contrast, it is a substantial predictor for young men. 

Approximately 30% of their CS self-concept is explained by 

technology exposure. This means that there are other factors 

that explain the remaining 70%, which could be factors, 

such as school experiences, family background, or friends. 

V. DISCUSSION AND IMPLICATIONS  

The data indicates gender differences in technology 
exposure at home, with males generally reporting higher 
usage of computers/laptops, game consoles, and VR 
technology, while females reported higher usage of tablets. 
The differences, though statistically significant, mostly 
indicate small effect sizes except for game consoles and VR, 

which show moderate gender-specific preferences. These 
results are in line with a German-wide study on the media 
equipment and media usage of teenagers (12-19 years) in 
2024 [19]. In terms of owning devices, boys are more likely 
to own fixed and portable game consoles and computers 
compared to girls. In contrast, girls tend to own smartphones, 
tablets, and e-book readers more frequently than boys [19, 
pp. 7–8]. The study did not ask for the ownership or usage of 
VR glasses. 

Bitkom e.V. analyzed the usage of consumer technology 
in Germany in 2024 [20], differentiating between age groups 
but not gender. In the group of 16 to 29-year-olds, 43% have 
already used VR glasses. Nearly half of this age group thinks 
VR glasses will become standard household equipment in 
the future. In the study presented here, about 20% of young 
adults reported the availability of a VR glass at home. This 
discrepancy between usage and availability suggests that 
while many young adults may have tried VR glasses, 
possibly at exhibition centers, in museums or event arenas, 
fewer of them have made the transition to owning this 
technology. This might be due to factors, such as cost, 
perceived need or little knowledge of possible applications. 

The analysis in Section IV showed an overall moderate 
effect of technology exposure on young adults’ CS self-
concept. Placing this effect in the context of device 
availability suggests that widespread access to ICT devices 
can nurture general comfort with ICT. While this baseline 
familiarity may build initial confidence, more advanced 
experiences – like using a computer for programming or a 
VR setting for simulations – may contribute more 
significantly than passive use for entertainment. This 
underscores the importance of school lessons that provide 
creative, hands-on, project-based CS learning opportunities 
and integrate CS concepts across subjects (e.g., use and 
discuss generative AI in art). Partnerships with industry can 
further reinforce exposure to real-world applications of CS. 
Additionally, other factors contribute significantly to an 
individual's CS self-concept, highlighting the complexity of 
self-concept formation, where experiences like school 
interactions, family support, peer influence, role models and 
personal interest play a crucial role, too [16][17]. Linking CS 
education in schools with the family and ICT usage at 
home—such as involving parents in collaborative digital 
projects including for instance programming or simulations 
in VR environments—could strengthen students’ perception 
of CS as valuable and accessible.  

The analysis shows a gender disparity in the predictive 
power of technology exposure, suggesting young women 
need additional initiatives to address other influential factors. 
With statistically significant lower levels of exposure to 
computers, notebooks, and game consoles for young women, 
there is a clear need for targeted efforts to bridge this gap. 
Enhancing access to technology is essential, but equally 
important is addressing broader motivational and 
confidence-related barriers. Comprehensive strategies that 
foster inclusive learning environments, provide relatable role 
models, and actively challenge stereotypes can encourage 
young women to develop a stronger CS self-concept.  
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VI. CONCLUSION AND FUTURE WORK 

The study examined the relationship between technology 

exposure and CS self-concept among young adults, with a 

particular focus on gender disparities. The findings suggest 

that while technology exposure plays a role in shaping CS 

self-concept, it is not the sole factor, especially in the case of 

young women. It is recommended to complement this 

quantitative analysis in future research with a qualitative 

analysis. The sample contains open questions about critical 

incidents regarding CS. A first screening has revealed that 

some incidents describe successfully using ICT, installing 

software, or solving hardware issues, and highlight how 

overcoming technical problems can foster a sense of pride 

and motivate further exploration of CS. Moreover, age-

specific differences, e.g. under and over eighteen, could be 

explored. If the quantitative survey is to be repeated, the 

questions regarding technology exposure should be refined.  

A further topic not yet considered is to examine the impact 

on economically disadvantaged youth who might have less 

access to more expensive ICT devices. By addressing these 

areas, future work can inform strategies that create a diverse 

and inclusive CS workforce. 
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Abstract—As society and businesses are changing due to digital 
transformation, traditional, analogue business processes need 
to be rethought and re-built. While information Systems 
research aims to support decision-makers in organizations 
with theoretically founded insights to support digitalization in 
practice, it sometimes lacks conceptual clarity, making it 
harder to apply its recommendations. This is especially true 
regarding terminology: There are no generally agreed-on 
definitions for central terms like "information" and "data", 
which would be helpful for organizations aiming to digitalize 
previously analog processes. This paper presents a framework 
covering digital processes in general. It shows how facts of the 
world are turned into digital data, then into information, 
which serves as the basis for decision-making. By defining 
digital data as digital representations of signs in the physical 
world and information as views of specific digital data, 
enriched by relevant context, it hopes to contribute to a clearer 
understanding of these terms. The framework is derived from 
an analysis of two sample processes, a) using a smartwatch to 
track movement and b) predictive maintenance in railway 
infrastructure using smartphones. It should be useful to 
research digitalization processes in other areas as well. 
Moreover, practitioners should find it helpful for discussions of 
digitalization projects. 

Keywords-framework; digital transformation; digitalization; 
data; information. 

I.  INTRODUCTION  
Technological progress in areas like sensor technology, 

artificial intelligence or machine learning are driving digital 
transformation and creating opportunities to collect and 
analyze data at unprecedented scale [1]. As society and 
businesses are changing as well, digital transformation 
continues to be an area of the highest relevance as companies 
and organizations of all sizes are struggling to move their 
services and business models online, reconceptualizing what 
they do in the process. Moving business processes from the 
physical world (sometimes called the analog paradigm) to 
the digital world (the digital paradigm) may be challenging, 
but also offers an opportunity to rethink these business 
processes and the underlying business models, opening up 
potential for innovation along the way. 

Existing research on digital transformation, however, 
often shows an astonishing lack of conceptual clarity: The 
key terms of "data" and "information" are not clearly 
defined, and definitions are sometimes contradictory or 
overlapping. This can be illustrated in the established 

research field of Information Systems (IS), which broadly 
looks at the interaction between organizations, information 
systems and the people using them [2]. 

Yet for a successful digital transformation to occur, it is 
important to have a clear conceptual framework outlining 
what happens in digitalization and, not least, unambiguous 
definitions of the main terms. As will be shown in Section II, 
there are currently no clear definitions of the terms 
“information” and “data” in research in the Information 
Systems field, which also limits our understanding of the 
processes involved in digitalization. Consequently, this paper 
will address the research questions: (1) “How can data and 
information be conceptualized, and (2) what happens to data 
and information in the process of digitalization?” 

This conceptual paper presents a framework for 
digitalization, which was initially developed in a prior case 
study [1]. Section II will establish the theoretical background 
and discuss related works in the literature on IS and related 
fields. It outlines a framework conceptualizing the 
digitalization of business processes. Section III will briefly 
present the methodology of this paper. Findings will be 
presented in Section IV, which applies the framework to the 
case of predictive maintenance using smartphones in railway 
infrastructure. In Section V, the research questions are 
addressed and recommendations for practitioners planning 
digitalization projects are given. Section VI summarizes 
contributions to theory and practice and outlines possible 
future research directions. 

II. THEORETICAL BACKGROUND 
This section discusses fundamental terms. It follows 

Verhoef et al.’s [3] distinction between digitization, 
digitalization and digital transformation. Existing definitions 
of the terms “data” and “information” are then discussed and 
a framework is proposed to describe how facts of the world 
are turned into digital data, then into information, in the 
process of digitalization. 

A. Digitalization, Digital Transformation 
This paper draws on a broad theoretical background, 

mainly in the IS literature. For the key terms of digitalization 
and digital transformation, the definitions of Verhoef et al. 
[3] are used. They refer to three phases of digital 
transformation: 

1. “Digitization is the encoding of analog information 
into a digital format (i.e., into zeros and ones) such 
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that computers can store, process, and transmit such 
information” (p. 891). 

While essential, this purely technical process of encoding 
is not particularly exciting for organizations. The value of 
digital information (or data?), however, is seen in the 
following stages: 

2. Digitalization “describes how IT or digital 
technologies can be used to alter existing business 
processes” (p. 891) and 

3. Digital transformation is defined as “a change in 
how a firm employs digital technologies, to develop 
a new digital business model that helps to create and 
appropriate more value for the firm” (p. 889). 

This helps to illustrate the relevance of digital 
transformation: “Digital transformation affects the whole 
company and its ways of doing business (…) and goes 
beyond digitalization – the changing of simple organizational 
processes and tasks” (p. 889). Thus, having digital data 
available is necessary to enable organizations to reconsider 
their business processes and business models. Both represent 
considerable opportunities to increase efficiency or identify 
new revenue streams [4].  

B. Data, information 
From these definitions, it becomes clear that data and 

information play a crucial role in digital transformation, as 
they constitute the key phenomena of relevance in digital 
systems. The first eminent publication on information was by 
Shannon [5], which is seen as the start of the field of 
information theory and has influenced fields from computer 
science to statistics and economics. However, as a 
communication engineer, Shannon was concerned with the 
efficient transmission of information, not with its meaning, 
so his theory does little to resolve the conceptual issues 
around digital transformation. 

Unfortunately, the IS literature does not use the terms 
“data” and “information” with sufficient precision. 
McKinney and Yoos [6] show that, following the token view 
(the most common one according to their research), 

“information” is actually seen as synonymous with “data”. 
Likewise, the definitions by Verhoef et al. [3] discussed 
above only refer to “information”, not “data”, hence a clearer 
distinction is needed. 

Looking at the business management literature, there are 
more straightforward definitions. According to Laudon & 
Laudon [7], “data” are defined as “streams of raw facts” (p. 
609) and “information” as “data that have been shaped into a 
form that is meaningful and useful to human beings” (p. 
612). This is helpful for a clearer understanding: Data have 
something to do with raw facts, while information is 
primarily useful for human users. It also aligns well with the 
etymology of data as “that which is given”. Previous 
attempts to equate data to facts of the world [8], however, 
have not been successful. To avoid confusion, this paper will 
refer to “digital data” throughout.  

Starting from facts, in fact, should still be relevant to 
understand processes of digital transformation, as their 
purpose ultimately is to find out about events in the physical 
world, and potentially to affect them. Krcmar [9] discusses a 
hierarchical view of codes, data, information and knowledge: 
Syntax turns codes into data; context adds meaning to data, 
thus creating information. This is a useful view as it clearly 
distinguishes between the four different concepts.  

Certainly, at this point, we can claim that there are 
enough differences between data and information to warrant 
using different terms. 

C. A framework for digital business processes 
Based on the literature discussed above, a general 

framework describing digital processes (e.g., business 
processes) was developed [1]. The framework describes how 
facts of the physical world are eventually converted into 
digital data, which is presented as information in order to 
influence decisions. For illustration purposes, the framework 
is used to discuss the simple everyday case of using a 
smartwatch to track a user’s movements. The framework is 
shown in Figure 1. Specifically, the process runs as follows: 

 
Figure 1.  Framework for digital business processes 
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• As mentioned, the framework shows how facts in the 
physical world are eventually turned into digital data 
(in the digital world). The dotted line represents the 
boundary between the physical and the digital world. 
Signs and decisions can both be located either in the 
digital or the physical world. 

• The framework starts at the top, with the facts of the 
world relevant for the process in question. In this 
example, this is the number of steps taken by the 
person who wears the smartwatch. 

• The facts of the world cause signs that can be 
measured – in this case, specific patterns of 
movement in the smartwatch. Signs can be either 
physical (as in this case) or digital (when looking at 
digital processes – see below). 

• If necessary, the signs are then digitized. In this case, 
this is done by the motion sensor in the smartwatch, 
so the signs are turned into digital data 
corresponding to the specific pattern of vibrations 
that indicates a step has been taken.  

• These raw digital data are not useful in themselves, 
but can be presented in a way that is, i.e., turned into 
information. This could be done by adding context 
to the data or by formatting them in a way that is 
meaningful to its users. 

• In the end, the smartwatch will give a piece of 
information, e.g., the number of steps taken on this 
particular day, ideally compared to a target value 
that was defined before. 

• This is presented in a way that supports decision-
making. In this case, the user may decide to walk 
some more in order to reach their daily step target. 

• Obviously, and crucially, this process also affects the 
original facts (number of steps), as the purpose of 
information systems is usually not just to measure 
effects in the real world, but also to change them. 

 
The framework outlined will be discussed in the 

following sections, with a focus on how it can be applied to 
different contexts. 

III. METHODOLOGY 
The research design and methodology in this paper is 

relatively straightforward. The paper set out to answer the 
research questions: (1) “How can data and information be 
conceptualized, and (2) what happens to them in process of 
digitalization?”. This section will briefly outline how this is 
done.  

The proposed framework is based on prior studies as well 
as a review of the literature on Digital Transformation. It is 
presented for the first time in English. The case study 
focuses on using smartphones for predictive maintenance in 
railway infrastructure. It is based on a case study in German 
[1], which analyzed the literature on the topic, discussing 
some previous research. The relevant key papers are listed in 
Table 1. 

TABLE I.  KEY PAPERS 

Paper Content Findings 
Nunez et al. 
[10] 

Reporting on 
projects for cost 
effective 
maintenance in 
railways 

Axle box acceleration 
measurements and 
smartphones both useful 
in coordination with 
other signals like GPS 

Falamarzi et 
al. [11] 

Review of 
various sensor 
technologies for 
inspecting 
railway 
infrastructure 

Smartphones as cost-
effective probe to 
collect acceleration data, 
gyroscope and GPS 
data, mostly for 
measuring ride comfort 

Rodriguez et 
al. [12] 

Review of 
earlier projects; 
methodology 
for measuring 
ride comfort 

Possible to measure 
track performance and 
ride comfort using 
smartphones 

Stübinger & 
Stavrianidis 
[13] 

Reporting on a 
project by 
Siemens 
Mobility with 
Swiss Rail 
(SBB) 

Project used 
smartphones to 
successfully measure 
some maintenance 
aspects, in conjunction 
with existing backend 
systems  

 
The focus of the current, conceptual paper is on 

developing this framework and discussing ways it might be 
useful in other areas of research.  

IV. CASE STUDY FINDINGS 

A. Predictive Maintenance 
The framework presented above can also be used to 

discuss cases of predictive maintenance, where collecting 
and analyzing facts about the world in the form of digital 
data is also a key aspect. Mobley [14] describes the basic 
approach: 

“The common premise of predictive maintenance is that 
regular monitoring of the actual mechanical condition, 
operating efficiency, and other indicators of the operating 
condition of machine-trains and process systems will provide 
the data required to ensure the maximum interval between 
repairs and minimize the number and cost of unscheduled 
outages created by machine-train failures” (p. 4). 

Consequently, transferring the framework to the realm of 
predictive maintenance shows it can be used to discuss 
processes of digitalization in this area as well. In this case,  

• the starting point of the process is again facts of the 
world, i.e., the “actual mechanical condition” of a 
machine. 

• These cause signs in the physical world, i.e., the 
“indicators of the operating condition”, e.g., 
movement or vibration. 

• These are then converted into digital data, e.g., by 
sensors. 

• These digital data (i.e., “the data required”) can be 
enriched with an appropriate context and used as 
information to support decisions (i.e., “ensure the 
maximum interval between repairs”). 
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• The decisions that are made in this way in turn affect 
the original facts (i.e., “minimize the number and 
cost of unscheduled outages created by machine-
train failures”). 

In predictive maintenance, it is not the facts of the world 
being digitized, but certain signs in the physical world 
indicating them. Specifically, it is not the mechanical 
condition of the railway track itself, but the measurable signs 
indicating this condition, e.g., slight variations in the 
movement or vibration patterns of the train. These are turned 
into digital data and, by contrasting this with previous data, a 
context is established that can yield information about the 
track’s condition (specifically whether it is damaged). This 
can inform decisions (e.g., adapting the maintenance 
intervals for the track), which again influence the initial facts 
(the track’s condition). 

B. Example: Maintenance of railway infrastructure using 
smartphones 
The capture of facts of the world and their processing as 

digital data for predictive maintenance can be illustrated by 
the case of railway operators using commercially available 
smartphones to detect damage to railway infrastructure [1]. 
To this end, there have been various experiments with apps 
that are installed on smartphones, which are positioned at 
various points on a train and continuously provide data on 
the condition of the tracks via, e.g., the smartphone's 
acceleration or gyro sensors. As such data can ideally be 
collected every time a train is running, changes over time can 
be identified and used to infer possible maintenance 
requirements.  

Initial results are promising. Nunez et al. [10] and 
Rodriguez et al. [12] evaluate the previous use of various 
sensor technologies In railways, finding that smartphones are 
useful for some aspects of predictive maintenance. This is 
supported by Falamarzi et al.’s review of the literature on 
various technologies for the maintenance of railway lines 
[11]: “The combination of different sensors has made 
smartphones a cost-effective probe which can be used to 
collect acceleration data, gyroscope and GPS data in railway 
vehicles, mostly for measuring ride comfort” (p. 6). At the 
same time, the authors qualify that the use of these 
technologies is still in at an early stage. 

Stübinger & Stavrianidis [13] present an app developed 
by Siemens Mobility, which supports the monitoring of rails 
in daily use. This is traditionally done with special track 
measuring trains, which, however, cannot be used on a daily 
basis. In this example, three smartphones were placed in a 
regular train for a day and collected data, which were also 
combined with other external data:  

“The smartphone app enables the recording and use of all 
relevant data from the smartphone sensors (e.g., Global 
Navigation Satellite Systems sensor (GNSS), accelerometers 
and gyroscope) during regular train operation. The optimum 
use of a smartphone for detecting faults in the infrastructure 
also requires the combination of additional external and 
freely available information with the sensor data. For 
example, the track monitoring smartphone app uses the 

OpenStreetMap map material that is integrated through a 
special interface” (p. 10).  

A traditional measuring train was used for comparison. 
The quality of the data was found to be similar: “Valid use of 
the data can be established based on the good qualitative 
comparability of the smartphone data with that of the 
accelerometers in the train vehicle body” (p. 12). The app is 
integrated into existing measurement and monitoring 
solutions for trains and rails [15]. Thus, the way the 
underlying system works is similar to the process shown in 
our framework: digital data is collected from sensors and 
external sources, processed and made available for analysis. 

The case study has shown that protective maintenance is 
fundamentally about converting facts of the world into 
digital data and using this as information to support decision-
making. Consequently, it can be described in the terms of the 
framework presented in this paper. 

V. DISCUSSION 

A. Addressing the Research Questions 
The framework has been introduced and discussed with 

reference to the two cases discussed, wearing a smartwatch 
as well as predictive maintenance in railway infrastructure 
using smartphones. This section will draw on these cases in 
order to address the research questions, then develop some 
recommendations for applying the framework in other 
contexts.  

1) RQ1: How can data and information be 
conceptualized? 

The problem discussed at the beginning of this paper was 
the lack of conceptual clarity around the terms “data” and 
“information”. Using the proposed framework, we can now 
propose alternative definitions: 

Data, or specifically digital data, can be defined as 
digital representations of signs in the physical world, which 
in turn represent facts of the physical world. In our examples, 
the facts are the variables of interest in the physical word that 
are monitored and consequently modified. In order to do this, 
some measurable signs representing these facts need to be 
identified. If these signs are not digital, a way to digitize 
them has to be found.  

Information, on the other hand, is defined as views of 
specific digital data, enriched by relevant context, that serve 
to support specific decisions either by humans or automated 
systems. The challenge is to identify the relevant digital data 
and any context necessary and to present them in a way that 
best supports the necessary decisions. 

2) RQ2: What happens to data and information in the 
process of digitalization? 

In the process of digitalization, relevant facts of the world 
are identified. Next, measurable signs relating to these facts 
are identified. These signs are then digitalized, i.e., converted 
into digital data if needed. The digital data is then enhanced 
with context and presented in a way that is useful for 
supporting decisions, i.e., it is turned into information. This 
information is then presented in a way that can support 
decisions, either by humans or automated systems. 
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It is worth pointing out that, as digital transformation 
progresses, such processes are becoming more pervasive. 
Specifically, the on-going digital transformation of many 
organizations makes it possible to obtain considerably more 
digital data, as more sensors and new data sources become 
available. This can be seen both in the fact that individuals 
carry more digital devices (and sensors) like smartphones or 
smartwatches, but also in automobiles, which have become 
digital devices in their own right in recent years [16]. 
Moreover, with technologies like noSQL databases and 
cloud computing, information can now be stored in almost 
any quantity and analyzed in real time.  

B. Recommendations 
The framework and associated definitions can thus 

support efforts at digitalization, especially around digitizing 
processes of supporting decisions based on facts of the 
world. This should be relevant for most business processes. 
Some specific recommendations for starting and designing 
such processes can be suggested. 

1) Identify relevant signs 
Obviously, information systems are always based on 

facts of the world. Being aware of this can help focus on 
facts and guide discussions about which facts are relevant for 
a specific business decision. The next step would then be to 
consider how these facts manifest in measurable signs that 
can be used for decision-making and, if necessary, think of 
ways to digitize them. 

One example would be the number of customers in a 
specific timeframe, either in online or physical stores. In 
online stores, visitors leave information that can be tracked 
and analyzed, including how they arrived at the store website 
(e.g., from a search engine, a newsletter,…), how they 
navigate through the site, what purchases they made (if any), 
from which page (URL) they exited the store etc. Using the 
proposed framework, these would all be seen as signs in the 
digital world. 

Similar signs exist for customers visiting physical stores 
in the real world. Here, data collected from cash desks can 
reveal insights about the number of customers throughout the 
day, revenues etc. If the store is using loyalty programs, 
these insights can also be tied to specific customers, 
revealing more insights about their behavior [17]. Some 
stores have come up with ways to analyze customer footfall 
while preserving privacy, e.g., by installing cameras to count 
customers entering the store, while only taking pictures of 
their feet [18]. 

2) Consider UX and interaction design 
In order to be useful, digital data must be brought into a 

form that can support decisions. Thus, it must be presented in 
a way that supports these decisions and enhanced by any 
necessary context. This turns data into information. 

For supporting the decision-making process, it is 
important to present exactly the right bits of information, and 
do this in a way that best supports decision-making. Insights 
from the field of User Experience research (UX) and 
interaction design [19] can be particularly helpful here. Thus, 
the next recommendation is to carefully think through the 
processes involved, the exact bits of information needed, and 

the best ways to present them. It can be especially relevant to 
consider external information that can be used in the process. 
As we have seen, the Siemens system for predictive 
maintenance in railway infrastructure [13] also uses 
geolocation data, weather data etc. 

3) Evaluate automatization options 
Once the useful signs, data and information have been 

identified, processes should be discussed with a view on 
automating them as far as possible. This can be illustrated by 
the case of using smartwatches for tracking activities: Some 
apps are able to automatically recognize typical signs (in this 
case, movement patterns, e.g., signaling that the user is 
running) and automatically trigger the desired reaction, e.g., 
recording the exercise activity, in this case the run, from the 
moment the pattern started. 

Likewise, decisions should be automated, as, for 
example, is the norm in industrial production processes. 
Significant innovation can be expected in the area of 
business process automation in the near future as tools like 
Robotic Process Automation (RPA) or AI based tools like 
Microsoft Copilot are being used more broadly, and also in 
smaller organizations. 

C. Theoretical contributions  
The theoretical contributions of this paper consist in the 

definitions of digital data and information given above, as 
well as the framework for digitizing (business) processes, 
which should be useful for future research. 

D. Practical contributions 
The framework also represents an important practical 

contribution, as it is hoped that it will help practitioners plan 
projects of digitalization, identify useful facts of the world 
and ways they can be digitized. 

VI. CONCLUSION AND FUTURE WORK 
As small and large organizations everywhere continue to 

search for ways to digitally transform their existing business, 
a clear understanding of the processes involved is beneficial.  

It is hoped that this research, and the framework 
presented, can contribute towards addressing the problems 
outlined at the beginning of this paper: The lack of clear 
definitions of the terms “information” and “data” as well as 
the limited understanding of the processes involved in 
digitalization caused by this ambiguity. 

It is also hoped that the framework can support 
digitalization initiatives by putting a focus on relevant facts 
of the world and ways they can be digitized. Consequently, 
practitioners are especially encouraged to use the framework 
to structure discussions of digitalization projects. 

This research, however, comes with clear limitations. 
The framework is still in an early stage of its development 
and will benefit from further testing on real-life examples. 
Future research should focus on critical discussions of the 
framework, as well as evaluating its explanatory powers in 
other areas of digitalization. It would be particularly helpful 
to have future case studies applying the framework in 
different contexts of digitalization. 
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Abstract— This ongoing research programme tells the story of 

the successful digital transformation initiative conducted by the 

UK government between 2010 and 2019. Spearheaded by the 

Government Digital Services (GDS) unit, a part of the UK 

Cabinet Office, the ‘Digital by Default’ programme redefined 

the way information technology (IT) solutions could be 

developed in the public sector and showed that it is possible for 

digital technology to streamline and improve online delivery of 

government services for citizens. The research documents the 

trajectory of the initiative from its beginning in 2010 to the 

establishment of a mature GDS in 2019, addressing such themes 

as the political and social imperatives that led to GDS; the role 

of key individuals in the project and the challenges of 

introducing radical technology-driven change into central 

government. Based on data collected from the main participants 

in the transformation programme, it identifies the enabling 

factors, the transformation initiatives, and the successes and 

failures experienced along the way. This paper outlines the 

context of the overall research programme and highlights 

emerging themes. These include identification of success factors, 

such as the necessity of obtaining senior political sponsorship at 

every stage, the dependence on people and skills to make the 

change happen, and the huge effort required to change culture 

and mindset in sometimes labyrinthine, stolid and vast 

government departments. It also provides a perspective on some 

of the challenges faced, and failed expectations of the 

programme. Although much of the data was collected in 2018, it 

is acknowledged that change of this scale takes time. 

Accordingly, a follow-up round of data gathering and analysis 

is planned in 2026 to assess the lasting effects of this 

transformation. 

Keywords: digital transformation; government; UK 

Government Digital Services. 

I. INTRODUCTION 

In recent years, digital technology has become pervasive, 
easy to use and affordable. Almost all aspects of modern life 
have been transformed by the availability of online services, 
and for many people, digital technology (the ‘digital channel’) 
is the preferred and increasingly the only way to use business 
services. In many industries, companies use digital channels 
to provide services not only because it is what customers want, 
but also because it is less expensive, easier to use and easier 
to change.  

Use of digital technology to provide public services is not 
widespread.  In the UK, for the most part, government services 
are provided to citizens using non-digital means such as mail, 
meetings and telephone calls. Moreover, the UK government 
has had a mixed track record of getting value for its sizeable 
IT investment over the past 30 years and has a poor reputation 
for procuring and deploying technology effectively [9]. 
Writing in 2004, Sir John Bourn, the head of the National 
Audit Office noted that: “The history of failure of major IT-
enabled projects has been characterised by overspends, 
delays, poor performance and abandonment of projects at 
major cost.” [18]. In 2011, his successor Sir Amyas Morse, 
speaking about the £12 billion National Health Service (NHS) 
National Programme for IT (NPfIT), said: “This is yet another 
example of a department fundamentally underestimating the 
scale and complexity of a major IT-enabled change 
programme.” [19]. The UK is not alone in struggling with 
public IT projects. Many of the developed economies have 
suffered expensive project failures, such as the troubled 
implementation of HealthCare.gov (‘Obamacare’) in the US 
[12] and the problems experienced with implementing the 
Queensland Health Payroll System in Australia [4].  

The structure of this paper is as follows. In Section 2, the 
origin and outcome of the GDS digital by default programme 
is summarised. Section 3 describes the context and 
methodology of the research, and Section 4 sets out 
preliminary conclusions and emerging themes. The paper 
concludes by setting out the planned stages of further research 
in Section 5. 

II. A SUCCESSFUL PUBLIC SECTOR TRANSFORMATION 

Public sector projects are not doomed to failure. More 
enterprising administrations have seen in the online world and 
associated development technologies an opportunity to 
remodel the way in which government services are provided 
to citizens. An exemplar is the former Soviet Republic of 
Estonia, which has developed one of the world’s foremost 
digital democracies underpinned by a robust, ubiquitous 
digital infrastructure, and capable of providing all government 
services to the citizen via online channels [13]. 

Another striking success has been the digital 
transformation effected in the UK. In 2010, a general election 
brought to power a government formed by a coalition of the 
Liberal Democrat and Conservative parties. On taking office, 
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this government set up an organisation called the Efficiency 
and Reform Group (ERG) with the aims of saving money, 
transforming the way public services are delivered, improving 
user experience and supporting UK growth. A letter from 
Martha Lane Fox, the government's Digital Champion, had 
earlier urged a radical redesign of how government services 
should be provided to citizens [15]. Ostensibly in response to 
a request to review direct.gov, the UK government’s online 
presence, the letter addressed a much wider question: how 
could the UK government use the Internet both to 
communicate and interact better with citizens and to deliver 
significant efficiency savings? 

Ms. Lane Fox’s recommendation was summarised in the 
subtitle to her report – ‘Revolution, not Evolution’.  Francis 
Maude, the government minister responsible for efficiency 
and reform, agreed to adopt all her recommendations. In 2011 
he recruited Mike Bracken to lead a new government agency 
named Government Digital Services (GDS), which had an 
objective of making public services simpler and better by 
using digital technology. GDS set about building common 
digital platforms; changing the way government procures IT 
services; consolidating government online services and 
making them easy to access and use; and streamlining high-
volume transaction services.  

Within two years GDS and Bracken had changed the 
mindset about the UK government’s capability to effect 
change using technology. It implemented the award-winning 
gov.uk portal, a simple, effective gateway for citizens to find 
information about public services. It identified 25 services 
across government for end-to-end service redesign 
(‘exemplars’) to show how new approaches could make it 
easier for citizens to access services online and help remove 
unnecessary costs and to prove that central government 
departments could design and provide services efficiently 
through digital channels. Through the exemplars, GDS sought 
to change the perception of government as wasteful and slow 
in technology matters, and to position the UK government as 
a leader in digital transformation. In parallel, GDS re-designed 
government procurement to accommodate small and medium 
sized companies, opening competition to a wide range of 
innovative and flexible firms; and it championed the use of 
open-source technologies and agile development approaches, 
resulting in less dependency on large software vendors, 
quicker deployment and lower cost. This stimulated growth in 
the digital technology sector across the UK, predominantly for 
small to medium enterprises, and generated significant annual 
savings for the taxpayer [7].  

In short, GDS showed that it is possible to provide easy to 
use, cost-effective online public services designed around the 
citizen’s needs.  Although in recent years, it has been criticised 
for failing to redefine its role as it has grown, it has 
nonetheless been recognised that it has ‘successfully reshaped 
government’s approach to technology and transformation’ 
[20]. 

III. CONTEXT AND METHODOLOGY 

This research paper lies at the intersection of technology 
(digital transformation) and history. It is primarily narrative 
and descriptive and does not purport to provide quantitative 

scientific proofs. It is particularly important for such 
multidisciplinary research to be placed in a firm academic 
context, as described in this section. 

A. Context 

This research programme tells the story of GDS and the 
‘Digital by Default’ programme by compiling a narrative 
history from those who were involved.  This includes 
perspectives from citizens (users), policy makers, 
procurement specialists, technologists, and civil servants 
among others. The research documents the trajectory of the 
initiative from its beginning in 2011 to the establishment of a 
mature GDS in 2019, addressing such themes as the political 
and social imperatives that led to GDS; the role of key 
individuals in the project and the challenges of introducing 
radical technology-driven change into central government. 
The emphasis is on the narrative history, rather than on 
interpreting underlying or hidden meaning. This means 
identifying common themes, events, and milestones in the 
GDS story as perceived by those who participated in it: the 
intent of the research is to allow the voices of first-hand 
witnesses to tell the story, and to enliven a bland statement of 
events with anecdote, humour and perception. 

B. Theory, Research Method and Data 

Although it is difficult at this stage to nominate a dominant 
theoretical approach, the research references the information 
systems (IS) historiographical constructs expounded by Land 
[16] and Mason et al [17]. It also follows a view of 
historiography that emphasises the role of individuals rather 
than abstract forces in history [6]; although rather than using 
narrative as a rhetorical device, or depending solely on 
anecdote, the research underpins personal experiences with 
empirical data. In part, the narrative follows the lines of 
certain broader historical and social scholarship, including the 
traditions of social historical research exemplified by the 
historians Hobsbawm [11] and Zinn [25]. From an analytical 
point of view, the research uses grounded theory techniques 
[8]. 

Data informing the research comprises primary and 
secondary written reports, emails, blogs and other 
contemporary and current documented sources. The bulk of 
the data is derived from a series of face-to-face interviews 
with the principal actors, conducted in a 12-week period in the 
last quarter of 2018. The interviews were semi-structured and 
relatively informal in format, and covered the interviewee’s 
background (before GDS), and their history and involvement 
in GDS. The aim of the interviews was to solicit views about 
actual events (recollection of what happened); to understand 
motivations and policies (why things happened); and 
outcomes (what transpired). In the course of these discussions, 
interviewees were prompted to present their views on such 
topics as the technology used, the policies adopted, the 
problems faced, as well as circumstantial descriptions 
concerning such elements as the work-environment; the style 
and form of individual engagement; and recruitment policies. 
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C. Significance of Research 

In 1997, a paper in MIS Quarterly, the pre-eminent journal 
in the field of IS research, noted that “MIS as a discipline has 
not yet developed a tradition of historical research” [17]. 
Histories, according to one scholar, “…are powerful because 
they both create and reinforce collective identities... Having a 
history is important because what is articulated as having 
happened in the past profoundly affects all aspects of our lives 
and will affect what happens in the future” [3]. This research 
is, in part, a response to the challenge posed by Mason, Bryant 
and others. It presents a view of one of the most significant 
(and successful) deployments of information and digital 
technology at scale in the world today, and documents the role 
played by its pioneers and participants. In doing so, it brings 
some balance to the academic literature, which features a 
disproportionate number of studies on IT failure. Further, the 
research will inevitably have significance in academic 
disciplines outside the field of IS and digital transformation. 
It should, for example, be relevant to those interested in 
organisational theory (the transformation of business enabled 
by digital technology), and economics and social history (the 
social impact of process automation in the modern era). 

Finally, there is the value of the research to industry. The 
UK government’s digital by default programme was one of 
those rare initiatives when something different happened: 
what was regarded as a dull, expensive and failure-prone 
domain became the centre for innovative and transformative 
activity, attracting the brightest and most talented people in 
the industry. Although there is some distance still to travel, 
what GDS and its originators achieved is undeniably positive 
for citizens, public servants, taxpayers and digital 
professionals in the UK and further afield. They showed that 
contrary to much of the evidence, implementing information 
technology projects in government could be done successfully 
with verve, flair and good deal of fun. Moreover, although the 
study is primarily focused on the UK, the research has global 
relevance and highlights similarity and specificity of digital 
transformation across different nations. 

IV. PRIMARY EMERGING THEMES 

The data highlights several consistent themes that 
permeate the transformation programme, from which some 
early observations can be made. First, the scale of the initiative 
dictated approach and tactics. A small team of ‘outsiders’ – 
for the most part enthusiastic and talented digital natives, 
many with no experience of working in the public sector – 
sought to influence and sometimes overturn decades of 
practice and settled protocol in organisations that numbered 
tens of thousands of seasoned, knowledgeable and competent 
civil servants, with annual budgets in hundreds of millions of 
pounds.  This was no mean undertaking; rather it was a 
concerted attempt to use digital technology to change the way 
in which public services were planned, designed, procured 
and delivered.  The GDS team were in this sense 
revolutionaries, and conversations with the team repeatedly 
draw attention to a zealous sense of mission and focus, a 
willingness to take risk, a tendency towards iconoclasm. This 
drew predictable responses from some civil servants, who felt 

threatened by and therefore sought to derail the introduction 
of change. Among the incumbent IT practitioners, the GDS 
approach was frequently welcomed as a refreshing and 
empowering programme. 

Three essential elements of the GDS approach appear to 
be critical success factors in the digital by default programme: 
agile development methodologies featuring user-focused 
design; accelerated procurement from small, nimble 
providers; and the use of open-source rather than proprietary 
technology and standards.  

While this research programme will comment on these and 
other success factors in due course, at this early stage it is 
possible to identify the use of agile development 
methodologies as an outstanding enabling factor. From the 
1990s, PRINCE2, a generic waterfall project management 
methodology with an emphasis on risk management, was 
widely used for government-funded projects. It mattered little 
that PRINCE2 had failed to mitigate the risk of several high-
profile IT projects, such as the London Ambulance despatch 
system [1], and the methodology continued to sometimes be 
required or expected in large government departments. GDS 
believed that user-centric digital services would be more 
effectively designed and delivered by in-house IT specialists 
using agile software development methodologies, rather than 
by using large software solutions bought off the shelf or 
developed by global IT service providers, such as IBM, 
Accenture and Oracle. This iterative, user-centred approach 
using Scrum was at the heart of the GDS programme and 
featured heavily in the Service Design Manual and associated 
Digital by Default Service Standard, a set of guidelines and 
benchmarks for government departments on development of 
digital services [21]. (A current version of the Digital Services 
Standard, now titled ‘Service Manual’ was published in May 
2022 [24]). It appealed to developers because it was less 
constraining and more empowering than traditional waterfall 
development. Moreover, it acknowledged the inherent 
uncertainty in large scale development projects and sought to 
develop solutions collaboratively with users rather than in a 
technology vacuum. 

As for many successful IT programmes, success was 
enabled by factors that had little to do with technology. In the 
case of GDS, a relentless focus on communication at every 
level proved extremely influential in dictating the pace and 
raining the profile of the digital by default initiatives. This 
ranged from formal engagement with external stakeholders 
through government channels to informal blogging, 
networking and promotion encouraged in GDS and in 
exemplar government departments. It mattered that Mike 
Bracken himself was a consummate communicator, and he 
deployed considerable skill in countering scepticism at high 
levels of government [2]. The award of the prestigious 
Museum Design of the Year Award 2013 for the flagship 
gov.uk website – a radical redesign of the online portal to UK 
government websites into a single domain – was more an 
indication of GDS’s skill at communication than of its 
technical and design prowess [23]. 

Other themes, including those that illustrate programme 
weaknesses, will emerge from the data as analysis proceeds. 
Detractors of the programme have identified flaws in the GDS 
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approach, and it is true that the organization as it exists today 
is different in many key aspects to the revolutionary cadre of 
agile developers who formed the core of GDS in the 
beginning. Edgar [5] identifies collaboration between 
government departments as a particular systemic weakness, 
along with a continued lack of accountability for outcomes 
across departments. The NAO in its 2017 assessment pointed 
out that “…only six of the live exemplars and two of the 
publicly available trials had provided an integrated service by 
March 2015. Full transformation and digitisation was not 
achieved, either for the citizen or for government.” [20] 

Nonetheless, even those who viewed the digital by default 
programme with suspicion cannot deny the impact it has had 
on the way in which digital transformation has shaped how 
UK citizens now consume public services online. The full 
scope of this impact is ill-defined at present and requires 
further study. 

V. CONCLUSION AND FUTURE WORK 

This programme of research aims primarily to document 
the history of the UK’s digital-by-default programme between 
2013 and 2018, and in doing so to identify the extent to which 
the ambitions of the programme have been achieved. 
However, transformation at this scale takes a great deal of 
time, and in an organization as large and diverse as the UK 
public sector, the pace of change can be glacial. Nonetheless, 
the next stage of this research will attempt to assess the impact 
of GDS on the effectiveness of digital service provision to UK 
citizens by conducting a series of follow-up interviews in 
2026. Although this represents a short time since the GDS 
programme terminated, much has happened in both political 
and IT domains. Notably, GDS now includes other 
government digital agencies such as the Central Digital and 
Data Office (CDDO), the Incubator for AI (i.AI) and 
Responsible Technology Adoption Unit. Yet, progress on 
wholesale transformation remains mixed and a report by the 
UK Public Accounts Committee [10] notes that successful 
digital transformation remains elusive and that the 
government remains far behind the private sector in its 
recruitment of the technology professionals needed to force 
change. 

Research on this topic is also sparse. There is active 
comment in the form of blogs, such as those by Edgar and 
Thompson [5][22], but to date there has been no major 
academic study on digital policy and transformation in the UK 
public sector. Future work in this research programme intends 
to remedy this by publishing a complete account of the GDS 
experiment (in 2025); conducting a further round of data 
gathering and analysis with current stakeholders (in 2026); 
and publishing a comprehensive longitudinal study that 
addresses the ambitions and outcomes of UK government 
digitization over the past decades (in 2027). 
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Abstract—Process Virtualization Theory (PVT) provides a 

framework for understanding the virtualization of work 

processes. Recent research underscores the importance of 

social presence and situation awareness — two critical IT 

characteristics that support remote interaction. Through a 

systematic literature review of 32 research articles, this paper 

examines how collaboration tools enhance virtual teamwork by 

fostering these IT characteristics, highlighting their role in 

trust, coordination, and interpersonal connection. Findings 

suggest that a strategic mix of synchronous and asynchronous 

communication strengthens both relational bonds and 

collective awareness. Thus, this paper extends PVT by showing 

how collaboration tools cultivate social presence and situation 

awareness, filling an important gap in digital transformation 

research. 
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I.  INTRODUCTION 

Virtual collaboration has become an integral part of 
organizational operations, driven by advancements in digital 
communication technologies and further accelerated by the 
COVID-19 pandemic. Virtual teams have evolved from a 
niche practice to a widespread organizational norm [1]. The 
transition from traditional office environments to remote and 
hybrid models has necessitated the virtualization of work 
processes, as defined by the Process Virtualization Theory 
(PVT) [2]. PVT assesses how physical processes translate to 
virtual settings. 

The pandemic-induced shift to remote work challenged 
existing assumptions about the limitations of virtual 
processes, demonstrating that even knowledge work 
processes with high relational demands could be effectively 
virtualized [3]. This evolution from a temporary adjustment 
to a new post-pandemic digital era has opened opportunities 
to re-evaluate how digital tools can support not only 
operational efficiency but also the social and relational 
aspects of teamwork. Central to this discussion are the IT 
characteristics of social presence and situation awareness, 
which contribute to creating a sense of interpersonal 
connection and maintaining contextual understanding within 
remote teams. 

Through a systematic literature review, this paper shows 
how digital communication tools enhance social presence 
and situation awareness in virtual collaboration, thus 
contributing to digital transformation research with strategies 
for remote work. By examining how technology facilitates 

virtual interactions, this research contributes to the broader 
discourse on optimizing digital collaboration for the evolving 
needs of virtual teams. 

Following this introduction, Section II anchors the study 
in PVT and synthesizes prior work on social presence and 
situation awareness that motivates the review. Section III 
specifies the systematic review protocol — databases 
queried, selection criteria, and qualitative analysis — 
ensuring methodological rigor. Section IV reports the 
findings in three parts: how collaboration tools foster social 
presence, how they enhance situation awareness, and finally, 
how trust links these two mechanisms. Additionally, 
limitations are addressed. Section V concludes with 
theoretical and managerial implications and directions for 
future research. 

II. BACKGROUND 

A virtual team is defined as a group of individuals who 
collaborate toward a shared goal while being geographically 
dispersed, relying primarily on digital technologies to 
coordinate their work and overcome spatial, temporal, and 
organizational boundaries [4]. Over the past few decades, 
growing numbers of employees have worked fully or 
partially remotely, indicating a steady rise in virtual 
collaboration [1]. The COVID-19 pandemic, coupled with 
mandatory remote work policies, accelerated the shift toward 
both remote and hybrid team structures [5]. As a result, most 
organizations today exhibit some degree of virtuality, 
making it increasingly difficult to draw clear distinctions 
between virtual and non-virtual teams [6]. 

The virtualization of work processes is a fundamental 
prerequisite for enabling remote collaboration. PVT provides 
a theoretical framework for analyzing the digital 
transformation of business processes by examining the extent 
to which physical processes can be effectively replicated in 
virtual environments [2]. At the core of PVT lies the concept 
of process virtualizability, which determines how well a 
process can be executed without reliance on physical 
interactions between individuals or individuals and objects. 
This concept plays a crucial role in guiding organizations 
through digital transformation by identifying which 
processes are most suited for virtualization [7]. Four 
constructs determine whether a process can be effectively 
virtualized: sensory, relationship, synchronization, as well as 
identification and control requirements [2][7]. ‘Sensory 
requirements’ address the need to replicate physical 
experiences; ‘relationship requirements’ emphasize personal 
and social interactions; ‘synchronization requirements’ 
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ensure timely, real-time or sequential execution; and 
‘identification and control requirements’ manage identity 
verification and oversight mechanisms. These factors 
negatively affect virtualizability, meaning that as their 
importance increases, the feasibility of virtualization 
decreases [2].  

PVT’s core model highlights three information 
technology (IT) characteristics that moderate process 
virtualization. IT characteristics are ‘representation’, which 
ensures that virtual processes accurately simulate their 
physical counterparts; ‘reach’, which extends accessibility by 
enabling location-independent participation; and ‘monitoring 
capability’, which provides oversight and ensures 
compliance through remote activity tracking. Building upon 
these principles, recent research has expanded the application 
of PVT across various domains. Studies have examined the 
barriers to process virtualization in remote work 
environments, revealing that sensory and synchronization 
requirements often limit the effectiveness of virtualized 
processes [8]. Further research extends PVT with  
e-commerce attributes [9] and participant-related factors 
[10]. 

The COVID-19 pandemic has provided a unique context 
for re-evaluating PVT through a crisis-driven perspective [3]. 
The global health crisis necessitated the rapid virtualization 
of knowledge work processes, many of which had previously 
been resistant to digital transformation. As a result of this 
accelerated transformation, virtualizability evolved from a 
dependent variable to a determining factor in the fulfillment 
of process requirements. Organizations increasingly relied on 
IT characteristics to address these virtualization challenges, 
leveraging digital tools to simulate sensory elements, 
facilitate relationship-building, support synchronous 
interactions, and enhance monitoring capabilities. In this 
revised understanding of PVT, two additional IT 
characteristics — social presence and situation awareness — 
were identified, which further contribute to the effective 
virtualization of knowledge work processes. Social presence 
refers to the ability of IT to create a sense of interpersonal 
connection in virtual settings. The Social Presence Theory 
states that the degree of perceived psychological and 
emotional connection between individuals in a mediated 
communication environment influences the effectiveness and 
quality of interactions [11][12]. It emphasizes how 
communication technologies vary in their ability to convey 
social cues in virtual settings.  

Situation awareness — essentially “knowing what is 
going on” [13] — centers on perceiving relevant context 
information, interpreting its meaning, and anticipating its 
future development. When shared among team members, this 
becomes team situational awareness [3], a collective view of 
conditions, implications, and likely trajectories that is vital 
for the relational demands of remote work. 

The pandemic has challenged the notion that processes 
can only be virtualized to a limited extent, as the empirical 
reality of widespread remote work has shown that IT can 
indeed support the social aspects of collaboration in virtual 
teams. While some critiques have underscored that many 
recommendations overlooked the involuntary nature of 

pandemic-related remote work [14], now, in the post-
pandemic digital era, the urgency to virtualize has receded. 
This transition creates an opportunity to reflect on progress 
made in remote collaboration and to reevaluate the potential 
of collaboration tools through the lens of social presence and 
situation awareness. Both of these IT characteristics present 
innovative pathways for understanding how virtual 
environments can foster not only operational efficiency but 
also the interpersonal and contextual dimensions of 
teamwork. 

III. METHOD 

To gain insights and a wider understanding of the 
contribution of collaboration tools to social aspects of virtual 
collaboration, this paper draws on existing literature. This 
systematic review analyses how digital communication tools 
shape social presence and situation awareness in virtual 
teams, addressing the following research questions: 

RQ1: In what ways do digital collaboration tools foster 
social presence in remote settings? 

RQ2: In what ways do digital collaboration tools enhance 
situation awareness in remote teams? 

A. Search Strategy 

The review applied the structured approach of [15] to 
address the research questions. The review scope was 
defined as a summary of previous research activities and 
their underlying theories on remote work, collaboration 
tools, and virtual team collaboration [16]. The research 
covered several relevant databases (ACM, EBSCO, Emerald, 
IEEE, Science Direct, Springer). The systematic search 
combined the keywords “collaboration tool,” “new work,” 
“remote work,” “hybrid work,” “team cohesion,” “social 
bonding,” “group cohesion,” “sense of community,” and 
“virtual team dynamics” with Boolean AND/OR operators to 
ensure comprehensive, relevant results. Figure 1 summarizes 
the four-iteration review process and the resulting study 
counts as proposed by [17]. 

Figure 1: Review Process. 

A database search using the predefined terms was 
followed by abstract screening based on the criteria in Table 
I, full-text review using the same exclusions, and forward 
and backward citation tracking, adding ten articles and 
yielding 32 eligible studies. 

TABLE I: EXCLUSION CRITERIA 

Exclusion 

Criteria 

• Published before 2010. 

• No use of collaboration tools. 

• Focus on teams without a degree of virtuality. 
• Articles in any other language as German and English. 
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B. Data Analysis 

The collected data was analyzed using qualitative content 
analysis [18]. Recurring themes and patterns were identified 
that shed light on key factors in the use and effectiveness of 
collaboration tools for supporting social presence and 
situation awareness.  

Social presence is understood as the degree to which 
digital communication tools facilitate awareness of the other 
person and interpersonal relationships during interaction 
[11]. Accordingly, the category of ‘interpersonal 
relationship/team cohesion’ is used. In addition, the review 
also looks at the concepts of ‘collaboration’ and 
‘community/belonging’. 

Situation awareness refers to the collective understanding 
of work dynamics within a team. It is promoted through the 
provision of information within the team and identified 
accordingly through the concept of ‘knowledge exchange’. 
In addition, it is primarily shaped by ‘informal 
communication’ — accordingly, this forms a further concept.  

From the analysis, ‘trust’ emerged as a relevant concept 
that is crucial for effective virtual collaboration, so this 
concept is also taken up in the analysis. The appendix 
presents the resulting concept matrix, which analyzes the 
literature and classifies it by research design and type of tool 
mentioned.  

C. Limitations 

Although this review followed a structured protocol 
across multiple databases, the reliance on a single researcher 
remains a significant limitation. Potential selection bias 
might have affected the breadth and inclusivity of identified 
studies, as different reviewers could have interpreted 
inclusion and exclusion criteria differently or identified 
additional relevant publications. Moreover, focusing on 
specific search terms may have overlooked research 
addressing remote collaboration from adjacent perspectives 
(e.g., organizational psychology, workplace design). 
Together, these factors could limit the generalizability of the 
findings and should be considered when interpreting the 
results. 

IV. FINDINGS 

A descriptive summary of the findings regarding social 
presence, situation awareness, and trust is presented below. 

A. Social Presence 

Social presence is a critical factor in virtual collaboration. 
Many studies emphasize that digital platforms can be 
designed to foster the feeling of togetherness typically 
experienced in face-to-face settings. Synchronous 
communication tools, such as video conferencing and instant 
messaging, have been found to be particularly effective at 
cultivating social presence by enabling immediate, reciprocal 
interaction and conveying rich social cues (e.g., facial 
expressions and gestures), all of which are vital for 
establishing and maintaining interpersonal bonds [19][20]. 
Immersive digital environments, such as virtual workspaces 
and avatars, can further strengthen this sense of connection 
by simulating physical co-presence, thereby enhancing 

engagement and team cohesion [21][22]. For instance, the 
platform Gather lets remote colleagues initiate spontaneous 
interactions by virtually approaching one another [22]. This 
ability for rapid, informal encounters can mitigate the 
isolation that often arises in remote settings [20][23][24].  

The Embodied Social Presence Theory (ESPT) suggests 
that virtual workspaces should replicate key aspects of 
physical interaction to improve communication, particularly 
by enabling participants to interpret nonverbal signals even 
in digital environments [21]. Through the use of synchronous 
video tools and virtual reality platforms, ESPT’s focus on 
embodied co-presence reduces ambiguity in remote 
interactions and reinforces interpersonal relationships. 

Some authors emphasize that organizational culture and 
shared values can be reinforced through collaboration tools 
when they are used for team-building events, recognition 
programs, and personal updates [25]. Similarly, planned 
informal interactions can improve social presence by 
compensating for the lack of casual conversations in the 
corridor [26]; teams that allocate time for social check-ins 
tend to feel more aligned and engaged. Studies further 
highlight the importance of intentional, well-structured 
digital communication to replicate the camaraderie of co-
located offices [27][28]. Frequent touchpoints, such as 
virtual coffee chats and informal Slack channels, help remote 
employees preserve a communal sense of identity [23][26]. 
Meanwhile, personalized introductions — including 
Asynchronous Semi-Guided Professional Introductions 
(ASGPIs) — facilitate the exchange of personal and 
professional information, thereby strengthening interpersonal 
connections [20]. 

It is also recognized that even asynchronous tools can 
support social presence by enabling indirect reciprocity and 
sustained connections over time, yet their overall impact is 
constrained by the absence of immediate interaction and 
emotional engagement [21]. However, studies indicate that 
an overreliance on asynchronous communication can lead to 
feelings of social isolation and a reduced sense of belonging, 
particularly in teams that lack prior face-to-face interactions 
[25]. The literature stresses that choosing the right mix of 
synchronous and asynchronous channels is vital for 
sustaining high-quality interactions [24][29]. Platforms, such 
as Slack, Teams, Gather, or Zoom, allow for both project-
focused conversations and casual “break room” chats [30]. 
This multimodal approach ensures that teams can adapt their 
communication methods to both the complexity and urgency 
of tasks [19]. Well-timed, media-rich interactions, like video-
based calls early in a team’s lifecycle, foster personal 
rapport, while text-based channels and shared documents 
suffice for routine status updates [29][31]. This provides a 
direct link and a transition to situation awareness. 

B. Situation Awareness 

While social presence fosters emotional connection, 
situation awareness centers on the ability to stay informed 
about colleagues’ work progress, needs, and challenges in 
real time, essential for coordinating team efforts and 
ensuring alignment. While traditional offices often rely on 
spontaneous observations and overheard conversations [32], 
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remote work environments lack these spontaneous 
exchanges and must adopt purposeful strategies to maintain 
comparable levels of context [33]. The inability to observe 
colleagues' work activities or engage in impromptu 
discussions often leads to knowledge silos and reduced 
collaboration efficiency [34]. In addition, [35] found that 
virtual team members often hesitate to seek help because 
problems are harder to explain and responses are slower. To 
counteract these effects, many teams have adapted their 
communication practices by integrating asynchronous chat 
tools, such as Slack, which facilitate real-time knowledge 
exchange despite physical separation [26]. Tools, such as 
email, shared documents, and discussion forums, contribute 
to collaboration by supporting structured information 
exchange and enabling parallel collaboration [19][36].  

It is underlined that knowledge sharing keeps remote 
teams aligned and efficient [37]. Similarly, [24] argues that 
social support, which includes knowledge-sharing practices, 
strengthens connectivity and reduces workplace stress, 
fostering a more cohesive understanding of team dynamics. 
Furthermore, [36] describes that mutual exchange of 
knowledge builds trust and reinforces collective competence. 
The authors highlight the significance of informal knowledge 
exchange in virtual environments, where psychological 
safety plays a crucial role in facilitating open discussions and 
information flow. For example, short, informal encounters or 
informal side chats during official meetings allow members 
to ask quick questions, seek clarifications, or exchange 
immediate feedback, much as they might in the physical 
workspace [26][34]. Additionally, these ongoing knowledge 
exchanges, whether over group messaging or video calls, 
counteract the risk of isolation and misalignment [26][31]. 

According to [29], well-structured check-ins and routine 
status updates via shared platforms help team members 
anticipate when others might need assistance. This 
transparency not only aids productivity but can also reduce 
stress and foster mutual trust, as teams learn to predict and 
fill potential gaps [27][29][38]. This more flexible backup 
behavior can also be enabled by “total information 
awareness” — circulating relevant communications to all 
team members, even those not directly involved [39]. Such 
communication practices are linked to outcomes like 
improved team performance [36], while consistent rules, 
norms, and leadership behaviors can further reinforce 
positive team functioning in virtual contexts [28][40][41]. 
However, [35] emphasizes that virtual teams must 
deliberately invest in relationship-building. For example, 
proactively introducing newcomers through informal 
sessions can foster familiarity even faster than in co-located 
teams. 

C. Trust 

Trust is a fundamental prerequisite for the effectiveness 
of virtual teams, closely linked to social presence and 
situation awareness. Occasional face-to-face meetings or 
richer social engagement can significantly enhance trust. 
Even a brief in-person kickoff fosters early trust that carries 
into online collaboration [42]. When in-person interaction is 
not feasible, virtual teambuilding events, informal chats, or 

open channels can help create spontaneous bonding 
moments, reinforcing interpersonal connections [35][43]. 
Then, technology must support both task-related and 
relational exchanges to facilitate trust [44]. Trust and team 
cohesion are highly interdependent: When early trust is 
established, cohesive collaboration develops more easily, 
whereas low initial trust complicates maintaining unity 
across geographic and temporal divides [42]. Similarly, [38] 
highlights that without deliberate efforts to foster socio-
emotional bonds, relationships between subordinates and 
managers can deteriorate in purely virtual settings, further 
undermining trust. 

In the context of social presence, shared emotional cues, 
authentic self-disclosure, and informal interactions foster 
affective trust. High-synchronicity media convey nonverbal 
cues that help team members assess intentions, while 
excessive asynchronous text communication can undermine 
trust due to misinterpretation [19]. A well-balanced media 
strategy that supports both structured collaboration and 
spontaneous social contact strengthens trust at the group 
level [30][36].  

From a situation awareness perspective, low trust 
hampers information flow, as individuals hesitate to disclose 
difficulties or seek help in perceived hostile environments. 
Weak trust discourages transparent data sharing due to fears 
of appearing incompetent or misusing sensitive information 
[39]. Conversely, high-trust teams proactively coordinate, 
offer support, and monitor emerging challenges, enhancing 
performance in remote settings [29][42]. At the leadership 
level, trust mitigates the “invisibility problem” in remote 
work, enabling fair treatment, nonintrusive oversight, and 
accountability without micromanagement [14][38][45]. 

In sum, while social presence creates the emotional 
conditions under which trust thrives, situation awareness 
ensures that group members have enough insight into one 
another’s actions and challenges to uphold a trustworthy, 
dependable workflow. Tying these two elements together, 
trust becomes the linchpin that channels technological 
affordances into truly cohesive remote teamwork 

V. CONCLUSION AND FUTURE WORK 

This research demonstrates that thoughtful applied 
collaboration tools can replicate many of the relational and 
informational aspects of co-located work. Key strategies 
include informal virtual gatherings, immersive technologies, 
and personalized introductions that foster interpersonal 
connection [20][21][26]. Transparent communication and 
leadership support, through regular check-ins and structured 
feedback, are equally important for cultivating trust and 
reinforcing a supportive organizational culture [28][46]. 
Teams benefit from structured yet informal exchanges and 
real-time collaboration platforms that sustain project 
visibility and cohesive teamwork [26][34]. 

Nevertheless, technology remains only one pillar; clearly 
defined channel norms, active leadership, and periodic face-
to-face encounters are still necessary to deepen trust and 
creativity, making hybrid collaboration the most resilient 
operating model [14][27][32][42][47][48].  
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Practitioners should adopt platforms that combine rich 
real-time interaction with asynchronous flexibility and 
embed visibility features — presence indicators, shared task 
boards, and sentiment dashboards — to increase situation 
awareness and social presence [27][32][49]. 

Tool developers should design configurable mixed-
synchronicity architectures and trust-enhancing affordances, 
such as privacy-aware analytics and seamless transitions 
between immersive and text modes. This will allow teams to 
adjust interaction richness as projects evolve [48]. 

Future research opportunities lie in controlled and 
longitudinal experiments that go beyond description to 
isolate the causal effects of specific platform features on 
outcomes such as trust building, knowledge sharing, and 
team performance [29]. Comparative studies across 
industries and cultural contexts, supplemented by in-situ and 
neurophysiological measures, could further reveal boundary 
conditions of PVT and illuminate how social presence and 
situation awareness dynamically co-evolve. Advancing these 
agendas will yield collaboration ecosystems that not only 
virtualize processes but actively cultivate the human 
connections on which effective teamwork depends. 
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APPENDIX 
 

TABLE A: CONCEPT MATRIX. 

 Classification Concepts 

 

Article 

Research 

Design 

Tool-Types 

mentioned 

Social Presence Situation awareness 

Trust Interpersonal 

Relationship/ 

Team Cohesion Collaboration 

Community/ 

belonging 

Knowledge 

exchange 

Informal 

Communication 

[14] REV Vid, Pl x  x  x x 

[19] 
REV + 

CON 
VR,Vid,Ch x x x   x 

[20] CON Vid, Pl x x x x x x 

[21] CON Pl x  x    

[22] Q VR, Vid, Ch, Pl x x x  x  

[23] CON Pl x  x  x  

[24] QU Vid, Ch x  x x  x 

[25] REV Pl, Em x  x x x x 

[26] Q Vid, Ch, Em x    x  

[27] Q Pl x x x  x  

[28] QA ND x x x   x 

[29] REV Vid, Ch, Pl, Em     x x 

[30] QM Ch, NT x    x  

[31] REV VR, Vid, Ch, Pl, Em x x  x  x 

[32] Q VD x    x  

[33] Q Vid, Ch, Pl, Ph x x    x 

[34] Q Vid, Ch, Em, Ph  x  x  x  

[35] Q VR, Vid, Ch, Em  x   x x x 

[36] Q Vid, PL x x  x  x 

[37] QU Vid, Ch, Pl, Em, Ph    x  x 

[38] QU Em, Ph, ND x    x x 

[39] REV + Q Vid, Em x x x  x x 

[40] QM ND  x x    

[41] CON Vid, Ch, Pl, Em, Ph x x x  x x 

[42] REV + QU Vid, Ch, Pl, Em  x     x 

[43] RE VR, Vid, Ch, Pl, Em x x x  x x 

[44] Q Vid, Ch, Pl, Em, Ph x x  x  x 

[45] CON Pl      x 

[46] QU Vid, Ch, Pl  x x x   

[47] QU Vid, Ch, Pl,  x x   x  

[48] CON Vid, Ch, Pl, Em, Ph x x    x 

[49] Q + CON Vid, Ch     x  

∑ 
 

(Research Design/ 

Tool-Types/ 

Segments with 

concept)  

Q = 10 
CON = 8 

REV = 7 

QU = 6 
QM = 2 

EXP = 0 

Vid = 22 
Pl = 18 

Em = 13 

Ch= 15 
Ph = 7 

VR = 5 

ND = 3 

85 28 36 16 106 53 

 
Classification legend: 
Research Design: Q = Qualitative, QU = Quantitative, QM = Mixed, EXP = Experiment, REV = Review/Meta-Analysis, CON = Conceptional/Design Science 
Tool-Type: VR = Virtual Reality, Vid = Video, Ch = Chat, Pl = Platform-Suite, Em = e-mail, Ph = Phone, ND = not defined  
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Abstract—Personalization of social robots depends on the 

identification of different characteristics and preferences of the 

users and, thus, creating a more efficient and adoptable 

usage/collaboration experience.  The first and most important 

step of the social robot design for specific user groups is 

determining, analyzing, and learning their preferences and 

habits. In this paper, the expectations of young adult users 

between the ages of 18-39 from social robots were investigated 

using structured interviews. Statistical and qualitative analysis 

of the obtained results reveal the importance of four 

dimensions in designing social robots for the specified user 

category: (1) Routine Task, Education and Learning Support, 

(2) Mental, Social and Emotional Interaction, (3) Ethics and 

Privacy, and (4) Physical and Behavioral Design.  

Keywords-social robot; user-centered design; young adult; 

design dimension. 

I.  INTRODUCTION 

Social robots which aim to offer cognitive support and 

assistance to humans with meaningful interactions are seen 

as one of the most transformative technologies of the future 

[1]. With human-like features, such as speech, emotion, 

face, and object recognition along with other artificial 

intelligence-related abilities, social robots are increasingly 

being utilized for therapy, education, and entertainment [2], 

[3]. 

In 2008, Microsoft founder Bill Gates predicted that as 

robots become affordable to consumers, they will change 

how individuals communicate, entertain, learn, and work at 

home [4]. In parallel with this prediction, in 2025, Tesla 

founder Elon Musk projected that they aim to manufacture 

500,000 humanoid robots in three years and that 10 billion 

humanoid robots will exist by 2040 costing 20-25 dollars 

[5], [6]. 

The recent advances in new technologies, such as 

Generative Artificial Intelligence and the global increase in 

the aging population have directly affected the interest in 

social robots with many studies investigating the acceptance 

and effects of social robots on different user groups. For 

example, in their research, Søraa et al. [7] examine whether 

older adult users are properly included in the user-centered 

approach to robot development. Pu et al. [8] investigate the 

effectiveness of social robots on the physiological and 

psychological outcomes of older adults with randomized 

controlled trials. In another study, the functional and non-

functional requirements of an assistive system for the home 

care of elderly patients with neurological impairments have 

been examined [9]. 

Other studies focus on the utilization of social robots for 

children. Kanero et al. [10] review the literature on child–

robot interaction for language learning in young children. In 

another study, the relationship formation between children 

and social robots is investigated [11]. Finally, the influence 

of a social robot modeling prosocial behavior on children is 

examined by Peter et al. [1]. 

As shown by the existing literature, social robots have 

gained significant attention in recent years, especially in 

education, healthcare, and elderly care in domestic settings 

[2]. Yet, the consumer interest and expectations from social 

robots for the other adult population groups have not been 

studied extensively. Further research is required to 

understand the human needs and interests of diverse adult 

population groups, as social robots are anticipated to 

integrate into societal frameworks for the near future. These 

investigations will be important to ensure that the 

development and deployment of these technologies align 

with the expectations and requirements of various 

demographic groups [12].  

To address this gap, the present study aims to explore the 

requirements and expectations of the younger population in 

the age range of 18-39. For this purpose, structured 

interviews were conducted with a sample of 83 participants 

to identify the tasks they envision social robots performing 

and the features they desire such robots to possess. The 

differences between the genders were also investigated 

statistically and qualitatively. Based on the findings, the 

main dimensions for designing personalized social robots 

for young adults are explored along with their key 

considerations. Hopefully, the outcomes of this study will 

provide insight to social robot designers and developers as 

more social robots are developed for all age groups. 

The rest of the paper is structured as follows: Section II 

introduces the methodology; Section III presents the 

quantitative analysis of the interview results; Section IV 

describes important qualitative findings obtained from the 

user interviews; Section V proposes main dimensions to 

design personalized social robots for young adults; finally, 

the work is concluded in Section VI. 
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II. METHODOLOGY 

In this study, data was collected via structured face-to-
face interviews conducted within the framework of 
predetermined questions. The interview questions are 
provided in Table 1. The first three questions are open-ended 
focusing on the young adults’ requirements in terms of roles, 
tasks, and capabilities of social robots, whereas the 
remaining two are multiple-choice type closed questions 
investigating the young adults’ preferences for social robots. 
As a result of the interviews, participants' preferences on the 
social robots’ tasks and features are obtained. 

 

TABLE I.  THE QUESTIONS IN THE STRUCTURED INTERVIEWS 

No Question 

1 
What role(s)do you expect a social robot to play in your daily 
life? 

2 
What are the 3 most important tasks you want the robot to 

perform? 

3 
What are the most important features or capabilities you want 
the robot to have? 

4 
Would you like to have a social robot designed according to 

your personal preferences and needs? 

5 
Do you want the robot to recognize you or your family 
members? 

  
In total, 83 young-adult people within the age range of 

18-39 participated in the study and all of them were provided 
informed consent for the anonymous use of their data. 
Approval of the research was obtained from the Institutional 
Ethical Review Board of Atilim University. The results of 
the structured interviews were then statistically and 
qualitatively analyzed leading to the development of a 
conceptual framework for social robot design dimensions for 
young adults which will be described in detail in the 
following sections 

III. STATISTICAL (QUANTITATIVE) ANALYSIS 

Structured interviews were conducted on 83 participants 
within the age range of 18 to 39. The gender distribution of 
the participants is given in Table 2. In the structured 
interview, the participants were inquired about the tasks they 
would prefer the social robot to be able to perform. 

TABLE II.  TABLE TYPE STYLES 

Gender Count Percentage 

Male 51 61,45% 

Female 32 38,55% 

 

As illustrated in Figure 1, the two most preferred tasks 

were those of assistant and house chores. The assistant task 

was chosen by 59% of the participants representing a 

significant margin while the house chores task was favored 

by nearly half of the participants (49%). According to the 

responses of the participants, the constituents of the tasks 

can be seen in Table 3. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1.  Task preferences of the participants. 
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In addition, the participant responses for task preferences 

were statistically analyzed based on gender where they were 

initially converted to their percentage values to generate 

standardized results. 

As shown in Figure 2, the assistant task is preferred by 

the female participants by a wide margin. Male participants 

showed a greater interest in tasks related to shopping, 

entertainment, security, and healthcare, whereas female 

participants demonstrated a stronger preference for tasks 

involving cleaning, household chores, companionship, and 

the care of the elderly and children. 

 

 

Figure 2.  Task preferences according to gender. 

The preferred features of social robots were also 

investigated in this study. As illustrated in Figure 3, the 

most requested features were for the social robot to talk and 

communicate through speech, to exhibit empathy and 

emotional intelligence and possess security and privacy 

features. The feature preferences according to gender were 

also investigated and the results are shown in Figure 4. 

 

The features where there were differences in the 

preference of genders were as follows. Male participants 

were more interested in a small and quiet social robot 

prioritizing security and privacy, having fast and long-

lasting charge, capable of multimodal interaction. On the 

other hand, female contributors focus more on the social 

robot displaying empathy and emotional intelligence with 

problem solving skills and quick response features. 

 

IV. QUALITATIVE ANALYSIS 

The qualitative findings obtained from the user 

interviews in this study are presented in this section based 

on all questions. The interview results revealed that young 

adults have expectations from social robots in three main 

themes: making life easier, emotional and mental support, 

and physical and behavioral features. These themes are 

explained below and sample comments obtained from the 

user interviews for each theme are presented as an excerpt 

in quotation. 

A. Support for easy life 

Young people expect social robots to make their lives 
easier and save them time by performing monotonous and 
routine tasks that they need to do. For example, while some 
participants stated these requests in general terms as “Doing 
routine tasks for me and saving me time”, “Representing me 
in various environments” and “Making my life easier”, other 
participants expressed them with much more specific and 
defined expressions, such as “Being able to do monotonous, 
periodically required tasks and meetings”, “Entering classes 
and taking notes, signing for me”, “Earning money for me 
(by doing extra work)” and “Doing homework and similar 
things for me”. The expectations stated in this group also 
revealed the need for social robots to learn habits or routines 
and act accordingly. For example, while some participants 
stated their general requests as “Following personal routines” 
and “Learning my habits”, another expressed a similar 
request much more clearly as “Remembering past teachings 
(favorite table in the restaurant)”. 

 
 
 

Figure 3.  Feature preferences of the participants. 

 

B. Emotional and mental support 

Among the expectations of the participants from social 

robots, emotional and mental support also have an important 

place. In this category, all participants stated their 

expectations regarding the request for mental support. For 

example, an interesting expression used by one participant, 

“Let it be a second brain, like my clone”, expresses this 

need. A similar demand is also seen in the sentence “It 

should be able to transfer the information it acquires to my 

brain by telepathic method” by another participant. Some 
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participants stated that they expected a rather standard level 

of mental support with expressions, such as “Budget 

planning, ability to make investments”, “Plan and remember 

instead of me” and “Make my day more productive”. One 

participant’s specific expectation from the social robot was 

“Helping to socialize”. In this category, it is observed that 

there are differences in the expectations of male and female 

participants regarding emotional support. 

 

Figure 4.  Feature preferences according to gender. 

For example, among female participants, there is an 

expression emphasizing the need for “Providing mental and 

emotional support”. Another female participant expressed 

the importance of emotional support from social robots and 

her expectation in this regard as “Providing morale and 

motivation”. Male participants generally do not demand 

emotional and moral support, and some, even, have opposite 

expectations. For example, one of the male participants 

stated that a social robot should be "unemotional and have 

no empathy". 

C. Behavioural features 

Participants stated various expectations regarding the 
behavioral characteristics of social robots. The most 
requested one is that social robots work in integration and 
cooperation with other systems. For example, expressions, 
such as “Home management integrated with smart home 
systems”, “Integration with the devices I use”, or “Working 
in harmony with other electronic devices” used by the 
participants express this important expectation. Among the 
expectations, demands, such as “Analyzing what I say and 
do” and “Improving itself by learning” show that the 
participants generally expect social robots to be intelligent 
and able to learn. For example, expressions, such as 
“Recognizing guests” or “Being able to think” also support 
this expectation. Young adults expect mental support from 
social robots, learning many tasks, performing them 

autonomously, and thus making life easier. On the other 
hand, statements, such as “Not disturbing”, “Not being too 
smart”, and “Turning off all functions” also show that they 
want to control the social robots. Participants are also 
sensitive about the environmental friendliness of social 
robots. For example, while one participant said, “It 
completes business processes in an environmentally friendly 
manner,” another emphasized environmental sensitivity by 
defining the most important features of the robot as 
“Empathy, trust, and being environmentally friendly.” 
Young participants also expressed the need for intelligent, 
witty, and skillful social robots with expressions, such as “It 
should be humorous” and “It should be quick-witted, fast, 
and agile,” sensitive to fragile social groups with the 
expression “It helps the disabled,” and reliable with the 
expression “It should not perceive me or my loved ones as a 
threat.” Some participants emphasized their expectations 
regarding the structure and situation-behavior of social 
robots by using expressions, such as “Warning and 
assistance in natural disasters,” “Arms and legs,” and “Doing 
sports.” The comments of young adults between the ages of 
18-39, who were considered as the focus group in this 
research, exemplified under the 3 categories above, reveal 
the need for a great deal of behavioral personalization of the 
design of social robots. 

 

V. CONCEPTUAL STRUCTURING OF SOCIAL ROBOT 

DESIGN DIMENSIONS FOR YOUNG ADULTS 

The data obtained from the present research reveals four 

main dimensions to design personalized social robots for 

young adults. The key considerations of each dimension that 

can be addressed in social robot design are depicted in 

Figure 5 and explained below. 

A. Dimension 1: Routine task, education and learning 

support 

One of the most important expectations of young adults 
from social robots is to take on routine tasks and save time 
for learning and self-development. Therefore, it would be 
useful for social robot designers to understand, classify, and 
prioritize the specified routine tasks in detail and consider 
them in designing social robots, accordingly. How social 
robots can improve the learning experiences of young users, 
how to find the most effective ways to provide personalized 
education or mentoring for this purpose and how to design 
robots accordingly, how to encourage and develop creativity 
and critical thinking in young people with the support of 
social robots can be considered as design requirements. 

 

B. Dimension 2:  Mental, social and emotional interaction 

Young users expect assistant and companion roles from 
social robots. To meet this expectation, designers can focus 
on how social robots can recognize users' emotions in a 
natural and meaningful way, and what the most effective 
verbal and nonverbal communication strategies can be for 
interaction with young people. In addition, how social robots 
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can support young users, especially those with anxiety or 
social communication difficulties, can provide an important 
design perspective. 

 

C. Dimension 3: Ethics and privacy 

In social robot design, issues and questions, such as what 
privacy and data security challenges are related to 
personalizing social robots for young users, how 
transparency and user control can be provided over the 
collected data, and what ethical concerns young users may 
raise when interacting with social robots intellectually and 
emotionally are important. Moreover, the recommendations 
of UNESCO [13] on ethical issues related to the impacts of 
AI technologies as well as the standards, analysis and 
recommendations of UN [14] on the protection of human 
rights in the digital space should be taken into consideration 
in this dimension. 

 

D. Dimension 4:Physical and behavioural design 

What the basic design principles can be for designing 
social robots that are both appealing to young people and do 
not create a perception of threat is an important issue. How 
the physical appearance of a social robot can affect young 
users' trust and cooperation has also been evaluated as a 
design area that needs to be studied. Additionally, how the 
behaviors of social robots and their multimodal interaction 
(speech, touch, gestures) can increase the personalization of 

these robots for young people are also important 
considerations.  

VI. CONCLUSIONS 

In this study, the requirements and expectations of the 

younger population from social robots are explored. For this 

aim, structured interviews were conducted with a sample of 

83 participants to identify their preferences regarding the 

tasks and features they expect social robots to possess. In 

addition, the differences between the genders were also 

investigated statistically and qualitatively. Based on the 

findings, the main dimensions for designing personalized 

social robots for young adults are identified along with their 

key considerations. The results will hopefully provide 

insight into social robot designers and developers to reach 

the expectations of young adults. 

Besides technical aspects, social expectations have strong 

potential in developing social robots in the foreseeable 

future. From this perspective, we will need to develop 

function-, behavior- and emotion-based responses into the 

design of these systems. It will not be surprising that social 

robot design will evolve in such a way that user- and 

context-specific approaches and behaviors will appear. 

Young adults are an important user group who have the 

ability to integrate social robots into their daily lives and 

collaborate with them 

  

 

Figure 5.  Dimensions and key considerations to designing social robots for young adults to gender. 
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One of the limitations of the study is the sample size. 
Data from a larger number of participants can be collected 
and analyzed, yielding more accurate results. Also, the 
respondents were mainly university students, thus the 
preferences of young adults with different educational 
backgrounds can be explored. In addition, the preference 
differences in young adults with and without children was 
not taken into account. As for future work, the expectations 
of various age groups, such as the elderly and children can 
also be investigated and compared against the findings to 
achieve a more personalized social robot design for all age 
groups. In addition, the study can be extended so as to 
include the ethical dimension in a systematic way from the 
beginning, starting with the design of interview questions, 
such as “Do you see any risks or harms that could arise with 
the integration of robots into your daily life?” or “Are there 
any tasks which you would not want to delegate to a robot 
and why?” The answers to these types of questions can shed 
light on the ethics and privacy dimensions giving the same 
importance as the other topics that were covered by the 
present study. 

 
The increasing penetration of robots in our daily lives in 

different social environments and contexts requires not only 
technical but also ethical, social and normative assessments. 
It should be noted that robots may pose potential risks, such 
as reinforcing discrimination, exclusion or deepening power 
imbalances, especially for marginalized groups. For this 
reason, "ethics by design" approaches that integrate human 
rights principles into the design processes of robots from the 
very beginning are of great importance. These approaches 
not only ensure user safety, but also enable the development 
of fair, inclusive and socially responsible technologies.  
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Abstract—The rapid advancement of artificial intelligence has
ignited extensive debates regarding its impact on the workforce. A
widely held assertion is that artificial intelligence replaces specific
tasks within jobs rather than entire occupations. This paper
critically examines this assertion by exploring empirical evidence
from case studies of artificial intelligence implementations in
the agriculture and healthcare sectors. A stratified purposive
sampling method was employed to identify 21 use cases from five
continents capturing diverse perspectives from all the different
economy classifications. Of these 21 cases only 5 of the cases
reviewed involved artificial intelligence tools that can fully replace
human jobs, and the majority of them are from high income
economies. The majority of the analysed 21 cases were not
displacing existing jobs but addressing previously unmet needs. In
instances were job displacement occurs, there is the opportunity
for up-skilling suggesting new career opportunities for the humans.
This paper contributes by giving insights from empirical evidence
to employment policy makers, employers and educators necessary
in preparing the workforce for the future.

Keywords-artificial intelligence; human-AI collaboration; labor
market

I. INTRODUCTION

Artificial Intelligence (AI) is transforming the modern work-
place, driving significant changes in productivity and efficiency
in various sectors [1]. A central debate emerges from this
transformation and it is on whether AI replaces specific tasks
within jobs or entire jobs themselves. The result of this debate is
profound in influencing policy making, workforce development,
and socioeconomic stability. Despite the extensive literature
on AI and job or task automation, significant gaps remain.
Previous research lacks a detailed analysis of task displacement
within job roles and does not provide comprehensive and sector-
specific comparisons. Furthermore, there is a dearth of studies
that examine the socioeconomic impacts of AI on different
demographic groups and regions.

This research aims to bridge these gaps by critically
analyzing the proposition that AI replaces tasks, but not jobs,
and further examining the impact of AI on task and job
displacement. The analysis is guided by empirical insights
from implementations of AI agents in industry. The results
are broken down to encompass the impact in various sectors
and the resulting socio-economic implications are outlined.
The findings are expected to inform policy-makers, business
leaders, and workers, guiding them towards strategies that
mitigate adverse effects and harness the benefits of AI driven
automation.

To carefully address this overall aim, the following research
questions are answered:
• To what extent does AI replace tasks within existing jobs

compared to entire job roles?
• How do different sectors and industries experience the impact

of AI on job displacement and task displacement?
• What are the socio-economic implications of AI-driven tasks

and job displacement for the workforce?
The significance of this research lies in its practical and

policy-oriented insights regarding the evolving relationship
between AI and the workforce. The study provides empirical
evidence that challenges the widely held belief that AI primarily
leads to job displacement. The research provides a global
perspective on how AI affects the workforce, offering valuable
insights for both high-income and lower-income economies.
Overall, this has important implications for workforce devel-
opment and educational strategies.

In Section II, we present the theoretical framework underpin-
ning our study, exploring prior research related to investigations
of the impact of AI on the workforce. Section III details
the research methodology which encompasses the research
approach, and strategy. It further details the case selection
process, as well as the data collection and analysis procedures.
Section IV is a presentation of the results of this research
followed by a discussion on results with the analysed prior
studies. Finally, Section V details the conclusions and proposed
future work.

II. LITERATURE REVIEW

In recent years, various studies have been conducted in a bid
to analyse perceptions and impact of AI in the workplace
and this section reviews these studies. Firstly, theoretical
frameworks that shape this topic are highlighted, followed
by analysis of studies grouped into themes guided by the
research questions. Gaps identified are put under each theme.

A. Theoretical Framework

This research is guided by two key theories, the Task Based
Approach (TBA) and the Job Polarization Theory (JPT). TBA
highlights that automation impacts tasks within jobs rather
than entire occupations [2]. JPT on the other hand informs that
technological advancements including AI, and automation leads
to the decline of middle-skill jobs while increasing demand for
high-skill and low-skill jobs, thus creating a polarized labor
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market with a shrinking middle class and fewer middle-class
occupations [3].

B. Analysis of Related Studies

1) Job Displacement versus Task Displacement: Task dis-
placement occurs when AI automates specific activities within
a job [4] whilst job displacement happens when the automation
of tasks leads to the elimination of entire positions [5]. Studies
on the impact of AI on job and task displacement present a
clear picture of how technology influences the labor market. [6]
argued that AI has the potential to perform many tasks more
efficiently and inexpensively than humans. This early insight
suggested the current debate on AI’s role in automating routine
tasks. [7] provided a comprehensive view, discussing how
automation displaces tasks but also creates new opportunities,
such as productivity gains and new task creation, which
could potentially increase labor demand. [8] suggested that
professionals with substantial skills and education in fields,
such as computing, law, and medicine are less at risk, as AI
augments rather than replaces their work.

[9] surveyed AI practitioners, finding that a significant
portion of human tasks can be automated, with immediate
potential to automate 22% of these tasks. However, their study
was limited by sample bias, focusing solely on AI practitioners
only from Europe, North America, and Asia, and without
considering economic impacts. [10] explored the economic
implications of generative AI tools like ChatGPT, highlighting
the job displacement of routine job workers. [11] supported
these findings by showing that while routine jobs are at high risk
of automation, non-routine jobs have seen growth, underscoring
the complexity of AI’s impact on labor markets.

Although these reviewed studies discuss the potential of
AI to automate tasks, there is a lack of detailed analysis on
the specific skill level within various job roles that are most
susceptible to AI. More granular studies are needed to identify
which tasks within job roles are being automated. Furthermore,
there is a scarcity of longitudinal studies that track the impact
of AI on task displacement over time.

2) Sector Specific Impact: The impact of AI varies sig-
nificantly between different sectors. [12] review that regions
with a focus on technology, healthcare and creative industries
may benefit from task automation and job transformation.
[13] argues AI serves to enhance and optimize the work of
medical professionals, highlighting the sector’s resistance to
full automation due to the complex and interpersonal nature
of healthcare tasks.

In the manufacturing industry, the integration of AI and
robotics has led to significant productivity gains. Automated
systems perform tasks, such as assembly, inspection, and
packaging with greater precision and efficiency than human
workers. According to [14], each additional robot per thousand
workers reduces the employment-to-population ratio by 0.2
percentage points and wages by 0.42%. This suggests that
while tasks are automated, the overall number of jobs is also
impacted.

The financial sector has embraced AI for tasks, such as data
analysis, trading, and customer service. AI-driven algorithms
execute trades at speeds and efficiencies beyond human ability,
while chatbots handle routine customer inquiries. This has led to
a reduction in the need for human traders and customer service
representatives, indicating a shift towards job displacement
[15].

Although there are studies focused on specific sectors,
comprehensive comparative analyses across multiple sectors
are limited. More research is needed to systematically compare
how different industries are affected by AI in terms of both
job and task displacement.

3) Skill Specific Impact: High skill jobs require cognitive
and interpersonal skills and are generally less susceptible to
automation [16]. These roles often involve complex problem-
solving, decision-making, and creativity, areas where AI
currently lags human capability. However, AI can augment
these jobs, enhancing productivity and enabling workers to
focus on more strategic tasks [16].

Middle-skill jobs, particularly those involving routine tasks,
face significant risk [17]. The decline in middle-skill jobs
contributes to job polarization and a shrinking middle class
[3].

Low skill jobs, such as those in personal care and service
industries, may see varying impacts. While some routine
tasks can be automated, many low-skill jobs require physical
presence and human interaction, which are challenging for
AI to replicate. Therefore, these jobs may experience less
displacement compared to middle skill jobs [17].

4) Socio Economic Impact: [18] provided qualitative in-
sights into employee perceptions on job loss from AI and
automation in New Zealand, and the study reveals a mix of
no threat, potential threat, and real threat sentiments among
workers from various professions. [19] echoed concerns about
significant job losses due to AI, despite acknowledging potential
productivity boosts and new job opportunities. [20] conducted a
literature survey on worker-AI coexistence, proposing that trust
issues and the need for continuous skill development are crucial
for a symbiotic relationship between workers and AI. They
emphasized the importance of human and conceptual skills in
complementing technical proficiency, suggesting that ongoing
training is essential for effective worker-AI collaboration.

[10] further illustrated the economic impact of AI tools
like ChatGPT, predicting significant displacement of routine
jobs while also acknowledging the potential for new high-skill
job creation and increased productivity. [21] projected that AI
could impact a substantial percentage of jobs in both advanced
and developing economies, potentially affecting 800 million
jobs worldwide by 2025.

Existing studies like those by [20] and [19] discuss broad
socio-economic impacts but do not detail how different
demographic groups, such as age, gender, and education level
are affected. More targeted research is needed to understand
the differential impacts of AI on various workforce segments.
[21] and other global projections highlight the widespread
impact of AI, but there is limited research on regional

64Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-285-2

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

DIGITAL 2025 : Advances on Societal Digital Transformation - 2025

                            72 / 90



disparities. Understanding how AI-driven displacement varies
across regions, particularly between urban and rural areas, and
between developed and developing countries, is crucial.

III. METHODOLOGY

This section outlines the research design and procedures
employed to investigate the impact of AI on job and task
displacement. The methodology is structured to ensure a
rigorous and systematic analysis of empirical evidence across
diverse sectors and economic contexts.

A. Research Philosophy

The methodology for this research is grounded in a pragmatic
research philosophy, which emphasizes practical problem
solving. This approach is particularly suitable for exploring
the impacts of AI on job and task displacement across various
sectors and geographical locations. A qualitative research
approach was chosen to provide in-depth insights into the
impacts of AI adoption, focusing on context-specific factors
rather than broad generalizations.

B. Research Strategy

The content analysis research strategy was used, and this
strategy enabled systematic examination and interpretation of
textual data on AI use cases across the globe. The analyzed data
was from academic publications, industry reports, company
websites, as well as reputable news and blog platforms.
The strategy further ensured that the findings are rooted in
comprehensive and credible evidence, allowing for a detailed
understanding of AI’s role in transforming jobs and tasks within
the agriculture and healthcare sectors.

C. Case Selection

A purposive and stratified sampling technique was adopted
to ensure comprehensive coverage of use cases. The purposive
sampling encouraged picking the agriculture and healthcare
sectors which are identified as the early adopters of AI [22].
Stratification was conducted by continent and economy type
to achieve geographical and economic diversity. Continent
classification adhered to [23], encompassing Africa, America,
Asia, Europe, and Oceania. Economy classifications followed
[24], comprising low-income, lower-middle-income, upper-
middle-income and high-income economies.

D. Data Collection

Data collection was conducted through desktop research,
drawing from academic journals, industry reports, reputable
company websites, and blogs. Desktop research was selected
due to its broad accessibility to diverse and globally distributed
data sources, enabling the study to capture a comprehensive
range of implemented AI use cases across sectors and regions.
By relying on published academic literature, industry reports,
and reputable company websites, we ensured the inclusion
of validated and credible data. Peer reviewed articles provide
insights on impacts which are verified. Industry reports provide
insights into applied observations. Real world deployments
from company websites and reputable blogs provide first

hand information of AI deployments. Only implemented AI
solutions were considered, excluding conceptual studies, as
well as research and development efforts. Each continent was
represented for healthcare and agriculture sectors, ensuring all
four economy classifications were covered without repetition
of countries.

To ensure a systematic search; under a particular sector,
continent and economy classification, the researchers identified
the countries which fall in that continent and economy
classification and made a search from the Google search
engine to identify AI use cases from countries that satisfy
the continent and economy classification. The chosen approach
ensured representativeness of AI implementations across diverse
geographies and economic classifications, minimizing potential
bias. Each continent and economy classification was equally
represented, with no country repeated in the dataset. The used
keywords included “AI powered agent for category name
use cases in country name”, as well as category name AI
agent AND country. For example Healthcare AI agent AND
Angola. Sticking to a systematic search protocol and following
these standards ensured a methodological control allowing for
replication of results.

The data assessment in this collection prioritized identifying
real-world implementations of AI rather than conceptual or
research and development (R&D) efforts. Conceptual studies
and R&D efforts were excluded to maintain focus on observable
workforce impacts. Implemented cases provided verifiable
evidence of displacement. The assessment emphasized role
classification, guided by the framework outlined in [25],
to evaluate the nature of tasks and jobs influenced by AI
technologies. Key areas of analysis included the extent to
which AI replaced specific tasks within roles versus entire
job roles, as well as the socio-economic implications of these
changes. The data was analyzed thematically in alignment with
the research questions, enabling a structured exploration of
task displacement, sectoral impacts, and workforce impacts.

E. Data Analysis

Several critical factors were considered during the analysis.
These included the availability of sufficient data to enable sound
deductions, the identification of AI agents or classifications,
and the specific roles covered by these implementations. Role
classifications were examined to determine whether AI-driven
technologies led to task or job displacement. Additionally, the
study categorized data by economy classification, continent, and
sector, ensuring representation from healthcare and agriculture
across diverse geographical and economic contexts. Socio-
economic impacts, such as the effect on workforce skills, were
also assessed, providing a comprehensive understanding of
AI’s influence. This approach ensured the analysis addressed
the complexities of AI adoption within varying global and
sectoral environments. In reporting, findings were presented
thematically, guided by the research questions. Themes included
job displacement versus task displacement by skill, sector-
specific impacts, and socio-economic implications. Analysis
considered economy, continent, type of AI, and industry
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classifications to provide a comprehensive understanding of
AI’s impact on the workforce.

IV. RESULTS AND DISCUSSION

This research investigated the impact of AI on job and
task displacement focusing on the agriculture and healthcare
sectors across the globe. A total of 21 use cases of AI
agents implementations were analyzed. Tables I to III all
show these analyzed use cases with extra data on the country,
economy, role, and skill level. Table I shows use cases where
actual job displacements happened. Table II shows use cases
where task displacements occured and Table III shows where
no displacements are happening. A discussion utilizing the
thematic approach guided by the research questions then
follows. An attempt was made to obtain both a healthcare
and an agriculture use case from each continent and economy
classification, but some continents did not have a country
falling in a particular economy classification, hence the cases
fell short from the expected 40 use cases. Additionally, in
some use cases there was no sufficient information online to
describe an implemented use case hence these were ignored.
Sufficient data in this case encompassed AI agent implemented,
and country implemented in. The 21 use cases spanned all
5 continents, with Africa (24%, n=5), Europe (24%, n=5),
and the Americas (24%, n=5) equally represented, followed
by Asia (19%, n=4) and Oceania (10%, n=2). Economically,
cases were distributed across all World Bank classifications:
low-income (10%, n=2), lower-middle-income (24%, n=5),
upper-middle-income (33%, n=7), and high-income economies
(33%, n=7). Sectorally, healthcare cases predominated (57%,
n=12) over agriculture (43%, n=9), reflecting AI’s earlier
adoption in medical applications while still capturing significant
agricultural implementations. This stratified distribution ensures
our findings account for diverse development contexts and
implementation environments.

A. Job Displacement versus Task Displacement

Table I shows where total job displacements are occurring
and this is more prevalent in high-income economies and in
the agriculture sector. High-income economies accounted for
80% (4 of 5) of full job displacement cases, while low- and
lower-middle-income economies exhibited zero instances of
complete job replacement. In high-income countries, advanced
automation is prevalent, as seen with the John Deere CP770
Cotton Picker in the United States of America, which automates
cotton harvesting, and the Robotti in Sweden, which performs
sowing and weed control tasks. Such technologies illustrate
[6] argument that AI has the potential to execute tasks more
efficiently than humans and hence in the end may replace
humans.

Table II shows where task displacements are happening and
task displacement is more prevalent in the healthcare sector.
Upper-middle-income economies led in AI complementation
(50%, 7 of 14 cases). Low-income cases focused on unmet
needs (90% augmentation). The findings reflect AI technologies
automate repetitive and routine tasks, enhancing efficiency and

Table I
SUMMARY OF USE CASES RESULTING IN JOB DISPLACEMENT

Use Case Role ISCO
Skill
Level

Economy

Robotti. Sweden
Self-driving robot
used for tasks,
such as seedbed
preparation, sowing,
and mechanical weed
control in agriculture.
[26]

Agriculture Assis-
tant

3 upper-
middle-
income

John Deere CP770.
United States of
America
Automated cotton
harvesting machine
that uses AI to
optimize harvesting
process and improve
yield quality.
[27]

Agriculture Assis-
tant

2 high-
income

Agrist Robot. Japan
AI-powered robots to
harvest crops like cu-
cumbers and tomatoes
autonomously.
[28] [29]

Agriculture Assis-
tant

2 high-
income

YV01. France
Autonomous vineyard
spraying robot
addressing both
labor shortages
and environmental
compliance.
[30]

Agriculture Assis-
tant

2 high-
income

Oxin Tractor. New
Zealand
AI-driven autonomous
tractor used for tasks
like plowing, seeding,
and weeding.
[31]

Agriculture Assis-
tant

2 high-
income

accuracy while preserving the need for human involvement
in complex decision-making, empathy, and critical thinking.
In healthcare, AI-driven systems like the Automated X-ray
Imaging Device in Sudan automate routine processes, such
as image interpretation and inquiries. This aligns with [2]
argument that automation tends to impact specific tasks within
occupations rather than eliminating entire roles. AI technologies
automate repetitive and routine tasks, enabling greater efficiency
and accuracy, while retaining the need for human involvement
in roles requiring complex decision-making, empathy, or critical
thinking.

Table III shows where no displacement is happening, but
where AI is helping complement human labor. contributing
to socio-economic growth and of the analyzed cases these
cases where there is no displacement are the majority. Systems,
such as Robin the Robot in Armenia augment human capabili-
ties, particularly in tasks requiring professional judgment or
emotional intelligence. Whilst high-income countries employ
advanced systems like the John Deere CP770 Cotton Picker

66Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-285-2

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

DIGITAL 2025 : Advances on Societal Digital Transformation - 2025

                            74 / 90



Table II
SUMMARY OF USE CASES RESULTING IN TASK DISPLACEMENT

Use Case Role ISCO
Skill
Level

Economy

Automated X-ray
Imaging Device.
Sudan
Portable AI system
that screens for
tuberculosis (TB) by
interpreting X-ray
images.
[32]

Radiologist 4 low-income

Sophie Bot. Kenya
AI powered chatbot
offering answers to
sexual and reproduc-
tive health questions.
[33] [34] [35]

Sexual Health Edu-
cator

2 lower-
middle-
income

Tele-health Learning
Robot. Cambodia
A tele-health robot
that enhances health
education and tele-
consultations in low-
resource settings.
[36]

Health Educator 3 lower-
middle-
income

LaLuchy Robotina.
Mexico
Robot to alleviate
loneliness and assist
COVID-19 patients
by enabling virtual
communication.
[37] [38] [39]

Healthcare
Assistant

2 upper-
middle-
income

Panafricare Clinic
AI Agents. Sychelles
AI systems to manage
patient records,
prescribe medication,
and assist in clinical
examinations.
[40]

Healthcare
Assistants

2 high-
income

Medicine Delivery
Robot. Singapore
Voice-activated robot
to deliver medications
in hospitals.
[41]

Assistant Nurse
Clinician

2 high-
income

in the United States to replace human labor, low- and middle-
income countries use these AI systems like MkhulimaGPT in
Rwanda and uMudhumeni in Zimbabwe to enhance human
productivity. The shortage of this critical staff is addressed by
emergence of AI systems. This corroborates with [14] who
indicates that AI can create new opportunities, particularly in
resource-constrained settings, by augmenting human produc-
tivity.

In the healthcare sector, AI-driven systems displace routine
and repetitive tasks. For instance, the automated X-ray imaging
device in Sudan automate image interpretation and routine
inquiries. These examples highlight [2]’s observation that
routine tasks are more susceptible to automation. However,
high-tech systems like Robin the Robot in Armenia enhance

Table III
SUMMARY OF USE CASES RESULTING IN NO DISPLACEMENT

Use Case Role ISCO
Skill
Level

Economy

Radify AI. South
Africa
AI system that diag-
nose medical images.
[42] [43] [44]

Radiologist 4 upper-
middle-
income

Robin the Robot. Ar-
menia
Companionship robot
providing emotional
support to pediatric
patients.
[45] [46] [47]

Healthcare
Assistant

2 upper-
middle-
income

FoxTac. Ukraine
Robotic stretchers for
safe medical evacua-
tions in conflict zones.
[48] [49]

Healthcare
Assistant

2 upper-
middle-
income

Montreal’s Scale AI.
Canada
AI platforms which
optimize hospital oper-
ations across Canada.
[50] [51]

Hospital Adminis-
trator

4 high-
income

Mazor X Stealth
Platform. Australia
Robotic surgery plat-
form that assists spine
surgeons.
[52] [53] [54])

Surgeon Assistant 4 high-
income

MkhulimaGPT.
Rwanda
Smart chatbot which
gives farming advice.
[55] [56]

Agriculture Exten-
sion Worker

2 low-income

uMudhumeni.
Zimbabwe
Smart chatbot
which poses as an
agricultural extension
worker.
[57] [58]

Agriculture Exten-
sion Worker

2 lower-
middle-
income

Plantix. Bangladesh
Mobile application for
crop disease diagnosis
using photos.
[59] [60]

Agriculture Exten-
sion Worker

2 lower-
middle-
income

Anton Tech.
Botswana
AI platform that uses
drones to monitor
both plant diseases
and soil quality.
[61] [62]

Agricultural Assis-
tant

2 upper-
middle-
income

Jeevn AI. Argentina
Expert system which
provides personalized
farming advice.
[63]

Farm Advisory As-
sistant

2 upper-
middle-
income
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professionals’ capabilities, consistent with [2] and [8] assertion
that tasks demanding human intelligence and professional
skills, such as those involving substantive decision-making
or emotional intelligence, are less likely to be affected. In the
agriculture sector on the other hand, task displacement varies
significantly by economic context.

The extent of displacement also correlates with the economic
classification of countries. In low-income countries, AI supports
workers by automating routine tasks, allowing them to focus on
higher-value activities. In high-income countries, the potential
for full automation leads to more significant task displacement
in sectors like agriculture. For example, the YV01 autonomous
vineyard spraying robot in France and the Agrist Harvesting
Robot in Japan replace manual labor in specific agricultural
tasks. [3] notes that technological advancements often cause
a decline in middle-skill jobs, which rely on routine manual
tasks, while increasing the demand for high-skill jobs requiring
expertise and creativity. Simultaneously, these advancements
can also increase demand for very low-skill jobs that involve
tasks difficult to automate, such as caregiving or maintenance.

Overall, the analysis underscores that AI technologies are
reshaping tasks within jobs rather than eliminating entire roles.
As [2] noted, routine, repetitive, and physically demanding tasks
are more prone to automation, while roles requiring human
intelligence, creativity, or emotional interaction remain largely
unaffected. This distinction is critical for understanding how
AI impacts labor markets, as it necessitates targeted upskilling
programs to help workers adapt to evolving job requirements.
Moreover, [14] highlights the potential for AI to create entirely
new opportunities, further mitigating the risk of complete job
displacement.

Furthermore, the integration of AI across different economic
contexts reflects varied strategies. Low-income countries utilize
AI for augmentation, emphasizing human-AI collaboration,
while high-income countries adopt AI for efficiency and cost
savings, leading to more comprehensive task automation. This
is consistent with [3]’s observation that technological advance-
ments can lead to polarization in labor markets, increasing
demand for both high-skill and very low-skill jobs while
eroding middle-skill roles.

B. Sector Specific Impacts

A notable pattern emerges when comparing sectors; while
AI in healthcare often complements human expertise, AI in
agriculture leans more towards displacing specific tasks in
high-income countries. In healthcare, 67% of cases (8 of 12)
involved task displacement without job loss. In the agriculture
sector, the research showed higher job displacement rates (44%,
4 of 9 cases) concentrated exclusively in high-income contexts.

The disparity stems from differences in tasks and the
economic context of adoption. Healthcare tasks requiring
empathy, judgment, or professional skills are less amenable to
full automation, aligning with findings by [2], [3] and [8]. In
contrast, routine and physically intensive tasks in agriculture
are more prone to automation, particularly in wealthier nations
with greater access to advanced technologies.

Across both sectors, the economic classification of countries
influences AI deployment strategies. In low-income economies,
AI technologies are primarily used for augmentation, allowing
workers to focus on higher-value activities. For example,
advisory chatbots in agriculture and tele-health robots in
healthcare supplement human roles without replacing them.
In high-income countries, however, AI’s potential for full
task automation leads to greater task displacement, as seen in
autonomous tractors and surgical robots.

C. Skill Specific Impact

In healthcare, expert systems, such as automated X-ray
imaging devices reduce dependence on specialized radiologists
in remote regions while encouraging healthcare workers to
develop skills in AI-assisted diagnostics. Chatbots like Sophie
Bot provide healthcare consultation and sexual education
support, enhancing digital literacy among healthcare providers
and patients. Robotic platforms, such as the Mazor X Stealth
Robotic Surgery Platform, augment surgeons’ capabilities,
requiring professionals to undergo specialized training to
operate these advanced systems. Similarly, robots like Robin
the Robot and FoxTac, used in pediatric care and healthcare
assistance, necessitate that staff learn to integrate robotic
technologies into their workflows.

In agriculture, AI applications have reshaped skill require-
ments for farmers and technicians. Tools like Plantix and
Anton Tech use computer vision and machine learning for
crop health diagnostics, encouraging farmers to adopt data-
driven practices. Robotic systems, such as the Agrist Harvesting
Robot and Oxin Autonomous Tractor, reduce the need for
manual labor while increasing demand for skilled operators and
maintenance technicians. These technologies not only improve
productivity but also require workers to develop technical
literacy and familiarity with AI-powered systems. For example,
initiatives like MkhulimaGPT and uMudhumeni empower
agricultural extension workers with improved knowledge in
disease management and digital tools.

These examples highlight that AI disproportionately affects
low- and middle-skill jobs, leading to job polarization and a
shrinking middle class [3]. While AI enhances the efficiency
and precision of various tasks, it also creates a pressing need
for workforce re-skilling and up-skilling to align with the
evolving demands of AI-driven industries. This dual impact
underscores the importance of targeted educational initiatives
and sector-specific training programs to mitigate the socio-
economic disruptions caused by AI automation and ensure
equitable access to opportunities in the new labor market.

D. Socio Economic Impacts

The analysed use cases reveal contrasts in AI’s impact
across economic classifications. Job displacement is heavily
concentrated in high-income economies (80%). In contrast,
low- and lower-middle-income economies observed zero cases
of full job replacement. This reflects AI’s role in augmentation.
Task displacement dominates lower-middle-income economies
(33.3%), where AI automates repetitive tasks. An example
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is Plantix disease diagnosis in Bangladesh. High-income
economies also show significant task displacement (33.3%),
but alongside job losses. No displacement is most prevalent in
upper-middle-income economies (50%), where AI complements
labour. Low-income economies (10%) lag in adoption due to
infrastructure gaps.

Furthermore, the socio-economic implications of AI adoption
vary widely across sectors and economic classifications. In
healthcare, AI improves accessibility and efficiency, particularly
in low-income countries where resources are limited. For
example, automated X-ray imaging devices in Sudan address
critical gaps in healthcare services. However, the integration
of AI requires workforce adaptation, as professionals must
learn to work with new technologies. In agriculture, AI’s
economic impact is profound, with advanced automation in
high-income countries leading to significant cost savings and
productivity gains. However, in low-income countries, AI
tools primarily support farmers, fostering productivity without
displacing workers.

In healthcare, AI adoption has significantly improved effi-
ciency and accessibility, particularly in low-income economies
where resource constraints are severe. For instance, Sudan’s
automated X-ray imaging devices for Tuberculosis diagnosis
demonstrate how AI addresses critical healthcare gaps. How-
ever, the integration of AI necessitates workforce adaptation.

Similarly, in agriculture, AI innovations, such as
MkhulimaGPT in Rwanda and uMudhumeni in Zimbabwe
have empowered smallholder farmers with actionable insights,
improving productivity and resilience. However, in high-
income economies like the United States and Sweden AI
tools, such as John Deere’s CP770 Cotton Picker and Robotti
automate labor-intensive tasks, displacing low-skill jobs. These
examples highlight AI’s dual impact: fostering efficiency and
innovation while also necessitating workforce realignment to
more technical and conceptual roles.

V. CONCLUSION AND FUTURE WORK

The research shows that AI reshapes tasks within jobs
by automating repetitive processes while preserving human
roles in complex decision-making and critical thinking, with
deployment strategies differing between high- and low-income
countries. In healthcare, AI automates routine tasks but relies
on human expertise for roles requiring empathy and judgment,
while in agriculture, task displacement is more pronounced
in high-income countries due to advanced automation. AI
adoption transforms workforce skills, with middle-skill jobs
most affected, creating a need for re-skilling and technical
literacy, especially in AI-assisted diagnostics and data-driven
agricultural practices. Socio-economic impacts vary by sector
and economic classification, with AI improving efficiency in
low-income countries while driving automation and productivity
gains in high-income regions, highlighting the need for strategic
adaptation to mitigate disruptions and promote equitable
development.

The findings lead to the conclusion that AI is fundamentally
transforming the nature of work by displacing tasks rather

than entire jobs, with sectoral and economic variations shaping
its impact. In both healthcare and agriculture, AI enhances
efficiency and productivity by automating repetitive and routine
tasks while leaving roles that require human judgment, empathy,
and creativity largely intact. The degree of task displacement
is influenced by the economic context, with high-income
countries leveraging advanced automation technologies to
replace labor-intensive tasks, while low- and middle-income
countries adopt AI tools to augment human efforts and improve
productivity. This underscores the deep relationship between
AI deployment and socio-economic contexts, where resource
availability and task complexity determine the extent of
automation and augmentation. Moreover, the increasing reliance
on AI has heightened the need for workforce re-skilling and
up-skilling, particularly for middle-skill roles, to address the
socio-economic challenges posed by task displacement and job
polarization. Overall, while AI offers significant opportunities
for innovation, accessibility, and efficiency, particularly in low-
income regions, its integration requires strategic adaptation to
ensure equitable development and mitigate potential workforce
disruptions.

Based on the research findings, several recommendations
can be made to address the challenges and maximize the
benefits of AI adoption across sectors and economic contexts.
First, policymakers and stakeholders should invest in targeted
education and training programs to equip workers with the skills
necessary to adapt to AI-driven changes. Emphasis should be
placed on re-skilling and up-skilling initiatives for middle-skill
workers who are most vulnerable to task displacement, with a
focus on technical literacy, data-driven decision-making, and
AI-assisted processes. Second, governments and organizations
in low- and middle-income countries should prioritize the
development and deployment of AI tools that augment human
efforts rather than replace them, ensuring inclusive growth and
minimizing socio-economic disruptions. Partnerships between
the private sector, academia, and international organizations can
help foster innovation and improve access to AI technologies
in undeserved regions.

This research was limited in that it only analyzed case
studies from the agriculture and healthcare sectors only. Further
research should focus on granular, longitudinal studies for
each sector to gain a better understanding of the long-term
trends and impacts of AI on job displacement and creation.
Furthermore, while the study reveals important socio-economic
patterns in AI-driven displacement, the analysis was limited in
examining granular demographic impacts, such as gender and
age. These factors likely mediate how different workforce
segments experience AI adoption. Future research should
prioritize these granular demographic impacts and analyzing
how AI adoption affects vulnerable subgroups across economic
contexts. This enables targeted policy interventions.

REFERENCES

[1] J. Bughin et al., “Artificial intelligence the next digital frontier”,
McKinsey & Company, Brussels, Tech. Rep., 2017.

69Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-285-2

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

DIGITAL 2025 : Advances on Societal Digital Transformation - 2025

                            77 / 90



[2] D. H. Autor, F. Levy, and R. J. Murnane, “The skill content of
recent technological change: An empirical exploration”, The
Quarterly journal of economics, vol. 118, no. 4, pp. 1279–1333,
2003.

[3] D. H. Autor, “Why are there still so many jobs? the history
and future of workplace automation”, Journal of economic
perspectives, vol. 29, no. 3, pp. 3–30, 2015.

[4] C. B. Frey and M. A. Osborne, “The future of employment:
How susceptible are jobs to computerisation?”, Technological
forecasting and social change, vol. 114, pp. 254–280, 2017.

[5] J. Bessen, “Automation and jobs: When technology boosts
employment”, Economic Policy, vol. 34, no. 100, pp. 589–626,
2019.

[6] N. J. Nilsson, “Artificial intelligence, employment, and income”,
AI magazine, vol. 5, no. 2, pp. 5–5, 1984.

[7] D. Acemoglu and P. Restrepo, “Artificial intelligence, automa-
tion, and work”, in The economics of artificial intelligence: An
agenda, University of Chicago Press, 2018, pp. 197–236.

[8] Q. Wang, X. Liu, and K. Huang, “Displaced or augmented?
how does artificial intelligence affect our jobs: Evidence from
linkedin.”, in Fortieth International Conference on Information
Systems, 2019, pp. 1–10.

[9] R. Gruetzemacher, D. Paradice, and K. B. Lee, “Forecasting
extreme labor displacement: A survey of ai practitioners”, Tech-
nological Forecasting and Social Change, vol. 161, p. 120 323,
2020.

[10] A. Zarifhonarvar, “Economics of chatgpt: A labor market view
on the occupational impact of artificial intelligence”, Journal
of Electronic Business & Digital Economics, vol. 3, no. 2,
pp. 100–116, 2024.

[11] R. Tiwari, “The impact of ai and machine learning on job
displacement and employment opportunities”, International
Journal of Engineering Technologies and Management Re-
search, vol. 7, no. 1, pp. 1–8, 2023.

[12] T. Berger and B. Frey, Digitalisation, jobs and convergence in
Europe: Strategies for closing the skills gap. Oxford Martin
School Oxford, 2016, vol. 50.

[13] F. Jiang et al., “Artificial intelligence in healthcare: Past, present
and future”, Stroke and vascular neurology, vol. 2, no. 4, 2017.

[14] D. Acemoglu and P. Restrepo, “Robots and jobs: Evidence
from us labor markets”, Journal of political economy, vol. 128,
no. 6, pp. 2188–2244, 2020.

[15] M. Arntz, T. Gregory, and U. Zierahn, “The risk of automation
for jobs in oecd countries: A comparative analysis”, OECD
Publishing, Paris, Tech. Rep. 189, 2016. DOI: 10 . 1787 /
5jlz9h56dvq7-en.

[16] E. Brynjolfsson and A. McAfee, The second machine age: Work,
progress, and prosperity in a time of brilliant technologies. WW
Norton & Company, 2014.

[17] M. Goos, A. Manning, and A. Salomons, “Explaining job polar-
ization: Routine-biased technological change and offshoring”,
American economic review, vol. 104, no. 8, pp. 2509–2526,
2014.

[18] D. Brougham and J. Haar, “Smart technology, artificial intelli-
gence, robotics, and algorithms (stara): Employees’ perceptions
of our future workplace”, Journal of Management & Organi-
zation, vol. 24, no. 2, pp. 239–257, 2018.

[19] A. Ansari and A. Ansari, “Consequences of ai induced job
displacement”, International Journal of Business, Analytics,
and Technology, vol. 2, no. 1, pp. 4–19, 2024.

[20] A. Zirar, S. I. Ali, and N. Islam, “Worker and workplace
artificial intelligence (ai) coexistence: Emerging themes and
research agenda”, Technovation, vol. 124, p. 102 747, 2023.

[21] A. S. George, “Bracing for the coming ai tsunami: Preparing
the global workforce for displacement and inequality in the age
of accelerating technological advancement”, Partners Universal

Innovative Research Publication, vol. 2, no. 3, pp. 126–146,
2024. DOI: 10.5281/zenodo.11668571.

[22] K. McElheran et al., “Ai adoption in america: Who, what,
and where”, Journal of Economics and Management Strategy,
vol. 33, no. 2, pp. 375–415, 2024.

[23] P. Markert, A. Adhikari, and S. Das, “A transcontinental
analysis of account remediation protocols of popular websites”,
arXiv preprint arXiv:2302.01401, 2023.

[24] World Bank, “World bank country and lending groups”, 2024,
[Online]. Available: https : / / datahelpdesk . worldbank . org /
knowledgebase / articles /906519- world - bank - country - and -
lending-groups (visited on 04/04/2025).

[25] International Labour Organisation, “International standard
classification of occupations (isco)”, 2024, [Online]. Available:
https : / / ilostat . ilo . org / methods / concepts - and - definitions /
classification-occupation/ (visited on 04/04/2025).

[26] Lantmännen, “Lantmännen in unique robot project as part of
the farming of the future”, 2021, [Online]. Available: https:
//www.lantmannen.com/about- lantmannen/newsroom/press-
releases/2021/lantmannen- in-unique- robot-project- for- the-
farming-of-the-future/ (visited on 04/18/2025).

[27] John Deere, “Cp770 cotton picker”, 2024, [Online]. Available:
https://www.deere.com/en/harvesting/cotton/cp770-cotton-
picker/ (visited on 04/18/2025).

[28] Agrist, “Robot”, 2024, [Online]. Available: https://agrist.com/
products/robot (visited on 04/18/2025).

[29] K. Funaki, “Focus: Use of ai-based robots on the rise in
japanese agriculture”, 2023, [Online]. Available: https://english.
kyodonews.net/news/2023/11/1b953d6db421-focus-use-of-ai-
based-robots-on-the-rise-in-japanese-agriculture.html (visited
on 04/18/2025).

[30] Ymedia, “The yanmar spraying robot – making work in the
vineyard safer and more sustainable”, 2024, [Online]. Available:
https : / / www. yanmar . com / global / about / ymedia / article /
spraying-robot.html (visited on 04/18/2025).

[31] Oxin by Smart Machine, “Meet oxin, the autonomous and
multi-tasking robotic tractor”, 2024, [Online]. Available: https:
//www.oxin.nz/ (visited on 04/18/2025).

[32] United Nations Development Programme, “Harnessing artificial
intelligence for health”, 2024, [Online]. Available: https : / /
www.undp.org/stories/harnessing-artificial-intelligence-health
(visited on 04/05/2025).

[33] Artificial Intelligence for Development, “Building responsible
ai for global health”, 2024, [Online]. Available: https://ai4d.ai/
project/building-responsible-ai-for-global-health/ (visited on
04/05/2025).

[34] SophieBot, “Sophiebot - artificial intelligence to answer your
questions on sexual reproductive health, try her out today”,
2024, [Online]. Available: https://www.sophiebot.ai/ (visited
on 04/05/2025).

[35] Villgro Africa, “Ai innovator spotlight: Sophie bot”, 2024,
[Online]. Available: https : / / villgroafrica . org / ai - innovator -
spotlight-sophie-bot/ (visited on 04/05/2025).

[36] Health Volunteers Overseas, “Robot enriches telehealth learning
in cambodia”, 2021, [Online]. Available: https://hvousa.org/
blog/robot-enriches-telehealth-learning-in-cambodia/ (visited
on 04/05/2025).

[37] Medical Press, “Robot eases loneliness of mexican virus
patients”, 2020, [Online]. Available: https://medicalxpress.com/
news/2020- 08- robot- eases- loneliness- mexican- virus.html
(visited on 04/12/2025).

[38] A. France-Presse, “Robot eases loneliness of mexican virus
patients”, 2020, [Online]. Available: https://www.abs-cbn.com/
classified-odd/08/30/20/robot-eases-loneliness-of-mexican-
virus-patients (visited on 04/12/2025).

[39] International Social Security Association, ““laluchy robotina”,
the humanoid robot: Robotic therapist programme for mental

70Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-285-2

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

DIGITAL 2025 : Advances on Societal Digital Transformation - 2025

                            78 / 90



health”, 2020, [Online]. Available: https://www.issa.int/gp/
242717 (visited on 04/12/2025).

[40] Sychelles Nation, “The health trends of 2022”, 2021, [Online].
Available: https://www.nation.sc/articles/11915/the-health-
trends-of-2022 (visited on 04/12/2025).

[41] C. Lok, S. Seah, and J. A. Baker, “Robots that deliver
medication, voice-activated devices: Hospitals tap technology
to improve patient care”, 2023, [Online]. Available: https :
//www.channelnewsasia.com/singapore/tech- ai- healthcare-
ttsh-smart-ward-cgh-ae-emergency-robots-3634801 (visited
on 04/12/2025).

[42] EnvisionIT, “Raddify for mammograms”, 2024, [Online].
Available: https://www.radify.ai/for-mammograms/ (visited on
04/18/2025).

[43] A. Njanja, “South africa’s envisionit deep ai gets $1.65m to
expand access to medical imaging”, 2023, [Online]. Available:
https://techcrunch.com/2023/02/23/south-africas-envisionit-
deep-ai-gets-1-65m-to-expand-access-to-medical-imaging/
(visited on 04/18/2025).

[44] Daba Finance, “South africa’s envisionit deep ai partners
with pharma giant bayer”, 2024, [Online]. Available: https:
//dabafinance.com/en/news/south-africas-envisionit-deep-ai-
partners-with-pharma-giant-bayer (visited on 04/18/2025).

[45] J. Kart, “Robin the robot comforts kids in hospitals, can help
with covid-19”, 2020, [Online]. Available: https://www.forbes.
com/sites/jeffkart/2020/06/17/robin-the-robot-comforts-kids-
in-hospitals-can-help-with-covid-19/ (visited on 04/12/2025).

[46] R. Melkumyan, “The making of robin: A robotic friend
for pediatric patients”, 2024, [Online]. Available: https : / /
evnreport.com/creative- tech/the- making- of- robin/ (visited
on 04/15/2025).

[47] J. Mahakian, “Investigating the use of an autonomous robot
assistant toimprove the wellbeing of institutionalized older
adults inarmenia”, in Alzheimer and Dementia, 2022.

[48] R. Manuel, “Ukraine oks robotic stretchers for military dis-
tribution”, 2024, [Online]. Available: https://thedefensepost.
com/2024/09/10/ukraine-military-robotic-stretchers/ (visited
on 04/15/2025).

[49] Ukrainska Pravda, “Medical evacuation robots tested in
ukraine”, 2024, [Online]. Available: https://www.pravda.com.
ua/eng/news/2024/02/29/7444397/ (visited on 04/15/2025).

[50] M. Brady, J. Coco, and K. McDonald, “Implementing robots
to support nursing home staff and socialize with residents”,
2022, [Online]. Available: https://digital.wpi.edu/downloads/
tb09j879b (visited on 04/12/2025).

[51] D. Daniel, “With montreal’s scale ai, hospitals across canada
are testing new ai applications”, 2024, [Online]. Available:

https://www.canhealth.com/2024/11/01/with-montreals-scale-
ai-hospitals-across-canada-are- testing-new-ai-applications/
(visited on 04/12/2025).

[52] Medtronic, “Mazor - robotic guidance system for spinal
surgery”, 2024, [Online]. Available: https://www.medtronic.
com / ca - en / healthcare - professionals / products / spinal -
orthopaedic / spine - robotics / mazor - x - stealth - edition . html
(visited on 04/16/2025).

[53] Warringal Private Hospital, “Mazor x stealth edition”, 2024,
[Online]. Available: https://www.warringalprivate.com.au/Our-
Services/Mazor-X-Stealth-Edition (visited on 04/16/2025).

[54] A. Gamal et al., “Clinical applications of robotic surgery
platforms: A comprehensive review”, Journal of Robotic
Surgery, vol. 18, no. 1, 2024.

[55] MkulimaGPT, “About MkulimaGPT”, 2024, [Online]. Avail-
able: https://mkulimagpt.com/about-1 (visited on 04/16/2025).

[56] Africa News, “Rwanda: An ai platform for small holder
farmers”, 2024, [Online]. Available: https://www.africanews.
com/2023/09/28/rwanda-an-ai-platform- for- small-holder-
farmers/ (visited on 04/16/2025).

[57] Farm Hut, “Discover our wholesome features”, 2024, [Online].
Available: https://www.farmhutafrica.com/features (visited on
04/17/2025).

[58] V. Makuvaro et al., “Constraints to crop production and
adaptation strategies of smallholder farmers in semi-arid central
and western zimbabwe”, African Crop Science Journal, 2017.

[59] P. Kendra, “Agriculture and climate change: Call “plantix —
your crop doctor” for help”, 2022, [Online]. Available: https:
/ / agrilinks . org / post / agriculture - and - climate - change - call -
plantix-your-crop-doctor-help (visited on 04/17/2025).

[60] I. Samal, T. K. Bhoi, A. K. Pradhan, and D. K. Mahnta,
“Plantix app: A success story of artificial intelligence in plant
protection”, Van Sangyan, 2023.

[61] B. Kanana, “Botswana startup pioneers ai and drone use in
agriculture for sustainable farming”, 2024, [Online]. Available:
https://www.cryptopolitan.com/botswana-pioneers-drone-use-
in-agriculture/ (visited on 04/17/2025).

[62] Anton Tech, “Project anton, powered by anton tech”, 2024,
[Online]. Available: https: / /www.anton.co.bw/ (visited on
04/17/2025).

[63] Fermonaut, “Revolutionizing agriculture: Introducing jeevn
ai by farmonaut technologies”, 2024, [Online]. Available:
https : / / farmonaut . com / precision - farming / revolutionizing -
agriculture-jeevn-ai-your-personal-farm-advisor-2/ (visited on
04/17/2025).

71Copyright (c) IARIA, 2025.     ISBN:  978-1-68558-285-2

Courtesy of IARIA Board and IARIA Press. Original source: ThinkMind Digital Library https://www.thinkmind.org

DIGITAL 2025 : Advances on Societal Digital Transformation - 2025

                            79 / 90



On the Protection of Face Recognition Embeddings

Gábor György Gulyás
Vitarex Stúdió Ltd

Budapest, Hungary
email: gabor@gulyas.info

Abstract—Face recognition technologies rely on face embed-
dings, numerical representations of biometric features, which
are increasingly used in security and commercial applications.
However, the privacy risks associated with storing and processing
these embeddings are significant, particularly under strict regula-
tions, such as the GDPR and the AI Act. This paper investigates
two main techniques for protecting face embeddings: Locality-
Sensitive Hashing (LSH) and Homomorphic Encryption (HE).
Through a case study using random projections and the Labeled
Faces in the Wild dataset, we show that while LSH allows great
reduction in data sizes and offers efficient approximate matching,
it provides weak resistance to re-identification attacks. In contrast,
HE enables computation directly on encrypted data and offers a
more secure, though computationally expensive, alternative. We
evaluate recent HE-based approaches and propose optimizations.

Keywords-Face Recognition; Biometric Templates; Privacy; Se-
curity.

I. INTRODUCTION

Face recognition technologies are rapidly becoming integral
components of modern smart city infrastructures and daily
digital interactions. From secure access control in buildings
and devices to personalized services in businesses, the ability
to reliably identify individuals through facial biometrics offers
both convenience and efficiency. At the core of these systems
lie face embeddings — mathematical representations of facial
features - serving as the fundamental units for recognition of
individuals.

As their use becomes more widespread, security and privacy
of face embeddings emerge as critical concerns. Unlike
passwords or tokens, biometric data is inherently sensitive
and immutable: once compromised, it cannot be revoked or
changed. Hence, there are strict provisions under both the
GDPR [1] (General Data Protection Regulation) and the AI
Act [2] (Artificial Intelligence Act). Protecting face embeddings
from exposure, inversion, and misuse is therefore essential to
maintain user trust and ensuring the long-term viability of face
recognition systems.

What are face embeddings? Briefly, they are our facial fin-
gerprints; embeddings belonging to a specific person uniquely
describe that individual, but differ notably from the embeddings
of other individuals. State-of-the-art face recognition systems
are predominantly based on deep learning, particularly Con-
volutional Neural Networks (CNNs). These models learn to
extract compact and discriminative feature vectors (known as
face embeddings) that capture the unique identity of individuals
while remaining invariant to variations in pose, lighting, and
expression. Face recognition technologies use various deep

60 40 20 0 20 40
X

40

20

0

20

40

Y

LFW Dataset Embeddings

Figure 1. Individuals’ embeddings (with at least 10 embeddings per individual)
visualized from the LFW dataset [3].

learning architectures, and their vector structure usually consists
of float values with a variable length, typically having 128-512
dimensions.

We provide an example of the behavior of embeddings in
Figure 1, where we visualize embeddings of individuals from
the Labeled Faces in the Wild (LFW) dataset [3], using TSNE
[4] (t-distributed stochastic neighbor embedding). It is clearly
visible that each individual’s embeddings cluster together but
separately from others.

This paper investigates how state-of-the-art technical security
measures can protect face embeddings [5]; in particular, we
analyze Locality-Sensitive Hashing (LSH) and Homomorphic
Encryption (HE). LSH offers a transformation with information
loss to map embeddings into distance-preserving hashes that
can still support approximate matching. HE, on the other
hand, provides strong cryptographic guarantees by enabling
computation on encrypted data without ever revealing the
plaintext embeddings.

We examine the effectiveness of LSH through an experiment
on random projection using the LFW dataset. Our results show
that while LSH can preserve identity similarity for efficient
matching, it offers limited resistance to re-identification under
adversarial conditions. To address these shortcomings, we
investigate HE as a cryptographic alternative that allows secure
computation on encrypted embeddings.

The rest of this paper is organized as follows. In Section
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II, we introduce LSH and evaluate its security and utility in
the context of face embeddings. Section III presents HE, we
review relevant literature and compare the effectiveness of
recent approaches, also concerning face recognition. Finally,
Section IV concludes the paper with a summary of our findings
and outlines directions for future research.

II. LOCALITY-SENSITIVE HASHING

LSH is a technique used to reduce the dimensionality of data
while retaining the ability to efficiently perform approximate
searches of the nearest neighbor. Unlike traditional crypto-
graphic hash functions, which aim to maximize randomness
and unpredictability, LSH functions are designed so that similar
inputs (e.g., according to cosine distance) are more likely to be
hashed to nearby buckets. This property makes LSH particularly
useful for tasks such as face recognition, where exact matches
are rare, but similar embeddings need to be quickly identified.

A. Related Work

Works on face hashing derive their own features to create
embeddings. One of the first works on hashing faces introduces
Local Feature Hashing (LFH), a face recognition method
designed for scalability and robustness in large-scale, real-
world applications [6]. LFH combines local image descriptors
with p-stable distribution-based Locality Sensitive Hashing
(pLSH) to achieve fast and Accurate Approximate Nearest
Neighbor (ANN) searches.

Another, more recent work, explores the effectiveness of
various LSH techniques to improve the performance com-
pared to previous LFH methods [7]. Due to the increasing
volume of facial images on social networks and databases,
reducing the system response time is critical. The authors
propose an unsupervised face recognition pipeline using local
feature extraction, PCA (Principal Component Analysis) for
dimensionality reduction, and several LSH variants for efficient
indexing and similarity search. Their method is evaluated on
three facial image datasets, and hashing function evaluated
concerning their impact, scalability, and responsiveness. Their
work suggests future research into combining LSH with deep
learning.

B. Deep Learning and LSH

Since embeddings are structured simply as float vectors,
random projection [8] seems to be a suitable LSH technique
for dimension reduction. Therefore, random projection is a
technique to reduce the dimensionality of high-dimensional data
while approximately preserving the pairwise distances between
points. Its core idea is based on the Johnson–Lindenstrauss
lemma, which states that a small set of points in a high-
dimensional space can be projected into a lower-dimensional
space in such a way that the distances between the points are
nearly preserved.

Mathematically, given a data vector x ∈ Rd, we multiply
it by a random matrix R ∈ Rk×d, where k ≪ d, to obtain
a lower-dimensional representation x′ = Rx. The entries of
R are typically sampled from a Gaussian distribution N (0, 1)

LSH1 LSH2

… …

Person 1
Person 2
Person 3

Person N

Train set

Test set

Set A Set B

Figure 2. Our methodology: each profile (rows) were split half, then we used
different LSH hashes to map their embeddings from 2048 bits to 64 bits.

or a sparse distribution with similar properties. This method
is computationally efficient and preserves the structure of the
data well enough for many applications.

C. Evaluation

In this section, we evaluate random projection for face
recognition embeddings. Our methodology is as follows. Using
a subset of the LFW dataset [3], we evaluated whether identity-
preserving similarity can be maintained after applying random
projections (with different key matrices) that significantly
reduce the dimensionality of the embeddings. One could
imagine that using a method with such information loss (e.g.,
shrinking embeddings only to their 1/32), would prevent
matching identities.

We first selected a subset of the LFW dataset by filtering for
individuals with at least 40 available face embeddings, then we
randomly sampled exactly 40 embeddings, ensuring balanced
coverage across individuals. Then these embeddings were split
into two disjoint sets of 20, simulating two independent profiles
of each person. This resulted in a dataset of 19 people.

To simulate an LSH scenario using random projection, we
generated two independent random matrices RA ∈ R4×128 and
RB ∈ R4×128, with entries sampled from a standard Gaussian
distribution N (0, 1). These matrices were used to map each set
of embeddings to a 64-bit binary hash, effectively reducing the
128-float (i.e., 2048 bits) representation to a compact binary
code. We denote these LSH1 and LSH2, and the resulting
hashed profiles are set A and B, respectively (see in Figure 2).

This setup allows us to analyze the linkability properties
of randomly projected embeddings across two independent
LSH spaces (assuming not knowing the projection matrices).
Furthermore, this evaluation models practical scenarios where
an attacker may try to correlate different embedding databases.
Hence, the underlying questions is: is using LSH secure under
the condition that an attacker cannot access the projection
matrix?

The baseline approach could be to guess the mapping
between embeddings e1 ∈ |A|, e2 ∈ |B|. The probability
of a correct mapping is 1/19 ∼ 5.2%/. A more sophisticated
attack would be to map an embedding to the person to which
it is more similar using cosine similarity: this naive algorithm
also leads to a re-identification rate of 5.2%.
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Figure 3. Hashed subset of the LFW dataset with only 20 embeddings per
individual. Despite the significant loss of information, the hashing preserved
differences between identities, while embeddings belonging to the same person
are still clustered.

The underlying problem is identical to a re-identification
situation. The core component of re-identification algorithms
is the similarity metric that determines if two pieces of
information (e.g., profile descriptors) are related or not. Only
changing the similarity metric without touching the rest of the
algorithm can yield significantly better results [9].

In our next step, we conducted a classification experiment
using XGBoost (eXtreme Gradient Boosting), a gradient-
boosted decision tree model. We constructed a binary clas-
sification task where the input consisted of embedding pairs,
and the labels indicated whether the pair belonged to the same
identity (positive class) or to different identities (negative class).
Training and test data structures are illustrated in Figure 2.

Due to the inherent class imbalance in pairwise face
verification tasks, where negative pairs typically outnumber
positive ones (e.g., 4104 vs 228 in our experiment), we applied
class-balancing techniques during training. Specifically, we
assigned higher importance to the underrepresented class and
reinforced the model’s sensitivity to the minority class. The
model was trained on the train set of embedding pairs and
evaluated on a similar disjoint test set (with a 80 : 20 train-test
ratio). With this setup, we have achieved an overall 89.87%
accuracy, with a recall of 91% for non-matching hashed
embedding pairs (4104 cases), and 68% for matching ones
(228 cases).

This leads us to the conclusion that while LSH is an efficient
tool for reducing data volume while preserving utility, but offers
weak utility.

III. HOMOMORPHIC ENCRYPTION

The previous conclusion on LSH leads us to the need to
look for cryptographic solutions. This brings us to investigate
HE, which is an emerging cryptographic technique that enables

computation on encrypted data without requiring decryption.
In the context of face recognition, this means that sensitive bio-
metric embeddings can remain encrypted while still supporting
operations, such as similarity comparison. This capability is
especially valuable for privacy-preserving applications, where
biometric data must be processed by untrusted systems or
outsourced to third-party cloud services - or simply just for
compliance reasons.

Formally, a HE scheme allows specific algebraic operations
(e.g., addition or multiplication) to be performed on ciphertexts
such that, when decrypted, the result matches the operation
as if it had been performed directly on the plaintexts. Fully
Homomorphic Encryption (FHE) schemes support arbitrary
computations on encrypted data, while Partial Homomorphic
Encryption (PHE) schemes restrict the type of operations. The
first working FHE solution was published in 2009 [10].

Although HE offers strong privacy guarantees, their use in
face recognition systems has been limited due to computational
overhead and complexity. However, recent advancements in
the efficiency and usability of HE libraries have opened
new possibilities for secure biometric matching, making it
a promising direction for embedding protection in real-world
deployments. In the following, we provide a literature survey
on new results.

Mi et al. [11] propose a privacy-preserving face recognition
method that transforms facial data extracted from images in
a way that conceals the subject’s identity, while still enabling
accurate recognition. Their approach demonstrates strong
recognition performance and improved privacy compared to
earlier transformation-based techniques. However, one notable
limitation is that, in the event of a data breach, the transformed
representations can still be partially inverted—allowing the
recovery of visual cues, such as skin tone or hair color. Leaking
such personal attributes can still lead to re-identification as
demonstrated in [12], therefore any meaningful reconstruction
or inference by an attacker must be prevented.

A recent study by Serengil et al. [13] presents an encryption-
based face recognition approach in which most of the compu-
tation—including face detection and matching—is carried out
directly in the encrypted domain. This design ensures a high
level of security by minimizing exposure of sensitive data. The
authors report that the system achieves both high accuracy and
practical performance. While their method is sound, significant
improvement needs to be done to reduce runtime efficiency. We
have checked their approach by running our own simulations
(with a different HE library), and we believe speedups of 4-8x
could be possible, depending on the configuration – which we
leave for future work.

A similar technique had been introduced before by Boddeti
[14], who applies similar cryptographic optimizations to enable
secure face recognition. However, their method has only
been evaluated on isolated datasets in experimental settings.
As a result, its applicability in real-world scenarios remains
uncertain.

In summary, HE represents a compelling solution for pro-
tecting face recognition embeddings, offering strong theoretical
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guarantees and the ability to perform computations on encrypted
face recognition embeddings. While prior work has laid
important foundations, many of the proposed systems either
fall short in terms of efficiency or have yet to be validated in
realistic, large-scale scenarios.

IV. CONCLUSION AND FUTURE WORK

As face recognition technologies become increasingly em-
bedded in everyday digital infrastructure, the need for robust
protection of biometric data, and specifically face embeddings,
grows ever more urgent. In this paper, we examined the security
and privacy challenges associated with storing and processing
face recognition embeddings, with a particular focus on two
technical approaches: LSH and HE.

Our evaluation of LSH, including a random projection-
based case study, revealed that while LSH can efficiently
reduce data size (up to 1/32) and preserve similarity for
approximate matching, it provides no privacy protection against
re-identification attacks. In contrast, HE offers a higher level
of security by enabling computations to be carried out on en-
crypted embeddings. While existing HE-based face recognition
systems demonstrate promising results in terms of privacy and
accuracy, many still need future work on the practical side.

Future work should build on existing results by doing
extended evaluations to larger and more life-like and diverse
datasets, explore integration with secure hardware enclaves, and
investigate hybrid schemes that combine LSH and encryption
for a balanced trade-off between efficiency and security.
Additionally, adapting these techniques to real-time video
analytics remains a promising direction for achieving scalable,
redundant, privacy-preserving biometric recognition for smart
cities and enterprise applications.
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Abstract—Despite the growing emphasis on citizen 

participation, we agree with the authors who defend that the 

current mechanisms still often suffer from (i) low utilisation, (ii) 

limited adherence, and (iii) participant dissatisfaction, 

highlighting a gap between normative frameworks and their 

practical effect. To address these challenges, this work combines 

a targeted literature review with an argumentative legal analysis 

to propose a specific approach to citizen participation in smart 

cities, aligning public law with good governance and 

sustainability and envisioning efficient and equitable decision-

making. More precisely, this work proposes a legal-technical 

framework to enhance citizen participation in municipal 

decision-making, drawing inspiration from Klinke and Renn’s 

risk governance framework. Still, unlike the authors’ risk-

centric policy definition, the current study focuses on municipal 

decisions (excluding contracts, regulations, and administrative 

acts such as licensing), addressing some of their challenges, 

including complexity (multi-factor issues), uncertainty (data 

gaps), and ambiguity (value conflicts). The proposed solution is 

based on (i) adapted/tailored participation procedures and (ii) 

targeted engagement of participants, including 

underrepresented groups (to ensure inclusivity), all driven by 

(iii) impact criteria (e.g., economic value, the population 

affected, social significance) to categorise decisions and guide 

participation, supported by (iv) smart city technologies, like 

artificial intelligence-driven platforms (e.g., with semantic 

analysis), to streamline bureaucracy and enable scalable, 

inclusive, and transparent participation. 

Keywords - smart cities; citizen participation. 

I. INTRODUCTION 

This first section introduces the identified problem and the 
proposed solution, outlining the research’s methodology. 

A. The identified problem 

We argue that current municipal decisions – especially 
those that are strategic/impactful/sensitive decisions that may 
shape municipal priorities through significant citizen 
participation – require greater sustainability (encompassing 
environmental, social, and economic/governance dimensions) 
and alignment with the principle of good governance. To 
achieve this, citizen participation, recognised as both a right 
and a principle, must be a key consideration. In that vein, in 
2020, the Organisation for Economic Co-operation and 
Development (OECD) collected evidence and data that 
support the idea that citizen participation in public decision-

making can deliver better policies, strengthen democracy, and 
build trust [1]. However, in 2022, Chen et al. [7, p. 141] 
indicated that, regarding future research, little had been written 
about the effectiveness of these measures, specifically the 
extent to which citizen involvement and dynamisation have 
contributed to social equity and quality of life. 

According to some studies, specific mechanisms directly 
related to citizen participation (such as citizens' conferences, 
deliberative surveys or citizen consultations), despite being 
normatively enshrined in their respective legal systems, have 
rarely been used, have not had excellent adherence or have 
been unsatisfactory for participants (e.g. [2], [3], [4], [5], [6] 
and [7]), appearing more important in theory than in practice. 
This discrepancy, referred to by Delicado [5] as the 
“participation fallacy” and by Arnstein [6] as “tokenism”, 
reveals a critical gap between the normative value of 
participation and its practical effectiveness. 

B. Purpose and description of the solution 

This article aims to develop a legally grounded, 
technology-enabled framework for citizen participation in 
smart cities that may overcome the "participation fallacy" by 
(i) adapting/tailoring participation procedures and (ii) 
targeting engagement of diverse participants, including 
underrepresented groups (to ensure inclusivity), all driven by 
(iii) strategic/impact/sensitive criteria (e.g., economic value, 
the population affected, social significance) to categorise 
decisions and guide participation, supported by (iv) smart city 
technologies, like artificial intelligence (AI) driven platforms 
(e.g., with semantic analysis), to streamline bureaucracy and 
enable scalable, inclusive, and transparent participation. 

These ideas were inspired by the 2011 work of Klinke and 
Renn [8], who, based on previous works and in the 2005 white 
paper from IRGC (International Risk Governance Council) 
[9], proposed an adaptive and integrative risk governance 
model to address contemporary risk challenges, expanding the 
classic risk analysis model (assessment, management, 
communication) with additional steps (pre-estimation, 
interdisciplinary risk estimation, risk characterisation, 
evaluation, and management) and emphasising multi-actor 
involvement. That work’s focus was on designing a flexible, 
inclusive governance process to handle risks characterised by 
complexity, scientific uncertainty and socio-political 
ambiguity. 

Complexity, according to Klinke and Renn [8], arises in 
decisions with intricate technical or scientific components 
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where cause-and-effect relationships are difficult to predict 
(e.g., tech policy). The scope is narrow, targeting experts or 
specialised stakeholders (e.g., engineers, scientists, or 
industry representatives). The depth demands deep technical 
analysis, focusing on data-driven or evidence-based 
contributions rather than broad public opinion. 

Regarding uncertainty, according to the referred authors, 
it occurs when outcomes are unpredictable, but values, 
priorities, or local knowledge are critical (e.g., environmental 
Planning and urban redevelopment). The scope targets 
institutional actors, interest groups, and informed stakeholders 
(e.g., Non-Governmental Organisations (NGOs), local 
businesses, community leaders), who are key to surfacing 
these elements. It is balanced, combining stakeholder insights 
with technical input, with a focus on values and local context. 

Regarding ambiguity, according to the referred authors, it 
arises in decisions involving moral, political, or value-based 
conflicts where a broad consensus is required (e.g., zoning 
disputes and social equity policies). The scope is broad and 
open to all citizens, ensuring diverse perspectives and 
legitimacy. It is deliberative, focusing on dialogue and 
consensus-building rather than technical detail. The general 
public, citizens, and civil society would be best suited to 
resolve these value clashes. 

Beyond that idea (considering others, such as adaptive and 
integrative capacity and the governance decision tree), we 
would like to highlight the spectrum that goes from linear risk 
problems (as a category with low complexity, uncertainty, and 
ambiguity, making it suitable for routine risk handling) to 
those situations which require risk-informed, precaution-
based, or discourse-based management. Consequently, 
stakeholder involvement would vary depending on the risk 
type. Linear risks (instrumental processing) would involve 
(only) governmental actors; complex risks (epistemic 
processing), experts; uncertain risks (reflective processing), 
stakeholders; and, for ambiguous risks (participative 
processing), the public. 

While inspired by this risk governance theory, our 
proposed framework is not intended to reform legal structures 
but to serve as a best-practice, regulatory-level tool adaptable 
by municipalities within existing legal norms.” 

C. Research questions 

To guide this investigation, this study poses the following 
explicit research questions: 

a) Are participation procedures more critical for 
strategic/impactful/sensitive decisions compared to linear, 
routine decision-making processes? 

b) How can Klinke and Renn’s risk governance 
framework (especially regarding complexity, uncertainty, and 
ambiguity) be adapted to design effective citizen participation 
models? 

c) How can administrative procedures be adapted to 
enhance citizen participation in smart cities? 

d) How can smart city technologies support tailored 
participation by enhancing citizens' engagement, inclusivity, 
and decision-making? 

D. Difficulties, obstacles and challenges 

Regarding the challenges of the proposed solution, it is 
necessary to clarify that, unlike Klinke and Renn’s risk-centric 
model, the current work focuses on municipal decisions 
(excluding contracts, regulations, and administrative acts, 
such as licensing) during policy implementation, enhancing 
participation and governance effectiveness, thereby 
emphasising the impact of these decisions. By adapting the 
authors’ concepts of complexity, uncertainty, and ambiguity 
to the municipal context, this approach ensures that 
participation is tailored to the decision’s impact and to its 
inherent challenges, making governance more responsive and 
inclusive. 

In summary, the authors’ framework will serve as a 
starting point, while our focus will be on impact-driven 
participation. We will propose six impact-based criteria as the 
core framework for assessing decisions while offering 
complexity, ambiguity, and uncertainty as supplementary 
tools to refine participation strategies when needed. They help 
municipalities address decisions that go beyond simple impact 
assessment, ensuring participation is effective in challenging 
cases. Unlike the six impact-based criteria, complexity, 
ambiguity and uncertainty are not required for every decision. 
They are applied selectively, maintaining the simplicity of the 
original framework while adding depth where necessary. 

As such, the aforementioned theory can be applied to 
municipal decision, recognizing that these decisions differ 
from risk governance and national risk scenarios, but often 
share similar characteristics that affect how participation 
should be structured. 

For instance, municipal decisions often involve complex 
situations with multiple technical components, interdependent 
systems, or specialised knowledge (e.g. deploying a city-wide 
sensor network may require technical workshops or cross-
departmental collaboration alongside citizen input). 

Local governance may also face long-term or 
unpredictable outcomes (e.g., future population growth and 
the effects of climate change), especially where data are 
incomplete. For example, a public transport investment plan 
might use scenario-based consultations, roundtables or phased 
feedback to adapt to emerging trends. 

Furthermore, as we will see bellow, municipal decisions 
may also involve sensitive socio-cultural issues, ethical 
dilemmas, cultural sensitivities, or conflicting stakeholder 
values. For instance, a zoning change sparking community 
debate might require deliberative forums (such as citizen 
assemblies) or mediation to align perspectives, mirroring 
socio-political ambiguity. 

Regarding the difficulties in implementing effective 
citizen participation, we identify those that we consider more 
relevant. First, low engagement stems from citizens’ lack of 
awareness, trust, or perceived influence, exacerbated by 
opaque processes or inadequate feedback loops [2] and [10]. 

Second, inclusivity barriers – such as digital divides, low 
digital literacy, or exclusion of marginalised groups – hinder 
broad participation, particularly in smart cities [4]. 

Third, administrative rigidity in public law frameworks 
often employs one-size-fits-all procedures, overlooking the 
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diverse nature of decisions (e.g., complex technical projects 
versus value-laden policy choices) [10]. 

Fourth, although the features of smart cities are becoming 
increasingly noticeable, their widescale implementation is 
uneven globally and in terms of technology application. 
Resource constraints challenge municipalities, such as 
designing tailored processes or deploying advanced 
technologies (e.g., AI platforms), which require significant 
investment and expertise [4]. 

Fifth, our proposal implies the definition of tiers, which 
should still be defined in concrete by municipalities 
(nevertheless, we suggest defining values, for instance, 
considering that a decision is strategic/impactful/sensitive if 
any quantitative criterion reaches Tier 3 or above or the 
qualitative criterion is triggered). 

E. Importance of the problem 

As to the importance of the problem, the “participation 
fallacy” is a critical issue for democratic governance and 
smart city development, with far-reaching implications. 

Legitimation is a broader democratic function: 
participation increases the acceptability and sustainability of 
decisions, especially where multiple participants and 
conflicting interests are involved. Thus, participation should 
not be symbolic or limited to information provision. It must 
empower citizens to shape outcomes. To overcome these 
challenges, we advocate for regulatory frameworks that 
ensure inclusiveness, clarity, and effective and practical 
implementation. Participation gains legitimacy and adherence 
when citizens understand how their input will be used. Legal 
norms and especially municipal regulations must enable not 
just the right to be heard but also the duty of the administration 
to respond and justify. It is essential to reach those who need 
it most, particularly through inclusive technology and 
enhanced digital literacy. 

Ineffective participation erodes public trust, weakens 
policy legitimacy, and risks suboptimal outcomes as citizens' 
preferences and local knowledge remain untapped [6]. For 
municipalities, addressing this gap is crucial to meeting the 
mandates of good administration and democratic legitimacy. 
Neglecting this problem risks social exclusion, policy 
resistance (e.g., in contentious zoning decisions), and missed 
opportunities to leverage smart city technologies for inclusive 
governance, rendering it a pressing scientific and practical 
challenge. 

F. Limitations 

Our proposed approach has several limitations. First, it 
relies on municipal capacity to implement sophisticated 
technologies and regulatory frameworks, which may be 
challenging for smaller or resource-constrained cities [4]. 
Second, the proposed tiered criteria (e.g., economic value, 
population affected) require local adaptation, risking 
inconsistency across jurisdictions due to subjective 
interpretations [10]. Third, digital inclusion remains a 
challenge, as reliance on smart city technologies (which often 
adopt top-down solutions) may exclude citizens with low 
digital literacy or access, potentially undermining inclusivity 
[5]. Fourth, this study has a legal perspective and is strictly 

limited in scope. It does not address forms of political 
participation or seek to explore in detail the ethical or 
philosophical underpinnings of democratic theory. Finally, 
the exploratory nature of the research lacks empirical 
validation, necessitating future testing to confirm the 
framework’s effectiveness in diverse smart city contexts. 

G. Methodology 

Regarding the methodology, this work employs an 
exploratory, qualitative approach that combines a targeted 
literature review with an argumentative legal analysis to 
propose a specific approach to citizen participation in smart 
cities. Scientific articles were collected from reputable library 
databases, including EBSCO, IEEE, ResearchGate, 
repositorium.sdum.uminho.pt, and Google Scholar, as 
recommended by Callahan [11]. 

Rather than aiming for an exhaustive summary of all 
literature – a hallmark of scientific systematic reviews – this 
work prioritises pertinent sources that either bolster the 
proposal or illuminate counterarguments, aligning with the 
qualitative research principles outlined by Jaeger and Halliday 
[12], Cardano [13], and Günther [14]. This selective approach 
reflects a core tenet of legal scholarship, where persuasion 
takes precedence over comprehensiveness, allowing the 
analysis to construct a compelling case rather than merely 
describe the field. References follow the IEEE style, as per the 
conference guidelines. Zotero and Grammarly software were 
used. 

H. IARIA context 

We defend that both problem and solution are aligned with 
the topics of the International Academy, Research and 
Industry Association (IARIA) Annual Congress on Frontiers 
in Science, Technology, Services, and Applications, 
especially regarding smart cities (systems), understood as " an 
innovative city that uses ICTs and other means to improve 
quality of life, efficiency of urban operation and services, and 
competitiveness, while ensuring that it meets the needs of 
present and future generations concerning economic, social, 
environmental as well as cultural aspects” [15]. Moreover, we 
have already established that there should be a legal concept 
of smart cities that is more focused on citizens’ rights [16]. 

I. Structure 

This work is structured as follows: the current Section I 
(Introduction) outlines identified problem, the proposed 
solution, and methodology. Section II (Research) includes the 
definition of the impact criteria for decision categorisation, 
details the tailored procedures (inspired by Klinke and Renn’s 
framework, targeted participants’ engagement and the role of 
smart city technologies. Lastly, Section III (Conclusions) 
synthesises findings, advocating for legal reforms to achieve 
substantive participation. 

II.RESEARCH 

This section develops a framework for effective citizen 
participation in smart cities, exploring four key ideas: decision 
impact criteria, tailored procedures, targeted citizen 
engagement, and the role of technology. 
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A. Definition of criteria for strategic/impactful/sensitive 

decisions 

Rather than directly transplanting risk typologies into 
urban governance, our proposal for a framework selectively 
draws on the concepts of complexity, uncertainty, and 
ambiguity, as well as their consequences. In our proposal, 
their role is to fine-tune participation design in situations 
where impact-based criteria alone may not fully reflect a 
decision’s full significance. 

Balancing efficiency and democracy poses a dilemma: 
overly broad participation in minor decisions wastes 
resources, while insufficient engagement in 
strategic/impactful/sensitive issues undermines legitimacy. 
Thus, we defend the advantages of prioritising higher 
participation (citizen power) for strategic/impactful/sensitive 
decisions [6] and [17] and a standardised yet flexible 
framework (e.g., a municipal regulation) that defines 
participation levels based on decision impact according to 
different criteria (thus avoiding case-by-case discretion). 
Inspired by several authors ([1], [6], [10], [17] and [18]), we 
defend the existence of six criteria: economic value, number 
of people affected, territorial area impacted, duration of 
impacts, risk of irreversible effects and qualitative factors as a 
"safety valve" (socio-cultural sensitive decisions). 

Each of the quantitative criteria, without a hierarchical 
order, has a predefined tiered system (e.g., tiers 1–5) that 
ensures consistency and efficiency. We consider that (i) the 
municipality must define the values of each tier in concrete, 
according to its reality, and (ii) the tiers may need to be 
adapted by the municipality according to the matter at stake 
(e.g., specific NGOs, marginalised communities).  

As a theoretical exercise, we propose some values that we 
consider reasonable for each tier. Regarding the first criterion 
(economic value), we suggest it should be measured according 
to the average value of the most expensive public contract 
awarded in the last 5 years, from ≥ 5% (Tier 1) to ≥ 80% (Tier 
5). It measures the financial scale of a decision relative to 
municipal budgets. Due to their strategic nature, high-cost 
decisions (e.g., major infrastructure projects) likely require 
broader or more targeted participation. 

The second criterion is the number of affected people 
(from < 0.5% (Tier 1) to > 50% or national/inter-municipal 
impact (Tier 5)). This criterion resonates with the emphasis on 
engaging those most affected. Decisions affecting large 
populations (e.g., urban redevelopment) may warrant broader 
participation to ensure legitimacy and transparency. Still, the 
low threshold for Tier 1 (<0.5%) may exclude niche but 
critical groups (e.g., minorities), thereby risking the exclusion 
of vulnerable participants, thus highlighting the need for the 
sixth (quantitative) factor alongside percentages. 

The third criterion is the territorial area affected (< 0.1% 
(Tier 1) to > 50% or national/inter-municipal impact (Tier 5)). 
Despite the high impact, small but densely populated areas 
(e.g., urban centres) may fall into lower tiers, suggesting a 
need for density-weighted adjustments. 

The fourth criterion is impact duration (< 1 week (Tier 1) 
to > 5 years (Tier 5)), which highlights long-term decisions 
which require participation to ensure sustainability and 

legitimacy. Still, the 5-year threshold for Tier 5 may be too 
short for some strategic decisions (e.g., climate adaptation 
plans spanning decades). 

The fifth criterion, irreversibility of the effects (may vary 
from “none” (Tier 1) to “systemic damages" (Tier 5)) aligns 
with the mention of sustainability and risk governance. Still, 
the subjective nature of "systemic damages" may lead to 
inconsistent municipal classifications.  

The sixth criterion is a qualitative flag for 
strategic/impactful (e.g., decisions shaping city identity or 
long-term vision) or socio-cultural sensitive decisions (which 
involve value conflicts, public controversy, or stakeholder 
polarisation, often requiring broad engagement to legitimise 
outcomes) that may not score high in all criteria but still 
require broad participation due to their systemic or value-
sensitive nature (e.g., a policy shift with moderate costs but 
high symbolic importance) and their impact on marginalised 
groups. 

Lastly, once the criteria are established, participants and 
mechanisms should be assigned according to each criterion 
and tier. In case of conflicting criteria (e.g., high territorial 
impact but low cost), a decision is strategic/impactful if any 
criterion reaches Tier 3 or above, as this ensures high-impact 
decisions trigger appropriate participation. To ensure 
participation is genuine and impactful, municipalities should 
adopt evaluative indicators such as (i) representativeness of 
participants (e.g., demographic match to affected population); 
(ii) transparency of decision influence (e.g., percentage of 
proposals integrated into final decisions); and (iii) satisfaction 
and trust metrics (e.g., post-process surveys). These indicators 
may be integrated into ex-post reviews of participatory 
processes or public reports. 

B. Tailored procedures (Klinke and Renn’s framework) 

Further to the previous section, we propose a tiered 
participation matrix in which tailored mechanisms are linked 
to each criterion’s impact level (Tiers 1–5). The intention is 
that this structure encourages municipalities to adopt flexible 
and hybrid approaches, particularly where decisions are 
considered strategic/impactful/sensitive. Hybrid formats (e.g., 
combining citizens' assemblies with digital feedback tools) are 
particularly recommended for higher tiers to enhance both 
inclusivity and effectiveness. 

Similarly, in 2019, Simonofski [17] presented CitiVoice 
Frameworks, a governance tool designed to help define a 
citizen participation strategy and as a comparison and 
creativity tool for evaluating several cities and designing new 
means of participation. 

In sum, we defend that municipal participation could 
benefit by shifting to tiered procedures, leveraging smart city 
technologies and grounded in administrative law 
(proportionality, transparency, inclusivity). First, considering 
that the administrative procedures include several stages that 
could be adapted, namely: (i) mechanism selection, (ii) 
notification, (iii) hybrid organisation, (iv) deliberation/voting, 
and (v) feedback. Secondly, considering the different tiers 
mentioned above. Once again, it should be the municipalities 
to choose the mechanisms they want to apply. Still, as a 
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theoretical exercise, we propose some values that we consider 
reasonable for each tier. 

Regarding the first criterion, low-cost decisions (Tier 1) 
could rely on digital forms or passive input tools. Moderate 
investments (Tiers 2–3) could utilise surveys, focus groups, or 
participatory budgeting methods. High-value decisions (Tiers 
4–5) may require structured deliberation, such as expert 
roundtables, citizen assemblies, or hybrid forums that 
combine online and in-person engagement. 

Regarding the second criterion, when few are affected 
(Tier 1), basic notifications or opt-in feedback could be 
sufficient. As impact grows (Tiers 2–3), engagement could 
include community meetings and targeted outreach. For large-
scale effects (Tiers 4–5), we propose city-wide consultations, 
representative panels, and multilingual or minority-focused 
forums to ensure inclusion. 

Regarding the third criterion, small-scale spatial issues 
(Tier 1) could be addressed through geo-tagged tools or apps. 
We defend that district-level actions (Tiers 2–3) may merit 
neighbourhood councils, workshops, or participatory 
mapping. Broader territorial impacts (Tiers 4–5) may call for 
hybrid assemblies, inter-municipal forums, and cross-district 
stakeholder planning. 

Regarding the fourth criterion, short-term decisions (Tier 
1–2) could benefit from simple tools such as Frequently 
Asked Questions (FAQs), chatbots, or commentable 
documents. Mid- to long-term plans (Tiers 3–4) should 
include phased feedback loops, foresight tools, or scenario-
based consultations to inform decision-making. Strategic 
long-term decisions (Tier 5) require civic foresight panels and 
multi-stage hybrid processes. 

Regarding the fifth criterion, reversible actions (Tier 1–2) 
could FAQs tools or feedback from NGOs. As permanence 
increases (Tiers 3–4), risk-mapping, ethical reviews, and 
stakeholder deliberations may become necessary. For 
systemic or irreversible effects (Tier 5), citizen–scientific 
panels or bioethics conferences with high transparency are 
recommended. 

Lastly, regarding qualitative triggers, participatory 
mechanisms could be activated even at lower tiers. These 
could include storytelling workshops, civic mediation, citizen 
juries, or cultural forums. At higher levels, hybrid methods 
(e.g., deliberative assemblies and digital engagement) tend to 
foster dialogue, trust, and legitimacy. 

C. Targeted participation 

Participation should be directed and open to all, but 
especially to those affected and most in need. Also drawing 
inspiration from Klinke and Renn [8], we defend targeted 
engagement as (i) defining in abstract the most 
relevant/affected stakeholders (such as local communities, 
interest groups, or experts), (ii) especially those that could be 
affected or interested and encouraging their participation 
(avoiding generic or ineffective engagement and 
notifications), and (iii) providing a platform allowing citizens 
to select their areas of interest (e.g., urban mobility, 
environmental policies) and preferred participation methods 
(e.g., online surveys, in-person workshops). 

Regarding the first criterion, low-cost decisions (Tier 1–2) 
could involve only internal staff or residents. As the financial 
scale increases (Tiers 3–5), participation could include 
representatives from businesses, NGOs, budgetary oversight 
bodies, technical experts, and afterwards general public, 
ensuring a fair distribution of public resources and legitimacy 
in high-cost investments. 

Regarding the second criterion, we can sustain that 
minimal population impact (Tier 1) needs only passive 
notification. As more people are affected (Tiers 2–3), resident 
associations, interest groups, and schools should be involved. 
At Tiers 4–5, participation should expand to the general 
public, marginalised groups, and civil society organisations, 
reflecting the diversity of those impacted. 

Regarding the third criterion, decisions with a narrow 
spatial scope (Tier 1–2) could involve residents or 
neighbourhood associations. Mid-tier impacts (Tier 3) 
typically may require district-level stakeholders, while 
significant territorial changes (Tier 4–5) necessitate cross-
district, inter-municipal, or even regional collaboration 
involving planners and public institutions. 

Regarding the fourth criterion, short-lived decisions (Tier 
1–2) may require little engagement beyond direct users. 
Longer-term decisions (Tiers 3–4) could include policy 
researchers, institutional actors, or technical experts. 
Strategic, long-duration policies (Tier 5) could benefit from 
multi-generational forums, future scenario experts, and cross-
sector stakeholders. 

Regarding the fifth criterion, for reversible issues (Tier 1–
2), one could consult frontline staff or local NGOs. 
Irreversible decisions (Tiers 3–5) would require the 
involvement of environmental professionals, ethicists, 
scientific advisors, and national NGOs, and afterwards 
general public, ensuring that long-term, possibly irreversible 
harms are carefully deliberated. 

Regarding the sixth criterion, affected communities, 
cultural leaders, and conflict mediators should be involved in 
the process. At the highest sensitivity (Tier 5), participation 
should include minority communities, civil rights 
organisations, and possibly reconciliation forums, and 
afterwards general public, depending on the issue's moral and 
historical weight. 

Defining stakeholders can inadvertently exclude groups or 
marginalise less vocal citizens if the process is not transparent 
or inclusive. Allowing citizens to choose their areas of interest 
increases their sense of agency and satisfaction, as they feel 
their input is relevant and valued (with feedback loops and 
transparency). A platform could facilitate participation by 
showing how selected inputs are used and by offering multiple 
participation methods (e.g., online surveys, in-person 
assemblies, or asynchronous feedback) to accommodate 
diverse needs (e.g., elderly citizens preferring in-person 
interactions, while younger ones prefer digital). This approach 
reduces barriers such as digital literacy or geographic 
constraints. A digital platform also risks excluding those with 
low digital literacy. Therefore, municipalities should 
preferably combine digital platforms with offline methods 
(e.g., kiosks and in-person sessions) and involve mediators to 
reach marginalised groups. Besides, identifying and engaging 
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stakeholders requires resources and expertise to map relevant 
groups accurately, which could strain municipal capacities. 
Indeed, developing a platform (that allows citizens to choose 
interests and participation methods) is technologically and 
administratively complex. It may require robust 
infrastructure, data protection compliance, and a user-friendly 
design with personalised options, as well as ongoing 
maintenance, updates, and user support, which can be 
resource-intensive for smaller municipalities. To mitigate this, 
municipalities could pilot the platform in phases, starting with 
specific decision types (e.g., participatory budgeting) and 
using existing smart city infrastructure to reduce costs. 
Municipalities could also plan and prioritise 
strategic/impactful/ sensitive decisions to optimise resources. 

Allowing citizens to select topics might result in over-
representation of popular or controversial issues (e.g., cycle 
paths) while neglecting less visible but critical ones (e.g., 
waste management), potentially undermining balanced 
decision-making. Furthermore, we are also aware that if 
citizens could choose their areas of interest, less "exciting" or 
complex topics (e.g., technical infrastructure policies) might 
attract fewer participants, reducing the effectiveness of those 
decisions, which we suggest could benefit from expert input. 
As a mitigation measure, stratified sampling or weighted 
representation could be employed in stakeholder selection and 
platform algorithms to ensure diversity, as suggested by the 
need for inclusiveness. 

D. Impact of technology in smart cities 

The OECD [6] has catalogued effective deliberative 
practices across jurisdictions, revealing that well-designed 
citizen assemblies, participatory budgeting, and e-
consultations can increase legitimacy. Technology in smart 
cities holds significant potential to enhance citizen 
participation in municipal decision-making by simplifying 
interfaces and providing officials and citizens with training on 
the effective use of technology. One way to address the 
aforementioned structural barriers is through real-time data 
analytics and/or smart governance platforms (e.g., mobile 
apps, online forums), which can make participation more 
accessible by reducing barriers such as physical access or time 
constraints, thereby increasing utilisation.  

By fostering trust through transparent governance and 
clear communication, smart cities can encourage sustained 
participation. Smart cities can also enhance satisfaction by 
aligning solutions with citizens' needs (e.g., addressing urban 
issues such as mobility or safety) and involving them in the 
co-design of services through feedback loop mechanisms, 
thereby addressing dissatisfaction and encouraging 
adherence. Moreover, it helps in public awareness campaigns 
and reduces information asymmetry (namely by leveraging 
passive participation, e.g. to inform campaigns), thereby 
increasing governance responsiveness. 

However, most examples show that effectiveness depends 
less on the tool’s form than on its adaptation to local 
sociopolitical conditions and clarity of purpose [6]. 
Furthermore, inclusivity can be bolstered through 
accessibility features (e.g., user-friendly interfaces, 
anytime/anywhere information access, and flexible 

scheduling and targeted notifications), making participation 
more convenient and visible, thereby increasing engagement 
and hybrid mechanisms. Still, technocentric approaches risk 
exacerbating dissatisfaction if they neglect marginalised 
groups or fail to address privacy concerns effectively. To 
mitigate this risk, laws should mandate clear interfaces and 
accessibility standards for these platforms to ensure 
inclusivity, especially for groups with low digital literacy. 

The intervention of AI may be particularly transformative, 
especially in treating the vast information provided during 
(qualitative) participation (for example, pairing AI semantic 
analysis with feedback loops to validate the input impact of 
large-scale citizen participation, notably from social media or 
e-consultations), offering a pathway to more informed, 
inclusive, and resilient municipal governance. 

To ensure inclusive and trustworthy use of technology, 
municipalities adopting AI-enabled platforms for 
participation, beyond complying with legal rules, should 
incorporate basic legal safeguards. These include: (i) 
mandatory accessibility standards (e.g., multi-language 
support, mobile usability, offline alternatives); (ii) 
participatory guarantees; and (iii) transparency obligations, 
requiring that AI-supported analysis be explainable in plain 
language to participants. These safeguards do not require 
statutory reform but may be embedded in local regulations or 
contractual requirements. 

III.CONCLUSIONS AND FUTURE WORK 

Our preliminary analysis supports the hypothesis that legal 
frameworks for citizen participation must evolve to reflect the 
differentiated impact of certain administrative decisions and 
the available technological means. This evolution requires 
new regulatory models and an institutional willingness to shift 
from a symbolic to a substantive model of public engagement. 

We consider that participation procedures are more critical 
for decisions that are strategic/impactful/sensitive than for 
linear, routine decision-making processes. Drawing 
inspiration from Klinke and Renn’s risk governance 
framework, we may recommend or demand different types of 
stakeholders. In that vein, we also defend that there should be 
tailored participation procedures (minimal for routine 
decisions and extensive for high-impact ones). Moreover, 
municipal regulation should establish administrative 
procedures that can be adapted to local realities and the 
aforementioned impact criteria rather than the current one-
size-fits-all procedures. 

Smart cities, guided by principles of good governance, 
inclusive administration, and legal foresight, can lead this 
transformation by leveraging technologies to support tailored 
participation, facilitating adaptable procedures, enhancing 
stakeholder engagement, and utilising AI-driven semantic 
analysis of diverse inputs. The application of these 
technologies must be compliant and subject to regulation. 

Finally, regarding future work, beyond further analysis 
regarding the mechanisms of participation and relevant 
concepts (e.g. stakeholders), as referred to, the exploratory 
nature of the research lacks empirical validation, necessitating 
future testing to confirm the framework’s effectiveness in 
diverse smart city contexts. 
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